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Preface

This volume of Lecture Notes in Mechanical Engineering contains accepted papers
presented at the 5th International Scientific-Technical Conference
(MANUFACTURING 2017), held in Poznan, Poland, on October 24–26, 2017.
The conference was organized by the Faculty of Mechanical Engineering and
Management, Poznan University of Technology, under the scientific auspices of the
Committee on Machine Building of the Polish Academy of Sciences, and the
Committee on Production Engineering of the Polish Academy of Sciences.

The aim of the conference was to present the latest achievements in mechanical
engineering and to provide an occasion for discussion and exchange of views and
opinions. The scope of the conference comprised of issues relating to:

• design, building, and research of machines and devices
• technological and assembly processes planning
• cutting machining, founding, plastic forming, devices, and tool-systems
• metrology and measurement systems
• materials engineering
• quality engineering
• production engineering and management

The book is organized into five chapters, according to the main conference
topics: (1) production engineering (2) design, building, and research of machines
and devices (3) cutting machining and technological and assembly processes
(4) measurement systems and quality engineering (5) materials engineering.

Members of the Conference Scientific Committee were experts from various
areas of manufacturing systems. They were engaged in evaluating papers submitted
to the conference.

The organizers received 142 manuscripts from 18 countries. After a thorough
peer review process, the committee accepted 92 papers prepared by 240 authors
from 18 different countries (acceptance rate of about 65%). All of these papers have
been published in conference proceedings. Chosen for their excellent quality,
extended versions of selected papers will be published in the scientific journals

v



Management and Production Engineering Review (published by De Gruyter and
indexed by ISI/SCI) and Archives of Mechanical Technology and Materials
(published by De Gruyter).

We would like to especially thank the members of the International Program
Committee for their hard work during the review process.

We acknowledge all that contributed to the staging of MANUFACTURING
2017: authors, committees, and sponsors. Their involvement and hard work were
crucial to the success of the MANUFACTURING 2017 conference.

Poznań, Poland Adam Hamrol
October 2017 Olaf Ciszak

Stanisław Legutko
Mieczysław Jurczyk
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Analysis of the Conditions for Effective
Use of Numerically Controlled Machine
Tools

Adam Hamrol, Slawomir Zerbst, Mariusz Bozek, Marta Grabowska
and Markus Weber

Abstract The paper demonstrates that the effective replacement of conventional
machine tools with numerically controlled machinery (CNC) requires the simul-
taneous conducting of actions related to organization and control of production,
management of human resources, and tool economy. The direct costs of machining
for a selected group of surgical tools, performed with the use of conventional, as
well as CNC machinery, were analyzed. The assumptions adopted for the analysis
of profitability of machinery park restructuring were compared with the actual costs
generated after a year from implementing the project.

Keywords Efficiency � Production costs � Tool economy

1 Introduction

A process-oriented approach to managing a manufacturing company means per-
ceiving all actions, equipment, and machinery, such as machine tools, for instance,
as links in the chain of delivery of parts or assemblies. The internal and external
clients within this chain pose mutual requirements concerning the quality, costs,
and timeliness of deliveries. The level of their fulfillment is the result of techno-
logical, organizational, human, material and other factors [1–3].

The technological factors (technologies and machine tools, including their
accessories) play special importance here, especially in regard to the quality of the
parts, subassemblies, and products manufactured, since they have a large impact on
the dimensional and geometric accuracy, and the mechanical properties of the
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machined tools. The better the technology, and the better the machine tools, the
better the qualitative requirements can be fulfilled.

The significance of technological factors in terms of costs and timeliness is more
complex, however. On one hand, e.g., in case of numerically controlled machine
tools being the subject of this paper, a number of potential benefits of using them,
compared to conventional machine tools, may be pointed out [4, 5], e.g.,:

– increased flexibility, owing to the possibility of performing various operations
on a single machine, and limiting the number and duration of retooling
procedures,

– reduced demand for different accessories,
– limitation of the possibility of the operator’s intervention in the technological

process (higher repeatability of the machining conditions, limitation of human
errors),

– possibility of several machines being operated by the single operator.

CNC machinery features a number of advantages compared to the conventional
machines also in personnel terms [6, 7], such as:

– lower requirements for general qualifications (high qualifications are required,
but in a relatively narrow scope),

– improved work conditions,
– increased workplace safety.

On the other hand, the implementation of CNC machines is related to higher
costs of purchase and maintenance (service, part replacements), but also provides
higher efficiency compared to conventional machines. The higher efficiency of
individual work stands requires proper organization and control of production flow.
If these two aspects: the stand’s efficiency and production flow organization are not
coordinated, then the efficiency of the entire production system is reduced (e.g., the
machined or processed tools must wait in queue for subsequent operations, or large
batches of parts produced too early are stored) [8, 9].

The factor that negatively impacts the effectiveness of the use of CNC machines
may be the high cost of tools. Therefore, the implementation of CNC technologies
must be assessed from the point of view of different criteria, including economic ones.

2 Assessment of Effectiveness of Implementation of New
Manufacturing Methods

Investments consisting of the replacement of machine tools and the use of modern
production technologies should be profitable in economic terms, since the basic
goals of any enterprise are: generating profits, gaining positive operating cash flow,
and increasing value. For technological investments to achieve these goals, they
should be preceded by proper financial analyses.

4 A. Hamrol et al.



The process of introduction of a new technology in the enterprise is understood,
from the economic point of view, as an investment action, i.e., the engagement of
funds in different objects aiming at the maintaining and development of the
enterprise’s potential [10]. The economic assessment of the implemented invest-
ments may be measured by a number of indicators, e.g., accounting rate of return,
net present value, internal rate return [10–12]. They may be measured before the
commencement of investment (ex ante), or after its completion (ex post). The
choice of the proper measurement should be made based on the information needs
of the decision maker or investor. For the calculated indicators to reliably verify the
obtained benefits (or losses), the quality of input data is very important. They
should take into account the business assumptions and the further plans of
the enterprise. The range and scope of parameters to be taken into account in the
analysis should be agreed mutually between the department performing the
investment, the financial department, and the management body. The analysis may
be of direct nature—verifying the effects only in the area of implementation of the
new technology, as well as direct and indirect, i.e., also taking into account the
impact of the new technology on other areas. Additionally, factors must be elim-
inated that may impact the results of analysis, even if they are not related to the
given investment (e.g., change in the method of cost allocation, budgeting, etc.).

Direct analysis, referring to effects in the area of implementation of the new
technology, will be used in this article. The analysis will use data on the costs
generated in the selected production division, responsible for the introduction of
specific group of products.

3 Analysis of Profitability of Selected Investment
at AesculapChifa sp. z o.o.

AesculapChifa sp. z o.o. company (ACP) is a manufacturer of surgical tools. The
assortment of the produced tools is very wide, which results from the requirements
of the clients who use them to carry out different surgical procedures. At present,
ACP manufactures about 3 thousand of models of surgical tools, with the annual
demand for different models ranging from 10 pcs up to as much as 5 thousand
pieces.

The case study concerns an investment consisting of the replacement of con-
ventional machines with CNC machinery in machining processes of a selected
group of surgical tools. The performance of investment included the following
phases:

– decision-making and replacement of conventional machines with CNC ones,
– operating and economic analysis after 1 year from introducing CNC machines,
– preparation to the improvement of organizational and technological CNC

processes.

Analysis of the Conditions for Effective Use … 5



3.1 Premises for Replacing Conventional Machines
with CNC Machinery at ACP

ACP company continuously strives for improving the quality of the offered prod-
ucts and fulfilling the clients’ requirements, e.g., concerning shorter order pro-
cessing times. The high significance is also attached to improving the organization
of internal processes, and optimizing production flow, e.g., through reducing
inventories, both in current production as well as ready products. One of the pre-
conditions for fulfilling the above goals is modernization of production resources,
including the machinery park. One of the examples of actions in this field is the
replacement of conventional machinery used for machining tools such as scissors or
pliers with numerically controlled machines. The tools from the mentioned group
may be generally characterized as: comprising of two arms joined with a single rivet
joint (Fig. 1).

The process of production of tools from the scissors and pliers group includes six
basic technological operations: plastic processing, machining, initial assembly,
thermal treatment, grinding, and final assembly.

On conventional machines, each machining operation was performed on a dif-
ferent machine, and the quality of making was dependent on the operator’s expe-
rience. Due to the necessity of transferring semi-products from one machine to
another, inter-operational interruptions occurred.

With a CNC machine, all operations are performed on a single machine, in a
single clamping, and the operator’s work is reduced to clamping the semi-product,
and then removing the ready tool arm from the machine.

The decision on modernizing the tool machines stock was preceded by carrying
out an economic analysis that was based on the following goals and principles:

– the company aims at improving the production capacity of the entire mechanical
processing division, but the analysis is performed for the production volume
corresponding to the maximum efficiency of machinery park comprising of
conventional machines

Fig. 1 Structural drawing of
an example tool from the:
scissors and pliers group
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– the cost of machining will be reduced, since the increase in the costs of tools
used with CNC machines is compensated by the decrease in personnel costs and
production area of the plant,

– the increase in quality (repeatability) of the obtained semi-products from
machining will translate into shortening the preliminary assembly time and
grinding work, which in turn will result in lowered costs of producing the end
product.

According to the performed technological and operational analyses, it was
assumed that the use of individual resources to producing the same production
volume should lead to savings in terms of man-hours, number of machines, and the
occupied space, as well as increased demand for tools (Fig. 2) [13–15].

Based on tool specifications and the performed research, it was calculated that
the life of a single set of tools for a conventional machine, in consideration of the
possibility of regeneration, is equivalent to 12 sets of tooling for a CNC lathe.
Taking into account the fact that the cost of tools for conventional machinery is two
times higher than for CNC machinery, it was assumed that the cost of consumption
of the latter is six times higher (Table 1).

In order to compare the costs of machining in the conventional and CNC
technologies, data concerning the direct costs were gathered, including:

– labor costs: personnel remunerations;
– machinery: amortization, service and repairs, supply and occupied space;
– tools: purchase, production, regeneration, and storage.

It was assumed that the direct costs borne with the use of conventional machines
is 100%; they were compared to the projected costs of producing the same pro-
duction batch with the use of CNC machines (Table 2).

Based on the actual and predicted costs analysis, and based on the assumptions
made, it was concluded that the cost of machining on CNC machines will be 11%
lower.

Fig. 2 Comparison of
projected engagement of
resources for achieving the
same production volume of
semi-products within 1 h time

Analysis of the Conditions for Effective Use … 7



3.2 Operating and Economic Analysis After 1 Year
from Introducing CNC Machines

After a year of use of CNC machines, operating analysis was performed aiming at
verifying the assumptions preceding the decision on modernizing the machinery
park (Fig. 3).

The achieved results confirmed the positive effect in terms of the time and
demand for surface area. The workers and machinery engagement was reduced
three times, and the space necessary for producing the assumed volume was
reduced by half. As an effect, the enterprise also increased its production capacity.
However, a problem was observed with achieving the planned level of tools

Table 1 Comparison of selected parameters of CNC tools and conventional tools necessary for
processing the same batch of products

Comparative criterion Conventional machine tools CNC machine tools

Life [time/pieces] 1 12

Purchase cost [PLN/set] 2 1

Consumption cost [PLN/pieces] 1 6

Table 2 Comparison of projected cost of production of the same production volume on
conventional machines and CNC machines

Cost group Conventional machine tools (%) CNC machine tools (%) Shift (%)

Workers 78 22 −56

Machines 12 9 −4

Tools 10 58 +49

Total 100 89 −11

Explanation: 100% is the total direct costs when using a conventional machine

Fig. 3 Comparison of actual
engagement of resources for
achieving the same
production volume of tool
arms at the same time
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consumption, which was twice higher than it was assumed based on the analysis of
specifications and technological trials.

The values of costs were determined based on historical data and additional
operating analyses (Table 3).

The change in the cost structure after using CNC machines is confirmed by the
character of the given technology: the CNC one is automated, e.g., with high capital
demand, and the conventional one has high labor demand. The largest share of
CNC costs belongs to the tools consumption (75%), and then workers and
machinery. With conventional machinery, the key cost is worker remunerations
(78%). Then, the values of actual costs of using conventional and CNC machinery
for the same production volume were compared (Table 4).

The individual percentage shares of costs for CNC machines are compared to the
value of the given item for direct costs when using conventional machinery. It may
be noticed that:

– personnel costs after introducing CNC machines was reduced from 78 to 22%;
– machinery costs after introducing CNC machines was reduced from 12 to 9%;
– tools cost in case of CNC increased from 10 to 92%;
– as an effect, the total cost of producing the same volume on CNC is 23% higher

than on conventional machines.

According to the results of operating and economic analysis, the cost of
machining increased by 23%, due to the 60% higher tool wear than assumed in the
business plan.

Table 3 Structure of direct costs for the same production volume for conventional and CNC
machines

Cost group Conventional machine tools (%) CNC machine tools (%) Shift (%)

Workers 78 18 −60

Machines 12 7 −5

Tools 10 75 +65

Total 100 100 0

Explanation: 100% is the total direct costs when using the given technology

Table 4 Comparison of manufacturing cost of the same production volume on conventional
machines and CNC machines

Cost group Conventional machine tools (%) CNC machine tools (%) Shift (%)

Workers 78 22 −56

Machines 12 9 −4

Tools 10 92 82

Total 100 123 +23

Explanation: 100% is the total direct costs when using a conventional machine
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3.3 Preparation to Organizational and Technological
Improvement of Production Processes

In order to explain the reasons for increased costs of tools, a team was appointed
that comprised of: machine operators and personnel managing the machinery park,
process engineers, and programmers, tool regeneration department, as well as
controlling department. The first stage of the works of that team was to point out to
the potential reasons for increased wear of tools compared to the assumed one.
These were then grouped and presented on the Ishikawa diagram (Fig. 4).

The team agreed that the reasons from the “human” and “management” group
must be eliminated in the first place, and then trials and analyses concerning the
technology and tools must be carried out (Fig. 4).

It was additionally noted that, when carrying out the trials being the subject of
this article, the tools consumption cost was conformant with the assumptions pre-
ceding the purchase of CNC machinery (Table 1). The explanation of that is the
conclusion that both the “human” as well as “management” were directly shifted
from the conventional technology that was characterized by significantly lower
focus on the issue of tool costs. During the performed observations and experiments
concerning tool consumption, the operators operated them with greater care, and the
processes of their collection and replacement were specially supervised. It was,
therefore, concluded that the most urgent improvement actions should include
trainings for increasing the workers’ awareness on the losses resulting from
improper fixture of tooling. Also, new principles of the tool supervision system
were proposed.

tool technology 

human management 

increasing in 
toolcost 

quality of a new tool

quality of 
regeneratedtool

course of processing 
cycle 

tool selection

machining speed

tool clamping precision

tool feeding

tool circulation system

supervision over tools 
circulation

identification of rea-
sons for tool breaks

tool wear monitoring

Fig. 4 Ishikawa diagram for the problem of high costs of tools for CNC machines
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4 Summary

This article presents the results of an analysis of investment consisting of the
replacement of conventional machine tools with CNC machine tools in a company
producing surgical tools. An assumption was made that the comparison will be
based on the direct costs of specific production volume equivalent to the maximum
capacity of the machinery pack owned by ACP, and comprising of conventional
machine tools. The purchase value of CNC machine tools was omitted, and the
significant increase in the capacity of the machinery park after the restructuring was
not taken into account (for the conventional machine tools to achieve comparable
efficiency, the machinery park would have to be expanded threefold, additional
production halls would have to be built, and the required additional personnel
employed). This detailed (focusing on a selected operation), direct approach to the
analyzed effects allowed to identify the problem of high consumption costs of
tooling for CNC machines, and planning improvement actions in this field. Broader
analysis, from the point of view of added value in the entire chain of deliveries,
clearly points out to the positive effects resulting from the use of modern numer-
ically controlled machine tools at ACP; these include, among others: increased
efficiency, increased quality of semi-products, increased process repeatability,
possibilities of alternative use of the saved space and the related additional income,
increased work safety.
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A Simulative Study Approach
for Improving the Efficiency of Production
Process of Floorboard Middle Layer

Tomasz Bartkowiak, Olaf Ciszak, Piotr Jablonski, Adam Myszkowski
and Marcin Wisniewski

Abstract The subject of this paper is the simulation study into the improvement of
the production process of floorboard middle layer. The object of our interest in the
manufacturing process of wooden floorboard which consists of three layers: lower
—made of softwood pieces glued together; middle—in a form a module, made of
softwood slats and plywood, and hardwood upper layer. The process improvement
involved a better use of raw materials in the form of plats (of variable dimension
groups) by reducing losses caused by defects such as wane and knots. A simulation
model of the manufacturing process was created by using DES software. Thanks to
that model, buffers size and a performance of the designed systems including their
anticipated breakdowns were estimated. As a result of the study, a concept of the
entire production system meeting the requested production capacity and material
efficiency was devised.

Keywords Manufacturing systems � Discrete event systems � Simulation

1 Introduction

In modern highly competitive industry, a company must rapidly adjust to constantly
changing customers’ requirements and improve the quality of its products in order
to preserve on the market. Thus, an immediate response to design or technology
changes and demand fluctuations becomes an important issue [1]. In addition, those
adaptations have a significant impact on raw materials, semi and finished goods
stock and its optimization would require either more accurate sales forecast or
increasing the production frequency for maintaining high service level. The latter
directly affects the performance of the production lines due to a higher number of
various production batches of lower volume. A production flexibility influences the
number of machine change-overs, what may also result in decreasing the capacity
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of the line. There are also environmental aspects to be considered as there is a
growing tendency to reduce CO2 footprint. All the aforementioned phenomena
explain why optimization of production system performance has recently received
such a great attention.

A production line is a system of machines, connected by transportation elements
and separated by storage zones that are used together for manufacturing process [1].
The performance of the production system depends on the performance of the
individual workstations, inter-station transportation, company intralogistic system
and organizational structure. System’s configuration along with the specification of
transportation time does influence the overall manufacturing system performance
[2]. There are also storage elements called buffers that prevent the machine from
stopping due to fluctuation in the production of the precedent machine [3, 4].

The improvement of the existing manufacturing system might be concentrated
on the maintenance in order to reduce or eliminate machine stoppages due to
breakdowns or the installation or expansion of existing buffers [5–7]. Looking from
the business point of view, there might be a common denominator that combines all
the quantifiable aspects of the manufacturing process in order to evaluate each of
the efficiency improvement scenarios via profit and loss analysis. Each scenario
might be tested through simulation of a credible verified and validated a model that
include all the important components of the production system. Most of the sim-
ulations concentrate on the particular aspect of the process such as buffer allocation
or maintenance strategies. There have been some recent endeavors to include
financials into the complex simulation model [8]. The modern approach is to
dynamically adapt to constantly changing manufacturing conditions. The so-called
support vector machine simulation approach methodology has been developed
and it offers better performance than the single-rule-based production control sys-
tem [9].

In general, as far as manufacturing systems are concerned, two approaches are
considered: analytical and simulative. Analytical solutions tend to fail because of
the complexity of the large-scale environment [10]. Thus, simulation is introduced
as an alternative method, which can be utilized for complex stochastic problems.
The major drawback of simulation for practical applications is its high time con-
sumption comparing to the analytical approach. Usually, in the literature, there is a
lack of experimental data for complex production system [3, 11]. Simulation
approach has recently received great attention and can be applied to many aspects
of manufacturing systems, for example, in job-shop scheduling the simulation of
dispatching rules and the assessment of the effect of different rules on the shop’s
ability to meet delivery dates and utilize the machines [1]. Li et al. [10] proposed a
simulation model with a prioritized stochastic batch arrival mechanism for a
remanufacturing system to optimize production planning and control policies.
Simulation can be combined with optimization to study the sequencing and identify
the optimal lot size for production and inventory systems [12]. Recently, a
multi-modal-based approach has become a trend in the analysis of manufacturing
processes [13].
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The credibility of the simulation model of the completely novel manufacturing
system can be disputable as there are usually no data for model validation. This
paper is a study of the floorboard middle layer manufacturing process which is a
combination of the new and existing subprocesses. The aim of this work to verify if
the assumed (at the design stage) efficiency of the system is achievable for the
proposed system. In addition, the inter-operational buffer size was estimated in
order to check if available space for the installation of racks is sufficient.

2 Object of the Study

2.1 Production Process

This research is concentrated on the manufacturing process of a middle layer of the
laminated floorboard. A laminated board consists of three individual layers that are
glued together at the final stage of the process. The top layer is made of European or
exotic timber of appropriate thickness, visual aesthetic properties, and hardness
(usually hardwood such as oak or beech). The middle layer is made of softwood,
which is positioned transversely to other two layers to reduce tension and natural
deformations over time (swelling, creaking, or gapping). It also contains plywood
inserts which are located on the both sides of a board, where joint grooves are
milled. The bottom layer is made of soft coniferous wood [14].

This paper concentrates on the manufacturing process of the middle layer. The
general diagram of the process is illustrated in Fig. 1. There are two input wood
material streams in the process: desks with wane which cross-section fall short of a
squared shape and desk without wane of rectangular cross-section. The occurrence
of wane is directly related to the log-into-desks cutting strategy and log shape. For
desks with wane, there are following operations:

– dispatching from a pallet via 3-axis Cartesian manipulator,
– cutting desk into two small parts in order to reduce the curvature,
– scanning using an optical system that identifies the location of wanes and cal-

culates the optimal cutting lines,
– edging to reduce excessive wane,
– planning and profiling the shape connection,
– distributing the glue along the lateral shaped edge and pressing in order to a

create plate,
– cutting the plane into modules of exact width,
– palletizing using 3-axis Cartesian manipulator.

The proposed process was designed to reduce thematerial scrap significantly. In
the traditional process desks with wane are directly cut into blocks and lamellas,
what results in either inadequately thick lamellas that can break easily during the
transportation or lack of significant part of the volume. The palletized material is
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then transferred to buffer warehouse where it needs to rest for at least 8 h to be
assured that glue has bonded sufficiently. After the “seasoning” material is trans-
ported to another shopfloor location where the other part of the manufacturing line
is located. It meets there a stream of desks which are free of wanes.

In the second stage of the process, all desks are depalletized and the material is
fed to the horizontal saw which cuts each desk into blocks of exact length. Blocks
are then cut into lamellas which are manually sorted in order to remove the pieces
that do not meet the demanded quality level (e.g., that are missing material because
knag fell out during cutting). Lamellas are then formed in a module and palletized.
This part of the process already exists and the maintenance data regarding the
breakdowns, change-overs and micro-stoppages is available.

The simulative model of the aforementioned manufacturing process was created
in simulation program FlexSim (www.flexsim.com). That simulation environment
was selected because of the following benefits it provides:

– simple to be used in real 3D dimensions utilizing drag and drop technology,
– loading production layout directly from *.dwg file to a simulated model,
– simple to model technical systems,

Fig. 1 The analyzed manufacturing process—material flow and operations
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– vast library of statistical models,
– built-in ExpertFit tool for fitting statistical distributions to empirical data.

2.2 Statistical Input Data

In the modeling, we assumed that there was one line dedicated for desks with wane
that produced the modules and four parallel lines that processed the modules and
desks with wanes to form the panel middle layer module (TAF). The performance
of manufacturing process depends on many input variables, some of which might
be considered as random and be described by either empirical or known statistical
distributions. In the model, we consider the following phenomena to be stochastic:

– breakdowns,
– machine adjustments after change-overs,
– tool change-overs,
– machine stoppages due to insufficient quality of input material,
– other registered machine stoppages not categorized according to the above

criteria.

All machines incidents are collected by the maintenance department and pre-
sented in the form a form containing the information about the duration and cat-
egory as well as the actual time of the occurrence. Those data were used to build
statistical distributions of TTR (Time-To-Repair) and TBF (Time-Between-
Failures) in ExpertFit software (http://www.averill-law.com/distribution-fitting/).
This software suggests the best-fit model based on the empirical data using
well-known statistical tests (Anderson–Darling, Kolmogorov, Chi-Square) for 29
various continuous or discrete distributions. In case goodness of fitness is not good,
application of empirical distribution is suggested. What is important from a sim-
ulation perspective, the software provides the exact representation of the statistical
distribution (fitted or empirical) that can be easily implemented in FlexSim.

In addition, other production stoppages were included in the modeling:

– rest breaks for employees in accordance with the Labor Code,
– activities during the shift changes,
– machine change-overs.

In case of rest breaks and shift changes, the breakdowns are modeled using
constant MTBF and MTTR values. Whereas, machine change-overs depend on the
assumed production problem. There exist four types of relevant change-overs:

– type 1—related to machines where change of material thickness is crucial—
lasting 20 min,

– type 2—related to machines where change of material width is crucial—lasting
40 min,
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– type 3—related to machines where change of material length is crucial—lasting
10 min,

– type 4—related to machines where change of material length is crucial—lasting
5 min.

In the model, the lines were categorized in terms of the manufactured products
and input material what represent the averaged production plan variety. The
resulting number of change-overs for each line is presented in Table 1. If any line
completes the production plan before 5 days pass it changes over to process the not
yet consumed material and manufacture TAF module in accordance with the
already set processing width.

3 Model and Experimentation

Overview of the devised model representation in FlexSim is presented in Fig. 2.
A green arrow indicates two material input streams (desk with and without wane).
A black-colored arrow shows the 8-h seasoning warehouse for glued modules.
Four TAF lines are evident with machines and their parameters as in the actual
processes. Due to limited computational power and time, we assumed that only one
production week will be simulated. The production was diversified in order to
reflect the mean production variety. This caused that the volume of input material
had been adjusted according to the plan but the distribution of desk dimension had
been derived from annual consumption distribution. The length of the desk with and
without wanes was fixed and equal to 2.95 m. The other parameters varied.
Processing time and geometrical parameters of the machines were taken from
technical documentation and were verified with the maintenance department. The
processing time was also dependent on the size of input material. Machines were
connected with each other with conveyors of constant velocity. All the aforemen-
tioned information were implemented in FlexSim model using dedicated objects. In
some cases, object logics were adjusted using flexscript code what allows flexible
modification of object behavior in the model.

The model was verified in terms of assumed parameters. It was checked that the
module production line is not a bottleneck in the process. In addition, it was verified
that the simulated OEE values (circa 85%) are consistent with the actual historical
results for the current process.

Table 1 Number and duration of machine change-overs for the analyzed 5-day production

Line Type 1 (20 min) Type 2 (40 min) Type 3 (10 min) Type 4 (5 min)

1 0 0 3 0

2 2 0 0 0

3 0 0 0 2

4 2 0 2 1
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Two further experiments were performed. First, it was important to determine
what should be the buffer capacity needed for material 8-h seasoning. In the
experimentation, buffer content was observed during 1 week operations (Fig. 3).
Some distinctive moments are evident:

– buffer filling—the contents of the buffer increase for the first 8 h after the first
pallet is delivered,

– leaving of the first after 8-h seasoning,

Fig. 2 The overview of graphical representation of simulation model of the manufacturing
process in FlexSim environment

Fig. 3 The contents of the seasoning buffer with time
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– stabilization of buffer contents with slight fluctuations resulting from line fail-
ures or planned breaks.

Ten different replications (of various random streams) were performed for the
same scenario and the maximum buffer occupancy was no more than 36 pallets.
Manufacturer’s warehouse space allows 60 pallet spaces to be accommodated. This
means that the available space is sufficient for the designed process.

From the process design point of view, it was important to check whether, taking
into account the failure of the machines and production interruptions, the desired
number of pieces of TAF modules could be produced at assumed time—i.e.,
5 days. For this purpose, a script was introduced to a model which was responsible
for counting the number of modules produced with time. If, after 5 days passes, the
number of pieces of the TAF module with respect to the plan, has been reached (or
exceeded), then the line was designed correctly as far the performance is
considered.

Due to the randomness in the model, it is not enough to make one simulation to
state any conclusions. Therefore, ten replications were performed and the analysis
was done based on the resulting sample. The results are shown in Fig. 4. For each
replication, the entire volume of input material was consumed within 5 weeks. The
aim was to make 143,530 semi-finished goods—TAF modules. The results indicate
that, on average, the assumed efficiency is met. The lower confidence interval for
mean at probability p = 0.9 is 143,571, what is greater than the assumed value. The
standard deviation from the sample is low, what suggests the small dispersion of
results.

Fig. 4 The results of experimentation—number of produced TAF modules for each iteration.
Please note that statistical parameters and confidence interval for p = 0.9 are presented in the
framed table above the plot
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4 Summary

The devised model in DES environment helped to confirm that the assumed per-
formance of the proposed manufacturing system is possible to be achieved. The
simulation model will be developed in order to analyze the investment or
improvement scenario, when selecting or typing particular machines and devices.
A complete validation of the model will be conducted once the line is installed,
commissioned, and tested at the manufacturer.

We believe that the validated model can be an extremely useful tool in main-
tenance decision-making process. Potentially most profitable solution can be
selected thanks to simulation testing of various perspective scenarios. Together with
the growing computational power and popularity, the problem of time-consuming
simulation and its cost will be solved. The development of new heuristic and
meta-heuristic methods, in order to optimize system performance, would be a very
promising direction for the further research in this area.

Acknowledgements The authors would like to thank Piotr Hoffman and Łukasz Hetman from
Barlinek for their help with providing the accurate data and for thoughtful comments on our work.
The results presented in the paper come from the R&D project: Improvement of raw wood
efficiency in the industrial production processes, BIOSTRATEG2/298950/1/NCBR/2016, run by
the Faculty of Mechanical Engineering and Management, Poznan University of Technology,
Poland (in cooperation with Barlinek, a floorboard manufacturer in Poland), supported by the
National Centre for Research and Development (NCBR) from the financial means within the
BIOSTRATEG programme.

References

1. Trojanowska, J., Varela, M.L.R., Machado, J.: The tool supporting decision making process
in area of job-shop scheduling. In: Rocha, Á., Correia, A., Adeli, H., Reis, L., Costanzo, S.
(eds.) Recent Advances in Information Systems and Technologies. Advances in Intelligent
Systems and Computing, vol. 571, pp. 490–498. Springer, Berlin (2017)

2. Varela, M.R.L., Trojanowska, J., Carmo-Silva, S., Costa, N.M.L., Machado, J.: Comparative
simulation study of production scheduling in the hybrid and the parallel flow. Manage. Prod.
Eng. Rev. 8(2), 69–80 (2017)

3. Gershwin, S.B.: Manufacturing Systems Engineering. Prentice-Hall, Englewood Cliffs, NJ
Currently available at http://home.comcast.net/*hierarchy/MSE/mse.html (1994)

4. Battini, D., Persona, A., Regattieri, A.: Buffer size design linked to reliability performance: a
simulative study. Comput. Ind. Eng. 56, 1633–1641 (2009)

5. Jasiulewicz-Kaczmarek, M., SWOT analysis for planned maintenance strategy—a case study.
In: Dolgui, A., Grubbström, R., Ivanov, D., Yalaoui, F. (eds.) IFAC Conference on
Manufacturing Modelling, Management and Control, MIM 2016, IFAC PapersOnLine, vol.
49, no. 12, pp. 674–679 (2016)

6. Jasiulewicz-Kaczmarek, M.: Practical aspects of the application of RCM to select optimal
maintenance policy of the production line. In: Nowakowski, T., Mlynczak, M.,
Jodejko-Pietruczuk, A., et al. (eds.) Safety and Reliability: Methodology and Applications
—Proceedings of the European Safety and Reliability Conference, ESREL 2014, pp. 1187–
1195. Taylor & Francis Group, London (2015)

A Simulative Study Approach for Improving … 21

http://home.comcast.net/%7ehierarchy/MSE/mse.html


7. Vieira, G., Reis, L., Varela, M.L.R., Machado, J., Trojanowska, J.: Integrated platform for
real-time control and production and productivity monitoring and analysis. Rom. Rev. Precis.
Mech. Opt. Mechatron. 50, 119–127 (2016)

8. Jasiulewicz-Kaczmarek, M., Bartkowiak, T.: Improving the performance of a filling line
based on simulation. In: IOP Conference Series: Materials Science and Engineering, vol. 145,
no. 4, p. 042024 (2016)

9. Manupati, V.K., Anand, R., Thakkar, J.J., Benyoucef, L., Garsia, F.P., Tiwari, M.K.:
Adaptive production control system for a flexible manufacturing cell using support vector
machine-based approach. Int. J. Adv. Manuf. Technol. 1(4), 969–981 (2013)

10. Li, J., Gonzalez, M., Zhu, Y.: A hybrid simulation optimization method for production
planning of dedicated remanufacturing. Int. J. Prod. Econ. 117(2), 286–301 (2009)

11. Shi, L., Gershwin, S.B.: An efficient buffer design algorithm for production line profit
maximizations. Int. J. Prod. Econ. 122, 725–740 (2009)

12. Kampf, M., Kochel, P.: Simulation-based sequencing and lot size optimization for a
production-and-inventory system with multiple items. Int. J. Prod. Econ. 104(1), 191–200
(2006)

13. Pawlewski, P.: Multimodal approach to modeling of manufacturing processes. Procedia CIRP
17, 716–720 (2014)

14. Kujawińska, A., Rogalewicz, M., Diering, M., Hamrol, A.: Statistical approach to making
decisions in manufacturing process of floorboard. In: Proceedings of 5th World Conference on
Information Systems and Technologies, Recent Advances in Information Systems and
Technologies, vol. 3, pp. 499–508. Springer, Berlin, (2017)

22 T. Bartkowiak et al.



A Methodology of Improvement
of Manufacturing Productivity Through
Increasing Operational Efficiency
of the Production Process

Justyna Trojanowska, Adam Kolinski, Dariusz Galusik,
Maria L.R. Varela and Jose Machado

Abstract One of the most important aspects of manufacturing efficiency assess-
ment is the determination of productivity. A study of the relevant literature and a
review of business practices have led the authors to conclude that there is a niche
for a comprehensive decision support methodology which would assist organiza-
tions in improving their manufacturing productivity. This paper presents a
methodology of improvement of manufacturing productivity through increasing
operational efficiency of the manufacturing process. The methodology was verified
by a manufacturing company which is a supplier of goods for i.e. the automotive
and medical industries. The effect of using methodology is reducing of cycle of lot,
reducing number of changeovers and eliminating errors.

Keywords Productivity � Production efficiency � Production constraint

1 Introduction

Based on the process of matching the existing resource productivity with the
forecast demand which utilizes the analysed manufacturing resources, productivity
is an important issue in view of production efficiency. Analyses of manufacturing
process efficiency seek to improve productivity through effective use of the avail-
able machine park within a specified timeframe (e.g. depending on the number of
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scheduled manufacturing changes). However, we should keep in mind that pro-
ductivity can be improved only provided that additionally employed workstations
are used optimally in terms of operational and economic efficiency. Therefore,
benefits of reduced capital expenditures and high resource utilization ratio are
counterbalanced by limited manufacturing flexibility [1].

Productivity is analysed at the level of workstation and operation as well as at
the level of the entire manufacturing process. Manufacturing productivity of
resources is defined as the maximum number of items which can be produced
within a certain timeframe [2]. The literature of the subject analyses manufacturing
productivity with reference to human labour potential only [3–6], whereas, in fact, it
refers to all types of resources utilized in the manufacturing process [7].

In order to improve productivity, companies seek to utilize 100% of manufac-
turing capacity of a resource which constrains the manufacturing system. It must be
noted here that 100% utilization of a workstation poses a serious threat to the
efficiency of the manufacturing processes. The highest possible level of utilization
of one or more workstations being constraining resources increases the likelihood
of breakdowns and may cause delays in the manufacturing process in the event of
resource downtime. Manufacturing bottlenecks disrupt processes, cause inventory
accumulation and downtime [8]. Therefore, when seeking to improve manufac-
turing productivity, it is important to make sure that processes carried out in bot-
tlenecks are well organized.

Decision-making in the area of improvement of manufacturing performance
indicators is challenging due to the complexity of the issue. Increasingly often,
companies use decision-making support methods for this purpose [9–12]. The lit-
erature describes many applications of the dominance-based rough set approach
(DRSA) to gaining insight into the manufacturing process [13–15], minimizing
losses [16–19], verifying validity of measurement and inspection tools [20–22], and
applying systems which support visualization and control of manufacturing pro-
cesses [23]. Analyses of productivity should also look at the economic conditions
and personal features of the employee [24, 25].

What is more, productivity of a workstation being a bottleneck in the manu-
facturing process translates to productivity of not only the analysed manufacturing
process, but also the entire manufacturing facility, and further—the entire logistic
supply chain [26–29]. It should be taken into consideration in the process of
designing the flow of goods between various organizations [30].

2 Methodology of Improvement of Manufacturing
Productivity

The research on improving manufacturing productivity was based on the applica-
tion of the methodology shown in Fig. 1.
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The key objective of the methodology is to improve manufacturing productivity.
Its stages are described below.

Stage 1: Identification of the constraining area. The input data for the method-
ology is a predefined set of workstation jobs and routings, i.e. a list of technological
operations required to complete certain jobs and timeframes for completion of
operations on particular pieces of equipment. They serve as a basis for the calcu-
lation of the man-hours required for particular manufacturing resources.
A workstation with the highest demand for man-hours is a resource constraining the
manufacturing system. Therefore, to identify constraining resources, the total of
man-hours required at particular workstations is calculated and the most heavily
loaded workstation is identified. Organization of work and sequencing of tasks at
this workstation has an impact on productivity of the entire manufacturing system
within a certain timeframe.

MAIN GOAL:
Improved manufacturing productivity

STAGE 1: Identification of the constraining area

STAGE 2: Appointment of an expert team and analysis of 
the existing condition

STAGE 3: Defining the specific objective

STAGE 6: Implementation of changes

STAGE 7: Analysis of the impact of implemented changes 

STAGE 5: Analysis of effectiveness of proposed solutions 

STAGE 4: Development of proposed solutions 

Do they meet the 
effectiveness 
requirements? 

STAGE 8: Identification of a further area for improvement 

YES

NO

Fig. 1 Manufacturing
productivity improvement
methodology
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Stage 2: Analysis of the existing condition. At this stage, the constraining fac-
tors, i.e. those which reduce productivity of the constraining workstation are
identified. Various support tools may be used, such as brainstorming, process
diagrams, timing, Gantt chart, the theory of constraints thinking processes, or value
stream mapping (VSM).

Stage 3: Defining the specific objective. The input data for this stage are the
results of the analysis of the existing condition, obtained at Stage 2. This stage aims
at specifying an optimization objective at the operational level of manufacturing
management. A close link between the strategic, tactical and operational levels of
management justifies an analysis of deviations from the schedule at the tactical and
operational levels. Compliance of current actions or optimization efforts is assessed
on the basis of defined strategic goals which must be transferred into the operational
level. The study carried out under the research project confirmed that successful
transfer of the strategy into the tactical and operational levels has a tremendous
impact on the assessment of manufacturing process efficiency.

Stage 4: Development of proposed solutions. With the specific objective defined
at stage 3 and the results of the analysis of the existing condition, carried out at
stage 2, areas in which improvement actions should be initiated can be determined.
It is important to develop several solutions, of which the optimal one will be
selected after a thorough analysis. For this purpose, a single or multiple-case study
is conducted as a one-off and limited research process aimed to provide a thorough
analysis, with the use of various study techniques over a long time period [31].

Stage 5: Analysis of effectiveness of proposed solutions. The methodology
focuses on the analysis of operational efficiency, which is related to the technical
and organizational aspects of scheduling and control of the manufacturing process.
Thus, operational efficiency indirectly affects the economic performance and costs
of manufacturing. Therefore, as part of the analysis of effectiveness, the method-
ology prescribes an analysis of selected operational indicators within the scope of:

– optimizing the manufacturing process performance,
– shortening manufacturing cycles,
– reducing manufacturing deficiencies,
– optimizing utilization of manufacturing capacity,
– balancing the manufacturing resources,
– assessing the impact of the developed solutions on the costs of manufacturing

and logistic processes in the organization under analysis.

Stage 6: Implementation of proposed solutions. The proposed solutions are
implemented, provided that the results of the analysis of effectiveness are satis-
factory and acceptable by decision makers.

Stage 7: Analysis of the impact of implemented changes. This stage is aimed at
verifying whether the objective specified at stage 3 has been obtained, and how
other areas of operation of the organization have been affected. Changes imple-
mented to increase manufacturing productivity may contribute to alteration of work
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organization in the warehouse of raw materials or scheduling process. At stage 7, a
further area for improvement at stage 8 is identified.

3 Case Study

The methodology was verified by a manufacturing company which has operated on
the Polish market since 1986. As a supplier of goods for the automotive, rail,
medical, furniture and machine engineering industries, the company does profile
bending, welding of steel and aluminium, tool machining, steel surface finishing,
and powder coating.

At stage 1, the powder coating line was identified as a resource constraining
manufacturing productivity. At stage 2, the existing condition was analysed. The
analysis results showed that the mean productivity of the process of coating con-
nectors was 500 items per shift. A team of experts, including the manufacturing
scheduling specialist, the coating facility manager, and the warehouse manager,
carried out a thorough analysis of the existing condition and presented factors
which affected the unsatisfactory productivity of the coating process.

The analysis covered the following areas:

– the workload at shifts at the powder coating line,
– timeframes of task completion at the powder coating line,
– the manner of identification of connectors by powder coating line workers,
– the system of suspending the connectors,
– the procedures of loading the furnace,
– the frequency of colour changes at the powder coating line,
– the system of providing job sheets,
– queuing of jobs in the manufacturing schedule,
– the system of distribution of connectors from the raw material warehouse,
– the scope of duties of warehouse workers concerning the provision of raw

materials for the powder coating line.

The process of powder coating and all the jobs performed by the powder coating
line workers are presented in the Gantt chart (Fig. 2). The chart presents the pause,
jobs performed within certain time units (powder coating and polymerization), and
the preparation and finishing tasks.

An analysis of the Gantt chart showed that the preparation and finishing jobs had
a large share in the total timeframe of process performance, and the level of uti-
lization of the furnace was low.

The analysis of the existing condition permitted to determine the specific
objective and prepare an action plan. At stage 3, the objective was specified as
follows: reduction of the powder coating cycle of one lot by 50% through increased
utilization of the chamber furnace for surface polymerization. At stage 4, detailed
suggestions for organizational and technical changes were developed, aimed at
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obtaining the objective. An analysis of the effectiveness of the proposed solutions,
carried out at stage 5, showed that they had a positive impact on the indicators of
production cycle performance, variability of jobs at workstations, and frequency of
manufacturing deficiencies. Taking into consideration the results of the analysis
of effectiveness, actions (aimed at achieving the objective) were taken to shorten the
timeframes of preparation and finishing tasks. At stage 6, the following changes to
work organization were implemented:

– the duty of switching the furnace on for pre-heating was transferred to the
furnace operator at the previous shift,

– the warehouse worker was made responsible for delivering raw materials to the
workstation at the powder coating facility,

– the operation of separation of stacked connectors was combined with order
assembly, and the task was transferred to the warehouse worker.

One technical alteration was implemented: the way of suspending the items on
the frame which is loaded into the furnace was changed. Additionally, the manner
of scheduling the manufacturing was changed. After the implementation of the
change, jobs to be performed at the powder coating facility were generated for each
colour separately. It significantly reduced the preparation and finishing timeframes
and permitted early reporting of completion of coating with particular colours.

Analysis of the effects of implemented changes was conducted at stage 7.
A Gantt chart was drawn up again, showing particular jobs performed at the powder
coating facility (Fig. 3).
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Fig. 2 Gantt chart—jobs carried out at the powder coating facility before the implementation of
changes
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An analysis of the effects proved that:

– the powder coating cycle of one lot was reduced from 240 to 112 min (down by
53.3%),

– the need for retooling was reduced from 9 to 5 times in 2 working days, through
increasing the economic manufacturing lot and changes to manufacturing
scheduling,

– some errors were eliminated, such as wrong identification of components or
coating with a wrong colour, through the transfer of identification of compo-
nents from the powder coating line to the warehouse.

To obtain the final effects, the company had to make the following investments:

– employ of a part-time worker in the warehouse to handle the rotation of raw
connectors,

– arrange space in the warehouse for hanging the connectors (the warehouse of
connectors was moved closer to the powder coating facility),

– cover the cost of materials and manpower for the construction of transport
trolleys,

– cover the cost of arranging space for storing transport trolleys on the premises of
the powder coating facility,

– cover the cost of modifying the software for generating manufacturing jobs.

The costs incurred were justified in economic terms, as they contributed to the
reduction of the timeframes of preparation and finishing jobs from 165 to 37.5 min
per cycle. The profits generated by the company in the first month after imple-
mentation of the changes exceeded the project investment.
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Fig. 3 Gantt chart—jobs carried out at the powder coating facility after the implementation of
changes
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One of the results of the changes implemented into the manufacturing
scheduling was a several-fold increase in the number of job sheets generated for
each job. Although it was a negative consequence, the key objective was to improve
productivity at the bottleneck. The issue of large number of job sheets was made the
topic of the next improvement project (stage 8). It is worth noting here that in spite
of an improvement in productivity by more than 50%, the powder coating facility
still remains a bottleneck.

4 Conclusion

Effectiveness of operational efficiency assessment depends on skillful transposing
of strategic goals onto the tactical and operational levels of management. To
effectively perform a strategic plan, it must be translated into actions, results, and
indicators of an ongoing operation. For this reason, operational efficiency is related
to optimization and rationalization of the manufacturing process in terms of its
organization and technologies used.

An analysis of efficiency of a manufacturing process requires a multi-criteria
assessment which takes into consideration the cause and effect relations not only in
the manufacturing process, but also in the entire organization and its supply chain.
Improvement in one area often results in deterioration in another. Analyses of
effectiveness should look at the negative impact that a certain optimization may
have on other business areas. A solution is beneficial for an organization only if
benefits resulting from optimization of a certain area, in global terms, largely
exceed additional costs or deterioration in the standards of performance in other
areas of operation.
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The Impact of Buffer Allocation
in Assembly-Line Manufacturing Systems
on the Effectiveness of Production
Processes

Slawomir Klos and Justyna Patalas-Maliszewska

Abstract The allocation of buffers in an assembly-line manufacturing system plays
an important role in the effectiveness and the work-in-progress of production
processes. In this paper, the impact of buffer allocation on the throughput and
average product lifespan is analysed. The behaviour of the system is investigated
using the computer-simulation method and the Tecnomatix Plant Simulation soft-
ware tool. The different variants of an assembly-line manufacturing system are
considered (varied allocation of buffers and operation times). For the assembly-line
manufacturing system, simulation experiments are prepared (varied allocation of
buffer capacities and processing times). The input values of the simulation exper-
iments, along with the different allocations of buffer capacities, are taken into
account. The output values are the manufacturing system’s throughput, along with
the average lifespan of the products, which indicate the work-in-progress.

Keywords Assembly-line manufacturing system � Computer simulation
Buffer-allocation problem � Throughput � Product lifespan

1 Introduction

The buffer-allocation problem is a NP-hard combinatorial optimisation issue well
known in the research area of industrial engineering. On the one hand, the correct
allocation of buffer capacities on production lines can result in an increase in the
overall efficiency of the production system. Computer simulation is the research
method of choice for the analysis of behaviour within discrete-manufacturing
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systems [1]. Using computer simulation, the impact of various parameters on the
effectiveness, and on the work-in-progress, of discrete-manufacturing systems, can
be evaluated. In this paper, the change of buffer allocation within an assembly-line
manufacturing system is examined. The structure of the assembly-line manufac-
turing system is consistent with the manufacturing resources (CNC machines and
assembly-line stations) and the buffers allocated between resources. It is assumed
that the discrete-manufacturing system is fully automated and fully flexible, and
that the availability of resources is determined as 90%.

Simulation is a very important research method for the modelling, analysis and
development of manufacturing systems. Many scientific papers include the appli-
cation of computer simulation, and the buffer-allocation problem in the general
design of discrete-manufacturing systems and in the analysis of the operation,
production planning and scheduling of the systems [2, 3]. The problem of max-
imising the throughput of production lines by changing buffer sizes, or locations,
using simulation methods, was studied by Vidalis et al. [4]. A critical literature
overview of buffer allocation and production line performance was carried out by
Battini et al. [5], while Demir et al. [6] proposed a classification scheme to review
the literature studies, and presented a comprehensive survey on the buffer-allocation
problem in production systems. Stanley and Kim [7] presented the results of sim-
ulation experiments carried out for buffer allocations in closed-series production
lines. Yamashita and Altiok [8] proposed an algorithm for minimising the total
buffer allocation for the desired throughput in production lines with phase-type
processing times. They implemented a dynamic programming algorithm which
used the decomposition method to approximate the system’s throughput at every
stage. Gurkan [9] used a simulation‐based optimisation method to find the optimal
buffer allocations in tandem production lines where machines were subject to
random breakdowns and repairs, and the product was of the fluid type. He explored
some of the functional properties of the throughput of such systems and derived
recursive expressions to compute one-sided directional derivatives of throughput
from a single simulation run. Kujawińska et al. [10] analysed the problem of the
capability assessment of a production process for manufacturing products which
fulfilled certain requirements. They presented theoretical assumptions of the DRSA
method for the classification of a process state based on so-called process-state
measures (e.g. process parameters, diagnostic signals, events).

In this paper, the impact of different variants of discrete assembly-line manu-
facturing systems on the throughput and average product lifespan are analysed. The
research problem can be formulated as ‘Given that an assembly-line manufacturing
system includes CNC machines, assembly-line stations and buffers, how does the
allocation of the buffer capacity and operation times of the system influence the
throughput and product lifespan?’

In the next chapter, the buffer-allocation problem is described and assembly-line
manufacturing system variants are presented.
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2 A Model for Discrete Assembly-Line Manufacturing
Systems

For the simulation research, a general model for three discrete-manufacturing
systems is considered. The systems include, respectively, one, two and three pro-
duction lines. Each line includes two manufacturing resources and two intermediate
buffers. For the systems, different interconnections between the buffers and the
manufacturing resources are proposed. Simulation experiments are prepared for
different buffer capacities as input values.

2.1 The Buffer Allocation Problem (BAP)

The buffer-allocation problem (BAP) is one of the most important questions facing
a serial-production designer. It is a combined, NP-hard, combinatorial, optimization
problem when designing production lines, and the issue is studied by many sci-
entists and theorists around the world [5–7]. The buffer-allocation problem is
concerned with the allocation of a certain number of buffers P, among the N − 1
intermediate buffer locations of a production line, in order to achieve a specific
objective. A production line consists of machines working in sequence and
assembly-line stations separated by buffers (Fig. 1) where the machines are denoted
asM1,M2,MM, assembly-line stations A1, A2, AN, and the buffers as B1, B2, BM+N−1.

In the literature, several types of the production line are considered. The clas-
sification of production lines can be based on the blocking type, i.e. those which
block either before or after operation; job-transfer timing, such as asynchronous,
synchronous, continuous; production-control mechanisms, such as push and pull;
types of workstation and whether they are reliable or unreliable; and career
requirements, whether open or closed. BAP can be formulated in three cases,
depending on the function of the objective. In the first case, the main objective is
the maximisation of the throughput rate for a given, fixed, number of buffers. The
first BAP case is formulated as (1)–(3). Find:

B ¼ B1;B2; . . .;BMþN�1ð Þ ð1Þ

M1 

M2 

B1

B2

A1

M3 B3

B3

A2 …

MM BM+N 2

BM+N 1

AN

Fig. 1 A production line with M machines, N assembly-line stations and M + N − 1 buffers
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so as to:

max f Bð Þ ð2Þ

subject to:

XMþN�1

i¼1

Bi ¼ P ð3Þ

where B represents a buffer-sized vector and f(B) represents the throughput rate of
the production line as a function of the vector size of the buffers, and P is a fixed,
non-negative integer denoting the total buffer space available within the manu-
facturing system. The second BAP case is formulated as (4)–(6). Find:

B ¼ B1;B2; . . .;BMþN�1ð Þ ð4Þ

so as to:

min
XMþN�1

i¼1

Bi ð5Þ

subject to:

f Bð Þ ¼ f � ð6Þ

where f* is the desired throughput rate. The third BAP case is formulated as follows
(7)–(10). Find:

B ¼ B1;B2; . . .;BMþN�1ð Þ ð7Þ

so as to:

minQ Bð Þ ð8Þ

subject to:

f Bð Þ ¼ f � ð9Þ

min
XMþN�1

i¼1

Bi � P ð10Þ

where Q(B) denotes the inventory of the average work-in-progress as a function of
the vector size of the buffers and f* is the desired throughput rate. This formulation
of the problems expresses the maximisation of the throughput rate for a fixed,
given, number of buffers which achieves the desired throughput rate, with the

36 S. Klos and J. Patalas-Maliszewska



minimum total buffer size—or with the minimisation of the inventory of the average
work-in-progress—which is subject to the constraints of the aggregate buffer size
and the desired throughput rate.

2.2 A Model for Assembly-Line Manufacturing Systems

The assembly-line manufacturing system is presented in Fig. 2, and consists of
intermediate buffers B1, B2, B3, B4, B5, B6, and manufacturing resources CNC1,
CNC2, CNC3, CNC4, A1, A2, A3 (M = 4, N = 3). The model is prepared using
Tecnomatix Plant Simulation software.

The operation times of the manufacturing resources are determined as uniform
distribution. Uniform distribution can be used for the modelling of random numbers
which are located between the ‘start-and-stop’ interval limits. This is useful when
little is known about the distribution of the random numbers. The function of the
probability density of the distribution for values between start < x < stop has the
following form:

f xð Þ ¼ 1
stop� start

ð11Þ

where the average value of the distribution is:

l ¼ startþ stop
2

ð12Þ

Fig. 2 A model of an assembly-line manufacturing system
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and the variant takes on the value of:

r2 ¼ stop� startð Þ2
2

ð13Þ

An example of density function of the uniform distribution is presented in Fig. 3.
The processing times for all the production resources of the investigated model

are defined as start = 3:00 and stop = 5:00. It is assumed that the availability of
manufacturing resources is 90%. For the model of the assembly-line manufacturing
system, 26 experiments for different allocations of buffer capacities were conducted.
The variants of buffer capacities (simulation experiments) are presented in Table 1.
The simulation experiments were conducted for different variants of operation times
of the resources (CNC machines and assembly-line stations). The variants of
operation times are presented in Table 2.

start, stop

0,2

1 2 3 4 5 6 7 8 9

Fig. 3 The density function
of the uniform distribution
where start = 3 and stop = 8

Table 1 The simulation experiments for different values of buffer capacities

B1 B2 B3 B4 B5 B6 B1 B2 B3 B4 B5 B6

Exp 01 1 1 1 1 1 10 Exp 14 2 2 2 2 2 1

Exp 02 1 1 1 1 10 1 Exp 15 1 2 3 4 5 6

Exp 03 1 1 1 10 1 1 Exp 16 6 5 4 3 2 1

Exp 04 1 1 10 1 1 1 Exp 17 1 1 2 2 3 3

Exp 05 1 10 1 1 1 1 Exp 18 2 2 1 1 3 3

Exp 06 10 1 1 1 1 1 Exp 19 1 1 5 1 1 5

Exp 07 1 1 1 2 2 2 Exp 20 1 1 1 1 1 1

Exp 08 2 1 1 1 2 2 Exp 21 2 2 2 2 2 2

Exp 09 2 1 2 1 2 2 Exp 22 3 3 3 3 3 3

Exp 10 2 2 1 1 2 2 Exp 23 5 5 5 5 5 5

Exp 11 2 1 2 2 2 2 Exp 24 10 10 10 10 10 10

Exp 12 2 2 2 1 2 2 Exp 25 20 20 20 20 20 20

Exp 13 2 2 2 2 1 2 Exp 26 30 30 30 30 30 30
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The operation times presented in Table 2 are ordered in the following way.

• variant V1—the same values of operating times,
• variant V2—increasing operation times,
• variant V3—decreasing operation times.

The operation times presented in Table 2 should be interpreted for example: for
variant V1 and CNC1 start = 3:00 and stop = 5:00 for uniform distribution.

Each operation-time variant includes at least one bottleneck, where the stop
parameter of the uniform distribution is 5:00. The results of the simulation
experiments are presented in the next chapter.

3 Results of the Simulation Experiments

The output values of the simulation experiments are the throughput per hour, and
the average lifespan of the products of the systems studied. In Fig. 4, the throughput
values for variant V1 are presented. The smallest throughput value is obtained in
experiment Exp 20 (f20(6) = 9.56), where all buffer capacities are equal to 1.

The throughput of the system increases in tandem with the increasing capacity of
all buffers, reaching the greatest value (f26(180) = 12.95) in experiment Exp 26,
with all buffer capacities being equal to 30. Together with increasing the buffer
capacities, the average product lifespan is increased.

To evaluate the objective impact of the selected parameters on the efficiency of
the system, a production-flow index c is proposed

c ¼ f =a ð14Þ

where f—the throughput of the system, a—the average product lifespan.
For the variant V1 the best value of production-flow index is achieved in

experiment Exp 19—c = 769.76.

Table 2 Different variants of operation times for the simulation model of an assembly-line
manufacturing system (start-and-stop time for a uniform distribution)

CNC1 CNC2 CNC3 CNC4 A1 A2 A3

V1—start 3:00 3:00 3:00 3:00 3:00 3:00 3:00

V1—stop 5:00 5:00 5:00 5:00 5:00 5:00 5:00

V2—start 1:00 1:00 2:00 3:00 2:00 3:00 4:00

V2—stop 2:00 2:00 3:00 4:00 3:00 4:00 5:00

V3—start 4:00 4:00 3:00 2:00 3:00 2:00 1:00

V3—stop 5:00 5:00 4:00 3:00 4:00 3:00 2:00
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The maximum throughput of variant V2 is in experiments Exp 25 and Exp 26
f25(120) = f26(180) = 12.17 products per hour. A good result is also achieved for
Exp 15, where f15(21) = 12.02. The smallest throughput value is obtained in
experiment Exp 20 (f20(6) = 10.26), where all buffer capacities are equal to 1. The
best value of production-flow index is achieved in experiment Exp 01—c = 815.26.

Fig. 4 The results of the simulation experiments (throughput and average product lifespan) for
variant V1
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The maximum throughput of variant V2 is in experiments Exp 25 and Exp 26
f25(120) = f26 (180) = 12.17 products per hour. A good result is also achieved for
Exp 15, where f15(21) = 12.02. The smallest throughput value is obtained in
experiment Exp 20 (f20(6) = 10.26), where all buffer capacities are equal to 1. The
best value of production-flow index is achieved in experiment Exp 01—c = 815.26
(Figs. 5 and 6).

Fig. 5 The results of the simulation experiments (throughput and average product lifespan) for
variant V1
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4 Conclusions

In the paper, the impacts of buffer and operation times allocation and of a assembly
manufacturing system on throughput and lifespan using computer simulation
method, is studied. The structure of assembly manufacturing system is proposed.
Three variants of production systems are analysed. To find a good relation between
throughput and average lifespan the production-flow index is proposed. On the
basis of the simulation experiments conducted, the following conclusions can be
formulated:

Fig. 6 The results of simulation experiments (throughput and average product lifespan) for
variant V3
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• the allocation of buffer capacity has crucial impact on the throughput and
average lifespan of products. Proper buffer allocation enable to increase
throughput more than 30%,

• increasing total the buffer capacity in the system results with increasing average
lifespan of products,

• the greatest value of production-flow index is reached for variant V2 and Exp 01,
• the greatest value of throughput is reached for variant V1 and experiment Exp

26,
• for increasing and decreasing operation times, smaller values of system

throughput is reached than for regular operation times allocation.

In further research, the more complex structures of assembly manufacturing
systems will be studied using computer simulation method.
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Overall Equipment Effectiveness: Analysis
of Different Ways of Calculations
and Improvements

Dorota Stadnicka and Katarzyna Antosz

Abstract An Overall Equipment Effectiveness (OEE) indicator is one of the most
often used indicators, especially in large companies, to assess the level of the
successful utilization of equipment. Many companies still do not calculate OEE,
although the procedure of the OEE calculation is well known. On the basis of the
literature review and from companies practice, it occurs that different methods of
the OEE assessment are used. It is because companies identify different distur-
bances which influence the OEE value. The authors summarized these disturbances.
In the paper, two case studies concerning the OEE calculations from manufacturing
companies are presented. On the basis of the first company, it is shown how the
Total Productive Maintenance (TPM) implementation may improve the value of
OEE. On the base of the other company, the way the OEE calculation procedure
can be improved and the results of the calculation procedure modification are
presented. Finally, the authors propose to introduce weights to differentiate the
influence of different OEE components. The results of the new procedure imple-
mentation are presented in the paper.

Keywords Overall equipment effectiveness � OEE � Production disturbances
TPM

1 Introduction

Success of companies depends on how they meet customers’ requirements and how
much profit they can gain. Equipment effectiveness is one of the factors which have
a great influence on the companies capabilities. Unfortunately, many companies
still do not measure equipment effectiveness despite the fact that the procedure for
calculating an Overall Equipment Effectiveness (OEE) indicator has been well
known for many years [1]. There are many difficulties connected to the OEE
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calculations. Most of them are related to the necessity of collection the data used in
the calculations of OEE and its components.

The main goal of this paper is to identify the procedures of the OEE calculations
both in the literature and in practice, as well as the kind of disturbances that can
influence the OEE value. Additionally, the authors wanted to present how the Total
Productive Maintenance (TPM) implementation can affect the OEE value.
Furthermore, the authors present the influence of different ways of the OEE cal-
culation on the OEE value. Finally, the authors proposed the introduction of
weights to differentiate the influence of different OEE components.

In this work in Sect. 2, on the basis of a literature review, the authors present an
OEE origin and demonstrate the chosen methods of the OEE calculation. In Sect. 3,
the review of production disturbances which can influence the OEE value are
presented. Section 4 analyzes two case studies from two manufacturing companies
operating in the automotive industry. The first case study presents in detail the
procedure of the OEE calculation and demonstrates how the TPM implementation
can improve the value of OEE. The other case study shows how by taking into
consideration a planning process, disturbances concerning this process and their
influence on the OEE value can be identified. In Sect. 5, discussion and the pro-
posal of weights introduction to the OEE calculation are presented. The last section
of this paper concludes the work and presents its limitations as well as the future
research.

2 OEE Origin and Calculations

Overall Equipment Effectiveness (OEE) is a well-known indicator used for mea-
suring manufacturing productivity for many years [1–4]. Originally, it was intro-
duced by Seiichi Nakajima in the work [1]. OEE depends on Availability (A),
Performance (P) and Quality (Q). It can be said that OEE depends on time losses,
which are caused by different reasons and which result in:

– shorter planned production time than it is theoretically possible—because of
errors in a planning process (schedule loss),

– shorter run time than it is theoretically possible (availability loss),
– shorter net run time than it is theoretically possible (performance loss),
– shorter fully productive time than it is theoretically possible (quality loss).

Different ways of OEE and its components calculations can be found in the
literature. Some of them are presented in Table 1. The ways of the OEE calcula-
tions used in the case study companies are also included in the table.

The OEE components depend on time losses, which in turn depend on different
disturbances that may appear in an organization. In order to calculate OEE, it is
necessary to identify and register the losses and measure their time.
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Analyzing the examples of OEE calculations presented in the Table 1, it can be
said that many kinds of data have to be gathered and updated to calculate OEE [8].
The companies can utilize an automatic data acquisition systems to collect the
necessary data [9, 10]. However, if they do not have any computer system such as
e.g. ERP to support the maintenance process they can decide not to calculate OEE
at all [8]. Although it can be recommended to calculate OEE at least for the most
important machines identified with the use of the specified criteria [11].
Additionally, also production disturbances have to be identified and their time has
to be measured. The disturbances are discussed in the next section of this work.

Table 1 Ways of OEE and OEE components calculations [1, 2, 5–7]

OEE component Planning
(L)

Availability
(A)

Performance
(P)

Quality (Q) OEE

Nikajiama [1] – LT�DT
LT

ICT�O
OT

I�VQD
I

A � P � Q
LT Loading time, DT Downtime, ICT Ideal cycle time, O Output, OT
Operating time, I Input, VQD Volume of quality defects

De Groote [5] – PPT�UD
PPT

AAP
PAP

AAP�NAA
AA

A � P � Q
PPT Planned production time, UD Unplanned downtime, AAP Actual
amount of production, PAP Planned amount of production, NAA
Not-accepted amount, AA Actual amount

Muchiri and
Pintelon [2]

– OT
LT � 100 TCT�AO

OT
TP�DA
TP � 100 A � P � Q

OT = LT − DT

OT Operating time, LT Loading time, DT Downtime, TCT Theoretical
cycle time, AO Actual output, TP Total production, DA Defect amount

Sasor [6] – AT
TT � 100% PT

AT � 100% ET
PT � 100% A � P � Q

AT Available time, TT Total time, PT Productive time, ET Effective time

Ptak [7]
Method I

– AT�DT
AT

TNP
MC

TNP�NP
TNP

A � P � Q
DT = ST + UT + BT

AT Available time, DT Downtime, ST Set-up time, UT Unplanned time,
BT Breaks time (planned), TNP Total number of manufactured products,
MC Machines capacity, NP Number of nonconforming products

Ptak [7]
Method II

TAT�PDT
NAT

NAT�UDT
NAT

TNP
MC

TNP�NP
TNP

L � A � P �
Q

TAT Total available time, PDT Planned downtime, NAT Net available
time, UDT Unplanned downtime, TNP Total number of manufactured
products, MC Machines capacity, NP Number of nonconforming
products
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3 Production Disturbances and Other
Wastes Influencing OEE

OEE is influenced by many production disturbances that create losses. In the lit-
erature, different kinds of disturbances and wastes that can influence equipment
efficiency are presented. For example, Jonsson and Lesshamar [12] identify six big
losses: downtime losses [(1) Breakdown losses (productivity reduction) and
quantity losses (defective products). (2) Set-up (downtime) and adjustment losses
(after occurring of defective products)], speed losses [(3) Idling and minor stoppage
(interruption of production by a temporary malfunction). (4) Reduced speed losses
in relation to designed speed], quality losses [(5) Quality defects and rework.
(6) Start up losses (machine start up to stabilization at early stages of production)].
According to Jonsson and Lesshammar [12], the disturbances can be chronic and
sporadic. Sporadic disturbances cause large problems, therefore they can be easy to
identify. Chronic disturbances, which occur repeatedly [13], are small and hidden,
and difficult in identification. They result in low utilization of equipment.

In Table 2, based on the results of the literature review [2, 12, 14], the authors
present the connection of different production disturbances with the specified OEE
components.

The presented disturbances cause time losses and result in the OEE minimiza-
tion. Different tools, such as SMED, can be applied to minimize loss of time [15,
16].

Table 2 Connections of production disturbances and other wastes with OEE components

Influence on OEE Disturbances/wastes Description

Decrease of a planned
production time (an
operating time)

Planning error Machines utilization is planned
incorrectly and machines are underloaded

Shortage of staff Because of staff shortage it was
impossible to plan full machines load

Work meetings Time for planned meetings cannot be
utilized for working

Planned breaks Time for planned breaks cannot be
utilized for working

Preventive
maintenance

During preventive maintenance a
machine cannot work

Set-up To prepare a machine to perform a new
manufacturing task on other product

Tool change To perform a new manufacturing task or
in case when a tool is used

Adjustment To adjust a machine parameters to
perform a task

Cleaning A work stand and a machine are cleaned
(continued)
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4 The OEE Method Application
in Companies—Case Studies

4.1 The Research Methodology

In the work, two case study companies were investigated. The main goal of this
research was to identify the advantages and disadvantages of different ways of OEE
calculations. The main criteria to choose the companies were that: they should be
the same size companies, they should operate in the same industry, they should

Table 2 (continued)

Influence on OEE Disturbances/wastes Description

Decrease of availability Equipment failure Machine is not working because a failure
needs to be eliminated

Failure of software
in production
equipment

Machine is not working because an
operating system does not work

Failure of
peripheral
equipment

Material flow is disturbed because
peripheral equipment does not work

Decrease of availability Media error Machine is not working because media
are not delivered

Subsequent stop in
output flow from
machine

Material flow is disturbed and the
product is waiting on the work stand
preventing manufacturing on the next
products

Pauses and
unplanned breaks
and microbreaks

Machine is not working because of small
disturbances

Incidents Machine is not working because of
operator’s life-threatening incidents

Decrease of performance Waiting time for
incoming product or
material

Machine is not working because of lack
of materials

Speed loss Machine works slower because of
different disturbances

Start up Star tup after nonconforming products
identification

Decrease of quality Start up During start up nonconforming products
can be manufactured

Scrap or
nonconforming
product

Time spend for manufacturing of
nonconforming products

Human error Errors generate manufacturing of
nonconforming products

Reprogramming Necessary because of quality problems
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have implemented TPM system and they should have different ways of OEE cal-
culations. Both of investigated companies are large size companies and operate in
the automotive industry. Both have implemented TPM system and calculate OEE
indicator.

4.2 First Company: OEE Calculations and OEE
Improvement After TPM Implementation

In the first company the manufacturing processes such as cutting, ultrasonic
welding, assembly, etc., are realized. In order to calculate OEE, they collect the data
concerning disturbances and connected time losses (Table 3) [6]. All registered
time wastes are next assigned to an adequate category concerning availability,
performance, and quality. Then, the time lost is calculated. Next, OEE is calculated.
In Table 4, OEE for one machine working on one shift is calculated. It can be seen
that Availability equals 86%, Performance is 93% and Quality equals 95%. Finally,
OEE is 76%.

The company, in order to improve the OEE value, implemented TPM and
undertaken the following activities:

– Initial cleaning—5S, identification and elimination of pollutants sources,
– Development of standards concerning maintenance of machine’s,

Table 3 Wastes

Quality
(Q)

Performance (P) Availability (A)

Waste Time [min] T C N I M S U L A E F M B

Setup 25

Measurements 5

Start up (idle work) 10

Loading of material 16

Cleaning 3

Tool change and adjustment 12

Tool adjustment 4

Unplanned break 12

5S activities 5

Scraps 9

Repaired products 4

Total 5 4 9 10 16 0 0 0 4 25 12 8 12

[min] 18 (Q) 26 (P) 61 (A)

T Technological trials, C Corrections, N Nonconforming products, I Idle work,M Lack of material,
S Stopping, U Start up, L Speed loss, A Adjustments, E Set-ups, F Failures, M Maintenance,
B Breaks
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– Development of lists of autonomous maintenance, operators’ training,
– Reorganization of work stands,
– Autonomous maintenance implementation.

The undertaken activities brought OEE improvement which is presented in
Table 5 for the four chosen machines.

The company applied a standard method to calculate OEE (see Table 1—Sasor
[6]) which it consequently uses.

4.3 The Other Company: OEE Calculations According
to the Standard and Improved Method

In the second analyzed company, the main types of the machines include hydraulic
and mechanical presses. The data from own research and data from work [7] were
taken for the analysis. The analyzed company calculates indicators of machine
efficiency related to Performance, Quality and Availability, which are the compo-
nents of the OEE indicator. In order to determine the values of these indicators the
needed data, i.e., machines used in a manufacturing process, the number of man-
ufactured products, the number of nonconforming products, planned and unplanned
downtime were gathered. Initially, to calculate the components of OEE and the total
value of this indicator, the standard formulas were used (see Table 1—Method I).
The values calculations of OEE components were made for a chosen machine. The
company was satisfied with the presented OEE calculation method. However, a
detailed analysis pointed out that in calculating the indicator of Availability both
planned and unplanned downtimes were taken into account.

Table 4 OEE calculation; 1 shift—450 min

Indicator Quality Performance Availability

OEE 363 − 18 = 345 389 − 26 = 363 450 − 61 = 389

0.76 345/363 = 0.95 363/389 = 0.93 389/450 = 0.86

76% 95% 93% 86%

Table 5 OEE before and after TPM implementation

Machine Q (%) P (%) A (%) OEE Oct 2015 (before) (%) OEE Apr 2016 (after) (%)

M72 100 51.8 75.7 39.2 42.10

M74 100 52 72.7 37.8 38.30

M84 100 57.9 73.9 42.8 46.70

M91 100 81.7 72.4 59.1 63.30
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Therefore, the company proposed to change the method of the OEE calculation,
where the influence of planned and unplanned downtimes on the value of the OEE
can be shown. The new way of the OEE calculation (see Table 1—Method II) uses
four indicators: Planning, Availability, Performance and Quality. Planning is the
total net available time per a month. It means that there is 1440 min (24 h) available
per day minus all the planned downtimes such as national or local holidays, the
shutdown of production, Preventive Maintenance and other planned downtimes like
trainings and workshops. Unplanned downtimes include mainly failures (break-
downs), the loss of speed or working on idling, and others like set-ups, waiting or
material loss. Additionally, availability (net operating time) is used to calculate
performance. Performance gives information about on how well the machine is
used when working. Other indicators of Performance and Quality are calculated as
previously. Table 6 shows the wastes which are taken into account in order to
calculate OEE and which have influence on the values of all the components.

After changing the calculation method of OEE for the chosen machines the
needed data were collected and the OEE values were calculated. Table 7 shows the
value of OEE1 which were calculated with the new method on the selected work
stand for the chosen period of time (monthly). Additionally, the difference
(D) between the previous and the current values of OEE and OEE1 was shown.

Based on the OEE results, it can be observed that changing the method of OEE
calculation has affected its value. In all cases, the OEE value decreased by a few
percent. The highest deference of values was observed in the last period of time
(3 months), and the lowest in 2 months.

Table 6 Wastes in OEE components calculation

Planning L Availability A Performance
P

Quality Q

National or local
holidays Shutdown of
production
Preventive
Maintenance
Internal or external
trainings. workshops

Failures (breakdowns)
Waiting or lost for material
Break caused by
physiological need (i.e.
breakfast. lunch). Set-up

Speed loss
Start up
(idle work)

Nonconforming
products

Table 7 OEE for the chosen machine after changes (monthly)

Ind.[%] 1 2 3 4 5 6 7 8 9 10

OEE Meth.
I

61.13 64.10 60.87 62.16 61.68 59.29 59.73 61.24 59.66 67.08

OEE1
Meth. II

59.06 63.32 53.15 61.10 60.09 57.61 57.15 57.19 55.09 62.72

D 2.07 0.78 7.72 1.06 1.59 1.68 2.58 4.05 4.56 4.36
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5 Discussion and a Proposal for OEE Calculation
Improvement

The weakness of the presented methods is that all components of the OEE calcu-
lation are treated at the same level. The Quality, Availability and Performance
indicators have the same effect on the final value. However, from the company
point of view, the components might have a different importance. The authors
propose to introduce weights (w) for individual components using an empirical
formula (1).

OEE ¼ w1A � w2P � w3Q ð1Þ

where: w1 + w2 + w3 = 1.
The weights shall be decided by the management of a particular manufacturing

organization based on their needs. In the case studies analysis it was discovered that
the Availability is the most important component for the companies, then Quality
and Performance. Based on authors experience and discussion, weights of the
formula (1) were decided as: w1 = 0.5, w2 = 0.2, w3 = 0.3. Then, the same data
gathered from the first company was reevaluated using the proposed empirical
model. Table 8 shows the evaluation results.

Table 8 shows that after revaluation the value of OEE increased. Almost all the
values are close to 85%. The proposition of changing the way of OEE calculation
will be discussed in the further studies.

6 Conclusions

The paper presents thoughts concerning the OEE indicator for the equipment
efficiency assessment. On the basis of the analysis, the authors conclude that in the
literature different ways of OEE calculation are presented as well as the companies
utilize different ways in practice. Therefore, it may be difficult to implement
benchmarking and compare one company with others when they use different
calculation procedures. However, when a company decides on a calculation
method. It can compare its own improvements within time.

The weakness of used models of OEE calculation is that level of excellence was
set to value more than 85% of OEE [17, 18]. In many companies is very hard to
achieve this level. Although, it can be said that, for example, TPM can really
improve the OEE value. Additionally, the companies can experiment with the OEE
calculation procedure and develop an OEE equation including the losses concerning
a planning process. Generally, it will result in the minimization of the OEE value
which again cannot be compared with the results of other companies. The authors
also presented a way of OEE calculation, which introduces weights of OEE com-
ponents what again make the calculations more complex.
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The presented studies have limitations. Only two companies were analyzed in
detail. Therefore, in the future studies, the proposed OEE calculation including
wastes in a planning process should be tested in other companies, as well as the
proposed new method for OEE calculation.
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Verification of the Method for Assessing
Productivity, Taking into Account
Logistical Processes in Manufacturing
Companies

Michaela Rostek and Ryszard Knosala

Abstract The aim of the article is to present the results of research related to the
assessment of the productivity of a manufacturing enterprise taking into account
logistic processes. Verification of the method for assessing productivity in a food
business was carried out. In this method, the partial indicators of productivity
regard the efficiency of the use of individual logistic processes as inputs in man-
ufacturing companies. The results have been presented in the article along with the
conclusions. It was observed that logistical processes have a relation to produc-
tivity. Changes in the company’s logistics processes caused changes in the pro-
ductivity index.

Keywords Evaluation � Logistics processes � Production � Productivity
measurement

1 Introduction

Changes in the global and domestic economy cause logistics and production
management to be of more and more importance at the moment. Among the reasons
for such changes are increased competition, improvement of manufacturing pro-
cesses and production technology, increased emphasis on quality of processes,
products, customer service, as well as increased expectations of buyers [1]. The
tasks of logistics include, among all: order acceptance and coordination, production
planning, synchronized supply security, relationships with suppliers, purchasing,
supply chain management, transport, warehouse management. These tasks allow to
perceive the functioning of the enterprise as a coupled sequence of processes [2–4].

Both productivity and logistics processes in a manufacturing enterprise are
elements which should be analyzed and improved. When examining productivity,
the impact of logistical processes on the performance of the indicators should be
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taken into account. On the other hand, when analyzing individual logistical pro-
cesses in a manufacturing enterprise, it is worth to focus on their ability to impact
the performance indicators of the enterprise. This is why an attempt was made to
examine the productivity of an enterprise in terms of logistics processes.

2 Productivity in Manufacturing Enterprises

Productivity is a relationship between the goods and services produced in a certain
period, and the resources consumed to produce them in that period. This rela-
tionship is expressed in the equation [5–7]:

P ¼ Output at based period
Total of all inputs at base period

:

In literature, productivity is divided due to labor and capital, as well as materials
and energy. These are the most common divisions. Productivity can be calculated as
partial ratios. There are different ratios for each inputs, for example [5, 8]:

PLabor ¼ Output at base period
Labor input at base period

;

PMaterials ¼ Output at base period
Materials input at base period

;

PEnergy ¼ Output at base period
Energy input at base period

;

PCapital ¼ Output at base period
Capital input at base period

:

In enterprises, productivity ratios can be shared according to departments, pro-
cesses, positions, etc. [5].

There is no significant focus on logistics in an enterprise and attempts to indicate
its impact on the productivity of an enterprise. The objective of productivity is to
maximize output and minimize input [8–11].

3 Short Description of the Methodology

The proposed general model for evaluating productivity (Fig. 1) was developed
with a significant focus on logistic areas in an enterprise. In the presented model, 5
stages can be distinguished, which are the next stages of the entire method:
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1. extracting processes,
2. preparing data for analysis,
3. analysis and assessment of productivity,
4. developing a productivity improvement program,
5. control.

Not each of these stages has to be realized in an enterprise. In part of them, the
classification of processes has already been made, then it is possible to omit this
stage. The second stage should rather be implemented each time unless we perform
another analysis for the same set of data. Each stage consists of different elements.
Some of them may also be omitted.

Starting a productivity analysis in an enterprise, taking into account logistic
processes according to the methods shown in Fig. 1, it is worth to first elaborate a
map of the process. It should contain information consistent with the reality of the
business. The headings should include divisions/departments/cells that will be
involved in the implementation of each stage. This map will make it easier to
identify the people responsible, and will also clearly indicate the next steps to be
taken, with which it is worth to familiarize before undertaking a logistic process
productivity test.

In the presented model, the first step is to separate the logistics processes in the
enterprise. For this purpose, the person or persons responsible for the classification
of logistical processes should be chosen. If there is already a clear division of

Fig. 1 A general model for assessing the productivity of manufacturing companies
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processes in the enterprise, this step can be omitted and it is possible to move on to
the next phase of productivity assessment, based on the current classification in the
enterprise.

The second stage consists of preparing the data for analysis, which consists of
the following steps:

– selection of indicators for evaluation,
– elaborating a data set,
– entering data into a spreadsheet.

The choice of indicators for evaluation is based on familiarizing with the indi-
cators used for this purpose and selecting for each process one representative of the
process. Depending on the number of distinguished logistical processes, such an
amount of productivity indicators should be analyzed. The development of data
needed to carry out the assessment and further analysis is linked to the earlier step,
because the choice of a specific indicator should be made in the light of the
possibility of its designation.

The third stage consists of the following steps:

– analysis of the productivity of individual processes,
– evaluation of process productivity,
– choice of processes requiring improvement.

In the first place, the values of selected sub-indices for logistics processes in an
enterprise should be determined. In the frame of this step, a dynamic analysis of the
results, a comparative analysis, etc., is performed. The comparative analysis is
performed at the time selected for analysis by comparing the results with some
reference values. The model may be the value of the indicator in other units or in
general for a given branch. The next step is to assess the productivity of the logistics
processes. It is supposed to rely on assessing the value of the productivity ratios of
each logistic process and deciding whether its level is good or whether it needs
improvement. This leads to another step in which analysts should decide which
processes require improvement.

The penultimate stage includes steps such as:

– developing a productivity improvement program,
– implementation of the chosen solution.

The penultimate stage requires knowledge of the processes and problems that
may occur. Based on the collected data and knowledge, many alternative solutions
need to be considered. A team of several people can come up with a number of
solutions and think which of them has the potential to produce the expected results
with the least cost and minimal changes in the system. In the beginning, a detailed
improvement solution is being developed. In works related to productivity, there is
mention of productivity improvement programs. This step is supposed to lead to the
creation of such a program for an enterprise. Of course, you can develop several
solutions at this stage, each for a different process that will create a coherent
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program. In situations where there is an urgent need to improve more a few one
process, it is helpful to develop a productivity improvement plan with several
solutions. The next step is to implement the chosen solution. It is important to
carefully and precisely carry out what was foreseen for in the productivity
improvement program.

The last step in the entire method of productivity improvement is control, i.e.,
system monitoring after the changes have been made. Verification of the effec-
tiveness of the implemented solution by examining the current total enterprise
productivity index and the sub-indices which were previously selected for the
examination. A correctly carried out method has a result of an improvement in the
overall productivity index by improving the partial productivity index.
Unfortunately, there might be situations where the result of a revised process will be
better, and the indicator for another process will be worse. In logistical processes, it
is a relation that needs to be addressed. In this case, one should focus on assessing
the company’s productivity.

4 Verification of Methodology in Enterprise

Verification was carried out in a medium company from the food industry. Based
on the model presented in Fig. 1, a map of the process of implementing the pro-
ductivity test with a focus on logistical processes was elaborated (Fig. 2). Next,
steps were taken to verify the correctness of the proposed model and the possibility
of implementation in the manufacturing company.

In the first stage, the division of logistic processes in the company was made.
Processes were disguised: distribution, production, supplies, warehousing.

Figure 3 presents a division of productivity ratios that take into account logis-
tical processes. This is related to the next step––the choice of indicators for analysis.
By dividing the indicators in this way, it is important to remember that in addition
to the logistic processes, other processes are carried out in the enterprise and have
been emphasized in the figure as the productivity of the remaining processes.

In the next step, it is possible to set more specific indicators, due to the resources
involved. Then, for the selected processes, additional productivity indicators are
determined, due to the resources used: capital, materials, labor, energy.

After the selection of indicators for analysis, data was collected by the person
assigned to this task. The data was aggregated and segregated in a spreadsheet.
Then, appropriate formulas were introduced to determine the productivity ratios.

The next step was to analyze the productivity of the logistic processes and the
assessment of the situation. By dividing the productivity coefficients by logistic
processes, 4 productivity ratios were determined:
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Fig. 2 Process map of the company’s productivity evaluation taking into account logistic
processes for the examined company (own elaboration based on [12])
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– distribution (PD)—it is the relationship between sales revenue and all inputs
which was needed to distribution processes,

– production (PP)—it is the relationship between sales revenue and all inputs
which was needed to logistic production processes,

– warehousing (PW)—it is the relationship between sales revenue and all inputs
which was needed to warehousing processes,

– supplies (PS)—it is the relationship between sales revenue and all inputs which
was needed to supplies processes.

Productivity has in numerator outputs. In this case, sales revenue are used as
numerator. In denominator should be inputs. In partial productivity ratios taking
into account logistic processes everything what is used in each logistics process are
treated as inputs. And in that way, the ratios were measured by logistic processes.

The standardized results, which were performed in the STATISTICA program
for presentation in one drawing, are presented in Fig. 4. Standardization also allows
comparison of these samples with respect to each other. The tenth month of analysis
in which all indicators drastically decreased is characteristic. What is more, the total
productivity index (Fig. 5) for this month was very low. Then, the costs exceeded
sales revenue. It was one of the final months of the year in which companies make
investments to reduce annual profits. It also affected productivity ratios. The
development of infrastructure causes the value of resources used in processes to
increase and the productivity index to decrease. According to this distribution of
indicators, the productivity of distribution shows the greatest variability of all

Fig. 3 Diagram of the division of productivity indicators taking into account logistical processes
[13]
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analyzed processes (Table 1). Productivity of the warehouses has a similar vari-
ability. This is due to the dependence between these processes—if the goods are not
delivered, they are therefore stored in the warehouses. Conversely, low inventory
levels are due to the systematic delivery of goods coordinated with production.
Based on the analysis, we have selected processes that need improvement and
jointly decided to develop a solution to streamline the distribution process.

Fig. 4 Partial productivity
for the examined enterprise,
taking into account a division
due to logistical processes

Fig. 5 Total productivity for
the examined enterprise

Table 1 Coefficients of
variation of sub-productivity
in the examined enterprise

Productivity PS PP PD PW

Average 154.27 1.16 125.29 79.64

Standard deviation 19.32 0.16 18.89 11.61

Coefficient of
variation (%)

12.52 13.72 15.08 14.57
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During the development of the improvement solution, one had to reflect on the
possibilities of changes in distribution that would allow to improve the process. Out
of several ideas, it was decided to consider in detail the employment of an addi-
tional employee. It was a real solution from the point of view of company man-
agement. This solution would enable to streamline the work of the current team and
focus on gaining new orders. An additional person in the team could help improve
customer service. On the negative side, there was an increase in costs associated
with employing a new employee. This solution has been accepted.

Implementation of the solution took place in the 16th month. Already after the
next three months, positive trends were seen, namely a gradual increase in the
productivity of distribution processes. Apart from the increase in process costs, this
effect was also expected to increase the sales revenue. For the overall productivity
index after a slight decline, an increase in value was noted. Apart from the distri-
bution processes, total productivity is affected by the remaining processes, so
growth was not significant. Therefore, after the control period, the entire process
can be started from the first stage (Fig. 1).

5 Conclusions

Productivity is a complex issue in manufacturing companies. It is worth analyzing it
taking into account logistical processes. The paper presents the verification of the
proposed methods of productivity research, with particular emphasis on logistics
processes in manufacturing companies.

Verification was made in a medium-sized enterprise, where logistics, supply,
distribution, and warehousing processes are implemented. Next steps were taken
according to the proposed model. Each of these stages was carried out according to
a map of the process of productivity research. This map identifies the steps and
people responsible for their implementation. It took most of the time to collect data
for analysis and carry out the analysis itself.

In the examined enterprise, not all data has been aggregated so far in such a way
to immediately set performance indicators. The enterprise wanted to make changes
in this area. After compiling the data, another labor-intensive phase was their
analysis. The next step was the improvement of the solution, after selecting pro-
cesses requiring improvements. Implementing the chosen solution (employing an
additional employee) has allowed to see an increase in the productivity of the
distribution process and sales revenue.

After verification, it is considered reasonable to divide the productivity ratios
due to logistical processes. The proposed model of implementing productivity
research in a manufacturing enterprise with a special focus on logistics is possible in
medium-sized enterprises. The productivity problem is seen by management. The
potential for improving the efficiency of the resources used is appreciated by the
companies concerned. In the researched enterprise, the assumption of
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reproducibility of the productivity analysis process was confirmed. One of the
processes has been improved and it has been noted that further ones can also be
streamlined.

The change in logistical processes has also resulted in a change in total pro-
ductivity. The analysis of productivity in the whole examined period confirms this
relationship. It is, therefore, reasonable to argue that changes in logistical processes
are causing changes in the productivity of an enterprise.
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The Impact of Task Balancing
and Sequencing on Production Efficiency

Krzysztof Zywicki, Paulina Rewers, Lukasz Sobkow and Dawid Antas

Abstract The paper contains an evaluation of the impact of assembly-line
balancing and scheduling on production efficiency. It describes issues connected
with assembly-line balancing and the rules of scheduling production tasks. Some
problems are indicated connected with the functioning of assembly line before
the improving actions began, which have been eliminated by means of the
assembly-line balancing and a new method of scheduling. Results connected with
improved productivity and production efficiency are shown.

Keywords Improving production � Balancing assembly processes
Scheduling � Production efficiency

1 Introduction

Flow-shop manufacturing systems are currently used in many industries to
manufacture various products. One of the methods of the organization is the
assembly-line system in which a certain number of workstations is concentrated
around a conveyor belt or another conveying system [1]. The first moving assembly
line was introduced to mass production of model T For d by Henry Ford in 1913 in
his factory in Highland Park (Michigan) [2]. It became a benchmark for mass
production methods worldwide. It is currently more and more frequently the case
that several variants or models of products are assembled on a single line [3]. This
is caused inter alia by shorter life cycle of products, very fast introduction of new
models on the market and a wide range of variants of the same model. It neces-
sitates efficient designing of products that fulfill individual requirements of
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customers. This is possible mostly by implementing a strategy of mass cus-
tomization [4]. To catch up with quickly evolving and competitive market, man-
ufacturers must keep on improving the quality of their products, while at the same
time decreasing their prices and shortening the manufacturing time. In such a case,
methods connected with statistical analysis of manufacturing processes, which
enable quality inspection of products and undertaking reasonable decisions, gain
particularly significance [5–9]. The need of increasing the diversity of products by
companies makes it necessary to ensure close integration of product design pro-
cesses with production flow control [9–13].

Only then will it be possible to utilize fully the manufacturing potential of an
enterprise which owns modern technical resources compliant with the concept of
Industry 4.0 [14–16].

Such a situation makes proper planning of assembly process (balancing) difficult
for many companies [17].

Assembly-line balancing is about striving to achieve a uniform, considering the
assembly time, arrangement of a complete set of tasks on workstations connected in
a series, to achieve a minimum amount of idle time. An assembly line is considered
ideally balanced if the number of workstations is limited to minimum, the same
number of tasks is performed on each of them, and total amount of idle time (i.e. a
sum of idle times at all workstations along the line) is as short as possible with the
given level of production [18].

During an assembly-line balancing, work components should be grouped by
imposing the following three limitations: [19].

– cycle time c, which is interpreted as the interval between subsequent products
leaving the line, longer or equal to the time of the most loaded workstation,

– sequential relations between tasks which result from construction technology of
the manufactured product and which specify the possibility of their ordering.
This enforces earlier completion of specific tasks in relation to others,

– number of workstations K must not be higher than the number of tasks N,
however, the minimum number of workstations K is 1.

Organizational changes performed while balancing assembly-lines are most
often limited by one of the following two problems:

– a defined assembly tact, the number of production workers at the line is
unknown,

– a defined number of workers at a given assembly line, the assembly tact is
unknown.

By analysing the diversity of products manufactured on a single assembly line,
the following three forms of balancing can be specified [20]:

– reducing the number of workstations with imposed fixed tact,
– change in the line tact with a fixed number of workstations,
– increasing the assembly line efficiency by a change in the tact and the number of

workstations for a given product.
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An important aspect of assembly-line operation ensuring the most effective
assembly is adequate planning of task performance sequence. Production schedule
for multi-version lines determines the number and type of products manufactured in
a given planning period. The primary goal of scheduling is to determine when a
given manufacturing task should be performed, so that the cost of storage are
minimized and any delay in order performance is eliminated [21]. The major
problem in preparing a schedule for multi-version lines is the sequence in which
subsequent production batches should be manufactured to minimize the waste time
resulting from change-overs [22, 23]. Although production scheduling for products
of the same tact time seems uncomplicated, planning a sequence of assembly for
products of different tact times in such a way as to obtain the most efficient pro-
duction is problematic.

The paper describes the process of improving the assembly-line operation
aiming at improving efficiency as a result of balancing and assuming the rules of
production task scheduling.

2 Description of the Analysed Assembly Line

The example of actions undertaken in order to improve production efficiency,
described in this paper, concerns the assembly line of electric cooktops used in
households.

The analysed assembly line is a serial line on which 105 types of products are
assembled. The high number of variants is connected with differences in labour
required to perform the assembly processes. Depending on the manufactured type
of product, 12–15 workers are involved in the assembly process. 6–9 operators
perform work which is directly connected with assembly, two employees perform
quality control (the so-called electrical inspection), and then, once the cooktops
pass through the cooling tunnel (MAS) and cool down, four operators pack the
finished products. The products are assembled by subsequent operators, who per-
form specified tasks. In theory operators are assigned to certain workstations where
the necessary assembly components are stored. A semi-finished product is trans-
ferred between operators automatically on the conveyor until the finished product is
packed into a cardboard box and put on the pallet. The pattern is repeated for each
piece of the production batch (Fig. 1).

In the primary state of organization of assembly processes tasks were assigned in
a simplified way. Due to that, a sort of freedom in performing tasks on the work-
stations by the employees could be noticed. During observation of the assembly
process, it was often noticed that the workers who performed tasks which were less
labour intensive, once they collected a certain stock of components, they helped
operators who worked on more loaded workstations. Such a situation occurred
when a worker who was performing less labour-intensive tasks had to wait until the
preceding operator completed his/her task.
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Thus, major disadvantages of the current system can be summarized as follows:

– lack of operator working standards;
– lack of effective production flow control system;
– lack of possibility to define precisely the cycle time (tact);
– operators moving between individual workstations on the line;
– mutual help which disturbs the organized assignment of tasks.

3 Improving Operation of the Assembly Line

The improvement actions aimed at enhancing the productivity and production
efficiency covered the following scope of work:

1. Separating product families—to divide products by their structural similarity.
2. Analysis of the assembly labour intensity—to recognize tasks performed on

individual workstations and to determine time required for the performance.
3. Assembly-line balancing—to level the load of assembly workstations.
4. Drawing up the rules of scheduling—to adopt rules of sequencing manufac-

turing tasks to reduce waste time resulting from changing the type of manu-
factured products.

5. Evaluation of the suggested solutions with regard to efficiency and production
efficiency.

3.1 Separating Product Families

Separating product families were connected with determining their structural sim-
ilarity. It aimed at separating products for which further actions related to the
analysis of labour intensity can be performed on selected representatives. Three
criteria of division were assumed: type of heating—four types, number of the

Fig. 1 Diagram of the analysed assembly line
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heating hob—three types, the control method—two types. As a result, all the
products were grouped into 11 families.

3.2 Analysis of Product Assembly Labour Intensity

At this stage, an analysis was performed to separate tasks performed on individual
workstations for representatives of individual product families, and duration of task
performance by operators was measured. The analysis was performed for three shift
teams of operators in different periods of work system (production shifts). As a
result, a list of tasks necessary for proper performance of assembly operations was
prepared and adequate duration times for performance of the tasks were assumed.

Figure 2 shows the diagram of assembly labour intensity. The assembly process
is made up of 30–50 tasks depending on the product family, which are performed
by 12–15 operators assigned to 10–13 workstations.

The analysed conditions of the assembly organization did not allow to determine
the actual tact s that would indicate the times when products leave the line, as the
work was irregular because operators were moving along the assembly line.
Consequently, since the tact time had not been determined, the time of the conveyor
movement was set freely, not in line with the pace of work performed on individual
workstations. The freely selected time of movement of the assembly line caused
that the operators were in the middle of performing work on a current product when
the line was moving. That was why they collected the products or followed the

Fig. 2 Example of assembly labour intensity diagram
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conveyor while it was moving to finish their tasks. Such lack of coordination results
in what can be called a “hand-to-hand” work system.

3.3 Assembly-Line Balancing

Changes in the organization of work on the assembly line were connected with
balancing the process for each product family representative. The primary rule was
to balance the load of workstations connected with the performance of individual
assembly tasks.

During the balancing process, structural limitations connected with a potential
change in the sequence of assembly tasks were taken into account. Assembly tact
(supply of product by the assembly line) was determined as a result of balancing.
Tact time is determined by the most loaded workstation (Fig. 3). Simultaneously,
tact time is the time during which a product stays on a given workstation, after
which it is transferred to subsequent assembly workstation. As a result, seven
workstations were separated on the assembly line. On stations 1–6 operators per-
form their assembly tasks, they do not move along the line and they do not help
other operators in performing their tasks. The seventh workstation is a buffer, which
enables to synchronize the assembly line with the electrical inspection workstation
and no assembly work is performed there.

Fig. 3 Example of an assembly-line balancing graph
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For some product families, the so-called sub-assembly workstations were
designed, on which subcomponents of finished products later supplied to the
assembly line are assembled.

As a result, we successfully limited the number of operators for most product
families, mostly through the assembly-line zone. The electrical inspection station
and the packing station remained unchanged, only in the case of one type of
products was an inspection employee shifted to the assembly workstation.

3.4 Rules of Scheduling Production Task Performance

Because of the production planning system adopted in the entire company, deter-
mining new rules of scheduling production task performance was limited to one
production shift as the basic time bucket. The product assembly tact was assumed
as the basic parameter of scheduling. The sequence according to which a set of
production tasks is performed for a given production shift is determined from the
longest to the shortest tact for a given product. The number of operators involved
during a single production shift (Fig. 4) was assumed as another parameter of task
scheduling.

The adopted assumptions of production task scheduling affect the assembly
process performed on the assembly line. When the assembly of a product of dif-
ferent tact time is commenced, the conveyor movement will change after the last
workpiece of the preceding batch of products leaves the assembly line. This means
that the first 5 workpieces from the new production task will be assembled in the
tact of the previous product.

Fig. 4 Schema of scheduling rules for production orders
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4 Evaluation of the Implemented Solutions

The above-described modifications in the operation of the assembly line were
evaluated with regard to efficiency and production efficiency. Below we show the
evaluation for two business days. The production results obtained in the same
period before the organizational changes were assumed as the benchmark for
evaluation.

The assembly-line balancing was assessed with use of efficiency ratio, which
was defined as a ratio of the number of manufactured products to the number of
operators involved in the production.

The analysis showed that after balancing the efficiency increased for all types of
manufactured products. In the case of three types of cooktops, the efficiency
decreased insignificantly, whereas in the case of two types it remained at the same
level.

Changes in the production efficiency were evaluated by determining the time
required to perform the assumed set of production tasks. The reference values of the
manufactured number of workpieces (before changes) were achieved within 7.5 h
of available assembly line work time during a shift.

As a result of calculations based on the new production task scheduling rules, in
most cases products will be manufactured in time shorter than before the changes.
Only in two cases was the assembly time after balancing longer than before the
organizational changes. However, it should be taken into account that after the
changes had been introduced the results were in most cases obtained with fewer
operators involved in the assembly process.

Therefore, one can assume that faster performance of production tasks will
contribute to improving the assembly efficiency (Table 1).

5 Summary

The paper contains an evaluation of the impact of assembly-line balancing and
scheduling on production efficiency and staffing. The analysis of the assembly line,
which is described in the beginning of this paper, enabled to indicate some key
drawbacks in operation of the current system, including:

– lack of operator working standards;
– lack of effective production flow control system;
– lack of possibility to define precisely the cycle time (tact);
– operators moving between individual workstations on the line;
– mutual help which disturbs the assignment of tasks organized by managers.

The assembly-line balancing significantly contributed to the reduction of the
number of employees required to perform the assembly. However, the suggested
rules of assembly line scheduling allowed for an efficient change in the assembly of
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different product families and engaging a constant number of workers for a single
production shift. As a result of the suggested modifications, the efficiency of the
assembly-line operation was improved.
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Formal Description of Integrated Process
and Assembly System Planning

Jan Duda

Abstract The paper presents the trends in the development of methods and sys-
tems for assembly process planning on the background of Concurrent Engineering
(CE) strategies. The solutions for the functional integration of design/manufacturing
and production preparation are proposed. The formal description of integrated
process and assembly system planning in CE manner is presented.

Keywords Concurrent engineering � Process/assembly system integration � PLM

1 Introduction

According to the new development strategies, the product development focuses on
as much as possible parallel execution of all development-related product life cycle
phases, thus creating Concurrent Engineering (CE) environment [1–5]. CE strategy
assumes the development of resources and production facilities at the early product
design phases to shorten the production start-up time, CE is the computer-
integrated environment for design and manufacturing—the common platform for
computer-aided systems used in the product development [6, 7]. The key condition
for the effective CE is the computer-integrated environment of design and manu-
facturing—the common platform for computer aided systems for the product
development. This requires a formal description of the product, process, and design
procedures. Discussion about integrated design of a product and assembly system is
presented in [8, 9].

J. Duda (&)
Institute of Production Engineering, Cracow University of Technology, Cracow, Poland
e-mail: duda@mech.pk.edu.pl

© Springer International Publishing AG 2018
A. Hamrol et al. (eds.), Advances in Manufacturing, Lecture Notes in Mechanical
Engineering, https://doi.org/10.1007/978-3-319-68619-6_8

79



2 Defining of the Product in the Live Cycle Context

The assembly process planning is a phase of the Product Life Cycle realized within
the production preparation. The Product is created in design planning phase. The
result of the designer work is SK—the design structure of the product:

SK ¼ JK1 JK2 JK3. . .fJKKgf gf gf g ð1Þ

where

K level of product decomposition on design units,
JK design unit.

Between of design units topological, dimensional, and accuracy constraints are
defined. So the design form of the product WRK can be described as

WRK ¼ hSK; WK; ai ð2Þ

where:

SK design structure of the product,
WK set of design constraints,
a mapping on the set of design units.

a: JK� JK ! WK ð3Þ

The product design represented in the digital form in CAD system is the base for
making engineering calculations, dynamic, static, and kinematic analysis.

Design form of the product is the base for the determination of the assembly
product structure.

SM ¼ JMM JMM�1fJMM�2...JM1gf gf g ð4Þ

where:

M level of product decomposition on assembly units,
JM assembly unit.

In the set of assembly units on M level, the following elements can be separated:

– assembly aggregates which can be further decomposed into the lower
aggregates,

– elementary part which cannot be further decomposed.

Thus, the product in the term of its assembly can be described as
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WRM ¼ SM; WM; bh i ð5Þ

where

SM assembly product structure,
WM set of assembly constraints,
b mapping on the set of assembly units

b: JM� JM ! WM ð6Þ

In the set of assembly units on R level, the following elements can be separated:

– assembly aggregates which can be further decomposed into the lower
aggregates,

– elementary part which cannot be further decomposed.

The assembly form of the product represented in digital form in CAD system is
the base for making assembly simulation of the product.

3 Formal Description of the Assembly Process

Assembly process plan PTM for the given product WRK is described by

PTM ¼ ETRM; EOPM; EIDMf g; SPM ð7Þ

where

ETRM assembly process actions causing permanent connection of parts,
EOP assembly process actions changing the location of the object in the system

of assembly tools, assembly units, assembly equipment,
EID control actions checking the quality of the executed assembly tasks in

relation to the requirements in the process documentation,
SPM structure of assembly process plan.

The actions ETRM, EOPM, EIDM can be described by three blocks of information:
action model, execution methods, and parameters.

Assembly action ETRM can be described using three blocks of information:

– action model AEM describing in general terms the assembly task for linking
assembly units and the planned method of connection,

– execution method BEM of assembly task,
– execution parameters CEM of assembly task.

The structure of assembly process plan SPM (Fig. 1) has the characteristic
structure elements and their order depending on:
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– features of product, its dimensions, and dimension constraints of location of
assembly units,

– requirement no to use in the assembly operation the parts already mounted,
– size of manufacturing batch.

Assembly process plan is the result of the planning procedure, which determines
the manufacturing actions and the structure of assembly process SPM, allowing to
receive the design form of the product WRK proposed by the designer.

4 Integrated Process and Assembly Systems Development

Features of modern development strategies indicate the need for product develop-
ment phase integration. Integration and parallel execution of activities were
received through the separation of the conceptual design stages, allowing for the

OPM1(set of parameters)

ZBM1 (set of parameters)

ZBM2 (set of parameters)

CZM1 (set of parameters)

RE1 (set of parameters)

RE2 (set of parameters)

CZM2 (set of parameters)

SPM (set of parameters)

UM1 (set of parameters)

UM2 (set of parameters)

OPM2(set of parameters)

Fig. 1 Structure of assembly process plan. SPM = [OPM—Assembly operation [UM—set-up
[ZBM—Assembly treatment [CZM—Assembly action [RE—Elementary motion]]]]]
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creation of the variant solutions. Variants are then evaluated in the view of the
requirements of the next development phase [2, 3].

The integrations of process and assembly system development suggest the
separation of the following phases (Fig. 2):

– conceptual process planning phase,
– detailed process planning phase.

The integrations of manufacturing and organization product development sug-
gest the separation of the following phases:

– conceptual production organization planning phase,
– detailed production organization planning phase.

4.1 Conceptual Process Planning Stage

The assembly process is created on the basis of the digital product model prepared
with CAD system. The process planning activities includes the following:

• development of the product assembly structure—separation of the assembly
units (assemblies, subassemblies, and parts),

• development of the assembly process plan including the basic parts for separated
assembly units, methods, and hierarchical order of assembly of these units to
receive the design features of the product,

• mounting of subassemblies, assemblies, and parts based on the developed
assembly plan,

• assembleability analysis of the product and for iterative improvement of the
design form in view of the assembly requirements.

The product assembly structures (Eq. 4) is the base for the determination of the
assembly sequences [8]. They describe the order of connecting the assembly units
and list of assembly actions leading to the final product. Most of the methods of
assembly sequence presentation are explicit methods, directly precising the
assembly tasks in the representations.

On the conceptual planning stage, implicit methods are used, specifying only the
conditions which must be satisfied by the assembly task sequences.

The determined sequence of connection of assembly units, presented as a
graphical assembly plan is the base for the definition of the assembly tasks and their
characteristics. On the set of assembly tasks, the graph GOK can be describing:

GOK ¼ hZM; RK; li ð8Þ

where

ZM set of assembly tasks,
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PHASE IIIB Detailed process planning

PHASE IVB Detailed organizational planning

PHASE III A Conceptual process planning stage

PHASE II Design planning

PHASE I Marketing planning

Concep on is correct?

Preparation of the product assembly structure and 
assembly graph

Method selection, determination of the graph of assembly 
task precedences

DFA analysis

Assignment of tasks- design of assembly stands-

Determination of time standards of assembly operations, 

Calculation of the cycle for the selected production run, 
capabilities balancing, production schedule preparation

Determination of the number of stands, assembly 
cell balancing

PHASE IV A Conceptual organizational planning

Calculation of the production pace and the selection of the 
production organization type, selection of the number   of 

functional subsystems

System balanced ?

PP
M

C
AD

/C
A

M
 C

AT
IA

M
P

M
 D
EL

M
IA

Selection of the type and form of assembly system

PDM 
SMARTEAM

PHASE VI  Manufacturing

PHASE VII Distribution  

PHASE VIII  Usage and servis

PHASE IX  Recykling 

PHASE V  Prototyping

Fig. 2 Execution of product development phases
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RK set of precedence relations,
µ mapping on the set of assembly tasks

l:ZM� ZM ! RK ð9Þ

Precedence relation can be described by the matrix RK[rkij]n�n i, j = 1…n

rk ¼ 1when task i precedes task j
0 in the other case

�

The multivariant nature of the assembly processes is due to the possibility to use
several assembly sequences with the application of methods and manufacturing
means and different automation levels. On the base of the defined variants of
manufacturing/assembly processes, the manufacturability analysis DFM and
assembleability analysis DFA are carried out [10, 11]. The results of the subsequent
iterations are used to simplify the product design (by minimization of the number of
parts and the integration of parts), thus decreasing the time and costs of the
assembly and to estimate the times and costs for different manufacturing methods of
constituent product elements. DFA classifies the degree of difficulty of assembly
actions and uses it for the determination of the assembly time of all assembly task
Ti. The time determined by DFA methodology results from the classification of
design features influencing the execution of assembly actions. On this planning
phase, it is possible to evaluate the total product assembly time Ta.

The product design resulting from the subsequent iterations and its assembly
plan form the base for defining the graph of the assembly activities, representing the
admissible variants of the execution of product assembly.

4.2 Conceptual Production Organization Planning Stage

The conceptual organization stage is used to select the appropriate form of the
production organization, production pace, and for the initial calculation of the
number and type of functional subsystems. On this stage, also the type and orga-
nizational form of assembly system is selected.

The main goal of the conceptual organization planning is the development of the
manufacturing system concept for the variants of assembly and process planning
plans.

The decision taken on this stage can be changed later and should be detailed on
the subsequent phases. Nevertheless, they influence further solutions. The base for
taking these decisions is limited information gathered during the previous devel-
opment activities, describing:

– assortment specified by the set of items {WR1, WR2, …}M

– production program for each assortment item,
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– developed in the conceptual phase of technological design, the concepts of
technological processes of assembling assortment positions.

In the first design step, the production structure of the assembly system is
determined (Fig. 3).

The established number and type of functional subsystems is the basis for
conducting organizational arrangements within the isolated subsystems.

Further action is dependent on the adopted variation of the production organi-
zation in the dedicated production assembly subsystem. The course of proceedings
leading to the development of the concept of the assembly line was presented in [3,
10].

The outcome of these actions is the conceptual assembly system forming the
base for the subsequent detailed process planning.

4.3 Detailed Process Planning Stage

The selected type, organizational form of the assembly, and the graphical product
assembly plan are the basis for the detailed assembly process planning.

The design actions on the detailed process planning phase cover the series of
activities leading to the development of assembly operations.

Within the scope of assembly process planning, these actions include:

– selection and design of assembly devices, workpiece and tool equipment,
– determination of the structure of assembly operations, activities and movements,
– development of control programs for manipulators and robots,
– preparation of documentation for assembly operations.

JPR-2
L {WR}L

JPR-2
G {WR}G

JP0
M

JP0
M

JPR-1
M {WR}M  

JPR-3
G {JM}G 

JP0
M

JP0
M

{WR}L
set of products assembled in assembly 

line

{WR}G
set of products assembled in assembly cell

{WR}M
set  of products assembled in assembly subsystem

JP0
M   

assembly stand

JPR-3
L {JM}L

{JM}L
set of  assemby unit assembled in assembly 

line

{JM}G
set of  assemby unit assembled in assembly 

cell

Fig. 3 Hierarchical structure of the assembly system
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Within the scope of the transport between stands, these actions include:

– selection and design of transport devices,
– development of control programs for transport devices.

Within the scope of control operation design, these actions include:

– selection and design of control devices,
– development of programs for control devices,
– preparation of documentation for control operations.

The result of these actions is the set of actions {ETRM, EOPM, EIDM} executed in
the system and the assembly process plan structure SPM including assembly,
transport, and control operations. Assembly operation consists of several inter-
connected elements: treatments, actions, and movements

The determined assembly process plan PTM is the base for the selection of the
organization variant of the manufacturing stands and for the detailed organization
planning phase including the creation of the digital model of assembly system and
the time normalization of the assembly operation.

4.4 Detailed Production Organization Planning Stage

The selected structure of the assembly process and the determined duration times of
assembly activities covered by the operations are the base for the synchronization
within the isolated assembly subsystem. For analyzed production organization
forms, for example, production lines, these steps include the recalculation of the
number of stands and line balancing [10].

The change in the assignment of tasks to the assembly stands necessitates the
redesign of assembly stands and the recalculation of the assembly times. The
subsequent iterations improve the assembly system. The activities for the selected
organization forms (assembly stations) include ergonomic analysis too.

The outcome of the detailed production organization stage is the digital model of
the manufacturing system linking all the components of the assembly system with
assembly process plan stored in library and process schedule [10].

5 Verification and Conclusions

The verification was done with PLM solutions offered by Dassault Systemes. These
solutions include the following systems:

– CAD/CAM CATIA for product, manufacturing process and resource design,
– MPM DELMIA for process and manufacturing system design.
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The proposed methodology of concurrent development and formal description of
products, processes and manufacturing systems using such PLM tools like CATIA
and DELMIA increases the integration of the technical production preparation
phases and covers various planning actions, including the ones executed with the
computer systems like Design For Manufacturing (DFM) analysis, Design for
Assembly (DFA) analysis, Computer-Aided Assembly Process Planning (CAAP),
MTM time analysis, ergonomic analysis and line balancing.

Nevertheless, it should be noted the PLM solutions are only the tools speeding
up the organizational and process planning stages of production preparation. The
key conditions to receive the good results are high qualifications of the designer,
process planners, and manufacturing organization engineers developing the system
components.

Additional research works are required especially for the conceptual and detailed
production organization planning phases. Suggestions for the order of design
actions depending on the characteristics of the process and manufacturing system
shall be elaborated. Especially promising is the use of the Artificial Engineering
(AI) techniques for the initial estimation of the manufacturing concepts.
Nevertheless, despite the huge number of advanced computer systems for various
production preparation phases, the most important decisions are still taken by
experts.
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The Operational Validation of a Planning
Process Integration Model
in a Manufacturing Company

Michal Adamczak, Piotr Cyplik and Marek Fertsch

Abstract The article aims at verifying the possibility of implementing the authors’
own operational validation method to assess a planning process integration model
in a manufacturing company. The applied operational validation method is appli-
cable to other research methods known in management sciences: process modelling
and simulation. A new aspect of this work is the operational validation of a model,
which was qualitatively described by means of quantitative methods. The process
modelling method was a method used to translate the qualitatively described model
to conditions in which the operational validation was possible to be performed by
means of quantitative methods. The model of integrating planning processes in
manufacturing companies was selected to be a research subject. Apart from pre-
senting the mere method of the model operational validation, the accuracy of
describing particular planning process integration levels at the same time is
controlled.

Keywords Planning process integration � Hypothesis testing � Validation
Simulation

1 Introduction

1.1 Planning Process Integration

Based on the concept valid in contemporary literature references, it is possible to
state that the process integration makes it feasible to enhance its efficiency [1–5]. It
is required by the internal integration to primarily integrate the process planning and
control their performance [6].

One of the possible planning process integration tools is sales and operations
planning (SOP). It is a set of business and technological processes that make it
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possible for a company to correlate the market demand with the manufacturing and
procurement potential of the company in the possibly most efficient way [7].
Numerous authors present their own SOP plan definitions [8]. In the works [9],
there are SOP plan structures, i.e., types of plans integrated within SOP. This
structural approach was specified for the sake of SOP as a common planning and
decision-making process between the functional cells [10]. SOP is properly suitable
to conduct research by means of a simulation method because SOP represents the
process approach [11–13]. The SOP-related research with the use of modelling and
simulation methods was presented in the works by [14–17].

1.2 Validation of Models

The validation of models might be defined in two different ways:

• statement that the model action is justified and in line with the modelling
objectives in the assumed application domain [18],

• process that specifies the degree of how faithfully the model maps the reality
with respect to its intended applications [19].

The validation proceeds in 3 phases as presented in Fig. 1.
The conceptual model validation makes it possible to assess the model

assumption fulfillment in the context of the identified research problem. The model
verification is confined to its implementation accuracy control in a selected IT tool.
The operational validation is a control of the model when its use is in progress.

In the scientific research, there are a number of validation techniques and tools
[21]. A dynamic validation is the most significant validation tool from the view-
point of this article. It is required by the dynamic validation to activate the model, to
analyse its dynamic behaviour and results. As regards to the validation techniques it
is worth paying attention to the following techniques:

Problem

Computerised model Conceptual model

Data
Experimentation

Operational validation Conceptual model validation

Model verification

Implementation

Analysis and modelling

Fig. 1 Simulation model formation and assessment phases [20]
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• confrontation with other models—a comparison of this model results with the
results of other models which were positively validated,

• event validation—a comparison of events generated in the simulation model
with events in the real system.

In the authors’ opinion, the operational validation is the most significant vali-
dation phase. As its part, one might give an answer to the question about whether a
model achieves its objective and faithfully maps the reality. This is also the last
validation phase and thus it gives a complex reply related to both the conceptual
modelling phase and the modelling implementation in the IT environment.
A positive validation in the operational phase makes it feasible to state that the two
remaining phases were also correctly performed.

2 Planning Process Integration Model

The authors used the SOP approach while developing the planning process inte-
gration model. In the first stage of developing a conceptual model one specified an
integrated planning structure, i.e. types of plans included in the model. The
developed structure is presented in Fig. 2.

At the second modelling stage, the dependencies between particular plan types
which formed a system with particular elements and relations is defined. Due to the
large number of possible variants, it is decided to divide the dependencies into a
finite number of groups. At each of the 4 distinguished levels, one described the
dependencies that should exist between particular plans in order to name them as
integrated plans at a given level. A detailed description of each level is presented in
Table 1.

SOP Plan

Sales plan

Production plan 

Supply plan

Supply chain resource 
planFinancial plan

Supply chain resource 
constraints planMarketing actions plan

Operational data 
(implementation model)

Planning data

Control information

Fig. 2 Integrated planning model structure
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Such a qualitatively described model was transformed into maps of processes
that function according to the rules as described above. Apart from the process
integration level, the model includes 7 other parameters of a simulation scenario.
The parameters reflect the task environment influence on a manufacturing company
[1, 22]:

• marketing influence on sales volume,
• random demand variability,
• demand seasonality,
• demand trend,
• random demand fluctuations,
• potential of a supplier,
• maintenance-repair plan.

Each of the above parameters might occur at one of the three defined states
(small, average and large variability).

As ten iterations were assumed to be performed in the case of each simulation
scenario states, 87,480 simulations of planning and material flow processes were
required to be conducted. The simulation results were used to perform the model
operational validation.

Table 1 Modelling of integration of planning process

Planning process
integration level

Characteristics of level

D No planning process integration, production plan developed
adaptively to the sales plan, available resources at a constant level
in the process duration based on standards specified in the past, no
financial plan and marketing actions included in the plan

C Corrective procedures implemented in the area of the sales and
production planning and in the area of production and procurement.
The objective of the procedures is to select the most appropriate
solution to executing the proposed sales plan in terms of the
planned profit and return on sales by the financial plan simulation,
available resources specified at a constant level in the process
duration based on standards specified in the past, no marketing
actions included in the plan

B Corrective actions as at level C with the financial plan, available
resources specified based on real data about repairs and/or
developing the resources as a result of the conducted investment
actions, no marketing actions included in the plan

A All the actions conducted as at level B without the marketing plan.
At integration level A the marketing plan is formed based on real
data (plan promotional campaigns, extending and enlarging market
areas, product portfolios, etc.). The plan is included in the planning
process structures and therefore influences the material flow plan
which is under construction
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3 Operational Validation of the Model

3.1 Operational Validation Methodology

The model validation is based on including the model development objective within
its structure.

The developed model needed to meet 3 conditions:

• to map the planning process integration specifics,
• to present a description of the environment influence on a manufacturing

company in a simplified way,
• to map the specifics of material flow through the manufacturing company and

the flow influence on the customer service level and return on sales.

In the developed operational validation method, the techniques of degeneration
tests and event validation is used. The created simulation model should reflect the
functioning of real processes. Thereby, the positive model validation will be made
feasible by obtaining results in line with the adopted assumptions or the present
knowledge state. Taking the above for granted, the authors formed the operational
validation methodology and simultaneously focused on defining the steps that make
it possible to state unambiguously whether the obtained results confirmed the
previously adopted assumptions. To achieve this goal, the authors used such sta-
tistical methods as a correlation analysis (in the correlation analysis the Spearman’s
rho correlation coefficient was used due to discrete values adopted by a variable
named as a planning process integration level), Anderson–Darling test for nor-
mality, testing two-sided and one-sided hypotheses (by means of U-statistics in the
case of results with a normal distribution and the ANOVA method in the case of
other results), Tukey Pairwise Comparisons (Tukey method). An algorithmic
approach to the developed methodology is presented in Fig. 3 and includes the
statistical methods as presented above with their fulfillment sequence and the result
influences on the model validation.

In the next part, the validation of the planning process integration model that was
performed by means of the developed methodology is presented.

3.2 Operational Validation of the Planning Process
Integration Model

In the operational validation, the results of simulations and material flow are used.
The simulations were performed in the developed planning process model (at each
of 4 defined integration levels of the processes). The Minitab 17 software was used
to conduct statistical analyses.

At the first operational validation stage, an analysis of the correlations between
the planning process integration level in manufacturing companies and return on
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sales is performed. In order to make it certain, whether the calculated the correlation
coefficient value might be interpreted, the significance test in the case of this value
is additinally conducted. This analysis resulted in obtaining the Spearman’s rho

Simulation 
results

Normality tets

START

STOP

Correlation analysis

Normality test

Summary

Verification of statistical 
hypotheses

Analysis of correlations between the planning 
process integration level and average result measure 

values

Does the correlation 
exist?

YES

Negatively validated model

NO

Positively  validated model

Is this a normal 
distribution? YES

Significance analysis of 
differences by means of U-
statistics (two-sided tests)

Significance analysis of the 
differences in an average result 
measure value by means of the 
ANOVA method (two-sided 

tests)

NO

Tukey Pairwise Comparisons

Are the differences 
statistically significant?NO

Significance analysis of the 
differences in an average result 

measure value between 2
consecutive integration levels 

by means of the ANOVA 
method (one-sided tests)

YES

Significance analysis of the 
differences in an average result 

measure value between 2
consecutive integration levels 
by means of U-statistics (one-

sided tests)

Are the differences 
statistically significant?

YES

NO

Are the differences in 
the expected direction 

statistically significant?

Are the differences in 
the expected direction 

statistically significant?

NO

NO

YES

YES

Fig. 3 Algorithm of the simulation model operational validation
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correlation coefficient value 0.26 and it was indicated at the same time that this
value was statistically significant (p-value < 0.001 with the adopted significance
level 0.05). This means there is a correlation between the planning process inte-
gration level and the return on sales indicator value. This correlation is positive and
it is presumed that the higher integration level the higher expected return on sales.

In order to check this correlation in detail and its existence in the case of each of
the process integration levels defined according to the operational validation
methodology, the verification of the statistical hypotheses related to the return on
sales value in the case of each planning process integration level is used. In order to
make the above feasible, it is necessary to check the empirical distribution of the
return on sales value in order to select the method of verifying the hypotheses.

At the second operational validation stage, a normality test by means of the
Anderson–Darling test for normality is performed. A few statistical hypotheses
about the distribution normality of the return on sales indicator is formulated. This
was performed in the case of each of 4 planning levels. P-value indicator values for
the normal distribution test of the return on sales measure value or each planning
process integration level were below 0.005. It is concluded based on p-value
indicator that the results at any planning process integration level are not charac-
terised by a normal distribution. Thereby, the ANOVA method was selected to
verify the statistical hypotheses.

The third stage of the operational model validation was performed in 3 steps in
accordance with the developed methodology. In the first step, using the ANOVA
methodology whether the average return on sales values at each of the planning
process integration levels were different from each other in terms of the statistical
difference is checked. To achieve this goal a few hypotheses are formulated:

H0: average return on sales values in the case of each planning process integration
level are equal to one another;
H1: average return on sales values in the case of each planning process integration
level are different from one another.

The tests were conducted with the adopted significance level a = 0.05.
The ANOVA results are presented in Fig. 4.

As presented in Fig. 4, the p-value indicator value makes it feasible to withdraw
the null hypothesis about the equality of the average return on sales values. This
statement explains the performance of the Tukey Pairwise Comparisons. Its results
are presented in Fig. 5. It is stated based on the results of the Tukey Pairwise

Analysis of Variance
Source                DF Adj SS   Adj MS   F-Value   p-Value 
Planning integration level     3 98.28 32.7600  2672.51   0,000
Error             87476 1072.29   0.0123
Total             87479 1170.57 

Fig. 4 Report on the ANOVA variant analysis with the average value of the return on sales
indicator at particular planning process integration levels
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Comparisons (see Fig. 5) that the average return on sales value in the case of each
planning process integration level is different from one another (results were
assigned to 4 separate groups).

The last step of the third operational validation stage was to check whether the
average return on sales values increase with the transition to a higher planning
process integration level. To achieve this goal, one formed 3 pairs of statistical
hypotheses in the case of the conterminous planning process integration levels (a
pair of hypotheses for level A and B is presented below the remaining pairs are
identically constructed).

H0 : lRENTA ¼ lRENTB (the average return on sales values at planning process
integration levels A and B are equal to each other)
H1 : lRENTA [ lRENTB (the average return on sales values at planning process
integration level A are higher than at level B)

The results of the statistical tests (with the adopted significance level a = 0.05)
in the case of each of the above hypothesis pairs are presented in Table 2.

As presented in Table 2, the p-value indicator values make the null hypothesis
withdrawn in the case of each of 3 pairs of the above-formulated hypotheses.
Therefore, it is concluded by stating that the average return on sales value increases
with the transition to higher planning process integration levels.

4 Summary

The authors’ presented their own method of the simulation model operational
validation. The authors managed to verify the quantitatively (descriptively)
developed model by means of statistical measures and due to the application of
modelling and process simulation method. The developed operational validation
methodology is universal and is suitable to be applied to other simulation models.
This is obviously conditioned by using a quantitative result measurement and the
modelled process level or variants.

The operational validation of the authors’ own model of the planning process
integration model in manufacturing companies was presented in the article at the
same time. Taking for granted the statement adopted in management sciences that
the process integration enables the cost reduction of the activities undertaken by

Tukey Pairwise Comparisons Grouping Information Using the Tukey Method and 95% Confidence
Planning integration level     N  Mean Grouping
A                 21870   0.067623    A 
B                  21870   0.042555      B 
C                  21870   0.001801         C 
D                  21870   -0.017889            D 

Fig. 5 Report on the pair comparison of the average value of the return on sales indicator at
particular planning process integration levels by means of the Tukey Pair wise Comparisons

98 M. Adamczak et al.



companies (including manufacturing companies) with a simultaneous increase in
return on sales, the positive result of each of 3 operational validation stages makes it
possible to state that the planning process integration levels were correctly defined.
The course of processes at each integration level was also correctly specified. The
processes were correctly mapped in the model frame and then transferred to the IT
environment. Thereby, the developed model was positively validated at each of
three validation stages as adopted in the theory of the conceptual model, model
verification and operational validation.
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Job Scheduling Problem in a Flow Shop
System with Simulated Hardening
Algorithm

Andrzej Jardzioch and Bartosz Skobiej

Abstract A solution to the problem of job scheduling in a flow shop system is
proposed in this paper. A three-machine flow shop system is presented with 10 sets
of 10 random jobs to be processed. A new approach, called Simulated Hardening
(SH), is used to schedule the jobs by taking into consideration two criteria: minimal
makespan and maximal profit. The results obtained are compared with First In First
Out (FIFO), Earliest Due Date (EDD), Shortest Processing Time (SPT), Longest
Processing Time (LPT), Time Reserve (TR), and Descending Delay Penalty
(DDP) sorting methods and confronted with the results of exhaustive search. The
usefulness of the new SH algorithm is estimated in terms of the quality of the results
obtained.

Keywords Simulated hardening � Scheduling � Flow shop � Makespan � Profit

1 Introduction

A job scheduling problem in a flow shop production system is widely discussed in
literature [1–5]. The above works show that the most common objectives of job
scheduling problems are the following: minimizing waiting time [3], makespan [4]
or total tardiness [5]. In everyday production, these objectives can be regarded
primary. The direct impact of makespan and tardiness factor on various Key
Performance Indicators (KPIs) cannot be denied. However, there is one more issue
within the scope of researchers’ interest—economic factors. The correlation
between time factors and profit resulting from a given scheduling still poses a
challenge. The number of available works on profit optimization issues is somehow
limited and not so widely discussed as the time-related problems. A few
profit-related optimization problems related to job scheduling can be found in [6–9].
In this study, a specific time–profit correlation is adopted from [10] and thoroughly
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described in Chap. 2. The abovementioned correlation was also successfully
implemented by the authors in [11, 12]. It is worth mentioning that a time–profit
correlation is not the only one profit-related correlation that a researcher may find
interesting to investigate. Among many profit-related optimizations, one can point
out a material waste minimizing method [13, 14] or an energy-saving method [15,
16]. One should also keep in mind that modern production systems are highly
integrated with Quality Management Systems (QMSs). As a result, the quality
approach can also provide optimization tools and techniques [17, 18].

2 Problem Description

The main objective of the research, in the case discussed, is to create a job schedule
that will provide a satisfactory result in the context of fulfilling the criteria. The flow
shop production line consists of three machines: M1, M2, and M3. Each sorting
consists of 10 random jobs processed on M1, M2, and M3 respectively. Each job is
described by seven attributes:

– job number, from 1 to 10,
– potential profit, between 1 and 100,
– penalty factor, between 1 and 10,
– due date of the job, between 300 and 900,
– processing time on machine 1 (M1), between 1 and 100,
– processing time on machine 2 (M2), between 1 and 100,
– processing time on machine 3 (M3), between 1 and 100.

Two criteria are considered: makespan and profit. In order to define the criteria
values for each sorting, a full job schedule is created. On the basis of the schedule
obtained, the makespan is defined as the completion time of the last job in the
schedule. The profit value is described as the result of the Eq. (1), adopted from
[10],

Ps ¼
XN

i¼1

pjobðiÞ � wjobðiÞmaxf0; tjobðiÞ � djobðiÞg ð1Þ

where

Ps profit gained from job sorting,
N number of jobs,
pjob(i) profit gained from the ith job,
wjob(i) the penalty factor for the ith job,
tjob(i) completion time of the ith job,
djob(i) due date of the ith job.
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A practical implementation of the Eq. (1) is introduced in Fig. 1, where two
exemplary schedules for three jobs are presented. The makespan in both cases is
similar, but the calculated profit differs significantly. In the case of sorting 1, 2, 3
the job no. 2 is delayed by 30 time units and the penalty factor for job no. 2 is very
high and equals 9. The Eq. (1) serves to evaluate the delay impact on the profit:
30 * 9 = 270. For sorting 2, 1, 3, the job no. 1 is delayed by 70 time units, but the
penalty factor for this job is low, and equals 1. The delay impact in this case is
70 * 1 = 70. As can be seen in Fig. 1, sorting 2, 1, 3 is more profitable in spite of
generating more delays.

In this study, 5 basic methods of job sorting were selected and implemented,
apart from the SH algorithm:

FIFO First In First Out, jobs are sorted by the time of arrival,
EDD Earliest Due Date, jobs are sorted by the due date of each job,
DDP Descending Delay Penalty, jobs are sorted by the penalty factor,
SPT Shortest Processing Time, jobs are sorted by the sum of their processing

times,
TR Time Reserve, jobs are sorted by the values of (due date—the sum of

processing times) evaluated for each job.

3 Simulated Hardening Algorithm

The SH algorithm is a heuristic method of searching a quasi-optimal solution in a
given limited amount of time. The aim of the first operation of the algorithm is to
import or to create an initial sorting of the jobs. The second step is to run the
mechanism that creates a new sorting. That mechanism is based on random swap
places idea, also known as a swap mutation in Genetic Algorithms (GA) domain.
The idea of a swap mutation is shown in Fig. 2.

Fig. 1 Two exemplary schedules of three jobs with profit evaluation
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After a new sorting is created, the solution is evaluated. If the evaluation of the
new sorting results in a better fitness value (in the context of the criterion) than the
previous one—it is considered as the “new best” solution. If however, the fitness
value is worse than in the previous sorting, one can accept the worse solution with a
given probability.

The concept of the SH algorithm, as well as that of the Simulated Annealing
(SA) algorithm, is derived from metallurgy. In the case discussed, the temperature
as it is known in thermodynamics, is represented as a probability function of
accepting a worse solution, while the SH algorithm does not improve the results.
The probability function can, therefore, be regarded as a defense mechanism against
premature convergence of the SH algorithm (Fig. 3).

In every step of the SH algorithm, a new sorting is created and the evaluation of
the new sorting is performed. The fitness value of the new sorting is then compared

Fig. 2 The idea of a swap
mutation

Fig. 3 The idea of probability function in SH algorithm and its influence on the results
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with the fitness value of the previous sorting. In each stage of the SH algorithm
operation, three decisions can be made: accepting the better solution, accepting the
worse solution, maintaining the current solution. In case the new solution is worse
than the previous one, a random number between 0 and 1 is generated and com-
pared to the current probability value, also ranged between 0 and 1. If the random
number is lower than the probability value, then the worse solution is accepted as
the current one. The process described above can be followed by looking at the
pseudocode below.

A pseudocode of the SH algorithm for profit criterion:

/* values defined by the user: q – increase in probabil-

ity per step, end_step – limit of steps */

probability = 0;

step = 0;

create sorting;

DO

{ create new_sorting from sorting;

fitness(sorting) = evaluate sorting;

fitness(new_sorting) = evaluate new_sorting;

IF (fitness(new_sorting) > fitness(sorting))

{ best_fitness(step) = fitness(new_sorting);

sorting = new_sorting;

probability = 0; }

ELSE

{ roulette = rand (0,1);

IF (roulette < probability)

{ best_fitness(step) = fitness(new_sorting);

sorting = new_sorting;

probability = 0; }

ELSE

{ probability + q; }

}

step ++;

}

WHILE (step < end_step);

best_result = max(best_fitness);

best_sorting = sorting(best_result);

In the presented case, the operational time of SH algorithm is limited by the
number of steps that is defined by the user. For the sake of research, the limit of
steps is set to 1000 and the increase in probability per step is set to 0.001. The
probability of accepting the worse solution will then rise 0.1% per step if no
progress is detected. In the end, the overall best result of fitness function is deter-
mined and the corresponding sorting is returned as the best sorting found.
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4 Results

The results obtained are presented in Tables 1 and 2. Table 1 shows the values of
time for the minimization of the makespan criterion for every sorting method used.
The optimal values obtained with the exhaustive search method are highlighted.

Table 2 shows the values of profit for every sorting method used. The optimal
values obtained from the exhaustive search method are highlighted.

Figure 4 presents the median and min-max distance from the optimal values of
makespan. The optimal value equals 100%.

In case of minimal makespan search, only 2 out of the total number of 6 methods
produced optimal results at least once—the SH and TR. The distance between the
median value and the optimum for TR method is 21.8% and is regarded as the worst
median result of all. Therefore, in spite of achieving the best makespan result once,
the TR method is not recommended in this case. The SH method, on the other hand,
proved its usability and, with the median in the optimum, is preferable.

Figure 5 presents the median and min-max distance to the optimal values of
profit. The optimal value equals 100%.

In case of profit search, a significant spread of results is observed. Only 3 out of
all tested methods placed median values of results at the optimum: the EDD, TR,

Table 1 Makespan values for every sorting method and jobs set

Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7 Set 8 Set 9 Set 10
optimal 672 483 528 609 573 574 760 607 689 539
FIFO 749 607 584 695 753 654 885 731 839 619
EDD 700 608 573 708 773 673 922 695 774 645
DDP 794 670 691 680 728 669 868 680 745 748
SPT 764 577 633 702 666 649 881 658 806 692
TR 767 608 528 753 733 711 959 728 821 645
SH 690 483 528 609 573 585 760 607 730 575

Table 2 Profit values for every sorting method and jobs set

Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7 Set 8 Set 9 Set 10
optimal 541 509 576 648 620 402 429 411 449 440
FIFO -1949 -727 408 113 -829 -198 -1876 -2245 -3047 -2591
EDD 463 509 576 648 620 402 -2652 411 449 440
DDP -726 -409 420 85 227 -395 -2652 -567 -192 -522
SPT -758 -446 576 648 122 -2904 -2994 -324 -2277 322
TR -981 509 576 648 620 402 -3314 411 449 440
SH 517 509 576 648 620 402 429 411 449 440
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and SH. It is worth mentioning that the EDD and TR methods occasionally pro-
duced very poor results, both for Set 1 and Set 7. It may suggest that those two

Fig. 4 Median, min-max distance to the optimum of makespan results

Fig. 5 Median, min-max distance to the optimum of profit results
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specific sets are not meant to be sorted with EDD or TR method. Instead, the SH
method is preferable for sorting Set 1 and Set 7, as well as for other sets.

5 Conclusion

The objective of the conducted study was to investigate the new SH algorithm in
the context of job sorting with regard to two criteria: minimal makespan and
maximal profit. For 10 sets of 10 jobs with known optimal solution, the SH
algorithm produces 6 optimal solutions out of 10 for the makespan criterion and 9
optimal solutions out of 10 for the profit criterion. The solutions were obtained for
the discrete space of 10! results in 0 s time (below 1 s). The study proved that the
SH algorithm is able to discover the optimal sorting where other selected methods
fail. The main reason why the SH algorithm is regarded as the best approach in this
study is its ability to search for a solution while testing many job sorting. On the
other hand, the basic methods also called static methods, e.g., EDD, FIFO, SPT,
result in finding just a one solution. Therefore, the authors find it practical to
compare the SH algorithm results against other heuristic, fast-computational
methods in future articles.
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A Study of Priority Rules for a Levelled
Production Plan

Paulina Rewers, Justyna Trojanowska, Jacek Diakun, Alvaro Rocha
and Luis P. Reis

Abstract This paper looks as initial results of research into the validity of appli-
cation of selected priority rules in the development of a levelled production plan.
The development of a levelled production plan is the key stage of the authors’ own
methodology of levelling production to mitigate the adverse impact of variable
demand. A levelled production plan permits to maximize effects, defined as being
able to deliver diverse products in a timely manner and at the same time reduce
stocks and optimize efficient use of manufacturing resources. Application of an
appropriate priority rule in the development of a levelled production plan is the key
factor determining the effectiveness of the developed methodology. Initial research
has been conducted for twenty automatically generated task sets. One hundred
manufacturing schedules have been developed in total—five schedules for each set,
according to the selected priority rules (shortest task time, longest task time,
shortest processing time, longest processing time, first in first out). The schedules
have been assessed in terms of meeting the selected key criteria for the objectives of
levelled production.

Keywords Levelling production � Levelled production plan � Production
scheduling � Priority rules
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1 Introduction

Rapid developments in the economic environment pose a challenge to manufac-
turing companies of continual improvement in order to respond to increasing
customer requirements. Variable demand causes frequent changes to production
schedules, which generate increasing stocks of finished goods on one hand, and
difficulties in timely delivery of finished goods on the other. Various production
management methods and tools are implemented to solve ongoing issues at man-
ufacturing companies. An analysis of the literature of the subject shows that
companies implement solutions which support quality management [1–4],
decision-making processes [5–8], and lean manufacturing [9].

The concept of lean manufacturing (LM) seeks to eliminate all forms of waste in
manufacturing processes and thus permits to reduce lead time. It originates from the
Toyota Production System (TPS), created by Japanese engineers Sakichi Toyoda,
Ki’ichirō Toyoda and Taiichi Ohno [10].

One of the methods of improvement of production flow is Heijunka, i.e., pro-
duction levelling, aimed at mitigating the effect of variable demand [11]. The
concept underlying production levelling is based on sequencing and controlling the
volume of inflow of goods from manufacturing processes, which ensure that stocks
of finished goods match ongoing demand and no rapid changes in the production
schedule are required. The production schedule should remain fixed over a certain
period of time. The overall objective is to manufacture goods in a certain sequence
and in smallest possible lots [12]. In other words, production levelling ensures
availability of goods through a repeatable and smooth inflow of goods.

The key objectives of levelled production, as described in the literature of the
subject, include:

– ensuring smooth flow throughout the supply chain [13],
– smoothing out production peaks and troughs [11],
– reducing inventories [14],
– avoiding excessive work load [15],
– increasing manufacturing capacity [16],
– maximizing effectiveness of manufacturing resources [17],
– increasing competitiveness [18].

The greatest challenge faced during implementation of levelled production is the
development of an appropriate production plan. The literature of the subject offers
many production scheduling algorithms. In practice, however, heuristic methods are
the most popular. They do not guarantee an optimal solution, but generate a per-
missible solution within an acceptable time span. Heuristic methods are based on
priority rules.

In the literature of the subject, no guidelines related to priority rules dedicated to
levelling production were found. The research aims at evaluation of validity of the
use of priority rules in the development of a levelled production plan. The paper
presents results of the study for selected priority rules. The developed production
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schedules have been evaluated and compared on the basis of three criteria with
assigned weights.

2 Levelled Production Implementation Methodology

The levelled production implementation methodology proposed by the authors was
first presented in [12]. It comprises the following stages (Fig. 1):

– Selection of the group of goods for which levelled production will be imple-
mented—the objective of this stage is to select goods which are sold in the
largest quantities or rotate most frequently;

– Grouping of the goods into families on the basis of their technological
similarities;

– Determination of the quantity of inventories—the objective of this stage is to
calculate the quantity of inventories in the supermarket;

– Determination of the intervals in which certain families of goods will be
manufactured—the objective of this stage is to determine how frequently
a certain quantity of goods should be manufactured;

– Development of a levelled production schedule, i.e., sequencing of manufac-
turing and determination of the quantity of goods to be manufactured.

At the first stage of the methodology, the group of goods for which levelled
production will be implemented is determined. The range of products can be
classified on the basis of the Glenday Sieve or ABC/XYZ analysis. Both methods
permit to determine the group of products manufactured in the largest quantities, for
which levelled production is implemented in the first place.

Next, the goods need to be divided into families based on the criterion of
technological similarity. A family is understood as a group of goods manufactured

Determining a group of products

Division of selected products into families

Determining stock levels

Establishing a levelled production plan 

Determining the frequency of repeating

Fig. 1 Levelled production
implementation methodology
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in similar technological processes. Families are identified by the use of the tech-
nology similarity matrix.

At the third stage, manufacturing intervals are determined with the use of the
Every Part Every Interval (EPEI) index. The index provides data on time intervals
in which lots of a given product are manufactured.

At the next stage, inventories of finished goods in the supermarket are deter-
mined. The supermarket is understood as a warehouse where certain goods have
their assigned location, the First In First Out (FIFO) rule is in place, and the
maximum and minimum stock levels are explicitly specified.

There are three types of inventories in the supermarket [19]:

– Rotating inventories—goods required to meet regular demand;
– Buffer inventories—good required to meet variable demand;
– Safety inventories—goods required to cover internal losses.

At the last stage of the methodology, a levelled production plan is developed.
This is the most important, and at the same time the most challenging stage. The
authors undertook to study the validity of application of particular priority rules in
the levelled production plan. The priority rules were evaluated based on three
criteria: the makespan (Cmax), the machine utilization level, and the standard
deviation of the differences between the end times of scheduled tasks. In levelled
production, it is important that finished goods reach the warehouse as quickly as
possible; the shorter the makespan, the sooner the manufacturing of new products
can start. The difference between end times of scheduled tasks is also important; the
smaller the difference, the more frequent inflow of goods. Optimizing the utilization
of workstations, on the other hand, is one of the key objectives of levelled
production.

3 Selected Priority Rules

Priority rules are decision rules which permit sequencing jobs processed at par-
ticular workstations in a manufacturing unit [20]. According to another definition
proposed in the literature of the subject, the priority rule is a function which assigns
a value, referred to as the priority ratio, to every pending task. The task with the
lowest (or highest) priority ratio is the one, which needs to be completed first [21].

Priority rules are grouped by the scope of information used in the determination
of the priority ratio, the relation between the priority ratio and the lapse of time, and
the number of task parameters analyzed. Priority rules set on the basis of the scope
of information on the tasks carried out in a manufacturing unit can be grouped into
local and general. Those whose priority ratio is time- and event-dependent are
referred to as static and dynamic. Grouped by the level of complexity of the priority
ratio, priority rules are divided into simple, complex, combined and heuristic [22].

In practice, priority rules are most commonly applied for [21–32]:
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– shortest task time,
– longest task time,
– longest next task time,
– shortest processing time,
– longest processing time,
– shortest preparation and finishing time,
– nearest task due date,
– longest preparation and finishing time,
– first in first out.

In this paper, research results for five priority rules are presented:

– Shortest task time (STT), a local and static rule that minimizes average task
production cycle [33–35].

– Longest task time (LTT), which maximizes average production cycle as well as
average number of tasks waiting in queues. However, for job-shop task set it
minimizes average workstation-consumption of operations waiting in queues
thanks to the fact that the highly workstation-consuming operations are realized
faster [21].

– Shortest processing time (SPT), a local and static rule which minimizes average
task production cycle and percentage of delayed tasks in job-shop order sets [21,
36].

– Longest processing time (LPT) is a local static rule that has a proven efficiency
for production systems with numerous machines and production equipment.
LPT also minimizes makespan for simple systems.

– First in first out (FIFO) causes waiting time of operations in queues to extend
and, at the same time, extending production cycles times [21].

The scheduling process largely depends on the selection of appropriate priority
rules which permit to obtain the assumed criterion. The priority rules presented are
most often applied in systems with a fixed set of tasks, as they minimize the
production cycle [37, 38]. One of the key drivers of competitiveness and the most
important requirement of a levelled production plan is the ability to respond quickly
to customer demand.

4 Research Methodology

The research was conducted with the use of a scheduling simulator supporting the
generation of task sets, developed by the authors.

Each of the generated sets contains from 5 to 10 tasks, each task—from 3 to 20
operations. The duration of operations is generated with equal probability from the
set 〈1j, 9j〉. The machines on which operations are carried out are also selected with
equal probability from the set (M1, M2, …, M10). In order to ensure that an
automatically generated set can be later reproduced, the program generates a special
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code. The generated set is presented graphically and in a table. The table contains
the following information:

– task number,
– duration of operation,
– workstation on which the operation is carried out,
– next operation,
– previous operation.

The scheduling result is generated graphically, in the form of a schedule, and in
tables containing information on tasks and machines. Information on tasks is pre-
sented in a table of four columns under the following headings:

– task number,
– task start time,
– task finish time,
– aggregate duration of operations in a given task.

Information on machines is presented in a table of five columns under the
following headings:

– workstation,
– start time of machine load,
– finish time of machine load,
– aggregate time of machine operation,
– aggregate time of machine downtime.

The research was conducted on 20 task sets. The schedules were assessed in
terms of meeting the requirements for levelled production, determined on the basis
of three criteria:

– criterion A—makespan, defined as the difference between the time of finishing
the last operation and the time of starting the first operation,

– criterion B—standard deviation, defined as the difference between the finish
times of particular tasks,

– criterion C—the inverse value of the mean level of utilization of particular
machines.

4.1 Research Results

Twenty automatically generated sets were analyzed. Results for the selected set are
presented in the table 1.

Each of the criteria was assigned a weight: (Table 2)

– criterion A—makespan was considered the key criterion of schedule assessment
and assigned a weight of 3;
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– criterion B—the standard deviation of the difference between the finish times of
particular tasks has an impact on the intervals at which finished items reach the
warehouse. The criterion was assigned a weight of 2;

– criterion C—the inverse value of the mean level of utilization of machines was
assigned a weight of 1. Being the least significant, this criterion must be taken
into consideration, since maximum utilization of machines is one of the
objectives of levelled production.

Each set was assigned a priority rule which best meets the specified criteria. The
assigned priority rule is expressed by the formula below (the minimum total value
of products of weights and calculation results for the criteria, presented in Table 1):

minðA � 3þB � 2þC � 1Þ

Results for the sets, presenting the priority rule that best meets the criteria taking
into consideration the assigned weights, are shown in Table 3 .

Table 1 Calculation results
for each of the criteria—set
no. 1

Set no. 1

A B C

FIFO 78 7.339391 2.098869

STT 71 7.054549 1.723554

LTT 78 5.501515 2.258879

SPT 73 5.501515 1.920805

LPT 80 5.419102 2.014497

Table 2 Results for set no.
2 with assigned weights

Set no. 1

Weights 3 2 1 Results

A B C

FIFO 78 7.339391 2.098869 250.78

STT 71 7.054549 1.723554 228.83

LTT 78 5.501515 2.258879 247.26

SPT 73 5.501515 1.920805 231.92

LPT 80 5.419102 2.014497 252.85

Table 3 Research results for
the sets

I II I II I II I II

1 STT 6 STT 11 FIFO 16 STT

2 FIFO 7 STT 12 STP 17 STT

3 LTT 8 STT 13 LPT 18 STT

4 STT 9 SPT 14 SPT 19 LTT

5 STT 10 SPT 15 LPT 20 LPT

I set number
II priority rule
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The results are also presented in Fig. 2. Figure 2a showing the number of
instances of particular priority rules, while the percentage shares of each priority
rule in the research results are presented in Fig. 2b.

The priority rule which best meets the assumed criteria is the shortest task time
(STT) priority rule. It provided the best scheduling results for 45% of the sets under
analysis. The analysis results confirm that the STT priority rule minimizes the mean
production cycle, thus can be successfully applied in the development of a levelled
production plan. The priority rules which are least likely to meet the assumed
criteria are the longest task time (LTT) and first in first out (FIFO). It is important to
notice that this results could be applied to special structures of manufacturing
system in which levelling production is reasonable.

5 Summary

The results presented in this paper were obtained in the first stage of research on the
development of a levelled production plan. It means that impact of complexity of a
production order, setup and production times and manufacturing resources avail-
ability on the results of the method isn’t discussed yet. The research currently in
progress seeks to analyze production schedules developed for a larger number of
sets of production tasks. Its results will be used for a thorough analysis of the
structure of those tasks, in order to identify the priority rules which best meet the
criteria adopted for given circumstances. The next stage of the research will focus
on other priority rules which may be applied in the development of a levelled
production plan. The developed methodology will be verified in selected manu-
facturing companies.

Fig. 2 a Number of instances for each priority rule—results for 20 sets. b Research results (in
percentage terms)
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Production Process Analysis in Conditions
of Short-Term Raw Materials Expiration
Dates and Long Setup Times Using
Simulation Method

Adrian Jakobczyk, Kamil Nogaj, Jacek Diakun
and Reggie Davidrajuh

Abstract In the paper, the production process of liquid soap is analyzed using
simulation method. The purpose of the study is to assess the impact of production
system modernization. First, the liquid soap production process is modeled after
studying the characteristics of the processes. Then, two simulation experiments are
conducted based on the developed simulation models of the production line.
The results of the experiments are presented and discussed.

Keywords Production process simulation � Liquid soap production processes
Flow process simulation � Simulation study

1 Introduction

Simulation methods play a significant role in the research of production systems.
Effective tools used to improve the performance of production systems at various
levels of their operations. They allow a significant degree of elimination of the risk
of making the wrong decision about modifying the real (productive) system by
analyzing the impact of the proposed changes on its operation. The simulation
method can be used for process planning and improvement for discrete or con-
tinuous production processes, i.e., in the chemical industry.

The usage of simulation method in production processes may involve various
problems, like thorough analysis from the point of view of one measure of
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performance, as in [1] and [2], or comparative study of different types of production
flow [3]. Except for the most popular type of simulation models nowadays—models
built-in commercial simulation software environments, still a lot of researchers and
analysts use approaches like Petri nets [4]. Many times simulation study is also
supported by another models like UML or BPMN [5].

In the literature, one can find numerous examples of using simulation method for
production in chemical industry. In [6] simulation is used for reliability analysis of
production system in the chemical plant. Another paper from the same authors
describes the usage of simulation for bottleneck analysis of mixed continuous and
discrete production process [7]. A complex case study of simulation including the
flow of liquids in a pharmaceutical company in presented in [8]. Numerous aspects
of the complexity of production processes in chemical industry were highlighted in
[9]. An overview of simulation for logistics in the chemical industry is presented in
[10] and [11].

2 Production Process of Liquid Soap

The simulation study was conducted in the company that deals with the production
of liquid soap. The company’s business is based on the delivery of individually
customized products. The company does not own brands and does not sell at the
retail level. The company has its own laboratory, where recipes are created based on
the client’s guidelines. Nowadays the company has one production line where all
the stages of soap production are performed.

The aim of the simulation study is to determine the impact of the proposed
modernization of the production line on the production process measures of
performance.

The production process of liquid soap starts in a tank with mixers and built-in
heating elements. Inside the tank, the soap base is heated to a melting point
(temperature depending on the type of base). Then the appropriate amount of water
and glycerin is dispensed into the container to prevent the soaking of the soap. The
prepared base is enriched with a refreshing concentrate (aromas, essential oils,
herbal extracts, natural dyes, pigments, and peels) and a mixing process starts. After
mixing the ingredients, the liquid soap is ready for the bottling process.

Prepared liquid soap is pumped through the piping infrastructure to the auto-
matic dispensing line. At this station, the substance is dispensed in the appropriate
volume of the bottle and the conveyor belt goes to the dispenser turn-off station.
This station is supposed to tighten the dispenser to the bottle in such a way as not to
damage the dispenser and not crush the bottle. Adequately positioned dispensers are
automatically fed to the tightening torque, which performs linear motion and rotates
the dispenser by tightening the dispenser with the corresponding torque to the
bottle.
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The final stages of the process are bottles labeling, weight control, and pack-
aging. The packaging station consists of four packaging stations for individual
product packages and one carton packaging stacker.

Because of frequent changes in product recipes, one of the most important
processes is continual inventory control, checking production plans, and ordering
the necessary raw materials well in advance. The key factor is the aromas (one of
the raw materials used in the production process), because of their very short
expiration dates after the opening of the packages. The current shape of production
system also enforces the long setup times in the process. The research problem is to
analyze the production process in the condition of proposed changes in the pro-
duction system and process.

3 Simulation Model and Its Verification

In the prepared simulation model, all components of the production line were
reflected. The model also includes all machine change times, unit throughput
capacity and percentage of production barges, 3% of the wrongly labeled product
and 2% of wrongly weighted products. The model was created in the FlexSim
simulation environment (Fig. 1).

Then simulation model was verified. In order to verify the model the production
of 9 kinds of soap was simulated (Table 1).

The production line should produce 14,600 bottles, taking into account the
deficiencies of 13,870 pieces of finished product. Also, about 25 L of soap left on
the walls of the pipes and in the installation itself should also be deducted from the
sum, and so the factory should produce 13,820 pieces of soaps. During the
experiment, the value was 13,816 bottles. Based on this, it was assumed that the
model reflects the operation of the current production line.

Fig. 1 Simulation model of the liquid soap production line
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4 Simulation Experiments

Two simulation experiments were conducted in this simulation study. Each of the
experiments consisted of five production orders with a different number of products
and different batch sizes. The first experiment assumed the use of the currently
operating production line. The second experiment was to reflect the process for the
modernized line. In both experiments, the productivity was chosen as a measure of
performance.

In the first experiment, subsequent production orders reflect the following
situations:

– production order 1—production of three types of soap with a relatively large
number of ordered pieces of a particular assortment,

– production order 2—production of five different types of medium-sized soap
orders,

– production order 3—production of nine types of soap for short batches,
– production order 4—production of large batches of soap no 1 and 2 and smaller

lots of soap with numbers 2 and 4 (mixed order),
– production order 5—order a large variety of products for medium-sized batches.

Recipes and quantities of final products for orders 1–5 are presented in Tables 2,
3, 4, 5 and 6.

Table 1 Production order for the purpose of model verification

Product Quantity of
finished product [l]

Quantity of
aroma [l]

Amount of soap
base mixture [l]

The amount of glycol
and glycerin [l]

1 500 300 170 30

2 800 500 270 30

3 750 450 270 30

4 250 150 70 30

5 1000 630 340 30

6 1000 630 340 30

7 1000 630 340 30

8 1000 630 340 30

9 1000 630 340 30

Table 2 Recipes and quantities of final products for production order 1 in experiment 1

Product Quantity of
finished
product [l]

Quantity
of aroma
[l]

Mixture
ratios

Amount of
soap base
mixture [l]

The amount of
glycol and
glycerin [l]

1 6000 150 7:3 4095 1755

2 5000 150 8:2 3880 970

3 4000 100 6:4 2340 1560
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The final measure of performance values is shown in Fig. 2.
The second experiment examined the operation of the production process after

implementation of the proposed modernization. The modernization relies on
dividing six spouting nozzles into three base dispensing nozzles and three nozzles
for the dispensing of aroma. There were also an additional nine mobile aroma
storage tanks that are connected directly to the three aroma dispensing nozzles.

Thanks to this solution, the bases are prepared in the main tanks, which can be
used to produce soaps containing various aromas. Because of the direct dispensing
of the aroma to the filled base, it is necessary to mix the entire contents. To solve

Table 3 Recipes and quantities of final products for production order 2 in experiment 1

Product Quantity of
finished
product [l]

Quantity
of aroma
[l]

Mixture
ratios

Amount of
soap base
mixture [l]

The amount of
glycol and
glycerin [l]

1 1800 50 8:2 1400 350

2 2000 50 7:3 1365 585

3 1950 50 6:4 1140 760

4 1700 50 7:3 1155 495

5 1800 50 8:2 1400 350

Table 4 Recipes and quantities of final products for production order 3 in experiment 1

Product Quantity of
finished
product [l]

Quantity
of aroma
[l]

Mixture
ratios

Amount of
soap base
mixture [l]

The amount of
glycol and
glycerin [l]

1 250 50 6:4 120 80

2 400 50 8:2 280 70

3 500 50 7:3 315 135

4 200 50 7:3 105 45

5 600 50 6:4 330 220

6 500 50 7:3 315 135

7 300 50 8:2 200 50

8 400 50 8:2 280 70

9 350 50 6:4 180 120

Table 5 Recipes and quantities of final products for production order 4 in experiment 1

Product Quantity of
finished
product [l]

Quantity
of aroma
[l]

Mixture
ratios

Amount of
soap base
mixture [l]

The amount of
glycol and
glycerin [l]

1 3800 100 6:4 2220 1480

2 250 50 7:3 140 60

3 3500 100 8:2 2720 680

4 500 50 6:4 270 180
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this problem, another mixer was added between the dosing station and the weighing
station of the product. All of these changes were included in the simulation model.

The modernization of the line reduces the downtime necessary to clean the
infrastructure during the manufacture of the product. The solution also has its
drawbacks: a twofold slowdown in production and the additional costs incurred for
the purchase of nine mobile tanks and mixers.

During the second experiment, simulations of the same orders were performed as
in experiment 1. Dosing of a constant volume of aroma directly to each of the
products resulted in the need to reduce the concentration of the aromatic concen-
trate, and the formulas were modified.

Modified recipes of finished products and batch sizes for individual orders are
presented in Tables 7, 8, 9, 10 and 11.

The final measure of performance values is shown in Fig. 3.

Table 6 Recipes and quantities of final products for production order 5 in experiment 1

Product Quantity of
finished
product [l]

Quantity
of aroma
[l]

Mixture
ratios

Amount of
soap base
mixture [l]

The amount of
glycol and
glycerin [l]

1 1800 50 6:4 1050 700

2 200 50 7:3 105 45

3 900 50 8:2 680 170

4 1750 50 8:2 1360 340

5 1900 50 6:4 1110 740

6 1000 50 6:4 570 380

7 100 50 8:2 40 10

8 1600 50 7:3 1085 465

9 1500 50 7:3 1015 435
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Fig. 2 Productivity of the
production line for orders
simulated in experiment 1
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Table 7 Recipes and quantities of final products for production order 1 in experiment 2

Product Quantity of
finished
product [l]

Quantity
of aroma
[l]

Mixture
ratios

Amount of
soap base
mixture [l]

The amount of
glycol and
glycerin [l]

1 6000 360 7:3 3948 1692

2 5000 300 8:2 3760 940

3 4000 240 6:4 2256 1504

Table 8 Recipes and quantities of final products for production order 2 in experiment 2

Product Quantity of
finished
product [l]

Quantity
of aroma
[l]

Mixture
ratios

Amount of
soap base
mixture [l]

The amount of
glycol and
glycerin [l]

1 1800 108 8:2 1353.6 338.4

2 2000 120 7:3 1316.0 564.0

3 1950 117 6:4 1099.8 733.2

4 1700 102 7:3 1118.6 479.4

5 1800 108 8:2 1353.6 338.4

Table 9 Recipes and quantities of final products for production order 3 in experiment 2

Product Quantity of
finished
product [l]

Quantity
of aroma
[l]

Mixture
ratios

Amount of
soap base
mixture [l]

The amount of
glycol and
glycerin [l]

1 250 15 6:4 141.0 94.0

2 400 24 8:2 300.8 75.2

3 500 30 7:3 329.0 141.0

4 200 12 7:3 131.6 56.4

5 600 36 6:4 338.4 225.6

6 500 30 7:3 329.0 141.0

7 300 18 8:2 225.6 56.4

8 400 24 8:2 300.8 75.2

9 350 21 6:4 197.4 131.6

Table 10 Recipes and quantities of final products for production order 4 in experiment 2

Product Quantity of
finished
product [l]

Quantity
of aroma
[l]

Mixture
ratios

Amount of
soap base
mixture [l]

The amount of
glycol and
glycerin [l]

1 3800 228 6:4 2143.2 1428.8

2 250 15 7:3 164.5 70.5

3 3500 210 8:2 2632.0 658.0

4 500 30 6:4 282.0 188.0
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5 Discussion of Results

For large orders with low diversity, the current line (Experiment 1) shows the
highest performance. In the case of frequent changes in the assortment, the time
needed to rinse the whole plant and rebuilding machines significantly reduces the
production capacity. There is clearly a performance decline, especially for
high-volume assortment production at low-volume orders. This is illustrated by the
simulation of the third order in experiment 1, during which the yield was just over 6
per minute.

The proposed modernization line (Experiment 2) with respect to the current state
performs poorly at higher orders for the same assortment, but less susceptible to
changing the type of orders. Line capacity after the proposed upgrade is stable and
ranges from 6 to 9 units per minute (for the current line the performance varied
between 6 and 15 units per minute). This was achieved by reducing the length of
time required for small-scale machine rebuilding and by using the ability to produce
different types of soap using a common base.

Table 11 Recipes and quantities of final products for production order 5 in experiment 2

Product Quantity of
finished
product [l]

Quantity
of aroma
[l]

Mixture
ratios

Amount of
soap base
mixture [l]

The amount of
glycol and
glycerin [l]

1 1800 108 6:4 1015.2 676.8

2 200 12 7:3 131.6 56.4

3 900 54 8:2 676.8 169.2

4 1750 105 8:2 1316 329.0

5 1900 114 6:4 1071.6 714.4

6 1000 60 6:4 564.0 376

7 100 6 8:2 75.2 18.8

8 1600 96 7:3 1052.8 451.2

9 1500 90 7:3 987.0 423.0
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simulated in experiment 2
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Comparison of the performance measure for both production line variants is
presented in Fig. 4.

In current production conditions, it is highly cost-effective to accept and execute
large orders of low diversity, while in the case of a modernized production line,
flexibility has been achieved and multi-threaded short series become profitable.
This solution alleviates the problem of short-term expiration date raw materials
(aromas) storage. Increasing the flexibility of production would allow the company
to fill currently unprofitable small orders.
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Development of an Intelligent
and Automated System for Lean
Industrial Production, Adding
Maximum Productivity and Efficiency
in the Production Process

Adriana F. Araújo, Maria L.R. Varela, Marivan S. Gomes,
Raissa C.C. Barreto and Justyna Trojanowska

Abstract This article is related to the concept of Industry 4.0, both for the
automation of manufacturing processes and for the automation of production
management processes, in order to allow an improvement of performance and
productivity. For its production management, based on “leagile” principles. At the
industrial center of Manaus (PIM), there are around 900 companies, many multi-
national companies, these companies have the same intention: to produce more, by
spending less. In general, globalized companies want to invest in innovation, which
are technologies, inventions, products, and ideas. In most of the large companies,
there are areas dedicated to innovation like research and development laboratories
that rely on several researchers. This work is business-centric and it interacts with
research institutes such as the Manus Institute of Technology (MIT). In developed
countries, the agreement between companies and universities is the center of
innovation. It is by means of which technologies, inventions, products, and finally,
ideas, arrive at the market. The objective of this work is to identify and make
improvements/automation in the factory floor of companies, based on Lean
Production, aiming the maximum production and efficiency in the process to
increase the quality of the final product. For this matter, a production line with the
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philosophy of lean versus agile production will be developed in this project. This
production line will feature an electronic system controlled by ARM
high-performance A9 cortex processors that will be responsible for the control of all
production line.

Keywords Automation � Production process � Production efficiency � Lean pro-
duction � Agile production

1 Introduction

The competitiveness of enterprises depends on the effective production manage-
ment, which could be supported by, among others, the production improvement
methods [1, 2] and decision support methods [3–8]. Lean Production (LP) is
essentially used to eliminate or minimize non-value-adding activities to the final
product, LP is also known as Toyota Production System (TPS), Lean
Manufacturing, or Lean Thinking [9]. Nowadays, this philosophy is widespread and
is becoming an essential element in maintaining the competitiveness of companies
that, regardless of size, see in this practice an assertive path in the quest for the
highest quality and the lowest cost.

Agile or more precisely leagile is an emerging concept, focused on the prompt
response to turbulent and dynamic markets. Agility implies integration of all related
logistics operations, and from the perspective of the supply chain [10]. Comparison
between Lean and Agile Production is the formation of long-term partnerships in
the Supply Chain. This works best in stable product and demand situations.
However, these partnerships can potentially limit flexibility and the entire Supply
Chain [11]. For agile firms, partnerships tend to be more dynamic and focus on
relationships in a supplier, rather than the development of lean strategies centered
on aligning market needs with the competence of manufacturing firms.

The technological advance provided a modernization of the factories that arose
to adapt to the demands and competitiveness of the market. It can be said that
automation in a production process, has the purpose of facilitating this process,
leading to optimized ones capable of producing goods with lower cost, with more
quantity, in a shorter time and with higher quality.

On this project, it will be developed a production line with the philosophy of
lean production. This production line will feature an electronic system controlled by
ARM high-performance A9 cortex processors that make this project an innovative
design. The ARM processor will be responsible for the control of all production line
as shown in Fig. 1.

The line will contain machines and equipments that are going to be controlled by
a processor. The processor will involve new technologies derived from the use of
new knowledge. Innovations in new control techniques involve methods, equip-
ment and/or skills for the performance of new scientific concepts, thus adding value
to the research and the Institute.
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The process of energy source plate requires agility and cadence in the production
cycle. It is manually executed in the Power Supply process on Flex Industries SA
Company. Due to this matter, some aggravating factors arise during the process,
such as the reduction of agility, production efficiency and risk of repetitive strain
injury or disease. Close attention is needed to eliminate redundant operations,
improve workflow and information, and improve support systems, providing
greater efficiency, flexibility, and quality to operations. This set of critical factors
points to a viable and timely direction: the automation of the power supply board
process, given that the dream of creating an automation that performs all the worker
functions, is a reality today. Industrial automation is a strong tool being used to
improve the productive processes within the most varied productive fields.

For proper exposure of the main ideas behind this work, this paper was orga-
nized with a brief review of the literature on some closely related and similar
problems in the real practical example. Therefore, the paper is organized as follows:
Sect. 2 presents the review of literature, Sect. 3 puts forward a description of the
problem considered in this work, and Sect. 4 presents conclusions.

2 Review of Literature

The present work deals with the topic Lean Manufacturing, which began in the
1950s in Japan, more specifically, in Toyota. According to [12], it was Toyota’s
Eiiji Toyoda and Taiichi Ohno who realized that mass manufacturing would not
work in Japan and then adopted a new approach to production aimed at eliminating
waste. To achieve this goal, techniques such as small batch production, set up
reduction, inventory reduction, high-quality focus, and others were used. This new
approach came to be known as the Toyota Production System.

Automated production systems have gained space within the factories due to the
range of advantages it offers such as minimizing process time, maximizing quality
and greater process accuracy, besides these factors, there are others of greater
relevance for any company. The reduction of costs with labor and the increase of
productivity [13] analyzes a case study about experiences and difficulties of a
company in the adoption of management systems aided by computer (type MRP).
This means the use of modern machinery, equipment, and software to assist pro-
cesses even in very complex production areas [14, 15]. The author concludes that

PROCESSOR  
ARM

Physical Welding on Plate Points
Aplication of glue in the power 

source’s casing

Source Functional Test
Source Electronic Load Test

Optical Welding Inspection

Ultrasonic Closure
Hi-Pot Test

Welding on the Cable in the 
Source Envelope

Fig. 1 Mind map on ARM processor control

Development of an Intelligent and Automated System … 133



the ME helps in the introduction of such systems. In [16] the authors describe the
efforts of the automotive industry to increase productive capacity using ME
methods. Mabry and Morrison [17] describe the adoption of some lean techniques
in Delphi, while [18] shows the use of lean techniques in a European Mercedes
factory that produces the Class “A” model.

Katayama and Bennett [19] compare ME with Agile Manufacturing and
Adaptive Manufacturing within the Japanese context. The results show that
Japanese companies are trying to achieve adaptability through agile activities. Also
in [20], the authors propose a methodology in which some lean and agile principles
work together. Detty and Yingling [21] did carry out a work with the simulation to
quantify the benefits of adopting several lean techniques. Two studies develop and
apply methodologies to evaluate the level of adoption of ME in an industrial sector
described [22].

Already Brown [23] conducts a study of multiple cases on the relationship
between quality, management commitment, and strategy. This study concludes that
a strategic vision and a great commitment of management greatly improve the
performance of quality techniques and tools within the ME context. Schuring [24]
showing the kaizen, within the ME, in an automobile company. Detty and Yingling
[21] did propose a better sequence of ME implementation, making it clear that some
activities must be carried out in parallel. And Aydilek et al. [1] perform some
studies and proves that each ME deployment is unique, and it is up to the company
to choose which principle to emphasize per its strategic objectives.

The evolution in the field of automation brings with it the supplies of industrial
needs as well as a range of advantages. The industrial automation has been gaining
new horizons inside the companies, in order to perfect the productive process.

Therefore, the proposed solution comes through an automatic system that targets
a set of software that will run in real time managed by an ARM processor. These
softwares are running in the form of computational processes, concurrently through
Thread (small processes that run using the shared time of the processor) with lower
cost, higher productive speed, less possibility of failures and with better
performance.

3 Description of the Problem

A product goes through several stages of construction, especially when it comes to
a complex product. It is, therefore, because of the increasing complexity of the
products and the means of production that it became necessary to describe the
physical means of the project and its design, which were no longer complete in
the mind of its creator. In addition, it became increasingly difficult to execute the
product directly, since the variables involved were in increasing numbers. Among
the alternatives available to improve the efficiency of the products offered by the
company, R&D is the improvement of productive process. R&D activity includes:
basic research (experimental or theoretical work aimed at acquiring new
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knowledge, Without any specific application or use), applied research (experimental
or theoretical work aimed at a specific practical objective), experimental develop-
ment (systematic work based on existing knowledge, obtained through research and
practical experience and directed to the installation of new processes and systems,
or to substantially improve those already produced or in operation).

From a project development phase and increasing development of new products,
through the increasing use of specific methods for the development of products,
considering that a large number of variables involved leads to great difficulty for its
control. For these reasons, an organization has “design methodologies”, which
sought to delineate as ways to facilitate the development of product designs, in
order to facilitate the control of its various variables. These methods, according to
[25] can be defined as systematic or intuitive, and are used according to the level of
complexity of the problem to be solved. Figure 2 shows the proposed automated
system model with the main mechanical and pneumatic elements responsible for the
execution of the process.

Lean Production Model composed of:

– Optical inspection of solder: welding machine often needs some refinishing or
repair in the weld boarders. At this phase of assembling a digital image data’s
processing interface (Software Development). A robot with a high-definition
camera will check if there is need for repair on the board;

– Two points soldering on the source board: A robot/XYZ manipulator will
automatically weld the two wires connected to no wiring source. A system
developed in C/C++ language will be responsible for controlling this handler;

– Cable welding in 2 points in the involucro: A robot/manipulator XYZ will weld
the two cables of the electrical terminals in the respective pins of the involucro.
Software developed in C/C++ language will be responsible for controlling the
manipulator;

– A robot/XYZ manipulator will pass the glue in the source’s envelope. The robot
has artificial intelligence and it is able to check for the presence of glue in the

Fig. 2 Lean production model
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cylinder of the source. Software developed in C/C++ language will be
responsible for controlling the manipulator;

– Ultrasonic Closure: A robot/XYZ manipulator will remove the source from the
production line leading to the ultrasonic machine.

The production lines of the source plate are flexible and can produce different
models of plates for the loaders. For a better understanding of how the productive
process of plates for loader source works, Fig. 3 shows the layout and the number
of operators involved in this process.

As can be seen in Fig. 3, there are already some machines that perform actions
like weld revision and Burn in Anatel. In this conception, 49 operators are used in
the whole process, some of them only acting as feeders of the machines. In this
process 700 plates/h are manufactured, the amount of plate varies per the model.
Throughout the entire productive process of Source Plates for the loaders, ergo-
nomic risk factors can be observed that can cause repetitive strain injuries, espe-
cially in the hands and fingers, considered to be ergonomically incorrect, it is the
pinch grip. This type of product handling has a great chance of affecting the
operator because the activity is performed all the production cycle’s time. One of
the company’s goals is to avoid work diseases and personnel turnover, which is the
latter and the main one of this work. Once it is known that the intention of inserting
a lean line system to eliminate 90% of the posts to avoid ergonomic problems,
increase the production with quality and efficiency and nowadays the cycle is less
complex taking only 4 s. It is necessary to develop a system with innovative
characteristics to improve the production process, identifying which criteria are
required in the design of the proposed system.

The aim of this approach is to ensure that there will be no delay in production or
problems as the workforce will be replaced by an automated system and the pro-
duction will increase for 1000 plates/h.

Fig. 3 Layout of line 18—power supply
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3.1 Proposed System

According to [26], the use of flexible and reconfigurable equipment helps compa-
nies to be more competitive in the market. The equipment often needs to be
redefined and prepared before starting a new task. Thus, it is important to consider
the preparation times separately from the processing times when scheduling the
jobs on the machines. In addition, setup times are not always known with certainty,
and therefore preparation times should be treated as random variables.

The real issue is to determine the production’s tasks schedule and minimal three
objectives: delivery time; production cost and production time. This system works
with tasks’ scheduling and unrelated parallel machines according to the production
demands. The method to be developed aims to demonstrate a set of satisfactory
solutions for the manipulation of the productive system and to provide support on
production sequencing decisions in an instantaneous way. Figure 4 shows the
description of the equipment used in the production line.

Agility is an emerging concept focused on the prompt response to turbulent and
dynamic markets. Agility implies integration of all related logistics operations from
the perspective of a supply chain. Benefits expected by the company considered an
increase in the production of company sources by up to 30%, reduction of labor
cost by up to 60% and reduction of company material waste by up to 20%.

3.2 Criteria Adopted for the Memory of Calculation

Zandin [27] presents the alternative method of time measurement that succeeded
Methods Time Measurement (MTM) techniques from 1975 in the USA. The
method consists of a technique oriented to the movement of the object when

Fig. 4 Description of equipment
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Fig. 5 New automated layout

moving from one referential to the other, free in the space with its trajectory
restricted only by the resistance of the air or restricted in only one direction, in the
case of contact with a surface.

From the studies of bottleneck points with the MOST technique associated with
robot programming techniques, we can deduce point of application of the Robot
with six axes for the processes of separation of the plates: 18 s for every 5 plates,
3.6 plates/s, 1000 plates/h. Figure 5 shows the automated lean line.

It was considered that an automated system would perform the same technical
actions of the operator correcting the faults and improving the procedural factors
involved, guaranteeing a better production efficiency. The project was conceived
after a study of probable automated solutions already existing in other industrial
processes, in order to generate a viable alternative. Due to the advancement in the
automation industry, a diversity of automated elements such as sensors, pneumatic
actuators, and integrated PLCs, which are essential for a productive process are
being implemented in the market. Given the cycle time from 18 s to 5 plates 3.6
plates/s, the automatic process can produce up to 1000 plates/h, 300 more per hour
than the manual process produces in the shortest cycle time. It is extremely important
that the automatic process meets this goal because when replacing the operator the
system intends to heal the limitations of the manual process while not meeting the
demand of the company, the margin of error of productivity should be for more.

4 Conclusion

With this proposed automation, it is expected to achieve the main objective of this
work: to generate an efficient and definitive solution for a lean line at Flex in
Manaus. This proposed project once executed and tested will go through numerous
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revisions because it is a virtual concept with probable disagreements of the physical
product.

However, it can be ensured that from this idea, what will be built will rather meet
expectations, considering that during the development of this work a lot of infor-
mation was exchanged with automation professionals within the Manaus Institute
of Technology and the company Flex that came to physically simulate how this
concept addressed here.
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The Use of Virtual Design
to Accommodate a Workplace
for a Hearing-Impaired Worker

Karolina Szajkowska and Anna Karwasz

Abstract The article describes the possibility to use CAD systems and virtual
reality when designing a workplace for a hearing-impaired worker. After a detailed
analysis of tasks performed at the given workplace, and the worker’s personal
characteristics, the authors proposed a project of a cart to transport plated hangers.
The design was then evaluated for feasibility and compliance with the requirements
of workplace ergonomics.

Keywords Disability � Hearing-impaired � Ergonomics � CAD � Virtual reality

1 Introduction

The article presents the possibility of using virtual design to accommodate a
selected workplace for a worker with hearing impairment.

According to the definition of disability, a disabled person is permanently or
temporarily unable to fulfill social functions due to permanent or long-term
impairment of their body, resulting in particular in their inability to work.

Disability can be understood as [1] follows:

(a) the existence of a chronic medical condition, chronic disease,
(b) the existence of functional limitations,
(c) inability to work,
(d) being on sick leave for more than a specified number of days (depending on

national regulations),
(e) being retired because of age or disability.
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Hearing impairment causes difficulties in learning a language and speaking, due
to the damage to the hearing analyzer. A person with such impairment requires
assistance in education and adaptation to social life [2]. The total or partial loss of
hearing results in the deprivation of access to sounds originating from the envi-
ronment, and consequently leads to a worse life situation compared to that of
hearing people, e.g., at work, and during cognitive processes [3, 4].

It is necessary to understand the limitations in employment resulting from
hearing impairment [5, 6]. Persons with such a disability may suffer from different
degrees of hearing loss, have the different educational background, and use different
forms of communication. Persons who are deaf or suffer from profound hearing loss
communicate and learn primarily through visual methods (sign language, symbols).
However, people with mild to severe hearing impairment may use other than visual
methods of communication and learning. Such people can also use spoken language
[7].

At work, a hearing impairment of a worker requires that accommodation mea-
sures be introduced at his/her workstation. The changes affect also daily interactions
between the supervisor and subordinate. This is mainly due to the difficulties in
communication with a hearing-impaired worker. The problem is caused on the one
hand by the disabled person’s insufficient knowledge of Polish, and on the other, by
the unfamiliarity with the sign language among hearing people, and their inability
to understand the limitations faced by the hearing-impaired person. The majority of
people with hearing impairment display a low level of competence in Polish: to
them, it is a foreign language [8, 9]. Due to their poor skills of reading and writing
in Polish, hearing-impaired workers are often unable to effectively communicate in
writing [10].

All the above poses a challenge in the professional context when
hearing-impaired workers are trained: it is difficult to make sure that they fully
understand the information they receive. They may find it difficult to understand the
information given in presentations, procedures, or training manuals.

If one does not know the sign language, the simplest methods used in the
interaction with a hearing-impaired person involve training by showing how an
activity is done, extending the training time, supervising the work to see if all the
information has been correctly understood. The whole process is easier if a
hearing-impaired worker is familiar with lip-reading techniques.

When a workplace is designed, it is necessary to consider the principles of
ergonomics. According to those principles, it is necessary to undertake relevant
actions aimed at designing an effective work system which takes into account the
well-being of the worker [11]. Such actions include workplace accommodation
measures which ensure high efficiency, reduce work discomfort or inconvenience,
and result in both physical and psychological comfort of the worker [12–15]. In the
case of a hearing-impaired worker, it is also important that the workplace may not
pose an additional risk of accident due to the person’s inability to receive auditory
signals from the environment.
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Professional insertion of the disabled improves their self-esteem. They feel they
contribute to the economic growth. They are often also socially engaged. We also
see greater responsibility for work conditions among employers [16].

Workplace ergonomics principles are particularly vital when the designed
workplace will be operated by a hearing-impaired worker. Virtual reality systems
may be useful in the process.

Compute-aided design systems (CAD) and virtual reality systems (VR) allow us
to create a virtual, three-dimensional environment that can be viewed in real time
[17–19]. With CAD or virtual reality, it is possible to design a simulation of a
workplace, feel it with the sense of sight and hearing, and interact with objects
located at the workplace and in its vicinity [20].

The use of CAD or virtual reality in the process of visualization and interaction
brings a number of benefits. First of all, it makes us possible to eliminate errors
made during the workplace design process, thus reducing the cost of creating new
workplace or accommodating existing workplaces to meet the requirements of
ergonomics [21]. It allows you to quickly create and test different options of the
designed workplace. It can often be done together with the client, or person
working at the given workplace [22]. Through the use of CAD or virtual reality, we
can analyze the safety and ergonomics of the workplace [20].

Systems CAD and virtual reality facilitates staff training in various fields; it is
not only helpful at the stage of workplace design, but it can be used also in
manufacturing, medicine, and education. Therefore, it seems reasonable to use it
while training persons with hearing impairments [23–27]. A hearing-impaired
person, before starting work at an actual workplace, may be trained using a virtual
model.

2 Description of a Workplace Operated
by a Hearing-Impaired Worker

The workplace under discussion is located in the electroplating room and consists
of three tables connected to each other, 3 m long and 1.5 m wide. There are also
transverse beams located above the tables (Fig. 1). The workplace is operated by
hearing-impaired workers.

The worker’s job is to place various types of products made of plastic on hangers
(Fig. 2).

Two types of hangers are used in the electroplating process: single, small
Christmas-tree shaped hangers, 100 cm long and 3 cm wide, and rectangular
frame-like hangers, 100 cm long and 110 cm wide (Fig. 3).

The two types of hangers are used to hang details from 5–10 mm to 20–100 mm
large, respectively, (Fig. 4).

From 20 to 40 elements are placed on one small hanger. On the larger frame-like
hangers, from 100 to 200 elements can be placed. The hangers are then put on racks
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and wait until more such hangers with elements are prepared to complete a full
load. A complete load consists of a maximum of ten single hangers or one or two
frame-like hangers. Four loads of hangers can be loaded into the electroplating
machine within one hour. During one shift, the machine can be loaded with 32
loads of hangers.

The next task of the worker is to manually transport the hangers to the loading
area of electroplating machine no. 1.

For single hangers, the worker must cover the route between the hanging and
loading area maximally five times to prepare one load. In the case of frame-like
hangers, they are usually transported in pairs, so it is necessary to walk the route
twice to prepare a complete load.

Fig. 1 Workplace operated by hearing-impaired workers

Fig. 2 The job of hanging plastic details on Christmas-tree hangers
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Fig. 3 Small christmas-tree shaped hangers and large, rectangular hangers

Fig. 4 Details placed on the hangers: a small and b large
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3 Workplace Analysis

The job performed at the given workplace consists of hanging plastic elements on
hangers which are then manually transported to the electroplating machine loading
area. The worker moves between the areas of hanging and loading from 32 to 158
times (depending on the type of hangers).

The analysis of work performed at this workplace showed primarily significant
monotony, repetitiveness of the work, and the physical load of the worker. The
most burdensome activity is the manual transport of hangers to the loading area.

Other workers who perform other tasks on the same floor move near the
workplace of the hearing-impaired worker. The hearing-impaired worker repeatedly
moves from the hanging station to the loading station, which may cause a risk of
collision with other workers. When a frame-like hanger is transported by two
persons, the risk of collision is even higher because one of them is moving
backward.

Another factor justifying the need to reorganize the workplace is the disability of
the worker, and thus risks resulting from having to pass near an electroplating
machine, particularly near its moving parts: the chassis, moving with the hangers
over the machine. The chassis, after the plating cycle is completed, approaches the
unloading station located in front of the machine. The hearing-impaired worker is
focused on transporting the hangers and is not able to simultaneously watch the
chassis as it crosses his route. While transporting the hangers the worker must be
careful not to damage the hanging elements or the hangers.

4 Proposed Accommodation of the Existing Workplace

The analysis of tasks performed at the workplace showed that the transport of
hangers is the most burdensome and time-consuming activity.

Therefore, we suggested that an improvement can be introduced in the form of a
cart to be used to transport hangers between the hanging area and the electroplating
machine loading area (Fig. 5).

The cart can be used to transport up to 40 single hangers, which is equal to four
complete production loads. The worker will then cover the route not 158 times but
32 times (for single hangers), or 8 times instead of 32 times (for frame-like
hangers).

The location of the cart at the workstation is shown in Fig. 6.
The use of the cart significantly reduces the physical burden to the worker,

minimizes the risk of collision with other workers, and reduces the time of transport
of the hangers to the loading area [27, 28].

Figure 7 shows a top view of the galvanizing department as workstations,
hanger’s warehouses, galvanizing machine (ABS_1, ABS_2, ABS_3), places of
loading and unloading of machine, and planned carts route.
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On the route from the place of loading ABS_1 to the workstation—hanging the
parts on the hangers—there is no other transport movement than this with racks. On
each, machine only one employee works, which is responsible for loading and
unloading the machine.

The proposed cart has a width of 50 cm, while the transport road in the nar-
rowest place (loading and unloading ABS_1) has a width of 160 cm. This allows
the unloading and loading of the galvanizing machine with the participation of two
employees in a way that does not interfere with the work of other persons.

Fig. 5 Design of the cart, a small and b large

Fig. 6 The location of the cart at the workstation
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This solution minimizes the possibility of employee collision, which is more
likely to occur during manually transporting the hangers to the place of loading.

5 Conclusions

CAD and virtual reality systems facilitate the process design work for both product
designers and process engineers. The designed virtual model can be tested before its
actual implementation. It is, therefore, possible to check different options of the
process, e.g., the number of hangers that can be transported, technological, or
architectural possibilities on the floor related to the use of the cart. The tool shortens
the time needed for the design process and minimizes the cost.

The article demonstrates that such a tool is particularly helpful in accommo-
dating a workplace to the needs of persons with hearing impairments.
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Intelligent Platform for Supervision
and Production Activity Control
in Real Time

Gaspar G. Vieira, Maria L.R. Varela, Goran D. Putnik
and Jose Machado

Abstract Nowadays there is a need for platforms, methodologies and tools for
enabling to enhance either project or production activity control along with
maintenance activities within production companies. In order to help small com-
panies to overcome these difficulties in this paper, we propose a platform that
intends to enable these companies to acquire top software tools, at a low cost. Our
proposed platform intends to integrate smart objects, able to communicate with
central processors and computers, in a network-based environment, including a set
of associated input and output devices. These devices enable precise data and
information acquisition and processing, in order to better support production
management and maintenance decision-making. The proposed platform enables to
support decision-making at several distinct hierarchical decision levels within a
company, from the shop floor up to higher strategic planning levels. In this paper, a
module for supporting the attribution of operations to operators, based on the
Hungarian algorithm is presented and briefly discussed.

Keywords Production management � Production activity control � Hungarian
algorithm

1 Introduction

Intelligent platforms have increasingly been proposed during the last years and
some important contributions have been put forward, such as, [1–7]. Although there
remain some important unsolved issues, for instance regarding a suitable integration
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of input and output devices, along with appropriate methods for reaching better
decision-making support regarding manufacturing management and maintenance
functions. Therefore, an appropriate, more rigorous, effective and efficient man-
agement of production resources and equipments is of utmost importance [8, 9]. In
this context, the production planning and control functions play a fundamental role,
along with accurate maintenance activities, while reducing waste and costs in order
to improve the overall production system performance [10, 11].

Moreover, due to the necessity of the companies to produce in higher quantity,
but also with high levels of quality and at reduced prices, the trade-off between
these controversial objectives becomes increasingly difficult to reach, becoming
even more complicated due to the competition levels arising in the current global
market scenario.

In order to help the small companies overcome this difficulty, in this paper, we
propose a platform that intends to enable them to acquire top software tools, at a
low cost, which is almost impossible nowadays, for instance in Portugal, as this
kind of software tools are usually very expensive and require a difficult imple-
mentation process in companies with low financial income.

2 Proposed Platform

This section presents a proposed intelligent platform for supporting production
management, including production planning and control functions, along with
production supervision and production activity control.

The proposed platform integrates smart objects, able to communicate with
central processors and computers, in a network-based environment, including a set
of associated input and output devices, as illustrated in Fig. 1 (e.g. input devices
such as, sensors, switches, push buttons, potentiometers and output devices, such
as, indicators, segment displays, servo engines, step motors, analogue devices and
indicators, buzzers and speakers, among others) for precise data and information
acquisition and processing. All these devices are used in order to better support
production management and maintenance decision-making, at several distinct
hierarchical decision levels within a company, from the shop floor up to higher
strategic planning levels.

2.1 Platform General Architecture

The proposed platform includes a set of integrated technologies or modules [7],
which are mainly based on supervision equipment, data acquisition and processing
devices and tools, including smart objects, as illustrated in the platform’s archi-
tecture shown in Fig. 1. One such core modules integrated within the proposed
platform enables to automatically and/or manually collect data from the operating
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manufacturing system, through the smart objects interacting with manufacturing
resources or manually through local managers. This data is further inserted in a
knowledge base (KB), for being further processed and analyzed through an
underlying decision support system (DSS), which integrates several distinct mod-
ules, based on distinct kind of decision support algorithms, for instance, based on
the Hungarian algorithm, for assigning tasks to operators.

The proposed platform enables automatic monitoring and context perception,
which are very important characteristics of several distinct kind of decision support
systems, for instance systems for supporting supply chain management, enterprise
resource planning and warehouse management [7, 11–15], as they can perform
better being automatically updated with dynamically new generated data [7, 14].

2.2 Platform’s Main Functionalities

The proposed intelligent platform is integrated and aimsto control and monitor
production and evaluation of productivity on a real-time basis via web access.
Using hybrid algorithms and scheduling algorithms that allow management and
optimized use of production resources and perfect synchronization of production
flows, along with high-quality standards, tools and devices, and web-based proto-
cols for communication and data acquisition, processing and presentation [11–14].

Fig. 1 Platform’s input and output devices
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This platform aims at fulfilling a gap in the industrial companies on production
control on a real-time basis. Therefore, the proposed platform intends to be able to
overcome the lack of dynamic information and decision-making support in com-
panies, by enabling to identify and manage the various production processes and
report them in an automated and dynamic way. The platform thus enables to
provide a centralized system that allows automatic monitoring and supervision,
along with a real-time-based production activity control supports the entire pro-
duction process in a company.

On the other hand, it also allows large companies to add more existing tech-
nology in a fast, efficient and compatible way, without ever compromising existing
systems, and perfect performance, while running in parallel with other systems.

The intelligent term on the platform arises from the ability that this platform
intends to have to perform functions and tasks that, when being carried out by a
human being would be considered intelligent. Such capabilities are mainly related
to the hybrid algorithms and of multi-criteria analysis connected with Artificial
Intelligence that supports the entire platform. This is a broad concept, and it
receives as many definitions as we provide different meanings to the word intelli-
gence. We can think of some basic features on this platform, such as reasoning
ability (applying logical rules to a set of available data to reach a conclusion),
learning (learning from mistakes and correctness in order to act more effectively in
the future), among other functionalities. To recognize patterns (data patterns,
housed in the database) and inference (ability to apply the reasoning in the quo-
tidian of the industrial company).

This intelligent platform is mainly based on intelligent data acquisition and
information processing, based on smart objects, which include two boxes (elec-
tronic devices), called IndustBox-Slave and IndustBox-Master that have been
developed and are continuing to be improved, for further implementation on other
industrial companies. These boxes are used to acquire data of the most diverse
equipment or industrial machines, and in the context of this work carried out,
particularly regarding equipment used in a clothing company, using a wide range of
sensors and actuators, among other devices and tools.

Moreover, another kind of ‘intelligent’ feature of the proposed platform is
related to its capability to generate and store new information and knowledge. Each
time a decision is made, for instance, each time a task is assigned to a given
operator, this information is inserted in the KB for further use, therefore, enhancing
the proposed platform’s suitability for better supporting decision-making.

2.3 Platform Usage Scenario for the Allocation
of Operations to Operators

In the proposed platform, the Hungarian algorithm [14] is used for supporting
the attribution of operations to operators, according to the operator’s skills.
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The information about the operator’s skills is provided not just through the oper-
ator’s documentation available in the company, but it is also provided automatically
in a continuous and dynamic way though the automatic acquisition of information
about them within the shop floor, through smart objects and associated techno-
logical devices, including dashboards, for real-time monitoring and control during
production activity.

The application of the Hungarian algorithm is quite easy and fast, enabling to
obtain high-quality results in terms of operations attribution to operators, for
maximizing the overall attribution performance rates. The main steps, along with
the main interfaces for its implementation are presented next, through Figs. 2, 3, 4,
5 and 6, which consist in a very intuitive and interactive approach.

These steps for using the Hungarian algorithm to assign operations to operators
are illustrated for its use in the context of a clothing company, in Portugal.

The first step is the ‘Order Picking’, which consists of choosing an order along
with the list of all the products associated with that order. Figure 2 shows the
platform’s interface for supporting to select an order between the existing ones,
which in this case are the orders with numbers 10 and 11. While selecting an order
the systems do automatic calculation and show the total quantity of products to be
produced for that order, and its total contents that are already produced and have to
be produced further.

Fig. 2 List of products in an order
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Fig. 3 List of total order’s operations

Fig. 4 List of total operations of the order by product
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After selecting an order, in step 2, it is possible to verify the total number of
operations that have to be executed for the selected order, which is shown in Fig. 3.

Moreover, also the total number of operations of the order per product can also
be observed, as illustrated in Fig. 4.

Next, in step 3, the list of the available in the shop floor, for the operations
execution, has to be established, by selecting them between the total operations of
the company in the corresponding production section, as illustrated through Fig. 5.

Moreover, also the list of the operations that have to be performed from the
chosen order, should be selected or automatically confirmed, by default, according
to the system’s suggestion provided, by default, including the whole set of oper-
ations of that order.

Right after, in the final step (4), the Hungarian algorithm has to be run, in order
to get the final result regarding the allocation of operations to the operators, as
shown in Fig. 6.

Through this interface shown in Fig. 6 we can observe the list of operations that
each operator will have to perform for the production of the chosen order and
underlying products for maximizing the total attribution rate and performance levels
about the production of the chosen order’s operations.

Fig. 5 Select employees per operation and operations
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3 Conclusions

In this paper, a proposed intelligent platform was briefly described and presented
for supporting several production management and maintenance functions,
including supervision and production activity control in real-time basis. The pro-
posed platform integrates smart objects, which enable communication with central
processors and computers, in a network-based environment, integrating a set of
associated input and output devices, such as, sensors, switches, push buttons,
potentiometers and output devices; output devices, such as, indicators, segment
displays, servo engines, step motors, analogue devices and indicators, buzzers and
speakers, among others. The main aim of the proposed platform consists on
enabling precise data and information acquisition and processing, for better sup-
porting production management and maintenance decision-making, at several dis-
tinct hierarchical decision levels within a company, from the shop floor up to higher
strategic planning levels. One such important decision-making task that arises in the
context of the companies is the appropriate allocation of operations to operators, in
order to maximize the overall manpower performance, along with other

Fig. 6 Results of the Hungarian algorithm
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performance measures that have to be optimized, and in this paper, an illustrative
usage scenario was provided applied in the context of a Portuguese clothing
company.
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Definition of Smart Retrofitting: First
Steps for a Company to Deploy Aspects
of Industry 4.0

Bruno V. Guerreiro, Romulo G. Lins, Jianing Sun
and Robert Schmitt

Abstract Nowadays, it is a matter of survival for companies to keep their ability
for adapting rapidly to changes. The causes that drive to them are related to external
and internal factors. One of the main reasons for these factors is the new possibility
that Industry 4.0 brings with it. One of the visions of Industry 4.0 is the production
of highly customized products within a mass production line. In addition to it, an
intelligent interaction happens between machine–objects–people and this occurs
vertically and horizontally within the company. However, most industrial parks are
not technologically prepared for the concepts of Industry 4.0; thereby this paper
proposes the concept of Smart Retrofitting regarding these challenges. As a result,
the methodology proposes to take aspects of Industry 4.0 relevant to a specific
process, since this could be the first step for a company to implement the concepts
of Industry 4.0. Once these aspects are selected, they will be put into practice with
the help of cyber-physical systems. With the application of Smart Retrofitting, it
will be possible for companies to adhere in a short time to the requirements of
Industry 4.0. In this way, it will be possible to remain competitive in the market.
Regarding this paper, there will be a case study for the implementation of Smart
Retrofitting. As case study, a drilling process was chosen in a thyssenkrupp man-
ufacturing plant in Brazil to start implementing the Smart Retrofitting, and for this
first step it was possible to achieve an improvement of the feed rate reducing it by
approximately 9% without reducing the lifetime of the tooling.
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1 Introduction

Owing to the competitiveness in a globalized world, the search for new concepts
and methods for manufacturing has been highlighted by industries and scientific
community. In this incessant search for optimization of production, a new scenario
called “Industry 4.0” has been proposed and adopted as part of the “High-Tech
Strategy 2020 Action Plan” by the German government [1]. Taking into account
this new industrial paradigm, new emerging technologies play an important role in
the technology integration at real shop floor, e.g., Industrial Internet of Things [2],
wireless sensor networks [3], big data [4], cloud computing [5], embedded system
[6], among other technologies. Aforementioned theoretical background, other
technology can be highlighted regarding the concepts of industry 4.0, e.g., using
Smart Devices in production systems. Smart Devices are electronic equipment,
which are wireless, mobile, networked, and shipped with various sensors
(geosensors, gyroscopes, temperature, microphone, camera, etc.). To Smart Devices
belong, for example, smartphones, tablet PCs and smart wearables, etc. The inte-
gration of suitable Smart Devices into the processes of producing company plays an
essential role for suppling and motivating workers, by means of providing infor-
mation and handling instructions everywhere at any time.

In order to deploy these technologies in compliance with “Industry 4.0”, the
following three key features must be considered [1]: (1) horizontal integration
through value networks, (2) vertical integration and networked manufacturing
systems, and (3) end-to-end digital integration of engineering across the entire value
chain. Therefore, the production is believed to be able to produce customized and
small-lot products efficiently and profitably.

Regarding the equipment’s age used on the production nowadays, some data
must be analyzed for the deployment of the proposed methodology. Although
France is considered one of the most important industrialized countries of the
European Union, it has in average machine tool age of 19 years [7]. That is higher
than the Brazilian average age, which is according to ABIMAQ (Brazilian
Machinery Builders Association) 17 year. But this scenario is not exclusive in
Europe and South America, the United States of America (USA) has machine parks
with an average age of 10 years. Thereby, it is the oldest machine park in the
history of the USA since the 1932 [8]. Possessing today a technologically outdated
industrial park can mean a drastic reduction of the competitiveness of a country in
the world market, because the reaction time for change becomes further than for
countries that have an industrial park in the state of the art, as is the case of
Germany in various industrial segments.

Taking into account the needs of enhancement by industries and the current
scenery in terms of machine park age, the use of CNC machines combined with the
new concepts of Industrial Internet of Things (IIoT) must open a new front in terms
of theory, as well as in terms of practical approach for developing new machines or
even for retrofitting systems in operation at existing plant manufactures. Although
this new front has a great potential for innovation, the engineers still face some
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technical problems and challenges for the deployment of IIoT in real industrial
systems already installed. Among these problems, the most important to be high-
lighted for developing a real project are: (1) the current industrial production lines
are mostly based on heterogeneous structures and architectures regarding the used
technologies like communication protocols, control systems or electrical and
mechanical components, arose from continuous development processes over the
last years. As result, the integration of these different technologies is nontrivial and
sometimes technically unfeasible; (2) the second challenge is related to human
resources, much knowledge is required to cover all the different aspects and
peculiarities of the various technologies, thus the integration of them becomes a
critical task for updating in-process machining equipment.

This article proposes, describes, and defines the terms for Smart Retrofitting. In
addition, a case study has been presented aiming the integration of CNC machines
in operation with external embedded system, such as an external tool wear moni-
toring device, smart devices for in-process data interaction, among others, in order
to bring for these machines the capabilities required by this new concept of Industry
4.0. As result, the proposed methodology must bring a robust guide for updating
machines in process in compliance with the “Industry 4.0” vision.

This paper begins by describing the related works in Sect. 2. Section 3 intro-
duces the term Smart Retrofitting and its respective definitions. Case study appli-
cation and its results are described in Sect. 4. Finally, Sect. 5 presents the
conclusion.

2 Related Work

In this section, the literature survey will be aiming to present a brief overview of the
state of the art that will support the paper development in topics related to available
retrofitting. The company Bosch Rexroth AG did an excellent use case regarding
the retrofitting using their IoT Gateway solution. The use case was accomplished at
the test facility for hydraulic valves built in 2007 in Homburg, Germany. The IoT
Gateway has been in use at a networking of existing machines and sensory mon-
itoring of the test medium and the formatting unit. The test medium in this case was
the oil used in the test facility and the formatting unit was the filters. Thereby, it was
possible to automated monitor the ISO purity class of the oil and monitor the status
of the filters. In this way, alerts and ordering for the maintenance have to be done
automated and not manually like before. With these actions, the maintenance cost
has a decrease of 25% and the Overall Equipment Effectiveness (OEE) an increase
of 5%. Furthermore, it had a Return of Investment (RIO) of less than 1.5 years.

Working with open software architecture allows the IoT Gateway operating
system to use Linux, besides it enables the deployment of customized Java appli-
cations. In addition to these two facts, the cloud service will be accomplished
through an OSGi framework. Another advantage is that the different Java App will
be provided with the IoT Gateway and can be modeled for the individual
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requirements. The coordination of hardware and software components happens in
three arts of Apps. The Dashboard App allowed through a web-based monitoring of
the process data. The conversion of signal into process data happens in the Devices
App. Thereby it enables the connections with:

• Analog voltage and current signals,
• Digital voltage signals,
• OPC UA,
• Open Core Interface for Controls,
• Siemens S7,
• RFID and Bluetooth LE.

The Processing App is responsible for the processing and forwarding of the data.
The forwarding can happen with the listed Bosch solutions:

• Bosch SI—Production Performance Management,
• Bosch Sensor Cloud,
• Bosch Energy Platform,
• Bosch Rexroth OdiN.

However, this forwarding can also occur through MES Systems and Databases.
Consequently, the data processing happened with different method for this scenario
[9].

3 Definition of Smart Retrofitting

The Smart Retrofitting focuses on machines and processes that were not designed
for the Industry 4.0 vision. Thereby, the main purpose of Smart Retrofitting is to
transfer the aspects of the Industry 4.0 visions to machines and processes with the
least possible financial and time expenditure.

The Smart Retrofitting will occur with the assistance of the Lean Philosophy.
The Lean Philosophy seeks continuous improvements of the company through
small actions [10–12], and the Smart Retrofitting will seek the same technological
improvements of the Industry 4.0 vision to interconnect the company. By following
the Lean Philosophy and the application of its tools, it is possible to map the
machines and their processes, thereby identifying potential and critical items for
which the Smart Retrofitting will provide solutions coming from the Industry 4.0
vision. It is not necessary for companies to bring the entire production to a high
level of the Industry 4.0 at the first stage, in order to remain competitive and
productive. However, the first step must begin with the involvement and motivation
of the employees. Thus, the employees become one of the three main elements of
the Smart Retrofitting concept proposed in this paper.

The implementation of the Smart Retrofitting can be better planned in a short,
mid and long-term strategy. In this way, at first, the management team will define a
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target where they want to be in three years, for instance as a long-term period. On
this basis, they build a road map with help of certain Lean tools, for instance a Total
Productive Maintenance (TPM) which contributes to an improvement of the OEE.
As an example of a first small project of the short-term strategy, it is recommended
to start with a Value Stream Mapping (VSM) followed by the addition of elements
of the Industry 4.0. The Value Chain mentioned by Porter [13], for the performance
and monitoring of the quality and productivity, will be strongly influenced by the
application of the Smart Retrofitting in phases.

For the accomplishment of the target established by the management team for
the short-term phase, small projects will be required and after the end of these small
projects, the results of each one shall be summarized together and then it will be
possible to move to the next mid-term phase, and so on. Figure 1 illustrates a
sequence-term project, for each phase applying Leans tools for the identification of
which Industry 4.0 elements are first necessary and possible to be applied. The Lean
sustains the implementation of the Smart Retrofitting on all phases. The number and
kind of the activities for all phases vary from case to case.

For the implementation of the Industry 4.0, all three elements of the Fig. 2 are
equally important. These elements can be deployed simultaneously but not all of
them must necessarily be with the same intensity at the same time, respecting the
short-, mid-, and long-term stages. The integration element will always be present
in the others elements; this will be explained in the following text.

Like in the Lean, the employee will play a crucial role for the success imple-
mentation of Smart Retrofitting inside a company. In this way, it will stimulate a
synergetic working atmosphere between shop floor worker and the management
team in the several stages of the Smart Retrofitting.

Fig. 1 Illustration of interactive work between Lean and Industry 4.0 through the Smart
Retrofitting trajectory
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Which of the aspects of Industry 4.0 will be chosen and when and where to
apply will not be decided by the management team exclusively. Instead, it will be
done with the collaboration of the worker. We shall take into account that every
department has its priorities and knowledge about the process.

One important factor of the employee element for the Smart Retrofitting is his
motivation to do it. Thereby, the employee must be always included in the entire
Smart Retrofitting process since the beginning. Thus, Smart Retrofitting will also
focus to motivate the employees regarding the Maslow’s hierarchy of needs and
two-factor theory from Frederick Herzberg. From the Maslow’s theory [14], Smart
Retrofitting will make use of the Esteem part, in that way the employee will note
that his opinion is respected within the company and furthermore he will feel
motivated to provide contributions for a continuous improvement of the process
that he is responsible, constantly.

As Herzberg shows in his Achievement Theory [15], recognition, work itself,
responsibility, advancement, and growth play an essential role to motivate the
employees, thereby these factors will be stimulated through the Smart Retrofitting
in the implementing and running phases. In other words, the employees will receive
responsibilities and thereby will feel part of the whole process. The Smart Devices
work like a bridge between the employee and the manufacturing process and
thereby the employee will be connected in the involved production process too.

Cyber-physical systems (CPS) have a crucial role within the Industry 4.0 and
within the machine element of the Smart Retrofitting concept presented in the
Fig. 2. In Fig. 3, the onion shell structure of CPS is illustrated as well as the
importance of the embedded system [16]. Thereby, the aggregation of internal and
external embedded systems to the machine allows collecting data from different
source. By the application of IIoT, it will be possible to make the vertical and
horizontal integration inside a company. With help of the processing of this data,
the integration between machine-to-machine, machine-to-object and
machine-to-human will be possible [17]. The integration of machine-to-machine
and machine-to-object will occur by acting in the element machine and integration
from the Fig. 2. On the other hand, the integration by machine-to-human occurs

Fig. 2 Action elements of the Smart Retrofitting
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using Smart Devices that will allow the worker to receive real-time information
about what is happening in the process. In this way, employee will be able to
receive from the system suggestions about what is the next step. Smart Devices will
also transmit the final decision to the machine.

Thus, with the use of the embedded system and the collection of data, it is
possible to interact between the virtual world and the physical world [16]. Such
interaction occurs with the use of sensors that capture what is happening in the
physical world, such data will be processed in the virtual world and actions will be
put into practice with the use of actuators, for instance. The internal embedded
system is already available in the market, thereby they can be easily installed in the
machine and enable perhaps the Plug&Produce concept. Instead, the external
embedded system is installed in the surroundings of the machine and it can be
tailor-made designed for each application. In that way, the combination of the
internal and external embedded system and the Information and Communication
Technology (ICT) makes vertical and horizontal integration inside the company
possible.

Therefore, the Smart Retrofitting differs from the traditional Retrofitting by not
only replacing old components in the machine regarding their energy efficiency.

4 Case Study

The case study is being developed in progress at thyssenkrupp manufacture plant in
Brazil. By applying the Smart Retrofitting concepts defined in this paper, a short-term
phase deployment has been chosen and it aims at the installation of internal and
external embedded systems for monitoring machining parameters in process.
Machining operators are able to receive these data through Smart Devices (for this
project a Smart Glasses has been selected), and from them a crucial decision may be

Fig. 3 Illustration of the onion shell structure within CPS

Definition of Smart Retrofitting: First Steps for a Company … 167



taken, for instance when an insert must be replaced in accordance with its wear
boundary. Figure 4 shows the proposed architecture for integration the main devices
in compliance with Smart Retrofitting concepts proposed in this paper.

As depicted in the Fig. 4, the installation of an external embedded system for
monitoring tool wear has been developed and installed at real shop floor. It consists
in the use of a sequence of images for measurement of the in-process tool wear
through the processing of an optimized algorithm based on techniques of image
processing. Each time when the CNC machine ends a hole machining, the external
device is triggered by a digital signal coming from machine panel through RS-232
interface. Then, the drill is cleaned and the tool wear measurement occurs in a
maximum of 6 s.

The measurement results are stored into a database in order to create a tool wear
history while the production is going on. During the machining operation, a Smart
Glasses is integrated through the Hypertext Transfer Protocol (HTTP Protocol) with
the other devices that compose the proposed system, then when the algorithm
embedded into glasses’ core requests a message, the HTTP server sends a response
message with all the information required. In this case, HTTP Protocol is techni-
cally sufficient for such soft real-time applications. Other communication protocols
and frameworks are also possible and will be evaluated in the future works. Finally,
the data established by engineer team pops up at Smart Glasses’ screen as shown in
Fig. 5. In this point, we notice that, although we did not deploy an internal
embedded system for monitoring machining parameters, the architecture is capable
to be integrated because of the proposed philosophy of Plug&Produce introduced as
part of Smart Retrofitting concepts.

Data is updated in an adequate frequency while the production is going on
during the day. As result of the deployment of this system, advantages can be
featured in comparison with the methodology used nowadays on shop floor, as
following:

• From the real-time data available on Smart Glasses’ screen, the human
machining operator will be able to interpret data parameter faster with more
accuracy when it is necessary to make a decision;

Fig. 4 Proposed architecture for integration in compliance with Smart Retrofitting
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• Through the proposed architecture, new internal or external devices can be
deployed into the machining system, and then new parameters can be monitored
in order to improve the machining system management;

• Finally, and most important, the proposed architecture brings a new way for
update CNC machines in compliance with Industry 4.0 concepts in such way
that is not mandatory the purchase of machines, which must result in a reduction
the investment done by corporations when they are looking for an update of
their machine park.

Smart Glasses is a practical and powerful auxiliary equipment for realizing
Smart Retrofitting, where portability and security of information processing are
required. Smart Glasses process has good portability, sensor technology, connec-
tivity, and operational handling, being able to provide information, instruction and
tutorial on a head-mounted display while the employee can remain hands on the
work. In conjunction with IIoT and cloud-based smart manufacturing platform,
Smart Glasses can deliver revolutionary user experiences and great advantage to
enhance the employee’s competence in future digital factories.

5 Conclusion

The proposed paper defines the term Smart Retrofitting in such a way that its
theoretical aspects can be used effectively when an update of a machine park is
required in compliance with the aspects of Industry 4.0. A real case was presented
in order to illustrate how the proposed concepts can be applied for updating
machining system in process.

By applying the proposed concepts, an architecture has been defined and
developed for deployment of internal and external embedded systems able to
monitor machining parameters in real time. As result, the proposed architecture can
bring many advantages for machining system management in compliance with
Industry 4.0 aspects. Therefore, the concepts presented in this paper can contribute
effectively with the state of the art by the upgrade of machining system in process,
bringing a robust method for developing future projects.

As practical result of the proposed concepts, through the implementation of a
small project belonging to the short-term phase of Smart Retrofitting can be
affirmed (with real data) that: With the update of a real machining system, which

Fig. 5 Monitoring report shown on smart glasses’ screen for human machining operator
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consists the use of internal and external embedded system to monitor the feed rate
of a drilling tool, it is possible to reduce 9% (measured in thyssenkrupp) in the
processing time of this operation and in addition, assuring the final quality of the
manufactured product. Future work consists of completing all tests and the
implementation of Smart Retrofitting in others process at this thyssenkrupp man-
ufacturing plant in Brazil.
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Additive Manufacturing Technologies
Cost Calculation as a Crucial Factor
in Industry 4.0

Maria Rosienkiewicz, Joanna Gabka, Joanna Helman,
Arkadiusz Kowalski and Slawomir Susz

Abstract The article analyzes the newest trends in the industry and production
research. Making insight in the most popular research domains and changes in the
industry enabled the authors to formulate a thesis that the manufacturing world
strode in the new revolution based on the Additive Manufacturing technologies. It
can be stated that a particular gap exists in the field of production engineering that
needs to be fulfilled by developing appropriate solutions for the factories integrating
AM technologies in their workflow. The paper proves this statement by showing
numbers of publications within sub-domains in scope of “individualization of
production”. As a basic discouragement on the way to the new production para-
digm, it was recognized a deficiency of accurate and versatile cost calculating
models. The existing approaches were assessed and assigned to their best appli-
cation which enabled to indicate a direction of the future research.

Keywords New production paradigm � Additive manufacturing
Cost calculation � Process organization � Industry 4.0

1 Introduction

Additive Manufacturing (AM) technologies are becoming more popular which can
be observed in intensification of research in this field as well as in the industry and
on the market. Current trends indicate that the next revolutionary step in manu-
facturing will result from using 3D printing technologies on the large scale [1–4].
From the very early stages they were satisfying individual, sophisticated require-
ment such as customized implants manufacturing [5]. Currently, the level of
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knowledge and excellence in providing repeatability and quality of the processes as
well as products enables usage of additive technologies in numerous industries such
as aerospace, automotive, consumer goods and medicine [6–10]. Authors of [11]
propound that the next industrial revolution may be observed on the basis of
Industry 4.0. As experts say one of the pillars of I4.0 is AM. In the ongoing
revolution in production processes, AM, which can be called a disruptive tech-
nology, is according to the Authors a crucial factor of the Industry 4.0. Therefore,
the authors decided to identify the current trends and gaps in the literature related to
AM in terms of efficiency. Thus, the main aim of the paper is to analyze existing
AM cost models, in particular in scope of cost categories and manufacturing
technology used.

2 Importance of Cost Calculation in Additive
Manufacturing

Referring to AM, as one of the Key Enabling Technologies (KETs), is foreseen to
shape new approaches to manufacturing products and expanding potential of fac-
tories of the future [12]. The increasing number of publications in the area of
“additive manufacturing” and important AM technologies are shown in the Figs. 1,
2, 3 and 4, which indicate the growing popularity of these methods.

This is accompanied by a growing number of publications with the keyword
“cost” but it rather refers to the cost of equipment or materials as the search for
publications dealing with the cost structure, the cost model, effectiveness and
analysis returns near to zero results. These findings prove that there exist a certain
gap which could be filled in by developing a new, more complex, and flexible
models and approaches to the problem of cost analysis referring to the organization
of production processes which apply increasing number of AM technologies in their
workflow. Literature analysis was made on basis of search from ScienceDirect. The
geometric growth of papers published and projects launched within area of AM
indicates that we are in the middle of the revolutionary changes—so-called 4th
industrial revolution (I4.0).

Fig. 1 Result of search in the
ScienceDirect Publications
database: keyword “additive
manufacturing”
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3 Cost Factors in Different Approaches

Bearing in mind that AM technologies are getting more and more popular and that
they are either replacing traditional manufacturing in certain cases or are being
included into traditional manufacturing processes, the issue of proper cost calcu-
lation cannot be overemphasized. According to Young [13], who has proposed the

Fig. 2 Result of search:
important AM technologies
(EBM, SLM, DMLS, LS,
FDM, SL); keywords EBM,
SLM, DMLS, LS, FDM, SL
alone

Fig. 3 Result of search:
keywords “additive
manufacturing” with AM
technologies and “cost”

Fig. 4 Result of search:
keywords EBM, SLM,
DMLS, LS, FDM, SL alone
and “cost”
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cost concept including quality and flexibility, there are two major ways of pro-
duction costs division—“well-structured” and “ill-structured costs”. The first cat-
egory takes into account cost of labor, material, and machine costs, whereas the
second category covers costs of, i.e., build failure, machine setup, and inventory.
According to Douglas and Gilbert [14], ill-structured costs, hidden usually in the
supply chain, are related to inventory and transportation, consumer’s proximity to
production, supply chain management, and vulnerability to supply disruption. For
example in the traditional manufacturing high level of stock carries maintenance
costs. AM enables the suppliers production of parts directly on demand. This is a
great advantage especially in the spares industry, where the demand is usually
lumpy and intermittent. Well-structured costs include material costs, machine
cost, build envelope and envelope utilization, energy consumption build time,
and labor. In general, the cost of AM materials is rather higher than the ones used
in traditional manufacturing. Different cost models’ authors try to involve somehow
the price of a machine in the total cost of a part produced with AM technology.
Depending on the implemented approach, the final cost of a part may significantly
differ. Research performed by Hopkinson and Dickens shows that in the total cost
of a metal part, a cost of a machine may vary from 24% (0.52/2.20 Euro) for SLS,
to 59% in case of FDM (2.64/4.47 Euro), up to 75% for SL (3.92/5.25 Euro) [15].
Also Lindemann [16] and Atzeni [17] underline the big dispersion when it comes to
the machine cost per part. Depreciation rate of a machine also can meaningfully
effects the total cost of a part. The build envelope, defined as the maximum area for
part production in an AM system [14], can also effect the cost of AM
part. Especially the size of the build envelope and its utilization are the factors
influencing the cost. Another type of cost which can be distinguished is related to
energy consumption. Baumers et al. researched the electricity consumption across
selected AM technology variants, analyzing specific energy consumption during the
production of dedicated test parts [18]. The impact of capacity utilization on energy
was taken into account as well. The authors proposed “a universally applicable
methodology for the measurement of the electric energy inputs to additive pro-
cesses” [18]. Another cost factor is connected with build time. In this case, artificial
neural networks (ANN) can be used in order to estimate the time of the parts
produced with AM. The authors of this approach state that “a correct prediction of
build time is essential to calculate the accurate cost of a layer manufactured object”
[19].

4 Analysis of Approaches to Cost Calculation in AM

The most common cost estimation approaches were developed by Hopkinson and
Dickens [15], Ruffo et al. [20], Ruffo and Hague [21], Allen [22], Xu [23], Atzeni
et al. [17] and Piili et al. [24]. Also an important input related to the abovemen-
tioned aspect of cost efficiency was considered by Baumers et al. [18].
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The methodology of a AM part cost calculation used by Hopkinson and Dickens
assumes that a machine produces one part consistently for one year, utilizes
maximum volumes, the machine operates for 90% of the time (7884 h per year),
and that the machine depreciates after 8 years. In the model, the total cost per part
TCpp is calculated as the sum of machine cost per part MCpp, labor cost per part
LCpp, and material costs per part MtCpp:

TCpp ¼ MCppþLCppþMtCpp: ð1Þ

The detailed elements of each formula can be found in the Table 1. The cal-
culation according to this approach has been applied to stereolithography (SL),
fused deposition modeling (FDM) technologies, and selective laser sintering (SLS).

Model developed by Ruffo et al. is related with the activity based costing ABC.
It lists several activities associated with AM—material, software, hardware, capital
equipment depreciation, labor, maintenance, production overhead, and adminis-
tration overhead [25]. In their model, only the activity called material was treated as
a direct cost.

The total cost of a build (C) in the model by Ruffo et al. can be calculated
according to a following formula [14]:

C ¼ PMaterial �MþPindirect � T ; ð2Þ

where PMaterial—price of the raw material measured in euros per kilogram, M—
mass in kg, T—total build time, Pindirect—cost rate.

Ruffo, Tuck, and Hauge continued their research on the cost efficiency of AM
and developed three make or buy scenarios considering (1) when the company has
no experience of AM, (2) when the company already has an AM department; and
(3) when the company already has an AM function [25]. In the abovementioned
models, it was assumed that one part is produced repeatedly, so the cost per part is
calculated as the total cost of a build (C) divided by the number of parts in the build.
Such a situation is however rather rare in AM technologies because these tech-
nologies enable producing different parts at the same time. This scenario is more
complex, so Ruffo and Hauge performed a comparison analysis on three costing
methodologies for assessing the cost of parts produced concurrently (Table 2) [21].

Another approach was proposed in [22], where the research on comparative
costs of AM and machine from solid for aero engine parts was performed. In this
model a “near net shape” is considered. It is defined “as a part finished component
which is ready for finish machining”. The net shape using the machining can be
calculated on the basis of the formula [13] (Table 3). In the research, Allen refers to
Buy-to-Fly ratio (BtF) and presumes that AM is more cost-effective when BtF is
12-1 in comparison to “more conventional” ratios which tend to be lower [22].
Another interesting approach can be found in the paper Mello et al. [26] where the
authors propose a systematic study to formulate the cost of prototypes produced
with AM. Their research focuses on FDM technology. They implemented the cost
model developed by Xu [23]. In this particular model, a three-stage approach is
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Table 1 Calculation of machine, labor and material costs, model by Hopkinson and Dickens [15]

Cost factor Variable Formula

Initial data

Number per platform N Maximum possible in one build

Platform build time T Hours

Production rate per hour R N/T

Hours per year in operation HY 365 � 24 � 90% = 7884

Production volume total per year V R � HY

Calculation of machine costs MCpp

Machine and ancillary equipment E Machine purchase cost

Equipment depreciation per year D E/8

Machine maintenance per year M Most comprehensive package

Total machine cost per year MC D + M

Machine cost per part MCpp MC/V

Calculation of labor costs LCpp

Machine operator cost per hour Op Minimum wage 5.30 euros

Setup time to control machine Set Timed

Post-processing time per build Post Timed

Labor cost per build L Op � (Set + Post)

Labor cost per part LCpp L/N

Calculation of material costs Mtpp

SL Material per part including
support (kg)

SLMass Weighing finished parts

Material cost per kg Slcost Quote = 275.20 euros

Material cost per SL part SLMCP SLMAss � Slcost

FDM Material per part (kg) FDMPM Weighing finished parts

Support material per part (kg) FDMSM Weighing finished supports

Build material cost per kg FDMPC Quote = 400.00 euros

Support material cost per kg FDMSC Quote = 216.00 euros

Material cost per FDM part FDMCP (FDMPM � FDMPC) + (FDMSM �
FDMSC)

LS Material cost per kg LSC Quote = 54.00 euros

Mass of each part LSM Weighing finished parts

Volume of each part VP Found with Magics software

Total build volume TBV 34 � 34 � 60 cm3

Mass of sintered material per
build

LSMS N � LSM

Mass of unsintered material per
build

LSMU (TBV − N � VP) � 0.475

Cost of material used in one
build

LSMC (LSMU + LSMS) � LSC

Material cost per LS part LSMCP LSMC/N
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considered comprising (1) CAD file, (2) processing, execution, and
(3) post-processing. The total cost of a prototype Cfp can be estimated according to
the following formula:

Cfp ¼ Cp þCe þCm þCpp; ð3Þ

where Cp is the processing cost (i.e., PC, software, designer’s cost, PC energy
consumption hour rate), Ce the execution cost (i.e., model execution time, machine
running cost, machine price and amortization time, taxes), Cm the material cost (i.e.,
specific cost per model material volume and per support material volume, model
and support volume utilized), and Cpp the post-processing cost (i.e., energy con-
sumption rate, average local energy specific cost. The detailed formulas defining
each element of the above equation can be found in [26].

The cost-effectiveness of AM has been studied also by Atzeni and Salmi [27]
and Aztemi et al. [17]. These researchers state that AM in case of metal parts can

Table 2 A comparison analysis on three costing methodologies [14]

Formula Where

Method 1—based on parts volume

CostPi ¼ VPi
VB

� �
� CostB CostPi—cost of part i

VPi—volume of part i
VB—volume of the entire build

CostB ¼
X indirect costs

working time

� txy þ tz þ tHC
� �þ direct cost

mass unit
� mB

mB—mass of the planned production
proportional to the object volumes, and the
time to manufacturing the entire build
txy—time to laser-scan the section and its
border to sinter powder
tz—time to add layers of powder
tHC—time to heat the bed before scanning and
to cool down after scanning and adding layers
of powder
i—an index going from one to the number of
parts in the build

Method 2—based on building a single part

CostPi ¼ ci � CostB
ni

ci ¼
Cost�Pi

þ niP
j
ðCost�Pj

� njÞ

i—the index of the part being calculated
j—the index for all parts manufactured in the
same bed
ni—the number of parts identified with i
Cost�Pj

—the cost of a single part i estimated
using the equation for C

Method 3—based on a part built in high-volume

CostPi ¼ c/i � CostB
ni

c/i ¼ Cost/Pi
þ niP

j ðCost/Pj
� njÞ

Cost/Pi
is a hypothetical number, which

approaches infinity, of manufactured parts i
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reduce costs if it is combined with part redesign. The research evaluates the pro-
duction volume for which AM technologies are competitive with respect to tradi-
tional manufacturing processes of end-usable metal part. The total cost per
assembly (TCpa)—manufactured with SLS––is based on four factors, according to
the following formula [27]:

TCpa ¼ Mp þAp þCp þBp: ð4Þ

In this approach, the total cost per assembly is a sum of material cost per part MP
(based on material cost/kg, part volume, density of the sintered material and mass of
material per part), pre-processing cost per part Ap (including machine operator cost
per hour, setup time per build), processing cost per part Cp (covering depreciation
cost per year, hours per year, machine cost per hour, build time, machine cost per
build), and post-processing cost per part Bp (comprising machine operator cost per
hour, post-processing time per build, heat treatment cost per build). The detailed
formulas defining particular elements of the equation can be found in [27].

Next scenario-based research on manufacturing costs of Laser AM of stainless
steel was conducted by Piili et al. [24]. The authors assume that to minimize the
cost of the part, it is crucial to shorten time its building. It is also worth mentioning
that some research was performed on estimation AM cost based on the artificial
neural networks (ANN). Cavalieri, Maccarrone, and Pinto compared parametric and
ANN-based cost estimation of a new type of brake disks [28].

Table 3 Comparative costs of AM and machine from solid for aero engine parts [22]

Formula Where

The cost of providing a “near net shape” using the machining

CS ¼ V � q � Cf
� � � ðV � vÞ � q � Cm CS ¼ cost of providing a “near net shape” using the

machining
V ¼ volume of the original billet
q ¼ density of titanium
v ¼ volume of the component
Cm ¼ cost of machining

The cost of a “near net shape” using AM

Ca ¼ v � q � Cd Ca ¼ cost of the producing a “near net shape” using AM
v ¼ volume of the component
q ¼ density of titanium
Cd ¼ specific cost of deposited titanium
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5 Discussion

In order to summarize and discuss performed analysis two tables have been
developed. Table 4 is built as a result of authors research, presents what kind of
crucial cost factors were included in particular cost estimation approaches and used
types of cost categories.

Table 5 developed after the conducted analysis, shows which cost estimation
approach can be used in order to estimate the cost of a part produced with the
particular AM technology. Additionally, it was also marked if the costs were
compared with traditional manufacturing.

Analysis of the presented cost models and cost analysis approaches shows that
not only each model has some limitations and simplifications, which should be
taken into account, but also approaches on cost estimation differ in scope of
researched technology. Therefore, not every model is appropriate to estimate cost of
any AM. What is also important, the models are based on different cost factors, so
estimated cost of a part might differ significantly depending on the approach used.

6 Summary

Analyzing current trends in the industry, it is easy to notice the upcoming changes.
The approach of the so-called Industry 4.0—the “forth industrial revolution”—may
be also confirmed by reviewing leading domains in publications. Having this
thorough picture of the situation, there can be developed a thesis that exists a certain
gap in the field of the production engineering solutions dedicated for AM pro-
duction. The analysis performed in the paper shows that in the literature, there is
still missing a versatile cost calculation model that could be used for different AM
technologies. Development of such a model is a challenge for the future research.
The authors plan to build a hybrid model including variables calculated on the basis
ANN—the approach presented in [19] will be implemented. Bearing in mind that
currently increasing number of companies is considering changing their production
technology from conventional to AM (or implementing hybrid manufacture, where
AM is only one of a range of processes used to produce the component [22]), the
issue of precise cost estimation is very urgent and important. The problem of
efficient identification of the breakeven point for conventional and additive man-
ufacturing is studied deeply regardless type of AM. The comparison of existing cost
estimation approaches contained in this paper should be a helpful step towards
effective breakeven analysis. Moreover, the paper shows possible paths of future
research in field of decision support systems, job specialization, and work orga-
nization in the future production system consisting of the AM technologies.
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Fulfilling Individual Requirements
of Customers in Smart Factory Model

Krzysztof Zywicki and Przemyslaw Zawadzki

Abstract The paper presents a concept of integration of modern processes of
design of customizable products and production control, in scope of Industry 4.0
idea. Production processes must be constantly adapted, to meet changing cus-
tomers’ requirements. This enforces flexibility on production companies. High
quality products, delivered on time, sold with an acceptable price––this is already a
standard. The main concepts described in the paper revolve around involving
customers into design process by use of various systems based on knowledge. This
can lead to competitive advantage and a number of other benefits shown in the
paper. Products customization is still a big challenge for production companies,
because it demands appropriate planning and production control, which is also
presented.

Keywords Industry 4.0 � Smart factory � Production planning control � Product
design

1 Introduction

Smart factory is a concept of manufacturing system featuring the ability of quick
response to the needs of customers. It is enabled by automation of manufacturing
processes and application of modern IT solutions along the entire manufacturing
cycle [1–3]. It results in the development of cyber-physical systems which allow for
efficient management of manufacturing resources, yet require smart solutions not
only in terms of objects (e.g. The Internet of Things) but also in terms of processes
(e.g. Knowledge-Based Engineering) [4]. Due to that [5–8], efficient design of
products fulfilling individual requirements of customers, and effective production
control should be indispensable components of smart factory of the future [9]. This
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is possible mostly by implementing a strategy of mass customization [10]. Only
then will it be possible to utilize the manufacturing potential of an enterprise which
owns modern technical resources compliant with Industry 4.0 [11].

The necessity to take into account individual needs of customers is currently a
market standard, although for manufacturers it is a serious organizational challenge
[12]. At present, a lot of companies offer the possibility of online configuration of
their products. Special applications, called configurators, are becoming more and
more popular. They are developed mostly in AR and VR technologies and engage
users in the design process [13–15]. On the other hand, in the case of customizable
products, designing is mostly made up of routine tasks (ca. 80%), therefore its
automation can significantly affect optimization of the entire product lifecycle and
savings. This can be achieved by the application of KBE class solutions [16, 17].

Implementing the strategy of manufacturing products in compliance with indi-
vidual requirements of customers is also a serious challenge for organizing pro-
cesses of production planning and control. Therefore, it is worth to search for best
possible solutions as regards production scheduling, material flow monitoring or
decision support. The reason for this is the objective of effective utilization of
available resources when meeting individual needs of customers [18–23]. In the
necessity of constant adjusting to changes, production scheduling can be referred to
as Fast Dynamic Scheduling [24]. One of the elements that should be taken into
account while scheduling is preparing variants of material flow. This allows to
determine the most efficient production flow with reference to the assumed criteria,
e.g. using production resources or shorter delivery time. Bearing in mind the
necessity of fulfilling the customers’ requirements, the adopted scheduling methods
must take into consideration the possibility of producing goods with use of different
manufacturing resources. This allows for fast response to new orders or in the event
new factors appear which make it impossible to use the resources. It necessitates
close integration of production planning and control with product designing [25–
27].

This article presents a laboratory model of smart manufacturing system operating
to fulfil individual requirements of customer.

2 Model of Smart Manufacturing System

A manufacturing system which is part of a SmartFactory lab equipment includes an
automated production line made up of four conveyor loops. Production stations are
located besides each of the loops. The range of products includes goods manu-
factured while joining bricks. Products are transported on pallets which can be
directed to any production station. The manufacturing system is controlled by
original software called 4Factory. It is made up of modules that enable production
planning, supervising material flow and production line control.
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The model of a manufacturing system enables mirroring the actual processes
connected with fulfilment of client orders in compliance with Industry 4.0 concept
(Fig. 1).

Production starts on the basis of a designed product and delivery time approved
by customer. Products are designed with use of dedicated software that enables their
customization according to individual requirements of customers. Information
concerning structure of the product enable generating technological processes to
plan the production and thus to define order delivery times (Fig. 2).

Production is planned with use of simulations that show the progress of pro-
duction, including customer orders, requirements of materials and current resource
load. Indexes showing the punctuality of order deliveries and the use of production
capabilities were adopted as criteria of evaluation and selection of production plan
in the form of production schedule.

3 Defining the Configuration of Products

To facilitate the configuration and to provide a broad range of potential variants, a
product model is represented by a set of bricks connected in any possible way. The
user (customer) can customize the products on his/her own with use of dedicated
software. The software’s graphic interface lets users choose predefined parts and
visualize the product customization.

It is possible to customize the following: part type, number of parts, part colour,
part orientation, part location (Fig. 3).

A product is designed iteratively (step by step). At a given design stage, it is
possible to select specific components of the product.

Fig. 1 Production system model
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Such a product, which can be freely configured by customer, is then analysed
with reference to technological processes and demand for materials needed for the

Fig. 2 General order delivery performance model in smart factory model

Fig. 3 Product configuration options
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product’s components. This is performed automatically by 4Factory after importing
data from the configurator of finished products.

4 Defining Technological Processes

In the adopted solution, technological processes are generated automatically based
on the given product’s structural design and technological capabilities of the pro-
duction system.

4.1 Technological Capabilities of the Production System

Technological capabilities of the production system are defined as a capability of a
given production station to add a specific part that is a component of the finished
product. The database of 4Factory was developed based on that assumption.
Thereby, a knowledge base with all standard technological processes was devel-
oped (Fig. 4).

Fig. 4 Technological capabilities of the production system
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The technological knowledge base contains information about the dimensions
and colours of given parts as well as about unit (standard) times of assembly of
given parts in a finished product.

4.2 Generating Technological Processes

A technological process of product manufacturing is generated automatically based
on the structure of products and technological capabilities of the production system.
The product structure, in the form of a list of all the product components, is
compared to database of technological knowledge about the production system in
4Factory.

This enables to develop a structure of technological process that includes a list of
subsequent operations and technological tasks as well as standard time required for
performing them, connected with performance of the same at a given production
station (Fig. 5).

Fig. 5 Generating technological processes
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A technological process of manufacturing a product developed in this way
serves then as a basis for production planning, including simulating the schedule of
resource load.

5 Production Planning

Planning in smart factory model is performed under the 4Factory software. The
purpose of this function is to develop a production schedule that will determine
whether it is possible to perform customer orders with use of given production
capabilities within time as required by customers, or what is the nearest feasible
order delivery date.

Production planning begins with defining material demand for components of
finished products. Next, on the basis of customer orders, production orders are
generated for the production system and for individual assembly stations.

Considering the nature of production connected with the necessity of flexible
response to variable customer orders, and bearing in mind limited capabilities of
production system, planning is performed as a simulation. During the simulation,
different variants of production schedules are prepared with reference to various
rules of production order allocation (determining the sequence of order perfor-
mance). The variants are compared to select the optimum one with consideration of
the following criteria:

– minimizing the number of orders with exceeded directive delivery time,
– minimizing average delay of order delivery times,
– maximizing the load of production stations.

The scheduling simulation results in development of production station load plan
(which is a basis for issuing station orders) and production order performance plan
which determines the order delivery times. The production order performance plan
indicates whether it is possible to perform production orders, and, as a consequence,
whether it is possible to perform customer orders in times as required by customers
(Fig. 6).

Such a production schedule serves as a basis for determining times when
materials should be delivered to the production system. If the customer accepts the
order delivery time, the adopted production plan becomes an implementation plan
which controls operation of the production line.
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6 Summary

The idea of smart factory enables meeting individual needs of customers with
reasonable use of production resources. Planning order delivery must feature close
integration as regards exchange of data concerning structural and technological
requirements. Only a close integration of those areas will guarantee synchronizing
production flow and thus contribute to timely delivery of customer orders.

Functioning of the presented laboratory model of production system is based on
the rules of smart factory. The system is managed by original 4Factory software
which integrates data concerning all the technical utilities. Thanks to the imple-
mented solutions, it is possible to perform a simulation connected with performance
of individual customer orders. These are connected with exchange of data related to
product configuration (structural product design), automatic development of tech-
nological processes and then production plans.

The production system is subject to development mostly in the area of further
integration and automation of data collection (image recognition), and utilizing
augmented reality to supervise production processes.

Acknowledgements The presented results are derived from a scientific statutory research con-
ducted by Chair of Management and Production Engineering, Faculty of Mechanical Engineering

Fig. 6 Production planning process

192 K. Zywicki and P. Zawadzki



and Management, Poznan University of Technology, Poland, Poland, supported by the Polish
Ministry of Science and Higher Education from the financial means in 2017 (02/23/DSPB/7695).

References

1. Shrouf, F., Ordieres, J., Miragliotta, G.: Smart factories in industry 4.0: a review of the
concept and of energy management approached in production based on the internet of things
paradigm. In: IEEE International Conference on Industrial Engineering and Engineering
Management (IEEM). IEEE (2014)

2. Brettel, M., Friederichsen, N., Keller, M., Rosenberg, M.: How virtualization, decentralization
and network building change the manufacturing landscape: an industry 4.0 perspective. Int.
J. Mech. Aerosp. Ind. Mechatron. Manufact. Eng. 8(1) (2014)

3. Kemény, Z., Beregi, R.J., Erdős, G., Nacsa, J.: The MTA SZTAKI smart factory: platform for
research and project-oriented skill development in higher education. Procedia CIRP 54, 53–58
(2016)

4. Zawadzki, P., Żywicki, K.: Smart product design and production control for effective mass
customization in the Industry 4.0 concept. Manag. Prod. Eng. Rev. 7(3), 105–112 (2016)

5. Colombo, A., Bangemann, T., Karnouskos, S., Delsing, J., Stluka, P., Harrison, R., Jammes,
F., Lastra, J.L.: Industrial Cloud-Based Cyber-Physical Systems: The IMC-AESOP
Approach. Springer, New York (2014)

6. Seitza, K.F., Nyhuisa, P.: Cyber-physical production systems combined with logistic models
—a learning factory concept for an improved production planning and control. In: The 5th
Conference on Learning Factories, Procedia CIRP, vol. 32, pp. 92–97 (2015)

7. Veigt, M., Labbe, D., Hribernik, K.A., Scholz-Reiter, B.: Entwicklung eines
cyber-physischen logistiksystems. Ind. Manag. 1, 15–18 (2013)

8. Zhang, Y., Xie, F., Dong, Y., Yang, G., Zhou, X.: High fidelity virtualization of
cyber-physical systems. Int. J. Model. Simul. Sci. Comput. 4(2) (2013)

9. Ivanov, D., Dolgiu, A., Sokolov, B., Werner, F., Ivanova, M.: A dynamic model and an
algorithm for short-term supply chain scheduling in the smart factory industry 4.0. Int. J. Prod.
Res. 54(2), 386–402 (2016)

10. Górski, F., Zawadzki, P., Hamrol, A., Knowledge based engineering as a condition of
effective mass production of configurable products by design automation. J. Mach. Eng. 16
(2016)

11. Gorecky, D., Schmitt, M., Loskyll, M., Zuhlke, D.: Human-machine-interaction in the
industry 4.0 ERA. In: 12th IEEE International Conference on Industrial Informatics (INDIN),
pp. 289–294 (2014)

12. Trentin, A., Perin, E., Forza, C.: Product configurator impact on product quality. Int. J. Prod.
Econ. 135(2), 850–859 (2012)

13. Górski, F., Buń, P., Wichanirek, R., Zawadzki, P., Hamrol, A.: Immersive city bus
configuration system for marketing and sales education. Procedia Comput. Sci. 75, 137–146
(2015)

14. Choi, S., Jung, K., Noh, S.D.: Virtual reality applications in manufacturing industries: past
research, present findings, and future directions. Concurr. Eng. 23(1), 40–63 (2015)

15. Górski, F., Buń, P., Wichniarek, R., Zawadzki, P., Hamrol, A.: Design and implementation of
a complex virtual reality system for product design with active participation of end user. In:
Advances in Human Factors, Software, and Systems Engineering, pp. 31–43. Springer (2016)

16. Skarka, W.: Application of MOKA methodology in generative model creation using CATIA.
Engineering Applications of Artificial Intelligence, vol. 20. Elsevier (2007)

17. Górski, F., Hamrol, A., Kowalski, M., Paszkiewicz, R., Zawadzki, P.: An automatic system
for 3D models and technology process design. Trans. FAMENA 35(2), 69–78 (2011)

Fulfilling Individual Requirements of Customers … 193



18. Trojanowska, J., Żywicki, K., Machado, J.M., Varela, L.R.: Shortening changeover time—an
industrial study. In: Proceedings of 10th Iberian Conference on Information Systems and
Technologies (CISTI), vol. II, pp. 92–97 (2015)

19. Kujawińska, A., Rogalewicz, M., Diering, M.: Application of expectation maximization
method for purchase decision-making support in welding branch. Manag. Prod. Eng. Rev. 7
(2), 29–33 (2016)

20. Żywicki, K., Rewers, P., Bożek, M.: Data Analysis in Production Levelling Methodology,
Advances in Information Systems and Technologies, pp. 519–527 (2017)

21. Trojanowska, J., Varela, M.L.R., Machado J.: The tool supporting decision making process in
area of job-shop scheduling. In: Rocha Á., Correia, A., Adeli, H., Reis, L., Costanzo, S. (eds.)
Recent Advances in Information Systems and Technologies. WorldCIST, Advances in
Intelligent Systems and Computing, vol. 571, pp. 490–498. Springer, Cham (2017)

22. Gangala, C., Modi, M., Manupati, V.K., Varela, M.L.R., Machado, J., Trojanowska, J.: Cycle
Time reduction in deck roller assembly production unit with value stream mapping analysis.
In: Rocha, Á., Correia, A., Adeli, H., Reis, L., Costanzo, S. (eds.) Recent Advances in
Information Systems and Technologies, WorldCIST, Advances in Intelligent Systems and
Computing, vol. 571, pp. 509–518. Springer, Cham (2017)

23. Rewers, P., Hamrol, A., Żywicki, K., Kulus, W., Bożek, M.: Production leveling as an
effective method for production flow control—experience of polish enterprises. In: Procedia
Engineering, vol. 182, pp. 619–626 (2017)

24. Piłacińska M., Leśniak K., Kujawińska A., Żywicki K.: The data model of production flow
and quality control system. Studia Inform. 30(2B), 109–126, 1642-0489 (2009)

25. Trojanowska, J., Żywicki, K., Pająk, E.: Influence of selected methods of production flow
control on environment. Inf. Technol. Environ. Eng. 3, 695–705 (2011)

26. Szuszynski, M., Żurek, J.: Computer aided assembly sequence generation. Manag. Prod. Eng.
Rev. 6(3), 83–87 (2015)

27. Żywicki, K., Zawadzki, P., Hamrol, A.: Preparation and production control in smart factory
model. In: Advances in Information Systems and Technologies, pp. 519–527 (2017)

194 K. Zywicki and P. Zawadzki



Model of Competency Management
in the Network of Production Enterprises
in Industry 4.0—Assumptions

Magdalena Graczyk-Kucharska, Maciej Szafranski, Marek Golinski,
Malgorzata Spychala and Kamila Borsekova

Abstract The aim of this paper is to formulate assumptions—the point of depar-
ture for a model of competency management in a network of cooperating
employers, whose goal is to increase the competitiveness of industry within the
concept of Industry 4.0. In a knowledge-based economy, competencies are
becoming a key non-material resource, with a significant influence on the devel-
opment of enterprises, and on skilful use of new technologies, such as the Internet
of Things, in order to create competitive advantage. The introduction gives a review
of literature dealing with the influence of competencies on creating a smart factory,
and the exchange of knowledge and skills within the network of production
enterprises. The second part of the paper presents results of the research on key
competencies possessed by generation Y. They were then compared to the demand
of employers of chosen key enterprises in the region of Wielkopolska for certain
skills and with competencies of the future in a smart factory. The final part presents
assumptions for the model of knowledge management in production enterprises that
aspire to use new technologies in the network, in accordance with the concept of
Industry 4.0.
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1 Introduction

The aim of Industry 4.0 enterprise is to increase effectiveness and efficiency [1], as
well as to raise the level of the enterprise’s automation. Currently, the omnipresent
Internet dominates not only our everyday life, but also enterprises. The fourth
revolution caused by the development of the Internet, as well as the Internet of
Things, cloud computing, communication between people and machines, including
cyber-physical systems (CPS) [2], have a significant influence on the functioning of
production enterprises in the competitive market [3].

The scope of Industry 4.0, ever since the first article concerning this concept was
published in 2011, has included various approaches. The main ones are [4]:
Concept and perspectives of Industry 4.0, CPS-based Industry 4.0, Interoperability
of Industry 4.0, Key technologies of Industry 4.0, Applications of Industry 4.0.

Nowadays, smart factories focus mostly on control-centric optimisation and
intelligence. Among the areas of fundamental significance for the enterprises in
Industry 4.0 [5], listed in the literature, along with technological solutions, are also
new values [6], job creation or virtual industrialisation.

Based on the literature [7], the educational level, as well as, the technological
infrastructure of the Learning Factory are derived. Currently, in a knowledge-based
economy [8], relying on the Resource-Based View of the firm (RVB), it is argued
that contemporary enterprises build their competitive advantage mainly on
non-material resources, i.e. on knowledge, skills and experience [9]. Thanks to
them, they can offer customers a unique bundle of values [10], running organisa-
tional excellence as well as the competitive advantage based on quality manage-
ment system [11] also human factors and ergonomics in manufacturing [12, 13]. In
order to create a new value and to use available resources of the enterprises, it is
necessary to build a potential of non-material resources of the enterprise, such as
competencies of the enterprise.

As a result of the changing environment where the organisation will operate, the
role of the employee will evolve towards managing operations which are performed
together with cooperating robots. This link of context-related decision-making of
man and the precision and regularity of robots will be the source of an abrupt
increase of productivity [3]. Employees will be expected to act more on their own
initiative, have excellent communication skills and be able to organise their own
work [14].

Assuming wider access to human resources, their knowledge and skills within
production enterprises in the business network, it is possible to multiply and
accelerate processes connected with creating smart factories [15]. One type of
business networks are the mutually learning ones [16]. Transfer of knowledge
between individual subjects of the network creates opportunities to learn and
cooperate between institutions, which can then stimulate new knowledge. At the
same time, it facilitates the innovative ability of organisational units [17] that create
a network such as a smart factory.
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As a result of social and project activities, undertaken by the team of scientists
from Poznan University of Technology and Regional Government of Wielkopolska
Voivodeship between 2013–2017, an economic-educational network has started to
emerge. Its participants focus on creating relationships in order to increase pro-
fessional competencies (both technical and social) possessed or obtained by future
or young employees. They are representatives of the generation, which in the
literature of the subject is often—albeit wrongly—identified as generation Y.

The current stage of development of the network, potential advantages of
belonging to it, and postulated directions of its development were described by
Szafrański et al. [18, 19]. The authors perceive the need to further develop this
network, dynamise this development and deepen the identity connected with
belonging to the network by subjects that co-create it. Simultaneously, the authors
observe that the structure of this network creates a potential, so that subjects
belonging to it, especially enterprises, take advantage of it. One of the potential
benefits is facilitating management of competencies by subjects cooperating in the
network. The network of cooperating production enterprises can act together in
order to minimise costs of the enterprises and maximise profits [20]. An innovative
solution is the model of competency management in the network of cooperating
enterprises. One of the stages preceding the creation and subsequent implementa-
tion of such a model is formulating the assumptions necessary for creating it.

2 Methodology of Research

Assumptions which are a point of departure for creating a model of competency
management in a network of cooperating key employers in Industry 4.0 were based
on four stages of research.

The first stage was of quantitative character and consisted in analysing the data
available in an IT tool—system.zawodowcy.org. It was designed and implemented
for entrepreneurs of Wielkopolska and for students and graduates of secondary
schools (generation Y). This stage included the analysis of job offers of more than
1200 employers published between 2013–2015. It was aimed at finding six most
frequently sought competencies of employees in the area of personal and social
competencies.

The second stage of the research was of qualitative character and consisted in
individual interviews in 61 key production enterprises based in one of 19 poviats
(counties) of Wielkopolska (total number of poviats in Wielkopolska: 31) and three
city-counties (total number of city-counties in Wielkopolska: 4). Individual inter-
views were carried out with 107 persons in March 2016 and March 2017, in key
enterprises that employ at least 150 persons (average number of employees in
examined companies is over 300).

The next stages of the research, i.e. third and fourth, were closely connected. The
participants were employees of middle and higher level of the organisation, who
were responsible for professional education and/or staff, and who understand
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changes taking place in connection with Industry 4.0. An electronic survey was
used in the third stage; it took place in the first half of November 2016. The fourth
stage—an in-depth group interview—was carried out on 17 November 2016, with
participation of nine out of ten enterprises that took part in stage 3 of the research.
17 persons of middle and higher level of the organisation took part in the in-depth
group interview. Entrepreneurs represented companies that employ between 150
and 6900 employees (average number of employees is 1450) (Fig. 1).

3 Results of the Research

In the first stage, the most frequent competencies pointed by entrepreneurs regis-
tered in system.zawodowcy.org (Fig. 2) were analysed. The type of offers
addressed to students and graduates of vocational secondary schools (Millennial
generation) should be taken into account. As the data analysis shows, the three
social skills employers pointed most frequently for young people from the
Millennial generation were: can use the computer (477 indications), differentiates
parts of machines and devices (363 indications) and differentiates construction and
operation materials (316 indications). The highest level of acquisition of a skill was
pointed for: follows the rules of engineering drawing (average level of acquisition
required: 2.71), differentiates internal means of transport (2.67) and describes the
structure and follows the rules of operating machines and devices (2.67). All the
skills pointed were assessed on average as 2.45, which may suggest that employers
realise the need to train employees in their first job.

In the second stage, based on results of individual interviews, a list of chosen
issues and challenges connected with managing competencies in the network of
production enterprises in Industry 4.0 was created. The following were among
them:

– hard-to-find technical and social competencies, connected with low unem-
ployment rate in Poland and the job market,

– necessity to change work systems, demands for competencies in a workstation
and organisation of work connected with a new generation of employees—
Millennials,

– increased interest in young employees without experience and required com-
petencies in a given workstation,

– increasing competitiveness of production enterprises,

Stage1
system.zawodowcy.org

Stage 2
Individual 

interviews

Stage 3
Survey

Stage 4
In-depth group 

interview

Fig. 1 Outline of research
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– stress on innovative character of enterprises, especially product innovation,
– the willingness to cooperate within the Educational and Economic network, in

order to minimise gaps or scarcity of competencies in the job market,
– exchange of knowledge and learning from one another in the network.

The above challenges for production enterprises are connected with both current
operations of enterprises and future ones, not connected with managing compe-
tencies in the network, but with the willingness to cooperate in the network of
production enterprises.

In stage 3 of the research, during the survey with employees of middle and
higher level of the organisation, a preliminary analysis of competencies needs in
Industry 4.0 was carried out. The research showed that:

– 7 out of 10 examined key production enterprises in Wielkopolska are planning
automation of production processes,

– 7 out of 10 examined key enterprises claim that in recent years automation has
had an influence on employment in the company,

Fig. 2 Skills—components of professional competencies for a given workstation and the level of
acquisition expected by employers. Source Own elaboration based on system.zawodowcy.org.
[21]
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– 4 out of 10 companies claim that activities of CSR directed at formal education
on the secondary level translates into financial benefits for the enterprise,

– 10 out of 10 examined companies claim that cooperation between school and
enterprises in the area of innovation is necessary,

– organisation and process innovation are planned more often than implementa-
tion of product or marketing (Fig. 3).

The final stage of the research, before formulating the assumptions for the
creation of a model of managing competencies in the network of production
enterprises in Industry 4.0, is creating a map of future competencies in a smart
factory. This map is created based on opinions of 17 persons from 9 key production
enterprises of Wielkopolska. The results of this research is presented below
(Fig. 4).

The data analysed show that the biggest change concerning competencies of the
future will apply to professional skills connected with machines’ ‘understanding’
and processing data into information and values. It will concern the competency of
data analysis (average level of acquisition on level 3, and in the future 5.4), 3D
designing (change from 2.5 to 4.1) or widely understood multidisciplinary com-
petency (currently not required, and in the future required on level 5.5). Technical
knowledge in production companies will not change and it will be required on the
level above 6. Besides creating values based on data, in the future soft competencies
will be required, such as team management (currently 3.3, in the future above 6),
communication (comparable high level 5.7 both currently and in the future),
teamwork (currently 4.7, in the future 5.8), emotional intelligence (currently 4, in
the future 5.5). New competencies appear, currently not required: cultural tolerance
(on level 5.2), drones steering (3.8) or teleportation (3.8)—pointed by employers,
albeit impossible due to technical reasons in wider use. The only competency that
lost the importance is mobility (drop from currently required level of 5.1 to 1.8).
This can be explained by the use of new communication technologies that allow
remote contact with persons from home or another location.

0%
20%
40%
60%
80%

100%
120%

Process innova ons Product
innova ons

Organisa on
innova ons

Marke ng
innova ons

Fig. 3 Planned implementation of innovation in examined production enterprises
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4 Assumptions for Creating a Model of Managing
Competencies in the Network of Production Enterprises
in Industry 4.0

The above research results show the demand for key competencies in production
enterprises in relation to Industry 4.0. The authors notice the need to manage
competencies, including future competencies in the network of production enter-
prises. The concept of cooperation of the enterprises within the network appeared in
2010, simultaneously with the creation of a system tool that monitors the needs of
the market (Wielkopolska System of Monitoring and Forecasting). The research,
perfected over 7 years, allowed formulating the assumptions for the model
approach of managing competencies in the network of production enterprises
(Fig. 5).

The most significant assumption for the functioning of the model is the exchange
of information concerning current needs of employers of production enterprises and
competencies available in the market, possessed by candidates. It is also vital to

Fig. 4 Future competence map of production enterprises [22]
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ensure availability of competencies required by production enterprises in the future.
Information about current and future needs for competencies in the job market has
an influence on planning. The possibility to analyse these needs by institutions of
education (which also belong to the network) plays an educational role as well.
Access to information about competencies in the job market facilitates reaction of
enterprises to parallel market processes: dynamically changing expectations of
customers and continuous development of technologies, with breakthroughs hap-
pening in ever-shorter intervals.

Access to information and information exchange in the network increase
effectiveness of managing a production enterprise in Industry 4.0. It is mainly
connected with managing current and future employees, and as a result—their
competencies. Employee’s competencies, expressed in skills and knowledge of
employees must be managed flexibly in order to be an effective resource that
facilitates realisation of the goals set. Knowledge exchange and human resources
exchange between enterprises (declared by research participants—see Chapter
‘Overall Equipment Effectiveness: Analysis of Different Ways of Calculations and
Improvements’) facilitates cost minimisation, increases flexibility of competency
management, and at the same time—the ability to react quickly to the needs of the
market. In order to possess this ability, an enterprise should be supported in the
realisation of competency management. An example of such a solution may be
innovative, systemic cooperation within the framework of the Wielkopolska Region
Education and Economic Network, supported by an IT tool—system.zawodowcy.
org. The presented model solution of managing competencies in a network is an
attempt at supporting employers in flexible management of employees’ compe-
tencies. As the process, which reacts dynamically to the changing needs, the model
will also be perfected further.

Subjects belonging to the network :
Factory 1
Factory 2
….
Factory n
Organiza ons of employers 
Ins tu ons of educa on

The Wielkopolska Region Educa on 
and Economic Network :

1. Competencies (knowledge and skills )
2. Capital

3. Technology (know-how)

Competency centre – Factory 4.0 technological surrounding

Transfer of competencies

 Examina on of needs

Technologies

The driving forces of compe veness :
innova ons (process, organiza on ), 

training, research (trend analysis ), CSR 

Advantages of coopera ng in a network : 
designing and implementa on of innova on , lowering costs , 

‘ren ng competencies ’ in the network , effect of scale , knowledge 
and skills transfer , influence on the system of educa on 

and minimizing scarcity of sought competencies , systemic solu ons 
referring to the job market

Methodological tools

Fig. 5 Model of managing competencies in the network of production enterprises—assumptions
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5 Discussion and Conclusions

The development of economy, whose dynamic changes are identified with another
industrial revolution, forces enterprises to make revolutionary changes. As a result
of global competition, individual enterprises enter into cooperation with other
enterprises or organisations of enterprises, local governments (local administration)
or institutions of education. What motivates them is minimisation of risk. The basic
advantage of cooperation in the network is exchange of knowledge (acceleration of
knowledge diffusion). The research, the result of which were presented in this
paper, shows that enterprise management is ever more interested in exchanging
resources, including the most valuable ones—connected with employee compe-
tencies. It refers mainly to enterprises that plan development through implemen-
tation of innovation. Realisation of the goals of Industry 4.0 enterprises and gaining
market advantage is done through benefits resulting from cooperation. They include
cost reduction and increased effectiveness of activities.

The described part of the research process confirms the need to transfer practical
engineer knowledge and to manage processes concerning knowledge of employees’
competencies. The process, based on the research and perfected over many years,
supporting competency management, as well as, the number of users who provide
information and test the process (over 1200 employers and more than 22 000
potential employees) also confirms the need of solutions that would enhance the
exchange of knowledge about competencies in the job market. The assumptions
described in this paper, reflecting the research realised over many years, also
confirms the need to manage competencies in a network manner. It would increase
competitiveness of enterprises through the ability to react quickly to the needs of
the market, and better access to required resources. The use of solutions described
in this paper may impose new business models and changes in the organisation’s
structure, thus fully realising the concept of Industry 4.0.
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The Benefits of Using Computer
Simulation Models to Support
Decision-Making

Elzbieta Malec

Abstract Improving the efficiency of a manufacturing company is an area of
interest for both entrepreneurs and researchers seeking ways to achieve better
performance. Among the many ways to support production systems, forecasting
and simulation of production systems is one of a great interest. This is because,
among other things, in the simulation process, the course of the various stages of
production as a function of time can be analyzed in a way that is not practically
feasible. This article is based on cooperation between the world of science and
business. The aim of the paper is to present new opportunities for improving the
efficiency of a viable enterprise. This article describes primarily a different approach
to problem solving based on the simulation of the production process using the
Vensim program designed to describe diverse environments. The paper is scheduled
to be the first in a series that uses Vensim’s simulation capabilities. In this article,
the focus is on presenting the process of building a simulation model and the overall
benefits of this. Already the process of building the model has revealed very
interesting areas of analysis, related to lack of tools to support current decisions.
The reason for using the simulation methods was the problems observed in the
company: the prolonged time of order execution, the risk of losing customers, the
risk of negative audits. Thanks to the use of the simulation model in the current
activity, the results were also obtained: defining places of delays, streamlining the
flow of information, integrating actions and people, and a comprehensive look at
the company’s activities.
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1 Introduction

The desire to have knowledge about the future has long been associated with man.
In this complex world, decision support for human operators and information
management is a key asset in managing “better-faster-cheaper” competition.
Simulation analysis with real data provides forecasts on the basis of the given input
values [1]. The Decision Support System (DSS) should be therefore understood as
an interactive computer system that helps decision makers use data and models to
solve unstructured problems [2]. A Decision Support System is defined as an
interactive computer-based information system that is designed to support solutions
on decision problems [3]. Whereas DSS primarily serves to directly increase
decision-making efficiency rather than organizational productivity [4]. Bank models
and analytical techniques are widely used. Model-driven DSS use algebraic,
decision analytic, financial, simulation, and optimization models to provide deci-
sion support [5]. The ability to accumulate more and more data and perform various
analyzes is mainly related to the increase in capacity and power of information
systems. Research shows that the implementation of information systems is able to
increase the company’s sales by 10–30%, with an increase rate of return on invested
capital by up to 100% [6].

Simulation is an approach that is used most commonly in two situations. The
first situation is when uncertainty is high due to sparse data and the second is for
experimentation in a low-cost, low-risk environment. Both of these applications of
simulation are helpful to scientists and researchers, but they come with a set of
advantages and disadvantages. Table 1 gives just a brief summary of the advan-
tages and disadvantages of simulation, within the three broad areas related to
technology, process, and socialization.

2 Research Problem

The essence of a manufacturing company is the production and subsequent sale of
manufactured goods. The main content of the production process are the changes
taking place in the form of processed object kind of work, but also in the area of
economic, social, biological and ecological issues [7]. According to modern busi-
ness management theories, a company is looking for a compromise between

Table 1 Advantages and disadvantages of simulation

Advantage Disadvantage

Technology Forecasting under uncertainty
Able to answer many questions

Good theories needed
No standardized approach

Process Low data requirements to model
Easy what-if scenario analysis

Challenging to validate
Potential scope creep in projects

Socialization Innovative approach High skepticism
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production in line with current demand reported by the market and production
capacity [8]. This is not an easy task, especially when there are factors affecting the
impossibility of a steady response to the reported demand. Their source can be seen
in the limited capacity of the enterprise, but not only due to production capacity, but
often from the improper management of these capabilities.

It was the change of theory and thinking from the turn of the 20th and 21st
century that companies were forced to adapt to new conditions and situations, and
therefore it was necessary to verify and even change the current methods of
operation. The competitive edge of companies, whatever their size or sector of
activity, basically lies in their ability to mobilize and combine knowledge and skills
in order to come up with integrated solutions that meet increasingly complex and
differentiated needs [9].

Case study—internal transport and storage

Likewise, the problem of efficient management of the enterprise was noticed by
a production company with over 20 years of experience in the Polish market.

The company designs and manufactures innovative solutions for improvements
to internal transport and storage. Major customers include companies from the
automotive industry, which is characterized by high demands of the customers, who
often carry the side of their quality audits of suppliers and their criteria themselves
tend to be sky-high. Improving production processes has become one of the factors
for building a stable market position. Audits conducted in the company and con-
tinuous development of cooperation with the automotive industry revealed imper-
fections and confirmed the conviction, the need to introduce changes that enable
efficient management of production processes and streamlined production simul-
taneously at several points. Figure 1 presents the organization chart of the analyzed
enterprise.

Because the production is carried out exclusively on an individual order, it is
therefore dependent on the pace of the incoming orders. The first problem noticed
in the company was the prolonged period of order fulfillment, which could con-
sequently lead to the loss of customers who were not willing to wait for orders over
“reasonable” time (there are competing companies on the market). The situation of
excessive accumulation of orders (as well as—in extreme cases—their lack) may
have occurred. The company has several options reaction in such a situation: it can
determine the priority of orders and determine delivery of finished products, which
can be distant and unsatisfactory for the customer. It can increase its production
capacity by various methods: employing additional staff, extending the work time,
subcontracting some work. It is also possible to streamline processes by eliminating
delays. Never before in the analyzed company has the problem of delays been
comprehensively addressed to indicate where they originated, to identify causes, to
try to eliminate them, and to observe the impact of changes on the behavior of the
entire production system. Only in the course of conducted analyzes in the company
delays were diagnosed in several areas and revealed “weak” points in the
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Fig. 1 Organizational chart of analyzed company
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company’s functioning. Figure 2 shows a model of the main course of production
processes in the analyzed production company.

The production system in the company is divided into several successive stages,
it is: ironwork, welding, lacquering/galvanizing, assembly. Before there was any
awareness of the improvement of the production management process, a lot of
information from the manufacturing process was recorded manually (or not
recorded at all), and the flow of information was very limited. Unfortunately, these
data were processed with a long delay, which most often resulted in an inadequate
image and complicate current decision-making. Combined with the need to be
cautious in the production planning process, the deadlines for execution of the
orders were longer than ever. Difficulties emerged when orders were constantly

Incoming orders

Bank order

Construction and technology

Orders in progress

Locksmith work

Welding robot

Warehouse 3

Warehouse 1

Warehouse 2

Warehouse 4 Warehouse 5

Lacquering Galvanizing 

Warehouse 6

Assembly

Finished products

Shipment

Welding Welding robot

Welding

Quality 
control

Welding 
amendments NO YES

Fig. 2 Model of the main course of production processes in the analyzed production company
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coming and the schedule was busy. Customers are not always flexible and are not
willing to wait longer for ordered products. In such circumstances, the question of
improving the efficiency of production has become the greatest importance and
involved a growing number of which directly translate into money.

3 Results

In this case, the most important question is how to manage the production process
in the context of the pace of orders received? What consequences will decisions
arise? Which parameters have the most significant impact on the quality of deci-
sions and the effectiveness of the company? In other words: how will the enterprise
respond—the system—on a number of stimuli and what is its sensitivity to par-
ticular stimuli?

In order to answer these questions, an attempt was made to build a model of
production company. Model of this system relates to the production company,
which realizes production functions in a unified manner: acquires means of pro-
duction such as materials, energy, and human labor, produces certain goods that are
then sold. Changes in production levels must take into account changes in the level
of demand for manufactured goods. The specificity of “on-demand” production
does not allow storage of products. Each batch of products may differ from each
other by meeting individual customer requirements. Therefore, it is not possible to
use a buffer in the form of a store, which would suppress possible delays in
production.

Built model also includes the identification of key sites for delays, one—arising
from the realities of the enterprise, due to natural constraints related to the time
required for the reaction of the system (e.g., the acquisition and training of new
employees), others—resulting from the specificity of the work carried out in the
company, company dependent and modelable.

The simulation model was built on the basis of the main processes in the
manufacturing company, from the moment the order was received to the dispatch of
finished products. Because the described processes are related to temporal changes
(dynamic processes), a program for integrating differential equations is needed to
describe them in a computer model. The IT tool used in this paper is the dynamic
modeling program from Ventana System Inc. called Vensim. Vensim provides a
graphical modeling interface with stock and flow and causal loop diagrams, on top
of a text-based system of equations in a declarative programming language. It
includes a patented method for interactive tracing of behavior through causal links
in model structure, as well as a language extension for automating quality control
experiments on models called Reality Check. The modeling language supports
arrays (subscripts) and permits mapping among dimensions and aggregation.
Built-in allocation functions satisfy constraints that are sometimes not met by
conventional approaches. It supports discrete delays, queues and a variety of
stochastic processes.
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There are multiple paths for cross sectional and time series data import and
export, including text files, spreadsheets. Models may be calibrated against data
using optimization, Kalman Filtering Or Markov chain Monte Carlo methods.
Sensitivity analysis options provide a variety of ways to test and sample models,
including Monte Carlo simulation with Latin Hypercube sampling.

Vensim model files can be packaged and published in a customizable read-only
format that can be executed by a freely available Model Reader. This allows sharing
of interactive models with users who do not own the program and/or who the model
author does not wish to have access to the model’s code base [10].

Vensim is general-purpose software, used in a wide variety of problem domains.
Common or high-profile applications include: transportation and energy, business
strategy, health, security and terrorism, project management, marketing science in
pharmaceuticals and consumer products, logistics, environment.

Vensim has no thematic limitations; used to build and simulate virtually any
system whose elements and the relationships between them can be described by
mathematical relationships. It provides an easy and smooth way to build
system-dynamic models, diagrams cause-and-effect, and structural diagrams, taking
into account the feedback [11].

Vensim combines the strengths of automatic data analysis and the simulation
results with the visual perception and analysis capabilities of the human user. The
use of simulation with an easy-to-use graphical user interface provides the tools and
methods that can be used by people with little experience in simulations.

Work on the construction of the model is ongoing. The model has not yet been
fully built, inter alia due to the extensive nature of interdependencies in the man-
ufacturing process. Nevertheless, based on the existing part of the model, several
areas can be identified, which, by appropriate influence, have an impact on
improving the efficiency of the company’s functioning. Figure 3 presents a visu-
alization of the hitherto made part of the model.

4 Discussion

Works related to the construction of a simulation model required the involvement of
employees from different areas of the company. Already during the first meeting, in
the course of determining the production process, interdependence, the specifics of
individual actions noted the lack of communication within the company. This work
highlighted existing gaps in the company in terms of mutual cooperation and
understanding of the problems of individual production stages.

Defined many places for delays: the time to prepare construction and technology,
the time required to complete the materials, the coordination of the outsourced
locksmith work, coordination of welding work, coordination of external work
related to galvanizing and lacquering of components, expectation of components
and materials for assembly, logistics and different delays associated with human
labor.
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Fig. 3 Visualization of the hitherto made part of the model using Vensim software
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The process of preparation for the construction of the model revealed and
brought home many other key issues for the efficient production management.
There was no current access to information from production processes.

The data were analyzed with the delays and often subject to large errors. They
concerned, among others, information about downtime, breakdowns, production
fluidity, waste quantities, coordination. In the production there were too often too
long downtime. In this situation it was not possible to increase the efficiency and
performance of both the machinery and the crew. A large part of the work of people
coordinating the company’s activities was devoted to monitoring the correctness of
the processes, responding to the emerging negative exceptions, which might not
have taken place due to better understanding of processes and better planning. In
addition, the company was faced with the risk of negative verification in the case of
demanding audits conducted by automotive customers. The key problem was
excessively lengthening the waiting time for the finished products. It was feared
that, in the case of failure to make the necessary changes to the recipient, having
noticed problems, they would change the supplier.

As already mentioned, work on defining process flows in an enterprise has
helped to understand the need to improve the flow of information within a com-
pany. Built simulation model also includes the aspect of human resources man-
agement in the enterprise in the context of the efficiency of employees directly
related to the production (locksmiths, welders, assemblers).

Detailed simulation-based planning allows for more precise timing of production
and delivery in dynamically changing production environments. This is because, in
the simulation model, it is possible to accurately reproduce all real random pro-
cesses that affect production later on. During such planning, possible changes in
production conditions are already taken into account. Production jobs are entered
into the simulation according to a specific startup list and executed sequentially on
the basis of defined rules.

5 Conclusion

This article is the first in a planned series of articles on the use of computer
simulation models to improve the efficiency of the enterprise. It aims to signal the
possibility of achieving the various benefits of implementing a simulation-based
model, not only for forecasting future results, but also improving information flow,
integrating actions and people, and a comprehensive look at the problems that arise
in a company. The built-in model will support the decision-making process and
improve the efficiency of the operation, allowing you to define areas where mea-
surable benefits can be derived. In subsequent articles, the discussed issues will be
continued and the simulation capabilities of the Vensim model will be presented.

It was noted during the course of the work that often the solution to a single issue
is beneficial in several spheres, if several problems are solved immediately, the
benefits can be very large. Manufacturers often are trapped in thinking that they
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have a well-functioning production, while there is room for significant improve-
ment. Simultaneously, you can save time, improve productivity and streamline
scheduling while simulating production. The implementation of simulation methods
in the company is an interesting example of the improvement of production at
several points at a time. Better planning, greater efficiency and performance, and
tighter control of manufacturing processes give the company a specific competitive
advantage. In addition, they give the company support during audits, which will
help meet the new demands of today’s automotive market. This is a very concrete
example of strengthening market position by using this type of decision support.
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Cyclic Steady-State Approach
to Modelling of Multimodal Processes
Flow Levelling

Grzegorz Bocewicz, Pawel Pawlewski and Zbigniew Banaszak

Abstract The principle of production levelling can be implemented to other areas,
such as determining cyclic schedules in: public transport, courier delivery, transport
of goods, data transmission, energy transmission, etc. It means that various pro-
cesses, production tasks, passengers’ routes, etc., can be modelled in terms of
multimodal processes, i.e. processes composed of segments of local processes
implemented by material handling/storaging devices, transportation modes, trans-
mission modes and so on. Consequently, it is possible to provide numerous variants
of multimodal processes cyclic steady states, which are attainable in the structures of
systems of concurrently flowing cyclic processes often occurring in practice. In that
context, multiple examples, restricted to production processes that illustrate cyclic
steady states flow levelling prototyping, while taking into account the requirements
imposed by demand smoothing, load levelling and line balancing are discussed.

Keywords Multimodal process � Production levelling � Tact time � Production flow

1 Introduction

Cyclic scheduling is one the most effective planning methods in transport systems
and an efficient way of operational planning in production systems. The occurrence
of cyclic processes is also related with the concept of multimodal processes [1–4],
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which is defined with their help. Multimodal processes, i.e. processes implemented
with use of other processes, are observed in everyday practice, e.g. in
inter-operational transport subsystems of discrete manufacturing systems, data
transmission in computer systems, electrical grids but also in public transport
systems, digital communication, etc. It means that the cyclic behaviour of multi-
modal processes is dependent on the cyclic behaviour of Concurrently Flowing
Cyclic Processes (CFCP), which form the platform of local processes. The prob-
lems of attainability of cyclic steady states, considered in CFCP environment,
squarely correspond with the problems of cyclic scheduling, especially those related
with planning the concurrently flowing multimodal processes of various nature.
Therefore, they are critical for the quality of production processes, public transport,
digital communication, etc. The literature on the subject provides a number of
algorithms for determining the optimum schedules of executing operations dedi-
cated to various assumptions and work environments (e.g. in the tasks of setting
timetables [1], telecommunication transmissions [5], production planning [2, 6, 7]).
Among the problems of cyclic scheduling, the optimisation problems are the pri-
mary ones [8]. They include the Basic Cyclic Scheduling Problem (BCSP) [9, 10]
and its expansions related with scheduling in manufacturing cells (the so-called
manufacturing cell problems), the general Cyclic Jobshop Problem (CJP) [11],
Cyclic Flowshop Problem (CFP) [10, 12], Cyclic Open Shop (COP) as well as the
problem of enterprise planning CPSP (Cyclic PERT-Shop Problem) [13]. Apart
from BCSP, all the problems can be classified as NP-hardness problems, which
implies that it is necessary to apply Artificial Intelligence methods to solve them
[10, 14]. The market’s growing demand for a variety of production generates
interest in the models of multi-machine systems of cyclic production. The process
optimisation usually means minimising the tact time, yet a certain assortment of
products, the so-called Minimum Part Set (MPS) must be guaranteed.
Manufacturing products within another MPS begins after all the products from the
previous cycle MPS have been manufactured. The concept of production levelling
is based on the so-called heijunka box, which generates the schedule of the cyclic
production flow. It is a cyclical schedule which is divided into a grid of boxes. The
columns represent a specific period of time. Rows represent the product types
produced by the subsequent production [15]. In the context of previously presented
concepts of cyclic manufacturing and production levelling, the problem of multi-
modal process flow levelling can be considered by means of determining the
acceptable cyclic schedules related with them. The period of each schedule is a
multiple of the tact time. From the set of acceptable schedules it is also possible to
determine schedules minimising the quantity of production in progress or the size of
warehouses of inter-operational storage.

The next chapter presents selected models of multimodal processes, which
illustrate exemplary solutions for cyclic manufacturing. In Sect. 3 the problem of
prototyping alternative variants of multimodal process flow levelling is formulated.
Section 4 provides illustrations of exemplary variants of production levelling.
Section 5 includes conclusions prospects for further investigations.
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2 Cyclic Steady Flows Modelling

Let us consider a production system consisting of five workstations equipped with
buffers with capacity of 1. In the system, in the flow mode, there is one order being
executed in the workstations R1, R2, R3, R4. The times of technological operations
executed in the workstations are known, see Fig. 1. It is assumed that the loading
and unloading times are included in the times of operations executed in particular
workstations. Moreover, processing times = 1 u.t. (unit of time) of inter-operational
transport operations (implemented on transport supplies) have been assumed.
According to Gantt’s diagram (Fig. 2) illustrating the flow of assigned above
production, it is clear that it is executed according to tact time TP1 = 7 u.t., which
equals the period of cyclic schedule (T = 7 u.t.).

As the tact time TPi we understand the time between manufacturing two sub-
sequent items of productWi. The value of tact time is determined by the workstation
R3, which is a bottleneck of the production flow and it is determined as the sum of
the time of technological operation of this resource (6 u.t.) and the time of transport
of the product between workstations (1 u.t. required to release/occupy the resource
R3). The other case, which is being considered, refers to the situation when there are
two multimodal processes to be executed in the system from Fig. 1. The first one is
relevant to the one described above (manufacturing product W2) and the other is
related with production of product W2 implemented in a flowing mode and executed
in workstations R5, R2, R6, R7. The times of operations executed in these work-
stations are shown in Fig. 3. According to Gantt’s diagram (Fig. 4) illustrating the
production flow of two products, it can be easily seen that it proceeds with tact time
TP1 = TP2 = 9 u.t. It seems clear that the value of tact time (and thus the period
T) is determined by the workstation R2, which is a bottleneck of the production
flow. As in the previous case, the value of tact time is determined by the bottleneck
deduced from the sum of times of technological operations W1 and W2 from the
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Fig. 1 The diagram of production flow implemented along technological route R1–R2–R3–R4
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resource (3 + 4 u.t.) and the times of transporting the products between worksta-
tions (2 u.t. required to release/occupy resource R2). Moreover, unit capacity of
buffers guarantees that it is impossible to introduce more production orders into the
system than what the system can handle. The system produces the same total
quantity every period equal to the schedule cycle.

It can be easily noticed that the change in tact time results in a delay in com-
pletion of the first order. Such a change is caused by the fact that the same
workstation is alternately used by the processing of product W1 and then by the
processing of product W2. Therefore, the question arises whether it is possible to

takt time TP1 = 1

R1
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R4

R5

R6

R7

R8

R9

R10

outout

in in

time 

CYCLE I CYCLE II CYCLE III
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Mix of products manufactured within 
one cycle 

Legend: 
- one-element batch

- executing multimodal process operation (representing production process W1)

- executing local process operation (representing means of transport -AGV) 

- waiting for local process   

unloading (from trolley ) product  on workstation 

loading onto trolley i releasing workstation 

executing technological operation of product  W on workstation 

transport of  product W from/to workstation 

Fig. 2 Gantt’s diagram of production flow in system from Fig. 1
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organise simultaneous production of two products, which will not result in a delay
in completion of the order related with product W1.

3 Problem Statement

In order to answer the question posed above let us consider a reference model of a
production system with the mesh structure. In this kind of structure of the pro-
duction system, it is possible to launch simultaneous production of various products
which meets the constraints of arbitrarily made demands. It is assumed that the
times of technological operations executed in particular orders are known. The
capacity of workstation buffers may change. We seek such solutions for organising
the production flow which result in a set course responding to cyclic scheduling that
meets customer’s requirements in a period coherent with the cycle schedule.

The sought solutions are meant to provide answers to questions concerning two
groups of problems corresponding to ‘forward’ and ‘inverse’ types of problems,
known from the literature on the subject. These types in a natural way correspond
with analysis and synthesis tasks [2, 3] known from practical applications.

Below, there is an exemplary question connected with the first group of problem:
Are cyclic steady states, which meet customers’ demands concerning prompt
completion of the ordered batch of products, attainable in the given structure of a
production system which executes the multi-assortment flow production?

The other group of problems, the ‘inverse’ ones, includes the following example:
Is there such a structure of a production system that makes it possible to promptly
complete a batch of ordered assortment of products, which meets the constraints
imposed by the technology?
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Fig. 5 Diagram of the flow of production executed along technological itineraries R1–R2–R3–R4

and R5–R2–R6–R7 corresponding to the demand in the form of PS = (2, 1)
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The examples illustrating the possibilities of prototyping appropriate cyclic
steady states and opportunities for multimodal processes flow levelling resulting
from them are discussed in the next chapter.

4 Multimodal Processes Flow Levelling

Going back to the previously posed question let us consider the production system
shown in Fig. 5. In this system, we seek such organisation of production flow
(cyclic schedule) which meets requirements of customers. According to these
requirements, two items of product W1 and one item of product W2 are to be
produced in a time period corresponding to one cycle of the schedule. For the sake
of further investigations, an assumption is made that demand is determined by a mix
of products (Part Set) defined as a sequence PS = (a1, …, ai, …, an), in which
subsequently occurring elements determine the number of items of products W1,
W2, …, Wn, delivered in one production cycle. In the considered case demand has
the form of PS = (2, 1). The diagram of the flow of production executed along
technological itineraries R1–R2–R3–R4 and R5–R2–R6–R7 is shown in Fig. 6. The
assumed capacities of workstation buffers amount to 1, 1, 2 and 2 respectively for
workstations R1, R2, R3 and R4. The assigned capacity of buffers impose the
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Fig. 6 Gantt’s diagram of production flow in the system from Fig. 5
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quantity of batches. It is mainly manifested by various quantities of batches that
constitute the production flow of product W1 which corresponds with the demand in
the form of PS = (2, 1). It can be easily noticed that between workstations R1 and
R2 and between R2 and R3, the production is executed through batches containing
one item of W1, and between R2 and R3 batches contain two items of W2.

According to Gantt’s diagram (Fig. 6) illustrating the production flow of two
products in the mix in the form of PS = (2, 1) it is clear that it proceeds cyclically,
where the tact time amounts to 14 u.t. In one cycle there two items of product W1

and one item of product W2. It can be easily noticed that tact time is determined by
workstation R3 as it is a bottleneck of the production flow. As in the previous
examples, this workstation determines also tact time which, for the products W1 and
W2 amounts to, respectively, TP1 = 7 (two items of product per one period)
TP2 = 14 (one item of product per one period). Assuming the capacities of
workstation buffers amount to 2, 2, 4 and 4 respectively for workstations R1, R2, R3

and R4, let us consider the organisation of production of the mix in the form of
PS = (4, 2)—see Fig. 7. Also in this case, the available capacities of buffers impose
the quantity of batches of particular products. It is especially expressed by the
varied quantities of batches constituting the production flow of product W1. It can
be easily noticed that between workstations R1 and R2 and between R2 and R3 the
production is executed through batches containing two items of product W1, and
between workstations R3 and R4 batches include four items of W1.

According to Gantt’s diagram (Fig. 8) which illustrates the production flow of
two products corresponding with the mix PS = (4, 2), it can be easily observed that
it is of cyclical character, where the period T = 25 u.t. It is clear that the quantity of
a cycle is determined by workstation R3, which is the bottleneck of the production
flow. As in the previous examples, the workstation determines also tact time, which
for products W1 and W2 amounts to, respectively, TP1 = 6.25 (four items per one
period) and TP2 = 12.5 (one item per one period).
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Fig. 7 Diagram of the flow of production executed along technological itineraries R1–R2–R3–R4

and R5–R2–R6–R7
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Taking into account the notation in which T means the period of cyclic
steady-state flow of multimodal processes and TPi means the tact time of the i-th
product the summary of the results of final two examples is presented in Table 1.
By analogy with heijunka box, it is easy to see the schedules meeting demand in the
form of PS = (2.1) and PS = (4.2). Both customers’ demands can be satisfied with
the tact time, respectively, 14 and 25 u.t. or with the tact time 7 and 6.25 u.t. for W1

and 14 and 12.5 u.t. (assuming the ordered products are collected as single items).
Obviously, the organisation of the production flow corresponding to the latter case
requires changes in both the amount and quantity of batches taking part in the
production flow.
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Fig. 8 Gantt’s diagram of production flow in the system from Fig. 7

Table 1 Exemplary variants of executing the mix PS = (2.1) and PS = (4.2)

Mix PS = (2.1) PS = (4.2) Tact time
of W1

TP1 = 7 [u.t.] TP1 = 6.25 [u.t.]

Period of CFCP T = 14 [u.t.] T = 25 [u.t.] Tact time
of W2

TP2 = 14 [u.t.] TP2 = 12.5 [u.t.]
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5 Concluding Remarks

The presented examples illustrate the opportunities of applying CFCP models to
modelling and providing variant solutions for cyclic steady states of multimodal
processes flow levelling. The presented model assumes implicitly that batches of
products manufactured at one workstation should have equal repeatability periods,
or the periods should multiply. This restriction can be compensated for by means of
combining the demands (a customer’s needs) with the capacity of the available
production system. In particular, it allows to estimate the possibility of selecting
alternatively the amount or quantity of a batch (with the assumed capacity of
inter-operational storage buffers) or to select the capacity of buffers (with the
assumed amount and quantity of batches). A different research direction is con-
nected with investigating conditions which will allow to reschedule cyclic pro-
duction according to changeable customers’ demands. These changes may comprise
both delivery dates and quantities of batches ordered by customers. Except for the
mentioned research directions, there are also areas of investigations related with
uncertainty of data describing a process itself as well as production tasks executed
within it. There also issues connected with determining interference resistant cyclic
schedules, which are worth investigating.
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Symbolic Representation of Production
Knowledge in the Development
of Knowledge Management Systems

Alfred Paszek

Abstract This paper presents the method of symbolic knowledge representation
used for building of knowledge management system in technological production
preparation of machine elements. The method is based on symbolic processing of
information in the system, and the resources of knowledge were expressed through
symbols. Symbolic representation of constructional forms of machine elements to
load input data for designing has been elaborated. The designed structure of a
technological process has been written in a symbolic way. The description of a
technological operation is made according to the method of building of the symbol
of an operation that allows to generate the technological process of machine ele-
ment. Relations between obtained representations are described using decision
rules. These rules are stored in the frame structure. With this knowledge, repre-
sentation is a possible division of the decision problem for partial tasks.

Keywords Production � Knowledge � Knowledge representation � Knowledge
management system (KMS) � Decision rules

1 Introduction

Knowledge is an important resource in the development of manufacturing enter-
prises. Modern economy should be based on knowledge, which resources and
proper management of these resources are seen as the most important source of
enterprise’s competitive advantage. This applies not only to organizations where
employee’s intellectual capital is a key resource to be transformed into products
such as: expertise’s, designs, software. Knowledge management is understood as a
set of actions fitting a proper form and the processes direction taking place in the
company’s knowledge resources. The strategic goal of knowledge management is
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the multiplication of intellectual capital and the enlargement of the organization’s
efficiency. In the case of the knowledge management, key processes are discerned,
such as: locating, acquiring, development, distribution, use, and preservation of
knowledge [1–4].

A knowledge management system (KMS) is a system for applying and using
knowledge management principles. These include data-driven objectives around
business productivity, a competitive business model, business intelligence analysis,
etc. KMS can help to make critical decisions [5].

Research carried out on artificial intelligence in the range of processing tools of
the knowledge determined the emergence of new opportunities [6–8]. Attempts are
being made to implement the elements of artificial intelligence in KMS. The
research is focused primarily knowledge codification strategy and are based on
methods of the expert systems elaboration [9, 10].

There is a term existing in the manufacturing companies which is called the
production knowledge. It contains such sets of information thanks to which the
basic objectives of production preparation may be implemented. Production
knowledge resources contribute to the improvement of production processes and
make the product meet the market requirements. Depending on the sources, the
knowledge resources may be divided into basic groups of knowledge about the
processes, systems, and products [11, 12]. Knowledge representation means a
general formalism of transmission, storage, and collection of any knowledge sup-
plies. It is a combination of data structures and interpretation procedures assigned
such that providing that properly used may lead to intelligent behavior and the
usage of the computer system [13, 14].

2 Analysis of Decision Problems in the Technological
Preparation of Production

The elaboration of a KMS in the enterprise starts with an analysis of the production
preparation processes of selected machine elements. This analysis results in the
determination of decision-making problems, the solution of which requires specific
sets of technological knowledge accumulated in the system. Regarding the elabo-
ration of the knowledge analysis involves [15]:

– construction of machine elements, e.g., the type of material, geometric dimen-
sions, surface net-shape precision, surface roughness, heat treatment, surface
hardness, kind of electroplating, etc.,

– technological characteristics of the production system, it means the analysis of
the production capacity of the considered company, technical tools, tasks to be
performed at a given technological position, the cutting tools base, and tech-
nological hardware, etc.

– relationships between the element construction and the process structure, it
means determination of technological and technical resources that need to be
applied to obtain the required characteristics of the element.
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Preparing of the knowledge sets is based on a multi-stage structure of the
technological process of machine parts. The sequence of distinguished decision
steps results from the choice of manufacturing operations, in order to increase the
net-shape precision and fit desired properties to the treated objects, until the finished
product is achieved. In various stages of the design, partial decision problems were
picked out, what allowed to organize them according to assumed knowledge sets.
Distinguished stages and decision-making problems are highlighted in Fig. 1.

Troubleshooting process of decision-making requires the creation of acceptable
alternative solutions from the point of view of the technological capacity of the
production system and production profitability in terms of the production costs
minimization. A more detailed analysis of decision problems in the technological
preparation of production can be found in the papers [15, 16].

3 Elaboration of the Method of Knowledge
Representation About Structure of Machine Parts

The method of the symbolic knowledge representation is based on the identification
of geometric construction features of the machine parts and runs in stages. At the
first stage, characteristic dimensions are determined assigning appropriate symbols
to them. Characteristic dimensions are the element’s overall dimensions as well as
the dimensions of the element’s relevant functional surface, interacting with the
other elements surfaces. At the next stage of the construction, a construction
division into elementary objects takes place, recording them using symbols.

Stage of blank 
selection

Stage of pre -
treatment 
selection

Stage of basic 
processing 
selection

Stage of the 
finished-
treatment 
selection 

determination of 
the blank type
selection of the blank 
characteristics

selection of input 
operations
preparation of basic 
machining bases
selection of the 
initial heat treatment

selection of 
technological 
operations
selection of the 
machine tools
and tooling

selection of 
surface 
treatments 
within special 
technical 
requirements

decision-making problems  

determination 
of cutting 
conditions

Fig. 1 Decision-making problems in technological production preparation of machine elements
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Elementary objects describe surface groups or an element’s individual surfaces.
They have been characterized by construction geometrical features. It was assumed
that these traits can be permanent and variable. Permanent characteristics are clo-
sely associated with the elementary object, and their value is determined in advance
and is not changed during the production preparation. While the variable features
are determined during consultations with the KMS [15].

The application of the symbolic method for the machine construction repre-
sentation is shown on the example of the pipes of hydraulic cylinders. Figure 2
shows an exemplary embodiment of a construction component with the selected
elementary objects and Table 1 describes their permanent and variable
characteristics.

RZ

FZ
OT

RW FW
PW

PZ

PCz2

PCz1

FZ

OT

FW

RZ

Fig. 2 Geometric design features of selected pipes elementary objects
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A procedure of assigning values to the variable features in the KMS is intro-
duced, which results in obtaining knowledge about the structure of the selected
machine part.

4 Method of the Knowledge Representation About
the Structure of the Technological Process

A symbolic knowledge representation about the technological structure in the
construction of the KMS should be elaborated. Such representation is constituted by
appropriate symbols, which in conjunction with symbols representing the input data
and the construction of the machine part allow to generate the technological process
for the machine part. The basis for the construction of the representation is to
analyze the construction and technological documentation of selected machine
elements. This analysis is conducted in order to determine the relationship between
construction and the technological process.

In the initial stage, sets of symbols based on the use of the particular variants in
technological process designs have been created. Then a method of recording of the
symbolic knowledge representation basing on the description of required techno-
logical operations in the process has been assumed. The construction scheme and
the forming method of the technological symbol has been shown in Fig. 3.

Table 1 Description of the construction features of selected pipes elementary objects

Object
symbol

Geometric construction features

Variable Permanent

Name Symbol Name Symbol

FW Length of conical surface lfw Chamfer angle f = 30°

Roughness Rfw = 10
[lm]

FZ Diameter of cone base dfz Chamfer angle f = 25°

Roughness Rfz = 10
[lm]

RZ Groove distance from the
forehead

arz Value of the
tolerance

Tgrz = 1,0
[mm]

Groove width brz

Groove depth grz

OT Hole diameter d Radius of
rounding

R = 1[mm]

Hole 1 distance from the
forehead

l1 Roughness Rot = 10
[lm]

Hole 2 distance from the
forehead

l2

Hole spacing t
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Recording of the technological symbol is based on the following format [15]:

{<OPERATION>, <MACHINE TOOL>, <FIXING>, <TREATMENT MACHINING>,
<JIGS AND FIXTURES>, <TOOLS>}

Basing on the structure of the operation symbol within the technological process,
information is obtained, presented in the form of the description and the operation
drawings. An example of the elaboration of a symbolic representation of a tech-
nological process for the selected item of a type of pipes is shown in Table 2.

Operation
symbol

Jigs and
fixtures
symbols

Treatment
machining
symbols

Fixing
symbol

Machine
tool

symbol

Set of
machine

tools

Set of operations
for machine part

Set of jigs and
fixtures

Set of
treatment
machining

Set of tools

Drawing of operation

Tools
symbols

Fig. 3 The structure of the technological symbol in the knowledge representation

Table 2 An example of the elaboration of a symbolic representation of a technological process

Operation symbol Operation drawings

{<CUTTING>,
<SAW300>,
<Z1>,
<K(Lr1)>,
<(PJMa-200)>,
<(BI-M, MLKc-2000, MAUb-150)>}

{<TURNING_1>,
<350NC>,
<Z1>,
<TKPCz2(Lr), WTKRW1(brw1, drw1, arw1), WTLRW1
(t°, drw1), WTP1RW1(crw1, 15°), WTP2RW1(25°),
TFW(lfw), TFz(2, 45°)>,
<(M-325)>,
<(hR111.26 2525//r0.8, N-331, N-691/P, N-335)>}
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On the basis of the symbol structure of the technological process, information is
obtained which is represented in a form of a description and operations drawings,
which occur in the technical documentation of the KMS.

5 The Use of the Decision-Making Rules in the Designing
of Technological Processes

On the essence of the technological processes of machine parts, a close dependence
derives between the construction and the structure of the technological process.
This dependence is the result of the analysis of the production’s technological
preparation of machine parts and research on the selection of technological pro-
cesses and technical resources required for their implementation. On this basis, a
design process using the symbolic knowledge representation about the construction
and the technological process structure has been elaborated (Fig. 4).

Input information
(description of
the problem)

Record
of the structure

of the part

Symbolic representation
of the element construction

Decision rules

Symbolic representation
of the technological

process structure

Data from the
production system

Output information
(technological documentation)

Symbolic representation
of the input data

Name of the partNumber of parts
(production size)

Blank

Fig. 4 A scheme of the designing process using the symbolic knowledge representation
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A key element of the designing process are decision rules. These rules constitute
an elementary part of the knowledge base system, and on their basis, the decision
problems are solved. The primary objective of the application of the rules is as
follows:

– presentation of the dependences between the input information about the
decision-making problems, and the knowledge that describes the solutions to
these problems,

– record of relationships appearing in the description of the construction element
—the rules usually show the arrangement of the description (characteristic
dimensions and elementary objects) and the order of assigning values to the
variable dimensions,

– the creation of knowledge characterizing the structure of the designed techno-
logical process—starting with the record of the highlighted symbol of the
structure based on rules describing a symbolic representation of the process
structure, it is possible to obtain information about the process according to the
assumed level of precision of the description.

Elaborated relationships between symbolic representations of knowledge allow
creating the design rules in the following form:

IF <object symbol> THEN <symbol of the process structure>

On the basis of the form exemplary rules of design procedures in the process
structure may be generated e.g.:

– complex rule:

IF RW1(arw1, brw1, crw1, drw1, t) THEN WTKRW1(brw1, drw1, arw) and
WTLRW1(t°,drw1) and WTP1RW1(crw1, 15°) and WTP2RW1(25°)

– simple rule:

IF FW(lfw) THEN TFW(lfw).

Introduced symbols of knowledge representation in the conditional and action
part of the decision rules are described by information collected in the KMS.
Thanks to this, the system supports technological preparation of production by
generating proposals for solutions to the decision-making problems in the process
designing.
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6 The Construction of a Framework Representation
of the Technological Knowledge

Decision-making problems in the area of technological processes may be very
complex and therefore it is often required to elaborate a numerous set of rules in the
KMS. It is therefore deliberate to appropriately group rules according to the existent
stages of designing. It is required that all rules are recorded in the knowledge
system base, which in this case has a modular design. From various methods of
knowledge representation, the framework representation has been chosen as the
most appropriate method of meeting the requirements of the knowledge base
recording.

The base of the presented representation are the frames. The frame is a structure
describing the considered object. It consists of so-called substructures—slots,
depicting some properties or characteristics of the object. Slots are divided into
even smaller knowledge pieces, which are called facets. All frame components have
unique names, making them easy to identify and record in the knowledge base.
A characteristic feature of the knowledge framework representation is the ability to
divide the acquired knowledge into information sets, responding to the stages and
decision-making problems in the process design. The advantage of this represen-
tation is the possibility to group information concerning selected portion of
knowledge in the form of a frame, which facilitates verification and modification of
the system’s knowledge base [13]. The scheme of construction of a framework
knowledge representation has been shown in Fig. 5.

The presented knowledge representation has a procedural and declarative
character. The declarative nature of the representation results from the elaborated

FRAMES

DECISION RULES
IF <condition 1> THEN <action 1>

IF <condition n> THEN <action n>

FRAME 1
SLOT 1_1
FACET 1_1_A

FACET 1_1_B

FRAME n
SLOT n_1
FACET n_1_A

FACET n_1_B

FRAME 2
SLOT 2_1
FACET 2_1_A

FACET 2_1_B

FACET 1_1_B

Fig. 5 The scheme of construction of a framework knowledge representation
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sets of rules, in which the information has been declared. The procedural repre-
sentation is based on the frame structure, in which the rules are recorded according
to the established procedure of the order of their use [15].

7 Conclusion

Elaborated methods of knowledge representation have been aimed at the con-
struction of KMS. It is associated with the processes of knowledge elaboration,
from the knowledge acquisition for the sake of the system through the construction
of the knowledge representation and recording of the knowledge base system.
Presented knowledge structure is introduced to the KMS in the enterprise. This
requires the use of an appropriate software tool.

The research related to the elaboration of the construction of the symbolic
technological knowledge representation have been based on expert methods. To
substantiate the choice of such methods is the nature of the knowledge itself, which
is embedded in the realities of the company and includes a set of information about
products, processes and production systems. The elaborated method of knowledge
representation supports key processes of knowledge management in the production
company, hence it is necessary to use in this case, the knowledge of experts in the
preparation and execution of production processes. This allows mapping of the
experts’ reasoning, who solve particular decision problems, which require detailed
knowledge resources. Elaborated methods facilitate decision-making related to the
technological preparation of the machine parts production.
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Methodology of KBE System Development
for Automated Design of Multivariant
Products

Przemyslaw Zawadzki

Abstract The paper presents a methodology of building a KBE system for design
automation of product variants. The idea of the system is based on a web-based
architecture, assuming that configuration of the product variant is performed by its
customer, through a special user interface. Configuration data are transformed in a
CAD software automatically, which allows to prepare the technical documentation
without participation of qualified engineers. The methodology is presented as a
procedure which includes five main stages of KBE system build: identification,
acquisition of knowledge, system design, building system components and
implementation. The paper presents practical validation of the methodology on the
example of plumbing fittings design process.

Keywords Knowledge-based engineering � Generative CAD model � Design
automation � Product variant design

1 Introduction

Manufacturing companies face a number of challenges in the struggle for a strong
competitive market position. One such significant challenge is a rise in individual
client’s requirements as clients expect products better than standard mass-produced
products [1]. There is a strategy, named mass customization (MC), which links
advantages of piece and mass production [2–4]. MC is a competitive strategy as
long as a company can quickly react to expectations and requirements of clients [4].
This can be achieved by using CAx (Computer Aided Systems) in design, which
not only support basic engineering tasks but also enable effective use of the
knowledge already gathered about the design process of a given product group
(knowledge-based engineering systems—KBE) [5–8]. A formal description of rules
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used by engineers affects process standardization and enables automation of
repeatable design tasks [9–12]. Therefore, creation and implementation of a KBE
system in the process of product variant design may for companies be one method
of putting mass customization assumptions into practice [13–16].

The essential premise why a KBE system should be taken into account is first
and foremost a possibility to rationalize the design process. It is estimated that
approximately 80% of design time is spent on routine tasks [15, 16]. Their accel-
eration might significantly optimize the entire life cycle of products and give
substantial savings. Therefore, the basic advantage of KBE systems it the possi-
bility to automate repeated design tasks [9, 15] at the same time enhancing creative
capabilities [6].

Although KBE is widely used in practice, approximately 80% of such solutions
are temporary [5] as they are built to solve a given problem and are not fit for reuse.
This situation continues despite the fact that standards have been developed for
years to organize knowledge processing. In this paper two methodologies to support
creation of KBE systems are discussed:

• MOKA (Methodology and software tools Oriented to Knowledge-based engi-
neering Applications),

• KADM (Knowledge Aided Design Methodology).

The MOKA methodology was developed in order to support the construction of
engineering KBE systems [16] focusing on design construction process. The
authors have singled out six stages in the creation of this application although the
proper application of this methodology encompasses only two of them: knowledge
acquisition and knowledge formalization. MOKA methodology is recognized as a
standard in the process of collecting and recording knowledge (with ICARE forms)
for the needs of building KBE systems for industrial applications, however, it is not
orientated to cooperate with any CAx systems. The KADM methodology offers a
different approach which assumes that the ultimate form of representation of design
knowledge is a generative model, developed in a given CAx system [17]. However,
KADM focuses only on a product and the KBE system becomes in fact an integral
part of the CAx system. These solutions are dedicated to experienced designers,
well acquainted with the CAx environment. Also, no other tasks carried out in the
design process are taken into account.

The following conclusions can be drawn from the analysis above: a majority of
approaches to the issue of constructing any KBE system discuss the guidelines for
the construction of any KBE system without referring to practical applications. On
the one hand, this is an advantage as it enables adaptation of the assumptions to a
selected process. On the other hand, however, indispensable modifications may be
so numerous that it will be difficult to adapt it to a single approach of choice.
Incidentally, this may be the reason why so few implementations follow individual
methodological models. Hence, the author, with the above standards in mind,
undertook to determine a procedure for automation of product design.
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The aim of this paper is to develop a methodology in the form of a procedure
which will enable the construction of a KBE system for automation of variant
product design process. This methodology should find applications in technical
tasks (design documentation) as well as in organizational tasks (automation system
service), enabling integration of variant configuration tasks over the Internet (client)
and its design in CAD system (manufacturer).

2 MDAVP Methodology

Based on their own experience and on literature analysis, the author put forward an
original methodology of constructing an automated system of product variant
design system. The methodology was given an acronym MDVAP (Methodology of
Design Automation of Variant Products), whereas a system based on it was named
SAVDP (System for Automatic Variant Product Design). The objective of MDAVP
methodology is to support designers and builders of IT systems to enable the users
(constructors and manufacturer’s clients) to configure a product variant followed by
automated, i.e., without resorting to direct CAD operation, development of design
documentation.

The development of the methodology had the following assumptions:

• it is dedicated to product variant design in situations when each new variant
must be accompanied by design documentation,

• configuration of product variant may involve its user,
• methodology should be recorded in the form of a procedure,
• methodology should offer tools indispensable for acquisition of knowledge

about design process,
• construction of automated design process requires qualifications in CAD oper-

ation (building generative CAD model), in programming (preparation of service
interface) as well as in construction of database (building knowledge base).

In MDAVP methodology (Fig. 1), the following phases of building a SAVDP
system can be identified:

• identification,
• knowledge acquisition,
• project of a system,
• building system components,
• implementation,

For the phases of the identification and knowledge acquisition stages specially
prepared forms, based on the concept of ICARE forms in MOKA methodology,
were used, modified and adapted to the requirements of product variant design.
MDAVP methodology assumes that five forms will be used (process, phase, task,
parameter, relation).
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Identification—at this stage of work is carried out by knowledge engineer who
interviews the manufacturer’s management. The objective is to obtain basic
information for SAVDP designers about:

• description of a product variant,
• description of design process,
• configuration scope of a product variant,
• assumptions of SAVDP system,
• sources of knowledge.

Preparation of a product description ensures unambiguous identification as it
involves collecting information about product structure (an individual part, a set of
parts), its purpose, manufacture technology, terminology, symbols, etc. Description
of design process involves recognition of a cycle that is repeatable for each product
variant by indicating its consecutive stages as they are related to the structure of
CAD models. The range of product configuration (description of configuration
options) is to give information about what and to what extent can be modified by
product user. A design brief of a given SAVPD system determines expectations and
requirements which must be included in its construction, such as a service system of
choice or application (or integration) of selected software used in the given com-
pany. The identification stage also includes pointing out knowledge sources, above
all selected archived designs of product variants available in the company that will
be analyzed at the next stage—knowledge acquisition.

The objective of the knowledge acquisition stage in MDAVP methodology is to
find out about various design methods of a given variant product in a manufacturing
company and then to record a unified design procedure that will be applicable to
every variant of the product. Acquisition of explicit, procedural and declarative
knowledge from the resources of documentation available in the company is

Fig. 1 Stages in MDAVP methodology
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assumed (existing CAD models), industrial standards and tacit knowledge gained
from expert experience.

Knowledge acquisition is carried out separately for each product variant that is
selected for analysis by means of recreation and recording (in forms for each stage,
task, parameter, and parameter and relation) of a detailed course of its design (CAD
modeling). To that end, information about individual tasks carried out at each,
previously identified stage of that process is recognized. This is followed by
description of each task by indicating the parameters applied and the relations
between them. Knowledge base built in this way will enable recreation of the
topology of the analyzed CAD models and verification of the collected data.

Verification facilitates preparation of a unified design procedure that determines
standards for the process. It should involve a chronological description of tasks in
each stage so that geometry of a CAD model is possible to meet the recognized
configuration range. The unified procedure is recorded in forms for stage, task,
parameter, and relation.

The method presented here minimizes interactivity of tasks performed later in
the process of constructing generative model, and thus contributes to shortening the
time needed to construct the entire SAVDP system. The recording of a unified
procedure is a result of the second stage of MDAVP methodology.

The next stage—project of a SAVPD system involves:

• preparing the concept of system operation,
• determining and describing individual components of the system,
• preparing the manner of data flow between system components.

In developing a SAVDP system design assumptions described in the identifi-
cation stage should be taken into account which determine basic requirements and
expectations the client wishes to achieve. Therefore, at this stage besides basic
components of the SAVDP system, i.e., CAD software and client interface, also
other components that perform tasks set by the manufacturer must be included.

The base for development of a generative model in a selected CAD program is a
previously prepared unified design procedure. It is recommended to use UML
language diagrams that facilitate description of selected actions and ensure uni-
versal communication between individuals involved in the construction of the
system.

The stage of building system components is divided into programming work to
prepare client interface, and engineering to build generative models which, in the
context of KADM methodology, refer to a formalization of previously acquired
knowledge. Unified design procedure recorded at the stage of acquisition must
therefore be implemented with the tools of a selected CAD software package. Most
software packages available commercially now have suitable tools.

Practical work on SAVPD also involves construction of the remaining system
components including client interface and interface for data exchange between the
planned system components. In the course of the above activities tests to check (if
possible) functioning of individual system components must be included.
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The last stage of launching MDAVP methodology (Implementation) involves
integration of SAVDP components as well as testing the operation of the system.
This includes programming work in the following areas:

• server preparation and configuration,
• testing data flow structure between client interface and CAD package,
• preparation of macros automating server services,
• preparation of application that manages the system.

3 Case Studies

This chapter presents examples of construction of two different SAVPD systems in
accordance with MDAVP methodology. The first one is for designing bent copper
pipes (Fig. 2a) used in cold and hot water plumbing systems, heating systems and
gas fittings (the scope of producible variants is practically unlimited). The second
SAVPD system was prepared for an automation of design of forged couplings
(Fig. 2b) and tooling necessary for their production (Fig. 2c).

In both cases, MS Access software package was used, in which database
application was prepared to service knowledge processing (five types of forms were
prepared) along with CATIA v5 for generative model construction. Client inter-
faces were prepared using Visual Basic and PHP languages.

3.1 SAVPD System for Bent Copper Pipes

At the identification phase, controlling parameters (pipe diameter, thickness,
bending points, two assembly endings, assembly line alone the pipe—so-called
T-drill) as well as stages in the design process (preparation of a CAD model of pipe

Fig. 2 a Bent pipes, b forged coupling, c tooling for coupling
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variants and calculation of manufacture costs of the variant) were recognized.
Average time of pipe design was 50 min, and of cost calculation—15 min.
Documentation for 10 archived pipe designs of varying geometry was selected. At
the stage of knowledge acquisition using the forms of stage, task parameter and
relation, different methods of pipe design were described, collected data were
compared, then a unified procedure for design process was recorded. A system
project was made describing its operation and data flow between client interface
and CAD package. At the stage of component construction user interface (Fig. 3)
and pipe generative model were made.

At the launch stage server configuration was made to ensure proper reading by
CATIA v5 system of new configuration data recorded in design tables at user
interface level.

In order to check correct system operation it was tested by comparing pipe
design process with an approach conventionally adapted in the specific manufac-
turing company (Table 1). The results of SADVP system clearly demonstrate a
reduction in design time. Coordinate reading from a flat documentation and variant
configuration took on average approximately 7 min. Update of configuration data in
CAD package did not exceed 1 min. The calculation stage was not significantly
shortened because it repeated operations of the conventional design process. Time
reduction at this stage resulted from automated retrieval of data about pipe variants
from a CAD model.

Fig. 3 Interface of developed system

Table 1 Comparison of SAVDP system and conventional design method

Average duration of
design stage

Conventional design
method (min)

Design in
SAVPD (min)

Shortening stage
duration (%)

Preparation of pipe
model

50 8 84

Cost calculation 15 12 20

Total 65 20
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A significant advantage of the new solution is a simplified estimate preparation
for the client as most indispensable tasks do not involve hiring constructors. The
entire process of designing new variants may be performed by manufacturer’s
customers themselves, or by salesmen on location.

3.2 SAVPD System for Forged Couplings

In the configuration process of a forged couplings, it is possible to define the thread
size, the thread type (internal, external) and dimensions of cylindrical elements on
both sides of a product. The design process includes four stages, related with
preparation of 3D models of the product, the forging, the punches and the die. At
the identification stage documentation for 8 archived projects was selected. At the
stage of knowledge acquisition, different design methods were described and
compared, which allowed recording a unified design procedure. Consequently,
project of a system was prepared, containing detailed description of data flow
between a WWW client interface and the CAD package. At the stage of compo-
nents construction, user interface (Fig. 4a) and generative CAD model (Fig. 4b)
were prepared. In the last stage, server configuration and the system tests were
performed.

In this case, SAVDP system significantly reduces the design time (Table 2).
Configuration of a new product variant using the interface and preparation of a 3D
CAD model takes approximately 7 min. Automatic generation of all the necessary
models takes approximately one minute for each model.

In this case, SAVDP system significantly reduces the design time (Table 2).
Configuration of a new product variant using the interface and preparation of a 3D
CAD model takes approximately 7 min. Automatic generation of all the necessary
models takes approximately one minute for each model.

Fig. 4 a User interface, b generative CAD model
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4 Conclusions

Many design offices do not take full advantage of the potential that
knowledge-based solutions offer, or do not use them at all. One reason might be that
the use of KBE tools in CAx systems is not at all easy, requiring engineers to posses
experience in design itself and also in programming. Therefore, construction or
updating knowledge-based systems requires hiring teams of engineers and pro-
grammers. For the manufacturer this is usually connected with investment and it is
made even more difficult by continuous changes in products on offer. Another
factor limiting construction of this type of systems is that it is time-consuming. It
may happen that in the course of knowledge collection and implementation the
product completely changes or, even worse, its production is suspended.

Nevertheless, it needs to be emphasized that if mass customization is to be
achieved—i.e., delivering individuated products to nearly every client—then the
use of automated knowledge-based design systems is unavoidable as it considerably
reduces the duration of repeated routine activities of constructors. The author
believe that future development of KBE systems for design automation should
focus on studies on tools for analysis of automation potential and capabilities of
variant products with reference to current market requirements and necessary
amount of labor (economic justification of KBE systems development). If config-
uration assumptions for a variant product are too limited then applicability of the
system may expire rather quickly. On the other hand, excessive enlargement of
configuration possibilities will result in increased labor and extension of con-
struction duration. If a suitable analysis is not carried out then system construction
may not bring anticipated benefits, product life cycle will be short and, with time,
constructors will return to conventional design methods.

Table 2 Comparison of SAVDP system and conventional design method

Average duration of
design stage

Conventional design
method (min)

Design in
SAVPD (min)

Shortening stage
duration (%)

Preparation of product
model

300 7 98.7

Preparation of forging
model

360 1 99.7

Preparation of punches
models

120 1 99.2

Preparation of die
model

240 1 99.6

Total 1020 10
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Interacting Manufacturing Features
in CAPP Systems

Janusz Pobozniak

Abstract Most of computer-aided process planning (CAPP) systems for machin-
ing process planning offer the functions for feature recognition. Nevertheless, these
functions have limited functionality, restricting the usage of CAPP systems. The
research works clearly show that one of the main factors blocking the feature
technology is the recognition of interacting features. The paper presents the algo-
rithm for the efficient recognition of interacting features. The starting point is the
assumption that manufacturing knowledge plays the crucial role in the feature
recognition. The manufacturing knowledge decides how to group the basic geo-
metric entities into the manufacturing features. The presented algorithm uses the
feature refinement function, converting the initial set of features into the other set of
features based on the manufacturing knowledge and the function for local feature
recognition. The algorithm is relatively simple, while taking into account the
requirements imposed on the feature recognition systems.

Keywords Manufacturing features � Feature recognition � Feature interactions
CAPP

1 Introduction

CAPP (Computer Aided Process Planning) systems form the vital link in Computer
Integrated Manufacturing (CIM). These systems are used for process planning. The
part model created in CAD system, the manufacturing knowledge database, and
several databases of manufacturing equipment (tools, machine tools, fixtures,
machining allowances, etc.) are used for the automated process planning. The
growing complexity of nowadays manufacturing process used in industry, lack of
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qualified engineers staff and other benefits like possibility to store and reuse the
company know-how justify the interest in the development of CAPP systems.

Most of the CAPP systems have the machining feature recognition function.
This function groups geometrical elements, stored in the CAD drawing database,
like faces, edges, points, etc., into the information units significant from the point of
view of manufacturing process planning, i.e., manufacturing features like pockets,
slots, holes, etc. Then, the machining cycles can be assigned to the recognized
manufacturing features. For example, if there is a hole in the part, taking into
account its parameters like diameter, length, accuracy of surfaces, type of bottom,
thread type, etc., the sequence of machining cycles can be automatically deter-
mined, for example, pre-drilling, drilling, rough reaming and final reaming. This
task, feature recognition, is one of the basic conditions to automate manufacturing
process planning, especially in generative and semi-generative CAPP systems. It
should be noted that according to many authors [1–4], one of the main problems
blocking the wider feature usage is the limited functionality of the algorithm for the
recognition of interacting features. This paper presents the algorithm for dealing
with interacting manufacturing features. The next point presents the review of the
works on the feature recognition. The main emphasis were put on the drawbacks of
these works. Subsequent points describe the algorithm and its advantages. The last
part contains the example for the proposed approach.

2 Review of the Works on Feature Recognition

The task of manufacturing feature recognition is the grouping of low-level entities
like faces, loops, edges. etc. into the manufacturing features. Low-level entities are
read from the drawing database of commercial CAD systems. Two dominant model
representations in CAD systems are CSG (Constructive Solid Geometry) and
B-Rep (Boundary Representation). CSG representation loses its popularity and
because of this, the recognition algorithms based on this representation will be not
discussed. Three commonly used recognition methods for B-Rep format are
graph-based algorithms, volumetric decomposition techniques and hint based
geometric reasoning. AAG (Attributed Adjacency Graph) developed by Joshi [5] is
the typical representative of the first method. In this method, Joshi uses B-Rep
representation of the part transformed into AAG graph. The nodes of this graph
represents the surfaces, while the edges represent the angles between the surfaces. If
the two adjacent surfaces form the convex angle, the value of 1 is assigned to the
edge between the nodes representing these surfaces. If the two adjacent surfaces
form the concave angle, the value of 0 is assigned to the edge between the nodes
representing these surfaces. The sub-graphs containing only the edges with the
value of 0 represent the manufacturing features. The drawback of this method is the
fact, the pattern of each manufacturing feature must be represented in the knowl-
edge database. It is not possible to create such patterns for all possible manufac-
turing features. For example, it is not possible to create the patterns for all possible
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closed pocket, differing in the number of side surfaces (rectangular, hexagonal,
round pockets, arbitrary shape pockets, etc.). Additionally, this method is not well
suited for the recognition of so-called convex features.

Volumetric decomposition algorithms decompose the delta volume into the
smaller parts and either directly classify them as features, or combine them into new
volumes to be classified. The two main approaches are convex hull decomposition
and cell-based decomposition [1]. As noted in this work [1], multiple step reasoning
is a common characteristics and drawback of the these approaches. For example,
the initial step—ASVP decomposition (in the convex hull decomposition algo-
rithm) and delta volume decomposition into cells (in the cell—based decomposi-
tion) are done independently of features and manufacturing process rationale. No
robust methods, justifiable from a manufacturing point of view, has been developed
to manipulate the intermediate volumes created by these initial steps.

In hint based geometric reasoning, the production rules generate the hints for the
presence of manufacturing features [6]. Feature hint may be generated by a char-
acteristic combination of part faces, by a design feature from which a manufac-
turing feature can be interfered, or by a tolerance or attribute specific specification
that can be associated with a certain feature type. These production rules use the
fact, that some features should have left the trace in the part geometry even when
their geometries are distorted by the interaction (intersection) with other features.
The recognition results of this approach depends on the defined hints. Some authors
suggests that large number of hints does not lead to the correct manufacturing
features. Usually, the hints are heuristic, not based on the mathematic rules. During
the development of such hints, the features to be recognized, for example defined in
ISO 14649 (STEP-NC) must be taken into account.

The common opinion is that interacting manufacturing features prevent the
usage of feature technology [1–4]. Due to the interactions, the features become
distorted, for example, some faces are removed. This significantly impedes the
feature recognition. The other problem accompanying the recognition of interacting
features, not appropriately considered in the research works, is the decomposition
of the interacting features. Figure 1a presents the very simple example. The part has
two interacting through slots. They can be interpreted as various simple features.
For example, these slot can be treated as the open pocket (Fig. 1b), machined with
the one machining cycle (Fig. 1e). In the other decomposition, there could be one
long, through slot (Fig. 1c) and two shorter through slots. The longer slots is
machined first, and then the two shorter slots. The decision, which slot should be
selected as the longer one must be taken (Fig. 1c or d). Sometimes, it is very
important from the manufacturing point of view. If the interacting slots have dif-
ferent widths, the slot with larger width should be machined first (Fig. 1f). This is
because of the basic manufacturing rule, recommending the removal of the larger
volume, when the cutting forces are higher, on the beginning of the manufacturing
process. So, the slot with the larger width, as having the greater volume, should be
machined first. The other reasons is that the machining with the tool having greater
diameter is more efficient end economically justified. Because of this, the common
part of these two slots should be machined with the tool having the greater
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diameter. The personal experience of the author suggests, that manufacturing fea-
tures cannot be correctly recognized using only the geometrical representation, for
example in B-Rep (Boundary Representation) format. Unfortunately, nearly all
research works on feature recognition ignore the fact that manufacturing knowledge
plays important role in feature recognition. This also limits the usability of the
feature technology for practical implementations.

The other problem, which does not have yet the solution, is the recognition of
the features occurring in the intermediate states of the part during the machining.
Very often such features are not present in the machined part, they occur only in the
intermediate part states. For example, during the machining of the part shown on
Fig. 2 there is the facing cycle. The cycle uses the plane manufacturing feature. The
standard feature recognition systems does not find such plane feature during the
recognition process of this part. Similar situation occurs in the case of the profile
contouring cycle, which uses the boss feature.

The paper presents the method of manufacturing feature recognition solving the
problem of interacting features. The proposed algorithm can convert one manu-
facturing features in the other feature (or set of features) during the feature

Features to be recognised 

consisting of two interesecting 

through slots

Slot 1Slot 2 Slot 2

Slot 3
Slot 3

Slot 1
Open pocket

(a)

(e) (f)

(b) (c) (d)

Fig. 1 Different views on interacting features
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refinement stage [7]. The manufacturing knowledge is used during feature recog-
nition process.

3 Algorithm

The part model stored in STEP (ISO 10303 [8, 9]) format with Boundary
Representation (B-Rep) is used as the source of input data. Figure 3 presents the
steps of the algorithm.

(1) Manufacturing feature recognition

The basic manufacturing features defined in STEP-NC standard [9], like closed
pockets, open pockets, slots, holes, etc. are recognized using the logic approach and
hint based reasoning. For efficient processing, the face adjacency matrix is created
and the concavity index developed by author is used [7]. The outcome of this step is
the manufacturing feature-oriented part model.

(5) Final part

(4) Slot milling 
(features: slots)

(1) Stock

(2) Facing(feature:
plane)

(3) Profile contouring 
(feature : boss)

Fig. 2 Features in the intermediate states of the part during the machining
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(2) Feature refinement using manufacturing knowledge

The recognized manufacturing features are then analyzed by the feature refinement
functions using the manufacturing knowledge database. This function can convert
the initial set of manufacturing features into the other set of manufacturing features,
taking into account the processing capabilities of manufacturing system. For
example, the outer contour of some rotational parts can be converted into the
contour for rough turning and external groove [7].

The contour for rough turning is machined using the rough turning machining
cycle with the longitudinal feed, while the external groove is machined with the
groove turning cycle. Similarly, open pocket in some parts can be transformed into
the closed pocket and through slot. Through slot can be machined using the end
mill with the diameter equal to the width of the slot, while the closed pocket can be
machined using the end mill with the larger diameter.

(1) Manufacturing feature 
recognition

(2) Feature refinement

(3) Transformation of selected 
manufacturing feature

Manufacturing 
Knowledge

(4)
Workpiece = Stock?

(6) Local recognition

(5) Selection of faces for local 
recognition

No

Yes

Transformation 
models

START

Intermediate 
states

ISO 10303 part data

END

Fig. 3 The steps of the algorithm
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(3) Transformation of selected manufacturing feature

After refinement of manufacturing features, the selected manufacturing feature is
transformed by adding the material according to the selected model of transfor-
mation. The part transformation proceeds backwards, from the finished part to the
stock. The transformation model describes how to add the material. For example, in
case of hole reaming, the diameter of reamed hole is decreased (the use of back-
wards transformation should be noted). In case of drilling, the transformation
removes the hole from the set of manufacturing features. To update the part model,
the appropriate Boolean operation is performed. The feature to be transformed and
the transformation model are selected using the manufacturing knowledge.

The manufacturing knowledge also decides whether it is necessary to store the
intermediate state of the part. The intermediate states shall be stored in some
situations, for example when changing setup or continuing the machining on the
other machine tool. Both B-rep representation as well feature-oriented representa-
tion are saved.

(4) Decision on further processing

This step compares the part and the stock. If the actual state of the part is the same
as the state of the stock, the algorithms ends its operation. Otherwise, the processing
moves to the point (5).

(5) Selection of faces for recognition of features in intermediate state

During the transformation of selected manufacturing feature, some faces of the part
are changed or even deleted. This necessitates the update of the set of features. All
features referencing the changed or deleted faces are removed. The changed or new
faces (created during the transformation) are marked as unrecognized.

(6) Recognition of features in intermediate state

All faces marked as unrecognized in the previous step are subjected to recognition.
This is very important step differing this algorithm from the approached proposed in
other research works. It shall be noted that the recognition is done on the beginning
of the processing as for every intermediate states of the part. After the recognition is
finished, the processing moves to the point (2).

4 Example of Processing

Table 1 shows the example of the processing.
It is not possible to decompose the part into manufacturing features before the

process planning. The geometry and topology data of the part do not deliver the
information necessary to decide whether to machine the whole boss or first machine
the four blind slots and then the resultant boss. The set of features recognized in the
part must be changed according to the manufacturing knowledge. In this example
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Table 1 Example of processing

No. Processing Illustration

Iteration 1

1 Step 1 (manufacturing features recognition):
Three manufacturing features are recognized:
2 holes and 1 boss

Boss

Hole 1

Hole 2

2 Step 2 (features refinement): The
manufacturing knowledge finds that profile of
boss features has 4 blind slots. The
manufacturing knowledge suggested that the
blind slots have so small widths, that the other
tool must be used for their machining than the
tool for the machining of the boss. These
blind slots were not recognized in step 1 (they
were treated as the part of the boss)

4 blind slots

3 Step 3: (transformation of selected features):
During this step, based on the manufacturing
knowledge, the decision to machine four
blind slots was taken. The picture on the right
shows the part after the transformations

4 Step 4 (selection of further processing): The
processing is continued

5 Step 5 (selection of faces for local
recognition) and Step 6 (Local recognition):
Because the faces creating the original boss
were changed, the recognition of intermediate
states analyzes the part and finds the new boss
features

Boss

Iteration 2

Step 2: No actions

Step 3: Using the manufacturing knowledge,
the decision to transform the holes is taken

(continued)
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manufacturing knowledge states that first it is necessary to machine the slots and
then use the tool with larger diameter to remove the material in a short time. At the
end of processing, the plane features is found. This feature is also not visible in the
part final state. The advantages of the proposed algorithm grows together with the
complexity of the parts.

5 Conclusions

The algorithm was partially verified by the development of software. The proce-
dural language Visual C ++ and the geometric kernel ACIS were used.

Base on the results of the work, the following conclusions can be formulated:

• The proposed algorithm seems to be relatively simple in comparison with other
algorithms for interacting feature recognition, while it has a good efficiency. The
proposed algorithm just recognizes the simple manufacturing features, trans-
forms the selected feature and then recognizes the features in part intermediate
states. The transformation just reveals the new simple features, not visible in the
part finished state.

• The current state of the part is always subjected to recognition, without pre-
dicting the potential shape of the part after the machining of the subsequent
machining operations.

The use of manufacturing knowledge significantly increases the practical value
of this algorithm. It is not possible to make the correct recognition of manufacturing
features without using the manufacturing knowledge. The developed algorithm can
also store the intermediate states.

Table 1 (continued)

No. Processing Illustration

Step 4: The processing is continued

Step 5 and Step 6: As the holes were no
interacting features (holes were independent
features), no recognition of part intermediate
states is done

Iteration 3 and subsequent…

…
(Continuation until the stock is reached)
…

Plane feature
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Case Studies of the Process-Oriented
Approach to Technology Management

Wieslaw Urban and Elzbieta Krawczyk-Dembicka

Abstract The article uses the insights of the process approach for research in
technology management in companies. The goal set was identification of activities
in the area of technology management taking their processual nature into account;
the identified research was contrasted with technology management models avail-
able in the literature in the field. The case study method was used in the research.
Research was conducted in two companies in the metal processing industry. Two
technology management processes were identified, sequences of activity as well as
dependencies arising between them were described. The gap was shown between
the models available in the literature and the actual course of the process of tech-
nology management. In the theoretical models, input and output are not defined,
attention is not directed at decision points that are key in regard to the success of the
process and the development of the company as a whole. In the discussion, the
identified processes are evaluated and application recommendations formulated.

Keywords Technology management � Business process � Process management
Model

1 Introduction

The process approach to organizational management is now widely applied in
companies. At first, the process approach represented a serious turn in the way of
thinking about company management, managers discovered at that time what great
losses in efficiency and suboptimalization result from the functional view of a
company. Despite the passage of time and the accumulation of much experience,
transitioning from function to processes is still a kind of challenge, associated
among other things with very popular research on the process maturity of an
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organization. The study below draws on the insights of the process approach and
applies these to the area of technology management in companies. The goal of this
research is to identify activities in the area of technology management, taking into
consideration their processual nature, and then contrasting the identified processes
with the theoretical insights of technology management. Identification of the
technology management process was undertaken in two selected companies in the
metal processing industry. The study uses the case study method, which allows
deep exploration of selected organizational segments as well as multilateral
recognition of the course of the processes studied.

2 Technology Management Models

Technology itself is a process consisting of the sequencing of many activities,
executed in a strictly defined manner. It results in finished products or services
meeting the needs of consumers [1]. This process is implemented in a hierarchical
production system, based on clearly defined elements that result from both the
available theoretical and practical knowledge [2]. In order to be able to order the
activities identified in a given technology, the efforts of various researchers to
formulate a model of technology management appears to be necessary work.

The pioneer in research into building a model of technology management was
Gregory. His generalized model relied on five processes associated with technology
management in companies, supplemented by a range of subprocesses characteristic
for various analysed industries. The generalized model described topics associated
with (I) identification of technologies, (II) their selection, (III) acquisition,
(IV) exploitation and (V) protection of knowledge regarding the given technology
[3]. Gregory’s research was continued by many others who undertook attempts to
supplement it with new processes [4], or others to define it [5, 6], to introduce
environmental conditions indicating the type of economic activity or they were
made dependent on the organizational level of a company [7, 8].

The framework of technology management defined in the literature should
support companies in the development of appropriate strategies that would facilitate
management of available technologies at the organizational level. With the con-
temporary dynamic appearance of technological changes, this is extremely difficult,
and as a result the models formulated should provide a company with the ability to
react quickly to changing conditions [9, 10]. Technology management should not
limit itself exclusively to conducting analyses and developing technology, but at the
same time should take advantage of means to recognize the mechanisms steering
technological processes in organizations [11]. Not insignificant here is still the
human factor [12]. A review of the literature in the field reveals that in the available
models of technology management, only process frameworks are present, but this
research does not take into consideration the precise sequencing of activities or
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other characteristics typical of the process approach [13]. Moreover, very little is
said about practical courses of action, in other words methods and techniques used
in companies having to do with technology management.

3 The Business Process

The process view of organizations is very popular among companies because of the
numerous advantages it provides. The process approach has its roots in two older
and more mature concepts, namely business process reengineering and total quality
management [14]. Authors emphasize that what is known as ‘process orientation’ is
also embodied in the European Foundation for Quality Management and the
Malcolm Baldrige National Quality Award models for business excellence and
performance [15]. There are many terms used for this approach to the study of
processes, including ‘process simplification’, ‘process improvement’, ‘process
re-engineering’ and ‘process redesign’ [15].

The literature provides many definitions of the concept of the
organizational/business process. One of the simplest definitions defines a business
process as a step-by-step approach to a specific business problem [16]. This defi-
nition is interesting because, being very concise, it highlights the most important
feature of business processes—the inherent occurrence of the associated sequence
of actions in a process. In the popular ISO 9000 standard of Quality Management
Systems, the concept of process is defined as a set of interrelated or interrelated
actions that transform inputs into outputs [17]. Another quite formalized definition
is provided by Workflow Management Coalition, an organization supporting
Business Process Management. In this definition, a business process is a set of one
or more linked procedures or activities which collectively realize a business
objective or policy goal, normally within the context of an organizational structure
defining functional roles and relationships [18].

The founders of reengineering understand a business process as a collection of
activities which consume one or more inputs and create the output as value for
customers [19]. Another definition provided by Palmberg understands a business
process as a horizontal sequence of activities that transforms an input (need) to an
output (result) to meet the needs of customers or stakeholders [20]. In these defi-
nitions, process inputs and outputs as well as process aims are particularly
emphasized by the authors. Zellner lists all the elements that can be identified in a
business process, which are as follows: trigger (or event), activity, organizational
unit (or persons), input, output, control flow, information flow, organizational flow,
material flow [21].

A accurate investigation of the processual characteristics of technology man-
agement in business entities has not yet been explored rigorously by scholars,
although a fairly interesting study of the innovation lifecycle is provided by
Milewski et al. [22]. The authors identify the technological changes process as one
of a few types of innovation processes. The four standardized phases of the process
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of technological change are elaborated, namely ideation, adaptation, preparation,
and installation [22]. The empirical in-depth investigation according to this
framework revealed the differences between the implementation of externally
acquired standard technological solutions and internally developed core technolo-
gies. This study tries to deepen the processual nature of technology management in
a company. The process approach has great potential for discovering new and fresh
views on technology management. As DeToro and McCabe state, the business
process approach presents a quite comprehensive array of improvement options
[23]; at the same time, this approach is so often practised and well-equipped in
proven routines that can be employed without ambiguities for investigating tech-
nology management in companies.

4 Research Methods

The research process conducted by the authors was qualitative in nature. It was
based on the use of the case study method, which was applied to identify and
describe the process approach to technology management in companies in the metal
processing industry. In accordance with the assumptions of this method, the authors
concentrated on recognition and analysis of the regularities occurring in the studied
subjects, assuming conditions that would make formulation of generalized results
possible [24]. The course of research relied on a script that took into account on the
one hand theoretical knowledge demanding empirical verification and on the other
research gaps identified in the literature [25].

The research took place during study visits to companies. The script was
comprised of three main stages: direct interviews with the management team, heads
of production or technological departments as well as with select staff members;
analysis of the companies’ documentation; observation of the working conditions in
particular departments of the company, during which identification of the types of
technology used in the production process was made. The main goal of the visits,
however, was identification of the technology management process, consisting of
analysis of technology from the moment the idea of developing it appears through
its full implementation. Identified were the main activities and the relations between
them, but also described were decision points influencing the course of the process.
In each of the companies studied, one most distinctive technology was described.

As research subjects, two production enterprises in the metal processing industry
were selected. In the production process, they use generally available technologies,
the introduction of which usually entails the purchase of machines. These tech-
nologies they then adapt to their internal needs by making various modifications. In
the solutions they create, they introduce innovations that make possible the creation
of new production series that are adapted to the individual demands of customers.

For the needs of this study, the names of the companies were replaced with their
general characteristics. For the research, two companies in Podlaskie voivodeship
were chosen that operate both on the domestic and the foreign markets. These were:
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• A company operating in the production of machines and technical devices, for
the food industry among others, providing machining services, tooling services,
as well as implementing automation of production processes. The company
employs 67 people.

• A company operating in the production of farm machinery, specifically mowers,
rakes, wire-trap tools, tedders, and snowploughs. The company employs
600 people.

5 Case Study of a Company Producing Machines
and Technical Devices

The company studied is engaged in unit production or very small serial production.
Its main area of operation is providing customers with individualized machines and
technical devices as well as the necessary tools, custom made to a concrete order
placed by a customer. This is done based on specifications provided by the cus-
tomer, or also those worked out by designers in the R&D department.

In the company, the following types of technology were identified as in use in
current operations:

• processing technology (processing: machining, plastic working, electroerosive
machining, finishing, heat processing),

• materials joining technology (welding: MIG/TIG, laser, electrical),
• assembly technology (machine, hand).

To identify the technology management process, an analysis of the technology
of development of devices used for the assembly of fine elements for the company’s
production needs was performed. The general structure of the implemented process
remained constant; however, the company currently uses the principles of this
technology to prepare dedicated solutions for individual customer needs. In this
case, the technology management process can be linked with the process of tech-
nological change, as a variety of the innovation process, stimulated by market
demand. The implementation time for the process discussed in this work was
around 36 months and allowed the development of procedures that allowed the
technology to be adapted to new demands raised by customers. Depending on the
stage of development of the technological project, the process of preparing modi-
fications to the technology could take from 3 to 6 months. Specific elements of the
process are shown in Fig. 1.

The first step in the implementation process was development of guidelines and
technical and structural assumptions. This stage lasted around 5 months, during
which specific tasks and functions that the device was to perform were designated,
working out the structure as well as the initial selection of appropriate materials and
components. Next, on the basis of the developed specifications, the developers
created in a CAD environment a parametric model of the designed device. This
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permitted analysis of the labour and cost intensity of the finished solution, which
simultaneously governed the decision to proceed to implementation of the given
design. Creation of the model also allowed initial testing if the technical and
structural assumptions were accurate and correcting them if necessary.

The next stage, based on the results of the modelling work, involved working out
the development of the process of producing the technology, which lasted around
9 months. During this stage, available sources (patent records, industry fairs,
internet services) were used to identify and check possibilities for producing the
technology, and the choice of technological processes required for the execution of
particular details was made. Technical specifications were also developed and
materials gathered for the next stage.

Creation and testing of the first version of the device lasted about 12 months.
This work allowed discovery of previously undetected structural errors and the
implementation of necessary corrections to the technical specifications. Testing
took place under simulated operating conditions. The goal, aside from detection and
elimination of all potential defects, was to evaluate the suitability of the applied
technology. The rest results permitted optimalization of the developed technology
and creation of the final version of the device. The stage of optimalization and
creation of the device, combined with the introduction of required changes in the
technical and structural specifications, lasted around 7 months.

The final stage of the implemented process of technology management was
activation and testing of the device under real conditions. Positive verification of the
achievement of design objectives permitted validation of the technology and its
implementation. This stage lasted about 3 months.

The company studied has internally developed procedures regarding the
implementation of the technology management process. In this process, an estab-
lished mode of operation is maintained, owing to which more rapid monitoring and
intervention with additional resources (personnel or material) is possible, which in
the end significantly shortens the duration of the entire cycle.

Management of the company by a single-member management board ensured
that the decision process is clearly defined. The main person who decides about the
course of the process of technology management is the Chairman of the Board, who

Fig. 1 Diagram of the process of implementing the technology of automated assembly of fine
elements
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indirectly participates in the work at every stage. Decisions are made on the basis of
information and specifications provided by individual department heads, who are
responsible for particular stages. The entire process is completed by a project team,
whose members include engineers and technologists from the R&D department.

6 Case Study of a Company Producing Farm Machinery

The company classifies its output as small serial production. Because of the char-
acter of the machines offered, the vast majority of which (around 90%) are farm
machines, production is seasonal in character, the rhythm of seasons changes
depending on the purpose of the given type of machine. Technologies available in
the company are those associated broadly with steel processing. They can be broken
into two main groups, technologies of machine production and processing tech-
nologies. The two groups are closely interrelated. Among the processing tech-
nologies identified in the company, the following types can be named:

• machine processing (milling, rolling, drilling),
• surface processing (sanding, painting, shot-blasting),
• plastic-cutting processing (cutting, laser cutting, plasma cutting, bending),
• materials joining (welding, assembly).

For the purpose of identification of the technology management process, the
technology of materials joining using welding robots was tracked. This technology
is used in the company mainly for welding beater shafts and cultivator shafts. The
process involving the development and introduction of the technology lasted
around 26 months. Implementation of the technology into production caused a
reduction in welding time by nearly 60%, which significantly increased the pro-
ductivity of the manufacturing department, had the beneficial effect of an
improvement in the quality of manufactured items and at the same time ensured the
maintenance of repeatability and the quality of items. Specific elements of the
process are shown in Fig. 2.

The process began with a market analysis, which provided information regarding
prevailing trends in the metal processing industry and existing technological pos-
sibilities. The content of patent databases was analysed and technological solutions
existing in the marketplace were examined. The conclusions drawn and the iden-
tification of company resources served to develop the requirements for the tech-
nology of materials joining with the use of welding robots. This work was
conducted over around 10 months.

The next step was finding a robot on the market that met the established
requirements. After it was purchased, it turned out that because of the peculiarities
of the items produced, outfitting the station with additional equipment to ensure
proper mounting and working conditions was required, which was carried out
internally by the company. It was also necessary to create the control system with
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technology that required that an order be placed to the manufacturer of the robot.
The work related to development and creation of the tools for welding details and to
the creation of the control system was completed simultaneously. This stage con-
cluded with the development of detailed specifications of the technology and
sending them for testing after about 10 months of work.

Work related to testing the technology took place under real working conditions
for the welding robot. This entailed production of a test series of various kinds of
items manufactured for the production needs of the company. During testing, it
turned out that in order to fully automate production and exploit the abilities of the
robot, it was necessary to equip the station with additional elements. As a result,
renewed work associated with the development and production of additional
equipment, as well as updating the technical documentations. These activities took
about 4 months.

The final stage, associated with the implementation of the technology into the
company’s current production (exploitation of the technology) was preceded by
specialized training for the employees who were to become operators of the robotic
station. This work was necessary to ensure work safety and to take full advantage of
the abilities offered by the newly developed technology.

In the company studied, for the completion of every process a project team is
named, which proceeds in accordance with established regulations and guidelines.
At the top is the company board, and team members include also directors and
heads of the particular departments taking part in the process as well as the lead
engineers. The team organizes weekly meetings, which evaluate the progress and
effects of implementing the process, make economic calculations of the profitability
of the technology created, and complete decision processes.

Fig. 2 Diagram of the process of implementing of the technology of joining materials with the
use of welding robots

266 W. Urban and E. Krawczyk-Dembicka



7 Conclusions

Models of the process of technology management identified in the subject literature
do not indicate the typical process approach to the topic analysed. The majority rely
on Gregory’s generalized model, in which clearly missing is description of the
typical sequence of activities and the dependencies existing between them. Equally
problematic is determination of the starting point of the process, as well as its
conclusion. The identified activities run through each other, which renders
impossible delineation of a clear path of the course of process.

More appropriate for the conditions prevailing in companies in the metal pro-
cessing industry would seem to be issues of the business process, in which tech-
nology management is dependent on changing market conditions as well the
reaction of the business environment to the creation and implementation to new
technologies. The business process is more flexible and reacts more rapidly to the
emergence of unexpected changes. It links the idea of development of new tech-
nologies with the concrete need to create new products or services in conditions
dictated by market demand. This is generated by a dynamic process of techno-
logical change, which is an element of the omnipresent processes of innovation.

The processes of technology management identified in the companies studied are
clearly different from the process models described in the subject literature. Specific
activities are individualized to the concrete needs of the company and are focussed
on achieving the desired effects from the implementation of the given technology.
Companies place marginal significance on activities related to protecting technol-
ogy, regarding that as a way to quickly destroy it. In their view, the beginning of the
process of protection is simultaneous with its sale, because of the necessity of
revealing detailed descriptions. Further work should concentrate on attempts to
have the model of the process of technology management take elements of the
business process into account. This makes the process sensitive to the emergence of
unexpected changes.
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Technical Product-Service
Systems—A Business Opportunity
for Machine Industry

Mariusz Salwin, Bartlomiej Gladysz and Krzysztof Santarek

Abstract The aim of this paper is to present an idea of servicization and technical
product-service systems. General assumptions, trends, and challenges in business,
customer expectations, and manufacturing leading to the need and trend of servi-
cization of economies and production sectors in particular are discussed.
Product-service systems characteristics and typologies are discussed. Selected
examples of product-service systems are presented. New concept of a technical
product-service system was proposed for a manufacturer of moulds. Presented
example shows properties that characterize technical product-service systems in
relation to a set of services proposed for a manufacturer of moulds. Characteristics
of systems were discussed to show possible benefits for a manufacturer of moulds,
as well as its customers.

Keywords Servicizing � Servicization � Product-service system � Technical
product-service system � PSS

1 Introduction

Optimization of costs and utilization of assets leads customers to ideas of out-
sourcing and drives a trend of using assets only when necessary instead of investing
in purchasing them. On the other hand, manufacturers want to promote long-term
relations with customers, which form a stable basis for a sustainable growth. This
leads to a paradigm shift. Products and services are no longer considered separately,
but they are considered as closely interdependent and forming product-service
systems. Poland recorded a share of services in GDP in 2016 of over 58%,
Germany over 69%, and USA over 79%. Trends of increasing service sector share
in GDP are observed not only in developed countries and economies [1].
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Nevertheless, industry sector is still important in some industrialized countries, e.g.,
Germany and Japan. Manufacturing plants start the tertiarization of the industry by
means of technical product-service systems, which enables new and more stable
business-to-business relationships [2]. This paper aims to present an example of
such approach for a manufacturer of moulds.

2 Product-Service Systems and Servicization

2.1 Definitions

Servicizing (servicization) is a transaction that combines the offering of a product
and a service by selling them to meet customers’ needs or by increasing service as a
part of the product being offered. This concept is based on the belief that customers
are not interested in having a product, but rather in the opportunities offered and
provided by the product. This means that a provider of servicizing solutions can
benefit from a specific feature or product offering, as opposed to traditional product
sales [3, 4]. In summary, servicizing involves changes in the treatment of a product
in a material way only—the product, together with the set of related services, forms
an integral whole, resulting in specific product and service systems [5].

Product-Service System (PSS) is a result of servicizing. PSSs are also called
sometimes function-oriented business models. PSSs are “tangible products and
intangible services designed and combined so that they jointly are capable of ful-
filling specific customer needs” [6]. Baines et al. [7] presented literature review of
definitions, characteristics, and concepts of PSS, and presented a concept of PSS
(see Fig. 1). PSSs can be considered as a market proposition extending the tradi-
tional functionality of a product by including additional services. For these systems,
the emphasis is primarily on selling features of products rather than products
themselves. In PSSs, customers pay only for using a PSS and not for purchasing the
product. An ownership and cost issues are usually moved more to the supplier or
the manufacturer of PSS. PSSs are valuable business models primarily for manu-
facturers, their customers, but also for a society.

Productizing ServicesServicizing Products

Product (tangible)                               Service (intangible)
Product-oriented       Use-oriented     Results-oriented

ServicesProducts

Services & 
Products

Products & 
Services

PSS

Fig. 1 PSS concept and types based on [6] and [7]
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PSSs prolong the life of products, and they can also make the use of products
more intense and optimal. The essence of the concept of PSSs is to reduce the use
of materials and to shift to the dematerialisation of products and replace them with
services. The key challenge here is to explore the relationship between products and
services. PSS can be seen also as a market innovation that extends the traditional
functionality of the product by offering additional services along with it [8]. The
product and service system is just such a solution and in itself is a technical and
organizational system providing such solutions. The key here is a systematic
approach that defines how tangible and intangible (service) components are com-
bined and delivered to customers. In general, this system is understood to be a
combination of products and services into a whole, which provides the user with the
required functionality and reduced environmental impact [5].

In many PSSs, technical components are still playing a dominant role. They are
called technical product systems. Technical PSS emphasizes the physical product
core enhanced and customized by a mainly nonphysical service shell, the invest-
ment character of all PSS components, the relatively bigger importance of the
physical core of PSS, and the relations between PSS manufacturers and customers
[9, 10].

2.2 Types of Product-Service Systems

There are three general types of PSSs (see Fig. 1; Table 1) [6]. The first type is a
product-oriented PSS. Products are sold in a traditional way and the ownership of
goods is transferred to customers. Additional services are provided by the manu-
facturer (seller). The selling company is motivated to introduce a product and
service system to minimize the operating costs associated with a long-lasting,
well-functioning product, and to design products to last the end of its useful life
(reusable products/easily replaceable/reusable parts). The second type is a
user-oriented PSS (using only product functionality). A manufacturer (supplier)
remains an owner of physical goods. A seller makes available (sells) functions of
products to customers through modified distribution systems and payments. In this
case, the company has the incentive to create a product and service system to
maximize the use of the product to meet demand, prolong the life of the product,
and to reduce the consumption of materials for its production. The third type is a
result-oriented PSS. Products are replaced by services, e.g., voice-mail replacing an
answering machine. Services or its performance (potential) are sold instead of
products, e.g., the Internet data replacing directories. Companies offer customized
service combinations while retaining ownership of the product. The customer pays
only for certain agreed effects (benefits), such as the number of miles traveled by
car, etc. [11–13].
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2.3 Methodologies and Tools of Products Servicization
and Selected Examples of PSS

There is a number of methodologies and tools used to design PSSs. Some examples
of them are business ecosystem map, blueprinting model [14, 15], causal loop
diagram, cost–benefit analysis, extended activity-based environmental costing [16],
IDEF0 [17], life-cycle frameworks [18, 19], scenario planning [20], stakeholder
analysis, SWOT analysis, system platforms [17], value framework model [21], and
value network analysis [22]. Presented methodologies and tools are also used in
other business practices where most of them come from. Business ecosystem map
gives the opportunity to identify organizations, and different stakeholder groups in
the field of entrepreneurship will be able to collaborate and create relationships in
the product-service delivery system. Blueprinting is a tool used to visualize service
processes, customer contact points, and physical evidence related to the services
from the customer’s point of view [14, 15]. Causal loop diagram is a useful way of
representing a business model in which the choices and results of these choices are
linked by appropriate arrows depending on causal relationships. Cost–benefit
analysis provides a tool to compare the benefits of the project under consideration
with its costs to help users identify the available alternatives with maximum net
profit (profit minus cost). Extended activity-based environmental costing is a
method that allows proper analysis of the flows of products, by-products, and losses
(waste) generated by the entire plant or a certain part of the plant [16]. IDEF0 is a
method that presents a sequential view of the entire system by analyzing an activity
and breaking it down into smaller activities. Such representation enables the
designer to analyze the entire system without losing its overall picture [17]. In a
case of product-oriented PSS, the appropriate life-cycle model will be the integrated
manufacturing and product-service system, for the user-oriented and result-oriented
models proposed by [18, 19]. Scenario planning identifies major trends and
uncertainties enable to construct different scenarios that will help when a

Table 1 Types of product-service systems and their characteristics

Orientation Product Use Results

Role of
services

Providing additional
services

Modified distribution and
payment systems

Replacing products by
services

Sales Traditional (good) Functions and features Services

Ownership Transferred to a
customer

Retained by a seller Retained by a seller

Example Maintenance and
repairs

Leasing of machines Pay-per-effect, e.g.,
per copy

Types from
[6]

(1) Product-related (3) Leasing (6) Activity
management

(2) Advice and
consultancy

(4) Renting and sharing (7) Pay-per-unit use

(5) Pooling (8) Functional results
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decision-making error will occur. Scenario planning allows to capture the wealth
and diversity of opportunities and draw attention to factors that might otherwise be
overlooked [20]. Stakeholder analysis identifies, prioritizes, and allows to under-
stand the needs of different stakeholders in terms of importance. SWOT analysis is
a tool to identify the strengths and weaknesses, opportunities, and threats of an
enterprise business model, so that it could support the development of PSS. System
platform is the result of cooperation between entities of different origins, compe-
tences, and cultures, which brings together different actors (manufacturers, service
providers, institutional, and end users) and describes the competencies of each, as
well as interactions (i.e., material and nonmaterial flows) between them [17]. Value
framework model evaluates innovation proposals at different levels and from dif-
ferent value perspectives [21]. Value network analysis represents a tool for
exchanging values (good, service, knowledge, and intangible assets) between
participants in a given business [22].

PSS design affects social, economic, and environmental issues. It is worth noting
that designing PSS is not a linear but interactive process [23]. The design methods
developed so far address sustainability issues, include in particular guidelines that
help to focus on longevity, product reuse and recycling, analysis, generation of ideas,
and phases of PSS implementation. During design, many factors are taken into
account, primarily customer satisfaction, environmental protection, and profitability.
When designing a PSS, it must be first analyzed, which are strengths and weak-
nesses, opportunities, and threats that the expansion of the current product portfolio
will bring about dedicated services for each of the manufactured products. This is a
key activity for an enterprise that wants to implement PSS. Then it comes to gen-
erating service ideas for manufactured products. Later, the selection of the most
promising ideas is refined. For the best ideas, a detailed project is being imple-
mented, which is aimed at introducing them [24]. PSS design methodology is very
similar to traditional product design, including concept development, product
design, product detail, prototype building and testing, production preparation,
technical services including customer needs identification, feasibility analysis,
concept development, service modeling, service planning, testing, and services
development [9]. PSSs can also be modularly designed. Modules would consist of
stages in product and service design and standard set of tasks to be performed at each
phase. This approach can increase the speed of new PSS development, giving new
and surprising PSS combinations without the need of design and testing, and thus
minimize potential high costs [10]. Some PSS design methods pay attention to the
formal and quantitative assessment of customer requirements and technical char-
acteristics, using an optimized nonlinear platform to systematically determine how
the combination of products and services maximizes customer satisfaction [25].

Xerox’s “pay-per-use model” for photocopiers is an example of result-oriented
PSS. The beginning of a transition to PSS was related to the introduction of a new
method for printing images by electricity, which avoids the use of wet chemicals.
The method was better than others available, but expensive. Xerox tried to find
marketing partners for its 914 model, but they constantly rejected the proposal. As a
result, the company rather than selling the equipment decided to lease it, at a very
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low cost, and then collect a fee for copying over 2000 pages monthly. Xerox
provided all the necessary supplies, consumables, services, and supports.
Customers used only the effects and could cancel the lease 15 days in advance.
Xerox incurred an annual growth rate of 41% in 12 years and has become moti-
vated to develop machines with greater efficiency and availability. It is worth noting
that Xerox, to date, has been using this business model for years to come. By using
this model, Xerox’s customers focus on their core business and do not bother about
printing/copying, which is fully (operation, supplies, maintenance, etc.) the duty of
Xerox. Customers use devices only when needed, reducing wastes and environ-
mental impacts [26].

Another example is Philips [27] and its “pay-per-lux” model that is
result-oriented PSS. The starting point in this model was the concept of the architect
Thomas Rau that the customers were not interested lamps themselves, but with the
light they produce. Philips provides individual lighting—“floating ceilings”—over
each of the jobs that are inexpensive to provide efficient and adjustable lighting in
the areas most needed in the workplace. Philips provides an additional integrated
sensor and controller system that provides the ability to maintain a satisfactory level
of total energy consumption, darken or brighten artificial lighting depending on
movement and the presence of daylight. As a result, “pay-per-lux” is not a product
but a service: the customer buys a subscription from Philips for a certain amount of
light per year. Philips then supplies the lamp, ensures that the energy bill is paid,
and takes responsibility for the replacement of the lamp if needed. Philips remains
responsible for its products and accompanying energy bills, so the production of
durable, energy-efficient lamps is in the interest of the company. When lamps need
replacement, raw materials can be reused, thereby reducing the cost of producing
new lamps. The design of the lamp ensures that it can easily be used for recycling.
In summary, Philips provides access to light, but customers use the intensity they
need at the moment. Both the customer and Philips aim to minimize use of an
electricity.

Presented above PSS has a significant impact on the environment and resources
used in the production of electricity, which is a general feature of PSS in com-
parison with pure products [7]. Other well-known PSS examples include
Rolls-Royce (power-by-the-hour for engines), Atlas Copco (pay-per-m3 for com-
pressors), Michelin (pay-per-km for tires), Alstom (pay-per-km for trains),
Caterpillar (pay-per-hour for machines), and MAN (pay-per-km for trucks) [7, 26].

3 Technical Product-Service Systems—A Case of Foundry
Moulds

An example of servicization in manufacturing companies will be introduced using a
case of technical PSS of foundry moulds. Schuh et al. [28] proposed a framework
for industrial PSS for the tooling industry with a focus on “smart” tools.
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This framework was adopted, but limited to conventional tools. Figure 2 and
Table 2 depict the evolved concept. It is necessary to discuss the features of
moulds, possible additional services, and sales of services provided instead of
selling moulds. First assumption is that ownership would not be transferred to the
user. It is due to the fact that users struggle with high investment in moulds, which
limits their interest into moulds as products. The company supplies moulds to the
customer, charging a predetermined fee for the number of pieces made, as well as a
monthly subscription charge. A manufacturer provides services related to the
operation and professional handling of moulds. A manufacturer also provides
maintenance, repairs, cleaning of moulds, as well as help with the filling system. At
the request of the user, he also provides training for the safe and effective use of
moulds and consulting services related to the whole casting process (technology
and organization) or ergonomics of work. For example, a manufacturer consulting
services may also include such areas like setup time reduction. It is worth men-
tioning that the customer needs only to use moulds in their foundry, rather than
having foundry moulds and dealing with operations related to its operation and
maintenance.

This approach has several benefits for both parties. The customer focuses
exclusively on his core business, i.e., the production and sale of casts. The customer
is not interested in activities related to the creation of new moulds, the machines
used in this process, and also do not need additional designers and operators needed
to produce moulds. The company also saves time and resources. With this
approach, the customer can increase their production and open an additional casting
department in place of a tool shop. A manufacturer of moulds earns from related
services and establishes more stable and long-term relation. It is also in his interest
to make moulds from high-quality materials, so that the product has a long life
cycle. All this is to ensure faultlessness and reduce expenses on potential repairs.
The very important benefit for a manufacturer shows up, when it comes to attract
new customers. A customer pays only for the amount of castings (pieces) made,
which is related to the exploitation of moulds. Thanks to this solution, it has an
access to the technology. This also means that manufacturer of moulds has an
access to customer’s moulds and collects data on their use, productivity, and failure.

ManufacturerCustomer Moulds

Ownership

Maintenance; Installation; Advice & 
consulting; Process control; Technology

Use

Pay per cast

Payment for

Fig. 2 Moulds as PSS—a concept
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The collected data give an opportunity to improve parameters of moulds, fill sys-
tems, and improve foundry process structure. This could also help to develop
recommendations on how to use the moulds in a particular company. Data collected
in this way could also optimize the maintenance schedule, reduce costs, and reduce
environmental impact.

This example serves newly emerging companies, whose resources are severely
limited at the initial stage of operation. One important challenge for a manufacturer
of mould would be their modularization [29, 30], uniformization, and standard-
ization, so that moulds (or modules) could be interoperable. This would lead to a
further increase of utilization of moulds, which is important because moulds are
relatively expensive.

4 Conclusions

PSSs, and their special case technical PSSs, are interesting alternatives for many
companies, looking after new market opportunities, strengthening their competitive
position, market share, and new sources of income. The principle of product-service
systems does not, however, consist of simply expanding an existing offer range by
adding services linked closely or not to manufactured products.

PSSs make a market offer of an enterprise more attractive, widening its scope.
PSSs can be significant (and even, as many examples demonstrates it) and very
important source of company’s income; they can create new workplaces and can be
also an important element of sustainable development strategy of an enterprise and
industrial sectors, prolonging product life cycle making them more attractive for
customers, and last but not least they help to enter new markets. The last can also be
a problem for them. Service sector differs significantly from traditional ones ori-
ented mainly on manufactured product. Entering new markets, companies are

Table 2 Moulds as PSS—a concept

Ownership Sales Services Benefits

Not
transferred
to a
customer

Pay-per-casts
and monthly
subscriber
charge

Start-up Customer’s focus on core
processes; outsourcing of
supporting processes

Guaranteed
availability rate

Condition monitoring,
maintenance and repairs,
cleaning

More stable and long-term
manufacturer–customer
relation

Support with the filling system,
managing tool shop

Trainings and consulting—
safety, health and ergonomics,
technology and organization

Improving quality and
design, and decreasing
costs of production of
moulds
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facing new players and new rules of a market game. This results in urgent necessity
to build and/or to expand existing competencies and resources in many areas:
strategy, staff (including managers), service development, costing and accounting,
planning, marketing, distribution channels but also several “soft” skills and com-
petencies concerning people behavior, mentality, empathy, communication, etc.

Technical PSSs seem to be very promising for many manufacturers. Practically,
there are no constraints in developing services associated with products, adding
new value to customers, society, environment and, of course, companies them-
selves. In this paper, authors explained basic ideas of product-service systems and
in particular of technical PSSs using as an example manufacturer of moulds.
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Development of a Speech System
Using BCI Based on ERD/ERS
for Patients Suffering from Amyotrophic
Lateral Sclerosis

Arkadiusz Kubacki and Dominik Rybarczyk

Abstract The article describes the design process for a speech synthesis system
based on ERD/ERS for patients suffering from amyotrophic lateral sclerosis
(ALS) and for other patients with significantly reduced mobility. The authors
performed a literature overview concerning the disease and the systems currently
supporting speaking. The method described here is based on ERD/ERS technology.
The system was built with the use of bioactive sensors mounted on the head,
triggered by a signal known as MI- tasks. The raw signals are transmitted to the
external application via VRPN server and, after filtering, is allowed to build
the words and phrases. The device has been tested so that the optimal location of the
sensor on the head could be chosen.

Keywords EEG � Electroencephalography � BCI � Brain-computer interface
ERD/ERS � Amyo-trophic lateral sclerosis � ALS � Speech helping system

1 Introduction

Amyotrophic lateral sclerosis (ALS, Lou Gehrig’s disease or motor neuron disease)
is a motor system disease that primarily affects the final common motor pathways in
the spinal cord and brain. ALS is characterized by muscle twitching and stiffness
which gradually worsens (muscles decreasing in size). The main problems for the
patient are difficulty in moving, swallowing and breathing (in the advanced stages
of the disease) [1–3].

Only a few clinics around the World conduct research which focuses on ALS
treatment. Research focuses on the rehabilitation issues and the restoration of the
patient’s motor functions. From the patient’s point of view, there is also the financial
limitations which do not allow attempts at treatment in clinics abroad [4–6].
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One of the most important problems for patients suffering from ALS (especially
from the social perspective) is the speaking issue. Patients with an advanced form of
the disease speak or form words with great difficulty which are unclear and vague.
From the medical point of view, this problem is referred to as dysarthria. Patients
are almost unable to pronounce long complex phrases. This significantly reduces
mental comfort. In Poland, there are currently 2500 people suffering from ALS.

Considering the above-mentioned reasons, it is advisable to search for another
way to allow patients to properly express their words. In the presented article, the
authors propose the construction of a system which enables patients suffering from
ALS to pronounce words based on brain activity.

Help for ALS sufferers can be provided by building devices that improve the
quality of their lives. Therefore, there is a need to build a low-cost system which
will be provided as open source. In this article, the authors propose the construction
of such a low-cost device enabling the pronouncing of words by patients suffering
from ALS based on Electroencephalography. Electroencephalography is a
non-invasive method used to record the activity of the brain from the examined
person’s skull via electrodes [7]. A brain-computer interface based on ERD/ERS
technique was proposed and to record EEG signals, the authors used an Emotiv
EPOC+ headset. This headset has 14 electrodes situated in the “10–20” system—
nowadays, it is the most popular and most commonly used [8]. Finally, in this
method, the distance between electrodes is calculated as a percentage of skull size.

1.1 Literature Overview

Authors of previous articles [9] propose a mobile sensing system for capturing and
recognizing a diverse range of non-speech body sounds, one example is a system
called BodyBeat. This consists of a piezoelectric microphone, ARM microcon-
troller, and a smartphone with the Android operating system. Because of the
problems with muscle control in people with ALS, the method described in [9] is
not suitable.

In another article [10], the authors detailed crosscutting knowledge about speech
problems in an ALS context. They focused on acoustic measurements of phonatory
instability (amplitude, frequency, shimmer, jitter, harmonics-to-noise ratio coeffi-
cients), phonatory limits, and the nasal-oral amplitude ratio.

The authors of the presented article proposed a low-cost system as detailed in
[11]. The system is based on piezo sensors, which are triggered by mimicking face
movements. The signal is then transmitted to the external application via USB
interface, allowing the patient to construct words and phrases. Research was also
conducted to find the optimal location of the sensors on the head.

In article [12], the authors presented a brain-computer interface based on
ERD/ERS, using this interface to control a wheelchair. The main aim for the patient
was to drive the wheelchair on a figure-8 course. For the test, the authors used a JW
active model wheelchair from the Yamaha Motor Co. which is rear-wheel drive.
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The patients achieved a success rate of over 90% in the conducted experiments and
one patient achieved a 95% success rate.

In the next article [13], the authors used ERD/ERS to control a virtual helicopter.
They made a virtual room in which the tested person had the task of flying through
appearing rings. During the investigations, when the person imagined raising their
right hand the helicopter flew to the right, when raising their left hand, the heli-
copter flew to the left. Raising both hands simultaneously resulted in the ascent of
the vehicle.

A similar topic is touched on in article [14]. Authors of this article used real
UAV. Using ERD/ERS they gave commands allowing them to control a vehicle in
an indoor environment. In all experiments conducted, the researcher achieved a
94.36% success rate.

In article [15], authors used one of the passive methods to build BCI. They used
blinking screens as stimulation in a Steady state visually evoked potential (SSVEP)
method. Recognizing the frequency nearby the O electrode, the authors were able to
determine which screen the subject looked at.

2 System Structure

2.1 ERD/ERS Method

The method used by the authors is based on the alpha rhythm (8–13 Hz) and beta
rhythm (14–30 Hz) of brain activity. During the body’s preparation for physical
motion, alpha and beta oscillations decrease which is called event-related desyn-
chronization (ERD). After the occurrence of the motion, the oscillations will
increase. This situation is called event-related synchronization (ERS). For example,
when a person’s left hand motion is visualized, the ERD occurs on the right side of
the sensorimotor cortex. For the thought process of right hand motion, ERD results
in the appearance of the left side of the sensorimotor cortex. The thought process of
lifting up both feet causes an ERD to appear in the vicinity of the Cz electrode
(Fig. 1). Using this phenomenon, it is possible to control an object by extracting
commands from brain signals [12]. This method belongs to the group of active
methods. This means that the patient is not subjected to any stimulation by the
external element. Taking into account that the authors used ERD/ERS, only the idea
of lifting feet was tested.

The method described above can be implemented in Emotive EPOC+ devices
with external software. The headset with electrodes can be mounted easily on the
patient’s head (Fig. 2). This method requires looking at the monitor screen with a
dedicated application (presented in the next chapter).
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2.2 Algorithm

The program in OpenVibe collects the EEG signal from all electrodes using Emotiv
EPOC+. The recorded signal goes to a block comparing the input signal to the
signal from the referenced electrode. The next block is a 4th order Butterworth
Bandpass filter which transmits the signal only on the frequency of oscillation
before and after movement of feet (16–24 Hz). Another block divides the signal
into epochs, which subsequently are averaged. The averaged signal goes to the next
block which crops information into a suitable compartment. The output signal is
sent via VPRN server to an application described below.

Typing the words and the letters proceeds in several steps. An algorithm used for
this is presented in Fig. 3. The groups of letters are displayed in several independent
groups, for ex. “A, B, C, D”. After selecting the appropriate group, it becomes

Fig. 1 Electrode placement in accordance with the “10–20” system [8]

Emotive EPOC+

PC with words 
creator application

Pattient suffer on 
ALS

Fig. 2 System structure
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possible to select letters directly from the chosen group. Reading the whole formed
phrase is possible by underscore mark selection. The triggered signal is taken from
outside the application it is prepared in.

For expressing words and machine speaking, the authors prepared a dedicated
application (Fig. 4) and used the Microsoft Speech Platform SDK [16], which
provides a comprehensive set of development tools for managing the Speech
Platform Runtime in voice-enabled applications, such as recognizing spoken words
(speech recognition) and generating synthesized speech (text-to-speech system).
The library has support for different languages and does not require connection to
the Internet (important for convenient usage). In the case of wrongly entered
phrases, the system doesn’t crash but, rather, it reads each letter separately (Fig. 5).

Input signal Comparing input signal to reference 
electrode signal

4th order 
Bu erworth 

Bandpass filter

Time based 
epoching Epoch average Signal Crop Output signal

Fig. 3 Flow diagram for the command recognition by ERD/ERS

WOR _

A
B
C
D

E
F
G
H

I
J
K
L

M
N
O
P

R
S
T
U

W
Y
Z
_

R
S
T
U

T

Firts step
- gropus of letter 

selection

Second step
- chosen letter 

selection

Third step
- word building

Fourth step
- read words

Fig. 4 Typing words—algorithm

Development of a Speech System Using BCI … 283



A prototype of the system as described here is presented in Fig. 6. The system
requires further clinical tests (upon receiving of the relevant permits).

3 Results and Discussion

The aim of the performed experiments was to investigate the possibility of using the
ERD/ERS technique for typing letters and words. The authors tested the system
reliability and ease of use. They tested this system on two people and results were
similar for both.

After putting on the head set with electrodes and running the application,
the task was to write given words. Groups of letters were displayed according to the
algorithm described in Sect. 2.2 and selecting of the letters was realized when the
tested person thought of moving their foot. Data collected after 4th order
Butterworth Bandpass filter, which transmits the signal only on the frequency of
oscillation before and after movement of feet (16–24 Hz), is shown in Fig. 7.
According to the theory, motion or imagination of foot motion results in the
appearance of oscillations in the 16–24 Hz band. After the filtration process
described in Sect. 2.2, the received signal (Fig. 8) acts as the trigger and allows
selection of the letter. The signal after averaging over epochs is ideally suited to the
applications described by the authors. In addition, the ability to set a threshold for a
command allows the system to be adapted to many people. It should also be kept in
mind that the use of ERD/ERS is related to the training of the subjects. While
triggering of the signal by physical foot movement is not a problem, the ability to
call commands through the imagery itself is developed through training.

Words creator

Serial 
communication

Trigger range Charts – read 
value

Fig. 5 Application form
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In addition, the collected information was presented in graphical form repre-
senting changing brain activity (Fig. 9). The task as described required some
training of the patient. The picture clearly shows that brain activity increases in the
neighborhood of the electrode Cz cell while stimulating the brain by imagining the
movement of the feet. Unfortunately, the number of electrodes in the Emotiv
EPOC+ set clearly limits the spatial resolution of the brain map. Better results can
certainly be obtained by using more elaborate sets. Unfortunately, there are no sets
of high numbers of electrodes in this region. Another way would be to use medical
kits, however, their price does not allow for the construction of cheap and portable
kits for ALS patients.
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Fig. 8 Output signal after filtration
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Fig. 9 Graphical representation of brain activity during test (top view)
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4 Conclusion

The article described construction of a speaking help system based on ERD/ERS
techniques for patients suffering from amyotrophic lateral sclerosis (ALS) and for
patients with significant reduction in mobility. The first part focused on the disease
and development of systems to support speaking. Based on set assumptions, the
system described here was based on the ERD/ERS technique using bioactive
sensors mounted on the head, which were triggered by a signal called MI- tasks.
The raw signals were transmitted to the external application via VRPN server and,
after filtering, allowed for building of words and phrases. Currently, it is not
expected to conduct clinical trials of the device due to the work still being carried
out on it. This type of system can be used in the future for setting process
parameters and triggers.

The described work is an extension of the research described in the publication
[11]. Data read was based on small mimic motions registered by low-cost piezo
sensors. The advantage of the method presented here is there is no need for any
physical movement (which is very important in the case of illnesses like ALS).

The authors also pointed out some disadvantages of the device presented here,
such as speed of entering letters and forming words. Depending on the amount of
time spent on training regarding operation of the device, these values are within
roughly 40 s for less than 10—letter words. In the case of building complex phrases,
this value may be too high. For this reason, it is important to conducted further
research.
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GPenSIM for Performance Evaluation
of Event Graphs

Reggie Davidrajuh, Bozena Skolud and Damian Krenczyk

Abstract Performance evaluation of a manufacturing system is to find out some
useful information about the behavior of the system. Usually, Petri nets are very
useful tool for modeling and performance evaluation of manufacturing systems.
Literature review reveals that the Petri net models of manufacturing systems are
most frequently event graphs, a special type of Petri nets; in addition, they are
strongly connected event graphs. Literature review also reveals that there are some
simple yet powerful methods for performance evaluation of strongly connected
event graphs. General-purpose Petri net simulator (GPenSIM) is a new tool for
modeling, simulation, and performance analysis of discrete event systems. This
paper is about implementation and application of event graphs in GPenSIM, for
performance analysis of real-world manufacturing systems.

Keywords Petri nets � Event graphs � GPenSIM � Performance evaluation
Manufacturing systems

1 Introduction

Performance evaluation of a manufacturing system is to find out some useful
information about the behavior of the system such as the productivity (flow rate),
the existence of bottlenecks and deadlocks, etc. Usually, Petri nets are very useful
for performance evaluation of manufacturing systems because of its very useful
properties such as self-documenting, simple yet powerful mathematical back-
ground, and explicit stateful information. Literature review reveals that the Petri net
models of manufacturing systems are most frequently event graphs, a special type
of Petri nets; in addition, they are strongly connected event graphs. The literature
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review also reveals that there are some simple yet powerful methods for perfor-
mance evaluation and that these methods are only applicable for strongly connected
event graphs.

General-purpose Petri net simulator (GPenSIM) is a new tool for modeling,
simulation, and performance analysis of discrete event systems. GPenSIM, devel-
oped by the first author of this paper, is being used by many universities around the
world. The aim and scope of this paper are implementation and application of event
graphs in GPenSIM, for solving real-world manufacturing problems.

In this paper, Sect. 2 introduces event graphs. Section 3 introduces GPenSIM.
Section 4 presents an application example.

2 Event Graphs: Definition and Properties

An event graph is an ordinary Petri net in which each place has exactly one input
and one output transition.

2.1 Definitions [1, 2]

Definition: Classic Petri Net (PN)
A classic Petri net is a four-tuple PN = (P, T, A, m0), where
P is the set of places, P = [p1, p2, …, pn],
T is the set of transitions, T = [t1, t2, …, tm],
A is the set of arcs (from places to transitions and from transitions to places),

A�ðP� TÞ [ ðT � PÞ; and

m is the row vector of markings (tokens) on the set of places;
m = [m(p1), m(p2), …, m(pn)]ε N

n, m0 is the initial marking.
Definition: input and output sets of a place
It is convenient to use •pj to represent the set of input transitions of a place and pj

and pj• to represent the set of output transitions of pj.

�pj ¼ ti 2 T : ðti; pjÞ 2 A
� �

; pj� ¼ ti 2 T : ðpj; tiÞ 2 A
� �

:

Definition: Timed Petri Net (TPN)
Timed Petri net is a 4-tuple TPN = (P, T, A, m0, D), where
PN = (P, T, A, m0) is a classic Petri net and
D: T ! R+ is the duration function, a mapping of each transition into a positive

rational number, meaning firing of each transition ti takes dti time units.
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Definition: Event Graph (EG)
Event graph is a classic Petri net EG = (P, T, A, m0), where the sets of input and

output transitions of every place have only one member. |•pj | = |pj•| = 1.
Definition: Strongly Connected Graph
A directed graph is strongly connected if there is a directed path joining any two

nodes of the graph. In a strongly connected graph, there will be cycles (circuits).
Definition: Elementary Circuit
An elementary circuit in a strongly connected graph has a directed path that goes

from one node and comes back to the same node, while no other node is not
repeatedly visited in the path.

2.2 Properties of Strongly Connected Event Graphs

Given below are some of the properties of strongly connected event graph (SCEG).
These properties are very useful for performance evaluation of discrete event
systems. In an SCEG,

• Property-1: The number of tokens in an elementary circuit is invariant, meaning
the number of tokens does not change with the firings of the transitions [1, 3].

• Property-2: Performance is bounded by its critical circuit [1, 4]. The critical
circuit is the elementary circuit that has the lowest flowrate r. r* = min R(m
(pn))/R(dti), where R(dti) is the sum of firing times of the transitions in the circuit
and R(m(pn)) is the sum of all tokens in that circuit.

• Property-3: Under the assumption that a transition fire as soon as it is enabled,
the firing rate of each transition in steady state (the same as the current token
flow rate at any point in the circuit) is given by r = r* [4].

• Property-4: Deadlock-free if and only if every elementary circuit contains at
least one token [1].

Based on the properties mentioned above, there are many tools available for
performance evaluation of SCEG. However, the General-Purpose Petri Net
Simulator (GPenSIM) is considered as the ideal tool for working with event graphs
[5], and for interacting with other MATLAB toolboxes [6]. The following section
describes the functions of GPenSIM for working with SCEG.

3 GPenSIM

In GPenSIM, a discrete system can be modeled either as [7, 8]

• A classic Petri net: firing times are not assigned to any of the transitions,
meaning all the transitions are primitive [2], or

• A timed Petri net: firing times are assigned to all the transitions, meaning all the
transitions are non-primitive.
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3.1 Modeling Timed Petri Nets in GPenSIM

In GPenSIM, it is not acceptable to assign firing times to some of the transitions and
let the other transitions take zero value; we may assign very small values close to
zero, but not zero, to transitions that are very fast compared to the other transitions
[GPenSIM]. GPenSIM interprets timed Petri net in the following manner [7, 8]:

• No variable duration of events: the transitions representing events are assigned
firing time beforehand. The preassigned firing time can be deterministic (e.g.,
firing time dti = 5 TU) or stochastic (e.g., firing time dti is normally distributed
with mean value 10 TU and standard deviation 2 TU). However, variable firing
times are not possible.

• Maximal-step firing policy: Timed Petri Net operates with the maximal-step
firing policy; this means, if more than one transition is collectively enabled and
are not in conflict with each other at a point of time, then all of them fire at the
same time.

• Enabled transition starts firing immediately: enabled transition can start firing
immediately as long as there is no (forcibly) induced delay between the time a
transition became enabled and the time it is allowed to fire.

3.2 The Functions for Performance Evaluation of Event
Graphs

Table 1 lists some of the GPenSIM functions that are exclusively for performance
evaluation of strongly connected event graph (SCEG).

The “pnclass” function: this function checks the class of a Petri net. This
function returns a vector of flags representing the following information.

Flag-1: Whether the Petri net is a binary Petri net or not (0 = not a binary Petri net).
Flag-2: Whether the Petri net is a state machine or not (0 = not a state machine).
Flag-3: Whether the Petri net is an event graph or not (0 = not an event graph).
Flag-4: Whether the Petri net is a timed Petri net or not (0 = not a timed Petri net).
Flag-5: Number of strongly connected components in the Petri net.

Table 1 GPenSIM functions for performance evaluation of SCEG

GPenSIM function Purpose

pnclass Find out the class of Petri net

stronglyconn Find out the number of strongly connected components in the Petri net

mincyctime Finding the performance bottleneck in an SCEG

Cycles Extract the elementary circuits in a Petri net
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The “stronglyconn” function: this function returns the number of strongly
connected components in a Petri net. If the returned value is a singleton, then the
Petri net is strongly connected. There are several algorithms for finding strongly
connected components, e.g., a simple two-pass depth-first-search algorithm [9] and
the recent and more efficient Rader’s method [10]. In GPenSIM, the Rader’s
method is implemented. In Rader’s method, first the connection matrix D is
computed, D = (I−a A)−1, where a (convergence value) is a small value, usually
between zero and one. Then, the SCC matrix which has a row for each connected
component is computed, SCC = D � DT.

The “mincyctime” function: this function returns the performance bottleneck
(critical elementary circuit) of an SCEG. For finding the elementary circuits, this
function makes use of the function “cycles”. The function mincyctime also suggests
flow rate improvement, if the optional input parameter “expected flowrate” is given.
Since current flowrate r* = [R(m(pn))/R(dti)]

critical circuit, expected flowrate (efr) can
be achieved by either:

• Increasing the token count the critical circuit by Dm0,

Dm0 ¼ efr � RðdtiÞ½ � � RðmðpnÞÞ; or

• Reducing the delay (total firing times) of the circuit by Dft,

Dft ¼ RðdtiÞ � RðmðpnÞÞ=efr½ �

The “cycles” function: this function finds the elementary circuits in a Petri net.
There are several algorithms available for finding the elementary circuits, e.g.,
Tiernan & Tarjan’s method [11] and Johnson’s method [12]. However, the algo-
rithm that is implemented in GPenSIM is a simple variant of depth-first-search
technique. Even though this algorithm is not the most efficient, it is chosen because
of its easiness for implementation.

4 Application Example

A simple Flexible Manufacturing System (FMS) is shown in Fig. 1 which is to
make only one product.

In this FMS,

• The input raw material of type-1 arrives on the conveyor belt C1. Robot R1
picks the raw material type-1 and places into the machine M1. Similarly, robot
R2 picks the raw material from conveyor belt C2 and places into the machine
M2.
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• Machine M1 makes the part P1, and M2 makes the part P2. When the parts are
made by the machine M1 and M2, they are placed on the assembly station by
the robots R1 and R2, respectively.

• An assembly station AS joins the two parts P1 and P2 together to form the
product. The robot R2 does the part assembly at AS.

• Robot R3 picks the product from the assembly station and places it on the
painting (and polishing) station PS. Robot R3 performs the painting and then put
the completed product into the output buffer (cartridge) OB.

The following activities explain the FMS operations (“t” stand for transition):

• tC1: conveyor belt C1 brings the input material type-1 into the FMS.
• tC2: conveyor belt C2 brings the input material type-2 into the FMS.
• tC1M1: robot R1 moves raw material from conveyor belt C1 to M1.
• tC2M2: robot R2 moves raw material from conveyor belt C2 to M2.
• tM1: machining of Part-1 at machine M1.
• tM2: machining of Part-2 at machine M2.
• tMA: robot R1 moves part-1 from M1 and R2 moves part-2 from M2 into

assembly station AS.
• tAS: robot R2 assembles parts P1 and P2 together at the assembly station AS.
• tAP: robot R3 picks the product from the assembly station and places on the

painting station PS.
• tPS: robot R3 performs painting and surface polishing on the product. When the

job is finished, R3 places the product into the output buffer OB.

Machine M2

Machine M1

Robot R1

Robot R2
Pain ng 
robot R3

Assembly 
Sta on AS

Pain ng 
Sta on PS

Conveyor 
Belt C1

Conveyor 
Belt C2

Output 
buffer

OB

Input buffer
IB1

Input buffer
IB2

Fig. 1 The flexible manufacturing system
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4.1 The Petri Net Model

The Petri net model of the FMS is shown in Fig. 2. The Petri net model is obtained
by serially connecting the operations listed above; the time taken by the operations
are shown in Fig. 2 as the firing times of the transitions.

The input buffers IB1 and IB2 (represented by the places pIB1 and pIB2) and the
output buffer (place pOB) are for testing purpose only. These three places will be
omitted in the final model, to make it as an SCEG. The presence of the three places
will destroy the strongly connectedness property, and the Petri net will not be an
event graph. It is safe to neglect the three buffers with the following assumptions:

1. The supply of raw materials from the input buffers (IB1 and IB2) is never
exhausted;

2. The finished product will be placed into the output buffer OB that has no
capacity restraints.

4.2 GPenSIM Code for Simulation

We usually need four files to code (implement) a Petri net model in GPenSIM:

5

pC1

2

10 2

pR1

tC2M2tC2 tM2

poC1 piM1 poM1

10

pC2

10 2

pR2

tC1M1tC1 tM1

poC2 piM2 poM2
tAP

tPStAS

7 82

piPSpoASpiAS

pR3

tMA

pOB

pIB2

pIB1

Fig. 2 Petri net model of the FMS
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1. Petri Net Definition File (PDF): this is the coding of the static Petri net (the
structure of the Petri net defined by the sets of places, transitions, and arcs).

2. Main Simulation File (MSF): In this file, the initial dynamics (e.g., initial tokens
in places pC1, pC2, pR1, pR2, and pR3, and the firing times of transitions) are
declared.

3. COMMON_PRE: In this file, the conditions for the enabled transitions to start
firing are coded. However, in this FMS example, there are no additional con-
ditions for the transitions as they start firing whenever they become enabled.

4. COMMON_POST: the post-firing actions of the transitions are coded in this
file. Again, this file is not necessary for the FMS example, as there are no
post-actions needed to be carried out.

Given below is the PDF in which the sets of places, transitions, and the arcs
declared:

function [png] = fms_pdf()

png.PN_name = ’Event Graph model of FMS’;

%%%%%%% set of places

png.set_of_Ps = {‘pC1’,’pC2’, ’pR1’,’pR2’,’pR3’, …

’poC1’,’poC2’,’piM1’,’poM1’, ’piM2’,…

’poM2’,’piAS’,’poAS’, ’piPS’};

%%%%%%% set of transitions

png.set_of_Ts = {‘tC1’,’tC2’,’tM1’,’tM2’,’tAS’,’tPS’,…

’tC1M1’,’tC2M2’,’tMA’, ’tAP’};

%%%%%%% set of arcs

png.set_of_As = {‘pC1’,’tC1’,1, ’tC1’,’poC1’,1, … %tC1

’pR1’,’tC1M1’,1, ’poC1’,’tC1M1’,1,…%tC1M1

’tC1M1’,’piM1’,1, ’tC1M1’,’pC1’,1, … %tC1M1

’piM1’,’tM1’,1, ’tM1’,’poM1’,1, … %tM1

’pC2’,’tC2’,1, ’tC2’,’poC2’,1, … %tC2

’pR2’,’tC2M2’,1, ’poC2’,’tC2M2’,1,…%tC2M2

’tC2M2’,’piM2’,1, ’tC2M2’,’pC2’,1,… %tC2M2

’piM2’,’tM2’,1, ’tM2’,’poM2’,1, … %tM2

’poM1’,’tMA’,1, ’poM2’,’tMA’,1, … %tMA

’tMA’,’piAS’,1, ’tMA’,’pR1’,1, … %tMA

’piAS’,’tAS’,1, ’pR3’,’tAS’,1,… %tAS

’tAS’,’poAS’,1, ’tAS’,’pR2’,1, … %tAS

’poAS’,’tAP’,1, ’tAP’,’piPS’,1, … %tAP

’piPS’,’tPS’,1, ’tPS’,’pR3’,1}; % tPS
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The main simulation file is given below:

clear all; clc;

global global_info

global_info.STOP_AT = 100; % stop simulation after 100 TU

pns = pnstruct(‘fms_pdf’); % declare the PDF

% declare the firing times of the transitons

dyn.ft = {‘tC1’,10,’tC2’,10, ’tC1M1’,2,’tC2M2’,2,…

’tM1’,5,’tM2’,10,’tMA’,2, ’tAS’,7, ’tAP’,2, ’tPS’,8};

% declare the initial markings

dyn.m0 = {‘pC1’,1,’pC2’,1, ’pR1’,1,’pR2’,1,’pR3’,1};

% combine static and dynamic parts to form the Petri net

pni = initialdynamics(pns, dyn);

mincyctime(pni); % find the minimum cycle of event graph

4.3 The Simulation Results

The simulation results show that there are five elementary circuits (“cycles” in the
results shown below) in the event graph.

This is a Strongly Connected Petri net.

This is an Event Graph (Marked Graph).

Cycle-1:- > pC1 - > tC1 - > poC1 - > tC1M1

TotalTD = 12 TokenSum = 1 Cycle Time = 12

Cycle-2:- > pR1 - > tC1M1 - > piM1 - > tM1 - > poM1 - > tMA

TotalTD = 9 TokenSum = 1 Cycle Time = 9

Cycle-3:- > pC2 - > tC2 - > poC2 - > tC2M2

TotalTD = 12 TokenSum = 1 Cycle Time = 12

Cycle-4:- > tMA- > piAS- > tAS- > pR2- > tC2M2 - > piM2 - > tM2 - > poM2

TotalTD = 21 TokenSum = 1 Cycle Time = 21

Cycle-5:- > poAS - > tAP - > piPS - > tPS - > pR3 - > tAS

TotalTD = 17 TokenSum = 1 Cycle Time = 17

*** Minimum-cycle-time is: 21, in cycle number-4 ***

*** Token Flow Rate: *** In steady state, the firing rate of each

transition:1/C* = 0.047619 meaning, on average, 0.047619 tokens

pass through any node in the Petri net, per unit period of time.

*** We can increase the current flow rate to 0.058824 tokens/TU, by

improving the critical circuit alone …
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In the circuit-4 either: 1. increase the sum of tokens by 1 tokens, or,

2. decrease the total delay (firing times) by 4 TU.

*** Deadlocks: NO *** (each elementary circuit has at least one tokens

each)

The results show that the elementary circuit number-4 is the bottleneck as it has
highest cycle time (=21), which means the flow rate of the circuit is 1/21 = 0.0476
tokens per TU. The second highest cycle time (=17) belongs to the circuit
number-5, having a flow rate of 1/17 = 0.0588. Thus, we can improve the per-
formance (flow rate) by 23.52% by enhancing the bottleneck (circuit number-4).
The proposed enhancements are (1) increase the sum of tokens by one (meaning
add one more robot/machine in parallel), and (2) decrease the total delay by 4 TU
(meaning reduce the firing times of the robot/machine involved in circuit-4 by 4
TUs).

The results also show that there are no deadlocks (the Petri net is live) as every
elementary circuit has at least one token each.

5 Discussion

General-Purpose Petri Net Simulator (GPenSIM) is a software for modeling, sim-
ulation, performance analysis, and control of discrete event systems. GPenSIM,
developed by the first author of this paper, runs on MATLAB platform. Though
GPenSIM is new, it has been accepted by many universities around the world
because of its simplicity, flexibility, and for the possibilities to interact with the
other MATLAB toolboxes and the external environment. GPenSIM (current ver-
sion 9) can be freely downloaded from the website [7]. GPenSIM is being used to
solve diverse problems within manufacturing, e.g., Solving Repetitive Production
Planning Problems [13], Assembly Line Balancing Problems [14], Gameplay for
manufacturing [15], and logical control system of a marine diesel engine [16]. In
this paper, we focus on how GPenSIM can help performance analysis of discrete
manufacturing systems if they can be modeled as event graphs.
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Analysis of the Environmental Costs
in Manufacturing Companies in the SME
Sector in Poland

Lukasz Grudzien, Filip Osinski and Sabahudin Jasarevic

Abstract The article presents typical environmental aspects and costs related to
those aspects in production companies in the SME sector in Poland. The study
aimed to show what standard fees, charges, and other responsibilities enterprises
have and what costs should be beard to minimalize the environmental impact of the
organization. Despite the low impact of a single manufacturing company from this
sector, their quantity causes cumulative effects on the environment and should be
considered significant. For this reason, it is important to build conscious, sustain-
able business, which besides of profit will be responsible for the state of the
environment. For most companies, achieving that goal is possible through bearing
all of the administrative and operative costs of environmental protection.

Keywords Environmental cost � Environmental fee � Use of environment � SME

1 Introduction

At present, we are witnessing dynamic economic development which in addition to
its undoubted benefits also has negative effects, for example, in terms of its impact
on the environment. Therefore, man undertakes many initiatives to reduce this
negative impact. Increasingly often, companies use decision-making support
methods for support production process [1, 2], quality tools [3, 4], or methods that
help to minimize losses [5–7]. In the 1990s, the idea of sustainable development [8]
was developed. It assumes such human activities that will satisfy current needs,
while paying attention to the possibility of meeting these needs in the future gen-
erations. The idea of sustainable development has a special reference to companies
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that use elements of the environment to meet their own needs. On the one hand, it is
drawing on the resources (stock consumption, water, etc.) on the other, causing
environmental burden (emissions, waste generation, etc.). The above effect is
mainly a domain of manufacturing companies that need specific resources to pro-
duce a particular product and must implement processes, which are also products of
output side, which is almost always a burden for the environment. In order to
reduce the negative impact on the environment in recent years, a number of solu-
tions have been introduced to help entrepreneurs to carry out environmental pro-
tection activities and to build environmental awareness. These include standards for
environmental management systems (ISO 14001, EMAS) corporate social
responsibility standards (ISO 26000) or carbon dioxide reduction. Despite many of
these initiatives, the level of ecological awareness among Polish SMEs is still
insufficient [9]. It is clear that the conscious pursuit of a business that falls within
sustainability standards entails additional costs that have not yet appeared in cor-
porate balance sheets. It is still a rare approach of SMEs, which takes into account
planning future spending and budgeting current costs associated with environ-
mental management.

The aim of this paper is to show the average cost of environmental activities of
enterprises in the SME sector and to focus on the importance of increasing share of
these costs in corporate budgets. The article also aims to raise awareness that
incurring the costs of environmental activities is a natural element and obligation of
business and that it is a result of the environmental use and not just another tax
imposed by the legislator.

2 Typical Environmental Aspects
of Manufacturing Companies

Environmental aspects of manufacturing companies are mainly related to the type
of manufacturing processes being carried out. The specifics of a company’s busi-
ness determines the environmental aspects of resource consumption, gaseous and
atmospheric emissions, wastewater production, waste management, and packaging.
There is a large correlation between the PKD code (Polish statistical classification
of economic activity, similar to NACE) of individual companies and their impact on
the environment [10]. For the purpose of verifying this thesis, the authors examined
66 manufacturing enterprises from the SME sector. Data collection was based on
audit reports, carried out by environmental management experts during the
implementation of the EMS in these companies.

It is important to point out that despite the relatively small environmental impact
of individual companies, this impact is compounded by the large market share of
SMEs [11]. In 2015, over 1914 thousand companies were registered in Poland,
including over 1910 thousand in SME sector enterprises [12]. It is estimated that
companies in this sector are responsible for 64% of all industrial pollution in
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Europe [13]. Below are shown the main environmental aspects of SMEs, like raw
material consumption, air pollution, water, and waste management.

In the surveyed group, the water and sewage management was a minor problem.
Aspects related to water intake directly by the organization (own groundwater
footage) appeared only in one company. All other companies used water supplied
by external suppliers (water companies). In technological processes, water was
mainly used for cooling purposes (closed circuits) or for cleaning of technological
equipment.

Wastewater in the SME sector group is over 66% classified as social-living
sewage [9]. Main sources of industrial sewage are surfactants contaminated water
(cleaning agents used in industrial conditions), water used in galvanizing processes,
and laboratory effluents contaminated with various chemical reagents.

The use of raw materials in the SME sector does not pose a significant envi-
ronmental burden [9]. In this area, mainly nonrenewable raw materials are used, but
those whose acquisition, use, and recycling are not significantly harmful to the
environment (for example, metals and simple chemicals). Only for companies
classified in Group C-20 Production of chemicals, which accounted for 4.6% of the
enterprises, the risks of a potential raw material release into the environment are
significant. This is mainly due to the high toxicity of substances used in these
companies for living organisms. In addition, there is a large group of companies
that utilize waste from other processes as raw material for production. Companies
that professionally recycle or use recycled products should be considered to have a
positive environmental impact on the use of raw materials. Currently, over 63% of
manufacturing companies declare their willingness to reduce the consumption of
natural resources. In most cases, the main reason for this is the desire to reduce
production costs, but this is still a big reduction on the environmental impact of the
company [14].

The growing problem of air pollution in Poland causes that the environmental
aspects related to the emission of gases or dust into the atmosphere are now of
particular importance. The vast majority of industrial emissions are related to
activities such as follows:

• Fuel combustion (both in internal combustion engines as well as in heating and
technological boilers);

• Emissions of volatile organic compounds (related to the use of paints, solvents
and certain cleaning and preserving agents);

• Dust and fume emissions related to metalworking (welding, grinding).

Nearly 55% of the companies participating in the study had an organized form of
emission. It means that emissions into the air took place through adapted equipment
(mechanical ventilation, local exhausts). This suggests that production processes
causing emissions into the air were so important that they required the removal of
pollutants of the workstation.

One of the most important and most problematic areas of environmental activity
of SME is waste management [15]. Companies in this sector are producing both
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nonhazardous and hazardous waste. The amount of nonhazardous waste normally
forces the entrepreneurs to selective collection and transmission to professional
waste management operators. Most problematic waste in this sector is usually
hazardous waste, mainly due to their small amounts. In addition, problems with
their proper classification and subsequent management make the waste largely to
end up in unsorted municipal waste. Taking into account the accumulation of all the
waste generated in this sector, over 7.5 thousand tons of hazardous waste per year
can be mixed with unsorted municipal waste.

3 Classification of Environmental Protection
Costs in Companies

In European countries (EU and OECD), some of the basic fiscal tools include various
taxes, for example, in the form of environmental fees [16]. However, to carry out an
analysis of the total environmental costs of an enterprise, the cost of ongoing
maintenance of equipment and installations designed to reduce pollution (equipment
services, filter replacement, etc.), investment costs to reduce environmental impacts,
and costs of nonconformities, that is, both the administrative penalties for not
keeping up to date legal requirements and the cost of removal of possible emergency
situations. The structure of costs suggested by the authors is shown in Fig. 1.

Costs inherent in the implementation of environmental tasks, both active (egg
assembly of environmental protection equipment) and passive (egg development of
environmental documentation, including reporting), is the staff cost of employees.
Regardless of whether these tasks are carried out by designated company

Fig. 1 Classification of environmental protection costs
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employees or outsourced to specialized companies, this cost is necessary. Staff costs
are not included in the chart below, as difficult to estimate. The wages of
employees, depending on the tasks assigned to them, the competence of staff, etc.,
vary considerably among the surveyed companies.

Administrative costs are mainly taxes, including environmental fees. They can
take on a variety of forms, but the most commonly paid by SMEs are as follows:

• payment for the economic use of the environment,
• payment for the placing on the market products in packaging, including import

and intracommunity supply,
• the charge for placing on the market products that are particularly hazardous to

the environment (batteries, accumulators, oils, tires, etc.).

Other cyclical environmental costs in manufacturing companies are defined as
operating environmental costs. All of these costs include elements such as follows:

• costs of waste management;
• costs of cleaning separators and filters;
• service and maintenance of air conditioning, mechanical ventilation, and fire

protection installations;
• purchase of sorbents and cleaners;
• cost of wastewater treatment (both industrial and social);
• participation in maintenance costs of rainwater and melting water receiver (egg

drainage ditches); and
• fees for the measurement of emissions (air, composition, and volume of

effluents).

Besides to the cyclical environmental costs, one-off costs should be highlighted.
These are the costs and expenses associated with individual business incidents.
They can be divided into investment costs, for example, all expenditure incurred on
investments that can directly or indirectly reduce the environmental impact of the
business, like

• building thermo-modernization,
• purchase of renewable energy technologies,
• purchase of more energy efficient machines (including hybrid cars),
• construction or modernization of sewage treatment plant, and
• use of ecodesign technologies to reduce raw material consumption and waste

generation [17, 18].

The second group of one-off costs is the costs of nonconformities, which may
also be related to the removal of inconsistencies. Any incompliance of legal
requirements and the occurrence of accidents that may affect the environment (like
fire or the release of dangerous substances into the environment) are considered
incompatible. As a consequence, the environmental costs of sanctions, fines, and
surcharges imposed by the state administration should be considered as a result of
overstepping or unlawful activity.
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4 Analysis of Environmental Costs in the Manufacturing
Company

Studies in the group of SME companies have shown that environmental costs are
underestimated in most of them. In the 66 companies surveyed, only two had 100%
of their fees due to the implementation of legal requirements related to particular
environmental aspects. Most of the times the result was not so much the reluctance
of entrepreneurs to incur costs as a lack of awareness of the need to bear them.
There was also a situation of deliberate undercutting, for example, the amount of
waste generated to reduce the fees.

To better illustrate the amount of environmental costs borne by manufacturing
companies in the SME sector, it was decided to make accurate calculations based
on the average company from the surveyed group. For this purpose, a summary is
showing the unit costs associated with the cost group (Tables 1 and 2).

Only cyclical costs are included in the statement, as one-offs are an individual
business and cannot be generalized. Cyclical costs, however, are in most cases a

Table 1 List of administrative environmental costs

Cost group Cost type Cost description Unit cost

Packaging
utilization
fee

Recycling
fee

Paper and cardboard packages 0.0015 (PLN/kg)

Plastic packaging 0.0025 (PLN/kg)

Glass packaging 0.04 (PLN/kg)

Wooden packaging 0.0012 (PLN/kg)

Steel packaging 0.0018 (PLN/kg)

Aluminum packaging 0.03 (PLN/kg)

Products in
packages fee

Paper and cardboard packages 0.65 (PLN/kg)

Plastic packaging 2.73 (PLN/kg)

Glass packaging 0.26 (PLN/kg)

Wooden packaging 0.33 (PLN/kg)

Steel packaging 0.82 (PLN/kg)

Aluminum packaging 0.65 (PLN/kg)

Use of the
environment

100 liters of solvent consumption
(Nitro)

110 (PLN/year)

100 kg of paint consumption 52 (PLN/year)

Charge for 100l use of gasoline in an
old passenger car (before 1992)

5.8 (PLN/100 l)

Charge for 100 l use of gasoline in new
passenger car (Euro 5)

0.44 (PLN/100 l)

1000 kg of welding wire use 1.17 (PLN/1000 kg)

Usage of 1 Mg of coal 1780–3451
(zł/Mg/year)

Usage of 1 Mg of wood 4.55 (PLN/Mg/year)

Usage of 1000 m3 of natural gas 1.34 (PLN/m3/year)

306 L. Grudzien et al.



multiple of the rates set by the legislator, such as the cost of environmental charges
or market rates, resulting from price lists for specific services, such as collection and
management of waste.

Tables 1 and 2 show that there are many types of environmental charges for
manufacturing companies. Every production company has to remember about the
costs of using the environment.

The calculation of exact environmental costs was made on the basis of Alfa
company, employing 40 employees (average employment of the companies sur-
veyed). Alfa, in its manufacturing processes, performs welding, machining (cutting,
grinding), lacquering, and assembly operations. The quantities of raw materials
consumed by the company in the processes and other data necessary to calculate the
environmental fee associated with a given aspect are summarized in Table 3.

Additionally, manufacturing and maintenance processes are forming
side-classified products which consist of hazardous and nonhazardous waste in
annual quantities of, respectively, 3200 and 15,200 kg (including 8000 kg of
municipal waste and 5100 kg of scrap metal).

As part of its infrastructure operation, the company uses natural gas for heating
installations in buildings with a combined volume of 2250 m3. The annual con-
sumption of natural gas is 39,423 m3. Alfa company owns a car fleet of 6 passenger
cars and 2 trucks, which use 14,400 kg of diesel annually. In addition, the company
manages a hardened maneuvring yard and a parking with a total area of 300 m2,
which drains rainwater into the drainage ditch. Based on the information provided

Table 2 List of operational environmental costs

Cost type Cost description Unit cost

Municipal waste management Standard container 1.1 m3—
selectively collected

95 (PLN/month)

Standard container 1.1 m3—
mixed

119 (PLN/month)

Industrial waste Hazardous waste (hazardous
substances packaging)

500 (PLN/Mg)

Hazardous waste (oils) 3000 (PLN/Mg)

Nonhazardous waste 200–600
(PLN/Mg)

Replacement of mechanical filters Standard nonwoven filter 250 (PLN/unit)

Fire protection installations maintenance Installation 500 (PLN)

Fire extinguishers 5–30 (PLN/unit)

Hydrants 25.0 (PLN/unit)

Inspections of buildings (including
environmental protection installations)

<1000 (PLN)

Separators cleaning 250.0 (PLN/unit)

Air conditioning maintenance 200.0 (PLN/unit)

Purchase of cleaners Surface cleaning paper 8.0 (PLN/unit)

Cotton cleaners 30.0 (PLN/kg)
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in Table 3 and the unit costs contained in Tables 1 and 2, the annual environmental
costs borne by Alfa company were compiled. This summary is shown in Table 4.

As can be seen from the statement, the total cost of cyclic environmental charges
is 29,367 PLN and at the annual turnover of the company at level 1250 thousand is
the share of 2.35%. This proves that it is a cost that cannot be marginalized and it is
necessary to include it in the enterprise’s budget and in the calculation of revenue
structure. As previously described, this is the average value of SMEs’ environ-
mental costs. With the increase in scale of production, increasing the number of
available infrastructure, etc., these costs will increase proportionately. The size of
that costs and their share in turnover illustrates why they are so often avoided by
entrepreneurs, where price competition is always strong. It is obvious that enterprise
that does not incur environmental costs will be more competitive than the one that
borne them. Only honest payment of environmental fees by all entrepreneurs can
exclude it as a factor causing a decrease in competitiveness.

Table 3 Quantities of raw materials and other components consumed/produced by Alfa processes

Cost type Stock Quantity (unit)

Gases and dusts emission Solvent usage 191 (dm3)

Lacquer usage 211 (dm3)

Paint usage 215 (kg)

Fuel consumption 14.4 (Mg)

Welding wire consumption 2520 (Mg)

Machining stations work time 3120 (h/year)

Natural gas consumption 39,423 (m3)

Water and sewage Parking area 300 (m2)

Sewage 876 (m3/year)

Waste Municipal waste 8 (Mg)

Hazardous waste 2.1 (Mg)

Other industrial waste 3.2 (Mg)

Scrap metal 5.1 (Mg)

Table 4 Summary of annual cyclical environmental costs for an exemplary SME company

Cost group Cost type Value (PLN)

Administrative cost Gases and dusts emissions 840

Parking drainage 87

Operational cost Waste management 13,740

Sewage management 11,400

Ventilation maintenance 1200

Fire installations maintenance 1500

Ventilation filters replacement 600

Total 29,367
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5 Summary and Conclusions

At the present level of civilization development, further development must take
place with respecting the idea of sustainable development. It is possible by bal-
ancing between economic growth, environmental care (both natural and
man-made), and the quality of human life. Companies, especially the production
ones, play a large part in this idea. Manufacturing companies in the SME sector,
despite generating, would appear to be a single, small-scale environmental problem,
but due to the amount of them on the market, they make a significant contribution to
environmental impacts. It is necessary to build conscious business, not only for
profit, but also for respect for the environment. This trend is already recognized
among global corporations and large organizations. In the small and medium
business sector, it is still necessary to spread this idea.

Environmental costs cannot currently be marginalized. The example given in
this article shows that for an average manufacturing company in the SME sector,
annual environmental management expenditure can fluctuate within 2–5% of a
company’s turnover. It is very important to build awareness that environmental
costs are not just another tax, but the cost of using the environment, which can be
compared to the purchase of a particular service from another entity. These costs
should be a natural thing in everyday business. It is also important to look at
environmental costs, especially investment ones, in the long perspective as part of
the environmental costs currently being incurred to reduce future costs. This is true
with all environmental investments, which are related to the reduction of energy or
material use. These investments in the future should reduce other costs related to
operation, energy use and environmental costs due to reduced emissions, etc. Every
entrepreneur is obliged to bear these costs and negate the avoidance of environ-
mental charges in order to gain price advantage over other entities.
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Product Variants Recycling Cost
Estimation with the Use of Multi-agent
Support System

Ewa Dostatni, Jacek Diakun, Radoslaw Wichniarek, Anna Karwasz
and Damian Grajewski

Abstract The article describes research on recycling-oriented analysis during
product ecodesign. The study was conducted using a proprietary agent system
operating based on the recycling-oriented product model. The analysis focused on a
household appliance: an electric kettle. The authors developed a project of a new
appliance and then created its geometric model in a CAD 3D system. Next, analyses
were conducted to compare the recyclability of the appliance with different material
and joint combinations. A total of 16 different variants of the appliance were
designed within the project. Each of them was evaluated for its recycling param-
eters and cost of recycling.

Keywords Recycling � Recycling cost � Ecodesign � CAD 3D

1 Introduction

Rapid development of IT solutions and increase in household wealth contributed to
the modernization and continuous improvement of household appliances. As a
result, households make more frequent purchases of household appliances, which in
turn requires that waste electrical and electronic equipment be withdrawn [1, 2]. If
the withdrawn appliances were not collected, disposed of, and/or reused in a
controlled manner, it would quickly threaten environment. Therefore, legal acts
have been introduced to regulate the recycling and reuse of such equipment [3]. The
laws force manufacturers to consider recyclability in their manufacturing processes.
Some companies are themselves involved in recycling, and others outsource these
services to external agencies [4, 5]. One of the most important tasks of recycling is
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to protect resources. Waste household appliances are among the most difficult waste
in terms of recycling [6]. The production and recovery of electrical and electronic
waste are focused on the following aspects: increasing amounts of waste equipment,
hazardous material content, and recycling cost [7]. The actual recovery of materials
is exposed to economic effects, which are affected by the prices of materials [8, 9].
Therefore, it is necessary to consider recycling-related aspects already at the pro-
duct design stage, among others design criteria like product mechanical properties
[10]. Taking into account recycling issues may also influence on more positive
product image among customers [11]. When a product is designed, it is not only the
manner of recycling that should be taken into account, but also the profitability of
the process. Recent years have seen a considerable development of IT tools that
support product designer in the recycling-oriented product assessment. One such
tool is the author’s own system of recycling-oriented product assessment during the
design stage [12, 13]. This tool may be also considered as the extension of tools
used for quality design of a product [14]. This paper presents the studies on the
profitability of recycling of a sample product. The studies were conducted for
different variants of the same appliance—electric kettle.

2 A System for Recycling-Oriented Product Assessment

The authors’ original system for recycling-oriented product assessment is based on
the recycling product model (RpM) which was implemented into the CAD 3D
system and in the agent system. Into the agent system, the authors implemented the
recycling-oriented product assessment including the feature allowing for recycling
cost estimation. Agents follow the work of the designer in the 3D CAD system,
monitor the changes made in the design, assess their impact on the parameters
relevant to recycling, and provide suggestions for product improvements to facil-
itate recycling. The use of the agent technology and RpM in the application enabled
automatic support for the recycling aspect of designing, without having to reex-
amine the product structure, manually aggregate the parameters relevant for the
adopted method of product recyclability evaluation, and to reintroduce them to
third-party systems [15]. The functioning of the system is based on original
methods of recycling-oriented assessment of a designed product, recycling cost
estimations, and tips and suggestions for product designer that are based on
knowledge derived from the implementation of previous projects [16]. The method
for recycling-oriented product assessment is based on recyclability ratio CWR (total
recycling ratio). It is the sum of three sub-indices (1). The sub-indices are mini-
mants (the lower their value, the easier the recycling):

– material diversity—WRM
– joint diversity—WRP
– recycling rate—WPR.
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CWR ¼ WRMþWRPþWPR ð1Þ

The percentage of material diversity (WRM) is calculated according to formula
(2), and then its value is taken from Table 1:

WRM ½%� ¼ ð1�M1Þ=MW; ð2Þ

where M1 is the number of occurrences of material most common in the product.
MW is the number of occurrences of other materials used in the product. The WRP
ratio is calculated in a similar manner.

The percentage of recycling rate WPR is calculated by the following formula:

WPR ½%� ¼ MR/MW; ð3Þ

where MR—total weight of all recycled elements; MW—total weight of the
product.

To learn the percentage of recycling target WPR[%], one can find the value of
recycling target WPR in Table 2. For example, if the product weighs 5, 4 kg
of which are suitable for recycling, the recycling rate is [4/5] = 80%. The value of
recycling rate weight coefficient WPR depends on the group of household appli-
ances the designed product belongs to. The appliance analyzed in the study is a
small-sized household appliance type 2, whose WPR, following the WEEE
directive.

The method of estimating recycling cost takes into account two basic factors
which affect the recycling cost: the first is the cost of disassembly, and the other is
the cost of disposal and recycling of materials used in the product. A negative result
means a loss, a positive result—a profit. The authors assumed that the total recy-
cling cost is the total profit on materials which may be sold after disassembly, and
the cost is the total cost incurred for disassembly, disposal of hazardous waste, and
transport to waste disposal landfill:

Table 1 The conversion of WRM/WRP [%] to WRM /WRP

WRM/WRP
[%]

� 10 � 20 � 30 � 40 � 50 � 60 � 70 � 80 � 90 � 100

WRM/WRP 0.5 1 1.05 2 2.5 3 3.5 4 4.5 5

Table 2 Conversion of WPR [%] to WPR for small-sized household appliances

WPR [%] <0–75) <75–80) <80–85) <85–90) <90–95) <95–100) 100

WPR 15 5 4 3 2 1 0.5
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KRW ¼
Xn

i¼1

KMD �
Xn

i¼1

KUMN þ
Xn

i¼1

KOdpad þ
Xn

i¼1

KDem

 !
; ð4Þ

where KRW—product recycling cost; KMD—cost of good materials (suitable for
recycling and reuse); KUMN—cost of hazardous waste treatment; KOdpad—cost of
waste; KDem—disassembly cost; and n—number of materials in a given product.

3 Recycling-Oriented Assessment of a Selected Product

The research described in the paper is an analysis of a designed product in terms of
its recycling, with a particular focus on the estimate of recycling cost. The
recycling-oriented product assessment was conducted based on the agent system
integrated with RmW developed in CAD 3D. The system provides the means to
determine the degree of recyclability of the designed kettle. Calculations in the
system, determining the degree of recyclability, are made on the basis of ratios,
developed in accordance with the applicable standards and directives on ecodesign.
In order to conduct the analysis, apart from the 3D model, it is necessary to define
all the materials used to produce the appliance together with the joints connecting
all the parts [17].

In the first stage, it was necessary to create a geometric 3D model in the CAD
system. The designed product model consists of 12 parts. The construction of the
appliance is shown in Fig. 1. Next, after creating the 3D model, a material database
was defined to be used by the agent system during the recycling-oriented analysis.
For this purpose, the authors used an original tool, Materials And Tools Editor. The
application defines groups of materials, individual materials, and tools [18].

Next, the basic materials were defined and assigned to relevant material groups.
Each material defined in the database was described by the basic material attributes

Fig. 1 Electric kettle modeled in the CAD system [14]
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and properties. Ten different materials were used in the study. The information
about tools for disassemble was also added. The database with all the information
was then loaded into the CAD 3D system. The next step was to assign to each part
of the kettle, the material from which it could be made, and determine the type of
the element (combined or connecting). During the project, materials were changed
in the different variants of the designed appliance. Figure 2 shows the material
selection interface. The joints between the parts of the kettle were also defined in
the model. During the recycling-oriented product assessment, the joints used in the
different variants of the designed kettle changed. Also at this stage, we assigned the
tools needed to disassemble the joint (Fig. 3).

Fig. 2 Defining the materials for all the elements [14]

Fig. 3 Joints between the kettle elements and the assigned disassembly tools [14]
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As a result of the work, two XML files were generated: one was the material
database, and the other was a 3D model with materials and joints. The files were
then uploaded to the agent system. A total of 16 analyses were conducted, with
different material, joint, and disassembly configurations. First, six analyses focused
on different materials, and each of them included variants of the joints used and
disassembly level. In each analysis, with various materials, two cases were ana-
lyzed: the first one, with only push-in joints, screw joints, and welding joints. The
second case consisted of all the above plus the riveted joint. It was assumed that the
disassembly will be non-destructive. The data concerning the price of purchase and
recycling of all the materials was taken from the current price lists of recycling
companies. Table 3 shows the basic configuration of product variants with different
materials. Table 4 in turn shows the different tests conducted in the analyses.

In Table 3, the symbols represent the following: ABS acrylonitrile–butadiene–
styrene copolymer; PE polyethylene; PET polyethylene terephthalate; PP
polypropylene; PVC polyvinyl chloride; X12CrMnNiN17-7-5 austenitic stainless
steel; X2CrNiMoCuN25-6-3 duplex stainless steel; X6Cr17 ferritic stainless steel;
St235 mild steel; and St335 mild steel.

Example results image (for Analysis 1a) from the agent system is shown in
Fig. 4. The research revealed that the CWR rate was 7 with WPR = 1, WRM = 3
and WRP = 3, the time of disassembly (TD) was estimated at 40 s, the number of
different materials (LM) was 4, the number of different joints (LP) was 4), and the
number of tools needed for the disassembly (LN) was 2. Recycling costs (KRW)
were estimated at 1.03 PLN. The cost includes the disassembly costs (KDEM) of
0.09 PLN, and the profit from the disassembled materials (KMD) of about 1.12 PLN.
The recycling rate (WPR%) amounted to approximately 100%. Therefore, it can be
concluded that the appliance is recyclable and meets the standards.

Table 5 presents the summary of results for the selected analyses.

4 Research Conclusions and Summary

The summary given in Table 5 shows that in cases when the entire appliance was
subject to disassembly, the recycling rate was around 100%. In all these cases,
selling the materials obtained from the disassembly brought a profit, which means
that recycling was profitable. The profit from the sale of materials was greater when
stainless steel was used in the kettle (purchase price of such steel is higher than the
price of regular steel). When certain groups of elements were not disassembled,
so-called material mixes were obtained, which reduced the profit from selling
disassembled elements of the appliance. The kettle did not reach the legally
required recycling rate, which would in turn result in additional fees. In all cases,
the cost of disassembly was comparable, because disassembly time of all the
product variants was similar. Recycling of the kettle (designed according to the
variant A.2c) generates costs, as it would be required to pay for the materials to be
recycled. The weight of the designed appliance ranged from 0.395 to 0.507 kg,
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depending on the type of materials and joints used in the product. The purchase
price of used household appliance (not disassembled) is ca. 0.10 PLN/kg, so the
price for selling the designed product would range from 0.30 to 0.50 PLN. We can
conclude that research has shown that in the case of total disassembly of the device
its recycling is cost-effective, particularly if it concerns a greater number of
appliances. The results of analyses conducted within this research are only esti-
mates and they showcases when recycling may be profitable. However, recycling
should not be avoided even if the disassembly and resale of parts result in a loss;
otherwise, paying fines provided for in laws and regulations would be unavoidable.
The amount of the fine may be higher than the cost of product disassembly and
recycling. The electric kettle used in the study was the most common on the market,
and it was mainly made from plastic. For this reason, it is also the most common
type of the kettle delivered to companies involved in recycling. Their popularity is

Table 4 Variants of different analyses

Variant (a) Variant (b) Variant (c) Variant (d)

Analysis 1 With bolted joint With riveted joint – –

Analysis 2 With bolted joint
without
disassembly of
the electrics

With bolted joint
with a
disassembly of the
electrics

With riveted joint
without
disassembly of
the electrics

With riveted joint
with a
disassembly of the
electrics

Analysis 3 With bolted joint With riveted joint – –

Analysis 4 With bolted joint
without
disassembly of
the water
container with
the heating
element and
electrics

With bolted joint
with disassembly
of the water
container with the
heating element
and electrics

With riveted joint
without
disassembly of
the water
container with
the heating
element and
electrics

With riveted joint
with disassembly
of the water
container with the
heating element
and electrics

Analysis 5 With bolted joint With riveted joint – –

Analysis 6 With bolted joint With riveted joint – –

Fig. 4 Analysis 1a study results
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mainly due to their price which is lower than the price of electric kettles made of
metal, glass, or ceramic. The cheapest kettles are made mostly of polyethylene,
while the more expensive are made of polypropylene and ABS. Theoretically, the
same material may vary widely between two different kettles in terms of its price
and properties. Copper used in the electrical wires would be identical in each kettle.
It has been omitted in the calculations, and the same applies to other elements,
which can be found in such appliances in trace amounts. Obviously, the presence of
copper would have a positive influence on the total cost of recycling of all product
variants. The use of bolts made of ordinary carbon steel in the kettle could cause
their rapid corrosion, but it is nevertheless a common solution among the manu-
facturers of the least expensive appliances.
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The Use of Machine Learning Method
in Concurrent Ecodesign of Products
and Technological Processes

Ewa Dostatni, Izabela Rojek and Adam Hamrol

Abstract The article describes a new, original approach to integrated ecodesign of
products and technological processes, ensuring appropriate selection of materials
and connections from the point of view of recyclability. The method was imple-
mented in an expert system. The decision tree induction method was used as the
system tool. The expert system offers a practical solution which makes it possible to
change a material or connection without having to consult the product designer. It is
consistent with concurrent engineering (CE) design.

Keywords Decision tree � Expert system � Ecodesign � Technological processes

1 Introduction

Product design is a process where the features of the product are gradually defined
from general to more and more specific. Decisions made in the design stage affect
the manufacturing costs [1–5], the functional properties of the product and its
performance, and determine actions that will have to be made in the final phase of
the product’s life cycle, particularly in relation to the recycling of recovered
materials. Such approach to design is called ecodesign. Ecodesign is an additional
dimension of traditional design [6, 7]. It involves tasks consisting in a systematic
analysis of the effects that mutual interactions of raw materials, manufacturing
processes, and the final product have on the environment, and in suggesting
improvements in the designed technological processes [8, 9]. In concurrent
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engineering (CE), the integration of environmental requirements is a new challenge
for design engineers [10]. CE approach is used to develop a product which will be
optimal in terms of functionality, cost, quality, and environmental impact.

The solution presented in this paper is a new dimension of ecodesign, consistent
with concurrent engineering. The combination is the basic research problem
described in the paper. The main aim of this paper is to develop an applicable
method for an effective use of ecodesign principles, combining the work of the
product designer and engineering process designer.

For this purpose, the authors analyzed the current methods of product ecodesign
and indicated the possibilities of extending the methods in the technology engi-
neering process. Based on the literature review and experience of the authors (re-
sulting from their cooperation with business and previous research), it was found
that at the time there was no tool to combine the two stages of design within
concurrent engineering. In this way, an expert system was developed, which sup-
ports process engineers when they cannot consult product designers but must select
alternative materials. This may result in a possible new connection with another
material, resulting in a connection which is not included in the design documen-
tation. The expert system has been called ESWEW (in Polish: Ekspercki System
Wspomagania Ekoprojektowania Wyrobu—CAPECOD, Computer-Aided Product
ECODesign). It was implemented using the AI SPHINX (PCShell and Detreex)
package.

2 Literature Review

Regulations implemented in the European Union require that designers and engi-
neers take appropriate actions related to ecodesign [11]. However, insufficient
knowledge of ecodesign often limits their effectiveness [12]. The tools supporting
ecodesign include also solutions dedicated, e.g., specifically to product designers
[13], based on the automation of the design process taking into account environ-
mental concerns, or solutions made for a particular group of products [14].
However, the large number and complexity of some of the solutions discourage
potential users. The tools that work best are simple, easy to use, and dedicated to
specific users and purposes [15]. The authors of this paper have long researched
ecodesign [2, 16, 17] and computer-aided technological process design based on
expert systems. Their earlier work in the area of sustainable product design was
aimed at developing a method for product recyclability evaluation at the design
stage, based on the recycling product model (implemented into a CAD system) and
agent technology. Their efforts in the area of support tools for designing techno-
logical processes were related to the development of a method and system to
facilitate the engineering process design. The machine learning method was used to
develop such a system [18–20]. The method proposed by the authors is also
included in the design for environment, which is widely described in the literature
[21–23].
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3 Methods

3.1 The Principle of Integrating Product Ecodesign
and Technology Engineering

Ecodesign focuses on recycling relates primarily to activities related to the selection
of construction materials and methods of connecting them. When we consider the
materials, the product should be designed to include the largest possible number of
standardized and recyclable materials. This has a positive impact on the environ-
ment in the last stages of the product’s life cycle, such as maintenance or with-
drawal of the product from use [24]. When selecting product materials, we should
also consider their compatibility: materials used in a product should allow for their
recycling at the end of the product’s life cycle without having to be separated [25].
Recycling parameters are shaped primarily by the chemical composition of the
materials. Matrices of material compatibility have been developed [26]. The
matrices list the compatibility of materials regarding, among others, their recycla-
bility. Figure 1 shows the matrix for selected plastics, which compares material
compatibility regarding their recycling. The proposed method offers two ways of
selecting materials. In the first one, the material of one product element is defined,
and then the material for the second element of the product is selected. The system
provides information to what extent the materials of the two elements are com-
patible. In the second method, the user defines the material selected for an element
(part) of the product, and the required degree of compatibility, and the system
provides advice which other material should be added. The degree of material
compatibility means that they can be reprocessed for reuse. Compatible materials
are those that can be reprocessed (without prior separation). Limited compatibility

Fig. 1 Matrix of compatible materials [3, 26]
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materials are those that exhibit low compatibility and incompatible components that
cannot be recycled together.

Material connections should be designed to ensure quick and smooth disassem-
bly, particularly when the use of incompatible or hazardous materials is unavoidable
due to functional reasons [2]. In the case of good compatibility, both separable and
inseparable connections may be used. However, if material compatibility is low or if
materials are incompatible, only separable connections should be used.

The essence of the solution is the development of a communication platform to
be used in the design process by the designers of both the product and engineering
process. Figure 2 shows a diagram of the solution that supports decision-making in
the selection of materials and connections for the designed products. The developed
method allows the cooperation of the product designer and process engineer at the
stage of the selection and/or verification of materials and connections designed for
recycling.

Fig. 2 Diagram of the computer-aided product Ecodesign system
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3.2 Decision Tree Induction Method

In order to build the Computer-Aided Product ECODesign system (CAPECOD),
the authors used the machine learning method based on decision tree induction.
Machine learning makes it possible to acquire knowledge based on experimental
data or learning examples. Knowledge obtained through machine learning methods
may be better than knowledge directly deducted by people. It is often the only way
to build decision-making support models, if knowledge is lacking or if it cannot be
acquired directly from experts.

In this paper, the decision tree induction method was chosen. The choice was
made due to the complex problem of material and connection selection (simpler IT
tools are sufficient when there are only a few selection options and they can be
shown in a simple table). The decision tree induction method based on a set of
examples of already made choices, proven throughout the entire life cycle of a
product, makes automatic generalizations of such examples to decision rules, which
are then implemented into an expert system. Expert system equipped with such
rules is an appropriate tool supporting the work of a less-experienced employee.

The choice of the decision tree induction method was also motivated by such
advantages as speed of classification, intelligibility, “mature methodology”, and
numerous practical implementations [27]. The authors also took into account the
many available examples of material and connection selection. Additionally, this
method makes it possible to process data as symbols, and not only numbers.

3.3 The Method of Material and Connection Selection
for Ecodesign

3.3.1 General Description

The method of material and connection selection proposed in this paper has been
implemented to be used for environmental design of household appliance. The
development of the method started with collecting examples of materials and
connections used in such appliance designs. It was also necessary to acquire data
concerning the compatibility of all materials used in household appliance produc-
tion, including in particular plastics. Plastics pose the greatest threat to the envi-
ronment and it is extremely important to recycle them appropriately. The collected
data were used as learning files. Next, decision trees were generated and decision
rules were developed. The last stage concerned the creation of the user interface.
Data were collected in a real enterprise.
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3.3.2 Selection of Materials According to Their Compatibility

The first decision tree applies to the selection of materials. It compares materials
due to their compatibility. The materials which are to be used in the designed
product are defined in the input learning file. The first one is the material chosen by
the designer during the construction design (the so-called main material). The other
one is the material modified by the process engineer during the design of the
engineering process (the so-called added material). The output is the recycling
compatibility of the two materials. Compatibility of the materials is defined using
the data from compatibility matrices (Fig. 1) and expert knowledge. Decision trees
and rules are generated based on such learning data. Figure 3 shows a fragment of a
generated decision tree (a) and decision rules (b).

Rules generated in this manner allow us to use the method to compare com-
patibility of materials used in the product. When the input materials are set, the
output is the generated information about the compatibility of the materials.

3.3.3 Selecting Additional Material with Regard to Compatibility

The next stage consists in defining learning files. The input is the information about
the material already chosen by the designer for the given part, together with the
level of product compatibility which the process engineer needs to reach after

(a) Decision tree

Examples of rules:
0001 : compatibility = "good" if

             added_material = "ABS",
main_material = "ABS";

  0002 : compatibility = "good" if
             added_material = "ABS",

main_material = “ASA";
0003 : compatibil ity = "limited" if

             added_material = "ABS",a
main_material = "PA";

  0004 : compatibility = "good" if
             added_material = "ABS",

main_material = "PBT";
  0005 : compatibility = "good" if

added_material = "ABS",
main_material = “PC";

0006 : compatibility = "limited" if
             added_material = "ABS",

main_material = "PE";

(b) Decision rules

Fig. 3 The generated decision tree (a) and decision rules (b) for selecting materials according to
their compatibility
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adding or changing a material in the next part of the product. The output is the
information containing data on materials which meet the level of compatibility
required by the process engineer. Based on such defined learning data, the next
decision tree is generated.

In this case, the generated rules help us select materials, when one material is
known and it is necessary to choose another one to achieve the required product
compatibility. It is also checked how to select the material for another designed (or
modified) part while maintaining the predefined compatibility. The rules make it
possible to check what material should not be combined with the originally chosen
one.

If the initial setting is “no compatibility”, the system generates a list of materials
which should not be chosen.

3.3.4 Choosing Material Connections

Learning data for the method of selecting connections in the product are developed
similarly. Depending on the materials and their compatibility, either separable or
inseparable connections can be chosen.

Similarly, as in previous cases, a decision tree is generated with rules of selection
of material connection. The most important attribute of classification is material
compatibility, regardless of the main and additional material. It offers the largest
information gain. With the generated rules, it is possible to select the type of
connection, depending on the materials used in the product.

4 Expert System Supporting Ecodesign with the Use
of the CE Approach

The rules described above have been implemented into an expert system. The
expert system consists of a generating module and user interface. The menu of the
expert system, used by both the product designer and the process engineer, is shown
in Fig. 4a. When choosing the materials according to their compatibility, the pro-
cess engineer inputs the symbols of the main material and the additional material to
the expert system. The system will then advise the compatibility between the
materials (e.g., good, limited, or incompatible) (Fig. 4b). In the second option
(selection of additional material according to compatibility), the process engineer
provides the symbol of the material and indicates the desired degree of compati-
bility, e.g., good compatibility. The system will then respond by providing symbols
of materials which may be added to the main material to maintain the required level
of compatibility. The third function of the expert system offers the possibility to
select connections between materials. Depending on the required level of com-
patibility, the system suggests the appropriate type of connections (separable,
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inseparable). Additionally, a further, detailed breakdown of separable and insepa-
rable connections has been implemented in the system (Fig. 4c).

The article shows examples of selecting two materials and their connections.
However, after expanding the knowledge bases by other materials and connections,
and increasing the number of decision rules, the system may be used to select three,
four, or even more materials.

5 Conclusion and Future Research

The developed system which supports the ecodesign of products and engineering
processes may be helpful in sustainable product design according to the CE prin-
ciple. It is particularly useful in situations where the knowledge of the conditions of
green design is difficult to formalize, uncertain and incomplete, or not available.

(a) The menu of the expert system (b) Selection of materials according to their 
compatibility

(c) Selection of material connections

Fig. 4 Examples of expert system screens
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The use of the machine learning method used in the system proved to be a very
valuable tool for acquiring knowledge on the possibilities of selecting materials and
connections in the designed product. It turns out that the designer often makes
decisions intuitively and cannot explain precisely the rules behind his choices. By
acquiring his knowledge, the method may be used to automatically create classic
rules found in expert systems. In the case of sustainable product design, it is
appropriate to use the decision tree induction as the classification method due to the
large number of input data represented in a symbolic form. Rules generated based
on decision trees are more concise and the time needed for drawing conclusions is
significantly reduced. During further work, the system will be expanded to include
not only the compatibility of materials but also their strength and rigidity.

Next stages of the research will involve the integration of the tool with a system
supporting the design of technological processes developed and tested in manu-
facturing companies. It is also planned to include other elements affecting the
environmental evaluation of products, e.g., to minimize the number of tools needed
for product disassembly, eliminate materials with a negative impact on the
environment.
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Intelligent Materials Application
in Mechatronic Devices

Andrzej Milecki

Abstract The paper covers at first a few different definitions of mechatronics,
illustrated with figures and schemes. Furthermore, main research areas of mecha-
tronics are sketched, among which there are the applications of new, so-called,
“intelligent” materials and new control and communication methods to be used by
human operators. The main goal of these works is to obtain mechatronic devices
smart in mechanics and intelligent in communication with the user. In this paper,
the basic properties of such “smart” materials like piezoelectric crystals, magnetic
shape memory alloys, and magnetorheological fluids are presented. Theoretical
review is followed with practical examples of mechatronic devices developed in
Division of Mechatronic Devices at Poznan University of Technology (PUT), in
which the abovementioned materials are used and applied in new type of actuators.

Keywords Mechatronics � Smart materials � Piezo actuator � MSMA
Magentorheological fluids

1 Introduction

The word “mechatronics” was created in 1969 in Japanese Corporation Yaskawa
Electric. This company started to use electronic elements in their mechanical
products and wanted to name them using a new technical term. The Corporation
Yaskawa Electric has registered this new word as a brand and has got the rights to it
in 1972. In the beginning of 1980s, this word has received broad acceptance in
academia and then in industry. So, in order to allow its free use, the Yasakawa
Corporation decided in 1982 to abandon its rights to term “mechatronics”. The
word “mechatronics” is now used as a description of almost every mechanical
device in which electronics is used. Across the years, a number of definitions of
mechatronics have been proposed by different authors [1–4], either as a text, a logo,
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or pictures. On a web page [5], there are over 20 definitions of mechatronics, which
conclude that mechatronics means the integration of the core disciplines of
mechanical engineering (mechanical elements, machines, robot arms, etc.), elec-
tronics (microelectronics, power electronics, sensors, and actuators), and informa-
tion technology (control and automation, software engineering, and artificial
intelligence). In many commonly used definitions, the synergistic advantages of
mechanical engineering with electronic engineering integration are emphasized. In
other definitions, the application of intelligent computer control in the mechatronic
products is the main point. An overview of general aspects of mechatronics, as well
as design and development of mechatronic products, is described in [6–8].

Mechatronics has a variety of applications as products in the area of “manu-
facturing”. These applications are, for example, computer numerical control
machines, tool monitoring systems, flexible manufacturing system, industrial
robots, machine vision, etc. The developed by mechantonics drives with piezo
actuators or dampers with magnetorheological fluid found application in different
production machines. An example is a newly designed adaptronic component with
a piezo-stack actuator for active damping of machine vibrations [9].

Nowadays, the application area of mechatronics is extremely broad. It is used in
the automation of devices and processes, servo-drives, industrial machines, medical
systems, home equipment, energy and power systems, vehicles, military equipment,
data communication systems, medical equipment, and many others. The aim of
mechatronics is to improve the functioning of systems and devices by transforming
them into one automatic and intelligent system. The term mechatronics is described
by many graphics and schemes as shown in Fig. 1 [10]. In this figure, two relatively
new research areas in mechatronics are also shown: intelligent control and intelli-
gent materials application. They are used in order to create human-like mechatronic
devices. In this paper, the chosen investigation results of so-called “smart” materials
are presented. The choice of right material is becoming increasingly important in
relation to the assumed device tasks. Intelligent materials have itself made it pos-
sible to develop the mechatronic actuators which are similar to man muscles. These
materials support the general mechatronic concept of integration of smart
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Systems

Computer 
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Sensors and 
Actuators

Modelling and 
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Microcontrollers 
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Electrical Eng. 
and Electronics

Intelligent 
Materials

Fig. 1 The graphical
definition of mechatronics
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mechanical drives with intelligent controllers. The intelligent materials are piezo
actuators, different shape memory alloys, electro- and magnetorheological fluids
and elastomers, as well as pneumatic muscles and smart fabrics. The oldest “smart”
material is the piezoelectric crystal, which may act as actuator, converting electrical
energy into mechanical energy. They are attractive due to their fast response, large
output forces, and high resolution. Piezoelectric actuators have been widely used so
far in common rail direct fuel injection systems for petrol and diesel engines.
However, these actuators may be also applied as smart drives in small robots,
valves, precise devices, etc. Other smart materials applied nowadays in mechatronic
drives are magnetostrictive materials, like Terfenol-D, which change their geometry
in the presence of magnetic field. Other smart materials are shape memory alloys
(SMAs), which respond to temperature change with deformations. Similar materials
are magnetic shape memory alloys (MSMAs), which change their properties, i.e.,
shape, in the presence of external magnetic field. Another group is formed with
smart fluids and elastomers, like electro- or magnetorheological or ferrofluids.

2 Piezo Actuators Control Electronics

Nanopositioning and nanofabrication tasks [11, 12], with assurance of high fre-
quency of work, are often important requirements for manufacturing devices. In
such cases, piezo actuators may be applied. They are able to move mechanical
elements with forces reaching kN and with frequencies ranging up to many kHz.
Such high resonance frequency of piezoelectric actuators enables them to drive
high-frequency mechatronic devices. There are two main types of piezo actuators:
stack and bimorph actuators. The first type is linear actuators that can generate
forces up to 100 kN and displacement up to a fraction of a mm. However, the stack
actuators have to be supplied with controllable voltages in a range of kVs, which
can be present as a serious challenge. Bimorph actuator like piezo bender consists
of two layers and can be used to elongate, twist, or bend. When supplying, one
layer expands while the other layer contracts and as a result, the bending of the
actuator is produced. The motion in the range of fraction of millimetres and forces
to a few N is typical. The bending actuators can be supplied with voltages ranging
from ±30 to ±100 V and are able to produce forces to a few N. Therefore, piezo
bender actuators can be successfully applied in many mechatronic devices,
requiring low forces. Their electronic amplifier plays a crucial role in the
mechanical behaviours of a piezo bending actuator. Therefore, in Division of
Mechatronic Devices at Poznan University of Technology, the investigations on
development of amplifier have been undertaken. They have been focused on
amplifiers used for the two-layer piezo bending actuators. The main task was to
design a low-cost amplifier, which would be based on the typical operational
amplifier (OA).

Several companies are producing high-power and high-voltage amplifiers, which
may be used as controllers for piezo bender actuators. The examples are as follows:
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– PAD129; parameters: slow rate 37 V/µs, output voltage up to ±90 V, contin-
uous output current of 15 A, cost 210 USD;

– MSK 163; parameters: slow rate 20 V/µs, output voltage up to ±141 V, current
output of 120 mA;

– PA341; parameters: slow rate 30 V/µs, supply voltage equal to 350 V, current
output 120 mA, cost 140 USD; and

– PA91 Parameters: slow rate 300 V/µs, minimum supply voltage ±40 V, supply
voltage 450 V or ±225 V, output current up to 200 mA, pulse currents up to
350 mA, cost 167 USD [13].

After a review of high-voltage power amplifiers available on the market, PA91 is
chosen to tests. In the research presented in this paper, a multilayer piezo bender
actuator type PL112.10 (Physik Instrumente GmbH & Co. KG, Germany) was
used. Its parameters are nominal displacement: ±80 µm; blocking force: 2 N;
resonant frequency: 1 kHz; operating voltage: ±30 V; and capacitance:
2 � 1.1 µF. From the electrical point of view, the piezoelectric actuator is a non-
linear capacitor. Due to this fact, the used amplifiers must be able to generate as
much high current when the voltage changes. When the control signal changes in
step-like manner, the piezo actuator behaves like a short circuit. The scheme of an
amplifier circuit supply based on PA91 designed and built at PUT is shown in
Fig. 2 [14]. The resistors used in a circuit established the voltage amplification to
20 V/V. Unfortunately, the cost of such this circuit is about 170 USD, which is
rather high in comparison with other ordinary high-power operational amplifiers.
Therefore, in the next step, the use of an ordinary, low-cost audio amplifier is
proposed. The investigation results are shown in Fig. 3. For supply voltages in a
range of 20 Vpp, for frequencies about 500 Hz, both signal voltage and current
behave in the same manner. However, for higher frequencies, i.e., above 550 Hz,
the amplifier PA91 reduces the maximum current. The maximum current is set
using resistor R9. By this way, the OA PA91 and the piezo actuator are protected.

Fig. 2 Supply circuit based
on PA91

336 A. Milecki



This reduction, i.e., protection is not possible when low-cost (5 USD) audio power
amplifier like LM3886 is used. Research results of the application of this circuit to
control of piezo actuator are presented in [14].

3 Piezo Actuators Hysteresis Modelling
and Compensation

In the next work made at PUT, the offered by PI ceramic piezoelectric PT230 tube
actuator was investigated [15]. The geometrical parameters of the tube are length
l = 40 mm, outer diameter do = 3.2 mm, and inner diameter di = 2.2 mm. The
maximal operating voltage was ±250 V. Depending on different electrical con-
nections and electrode configurations, the tube can change its radius dimension,
bend the free end, and elongate along the longest axis. This actuator was at first
tested using sinusoidal signal with growing amplitude. In Fig. 4, the relationship
between input voltage and actuator displacement is shown. In the obtained char-
acteristic, the significant symmetric hysteresis of approximately 20% is visible.

In the next step of the research, the positioning control of the piezo tube actuator
was proposed. For this purpose, the classic PID control algorithm with closed-loop
feedback was applied. The feedback signal is generated by laser displacement
sensor. The controller was implemented in Matlab Simulink environment. In
addition, the dSPACE hardware was used (Fig. 6), which allowed fast parameters
modification and testing. The tube could be supplied using five electrodes, one
inner and four distributed on the outer surface (circumference of the tube), but in the
first research only two outer opposite electrodes were energized and the remaining
electrodes were connected to ground. The electrical connection is shown in Fig. 5.
In this configuration, the free end of the tube could bend along the x-axis. The aim
of the application of PID controller was to reduce the hysteresis behaviour in
positioning. The PID control algorithm was tuned using manual tuning method
under real-time work in dSPACE software Control Desk. The results obtained in
laboratory investigations have proven that the applied classical PID controller was
effective and allowed the reduction of the hysteresis and thus the tracking error in a
range of ±1 µm (Fig. 6).

                                                 
UoutUout Uout

IoutIout Iout

Fig. 3 Investigation results of signals supplying the piezo bender actuator PL112.11 controlled by
PA91; Uout—output voltage (blue curve), Iout—output current (red curve)
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Fig. 4 Piezo tube actuator
characteristics

Fig. 5 The scheme of control
with PID

Fig. 6 The hysteresis
compensation results
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However, in many applications of piezo actuators, it is not possible to use
position measuring elements, mainly due to the lack of space. One of the possible
solutions to reduce the hysteresis is the application of the inverse compensation in a
controller system. In the controller, the inversed hysteresis model is used [16]. To
describe the hysteresis phenomena, many different models are proposed in the
literature. One of them is the generalized Prandtl–Ishlinskii model (GPIM) which
allows to model asymmetric hysteresis loops and their saturation. Thus, the GPI
model is sufficient for modelling of transducers based on piezo, magnetostrictive, or
shape memory alloys. The output signal of GPIM is the sum of generalized play
operators output signals, which are additionally increased or reduced by weights.
GPIM is preferred for modelling of characteristics with asymmetric shapes.
Description and the idea of generalized version of operator is presented in [17].
Ease of creation of analytical inversion is the most important feature of GPIM
application. This is an important advantage, which significantly reduces computa-
tion time and allows its application in real-time control systems. The parameters of
the generalized Prandtl–Ishlinskii model should be estimated based on character-
istic obtained in laboratory tests. Therefore, at first, the piezo tube characteristic is
measured using input signal v(t) = Vm cos(2p/6�t) [V], where amplitude is increased
linearly from 0 to 190 V. Thanks to this, the major and several minor hysteresis
loops are recorded. The output characteristic of the piezoceramic tube is presented
in Fig. 7. In the same figure, the GPIM responses are added. The results show that
the GPIM can be used as accurate hysteresis model of the piezoelectric tube. The
presented model output curve follows with a good precision the shape of the major
as well as minor piezo tube hysteresis loops. The biggest model error is approxi-
mately 3.3% relative to the whole displacement range.

Fig. 7 Piezo tube and GPI model displacement responses
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4 Magnetic Shape Memory Actuators Investigations

Another smart materials suitable for positioning devices are magnetostrictive
(magnetic field stimulation) and shape memory alloys (SMA), which can be acti-
vated by temperature (using Joule effect) or by magnetic fields. The last materials
are called magnetic shape memory alloys (MSMA). At PUT, the actuator with
crystal Ni2MnGa alloy of dimensions 3 � 10 � 32 mm (produced by the
AdaptaMat Ltd.) was designed and built (Fig. 8).

It was based on the spring returned operating mode [18]. Because the shape
memory effect in these materials is self-supporting, a source of compressive force is
needed. To produce this force, a coil spring placed above the material is used.
Without the spring, after the application of the external magnetic field, the material
will stay in the elongated state. The spring stiffness is chosen as 6.93 N/mm. The
spring has been pre-tensioned to generate 30 N of reaction force at zero position.
The magnetomotive force is generated by two coils connected parallel. The magnetic
core is divided into two E-shape parts, which are made of low-carbon soft magnetic
steel. The magnetic induction in air gap for 4 A coils current equals 0.65 T. The
designed actuator displacement is 1000 µm.

The test stand was based on a dSPACE 1104 control card equipped with DAC
and ADC (Fig. 9). The position of the actuator rod was measured by a
Micro-Epsilon laser sensor characterized with the precision of 0.5 µm and maximum
frequency of 2.5 kHz. The input current was measured by a Hall effect sensor. The
ControlDesk software was used to perform different tests and parameters of the
control algorithms changes. For investigation purpose, special current input signal
was prepared. It was a damped sine function with 1.5 A amplitude with added 1.5 A
constant current, which was biased. Thus, the current was changing from 0 to 3 A.
Additionally, it was symmetrically damped to the middle value.

Coil

Spring
MSMA

Magnetic core

Coil

Fig. 8 The actuator with
MSMA
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Result of this measurement is presented in Fig. 10, where the black curve is the
measured displacement of MSMA actuator with spring. The investigation results
showed that MSMA is characterized by saturated hysteresis. In order to control the
actuator in open loop, at PUT the adaptation of GPIM and its inversion to compensate
hysteresis nonlinearity in actuator with MSMA is made [19]. In this work, we used
GPIMwhich is almost the same as used in modelling of piezo tube. The dashed green
line is the generalized Prandtl–Ishlinskii model output signal. The registered data
were used for hysteresis model parameters estimation. The fitting of model to
measured data was performed using nonlinear least square method. The result of
modelling and measurement is shown in Fig. 10. Maximummodelling error was less
than 4%.

PC with Control Desk
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5 Gear with Magnetorheological Fluid

Magnetorheological (MR) fluids are suspensions of magnetically polarizable par-
ticles in a carrier liquid like oil or water. When a magnetic field is applied, the
particles become magnetic dipoles and create chains in the fluid. As a result, the
MR fluid apparent viscosity is changing (stiffening of the material). This effect is
fast and reversible. MR fluids have found applications in adaptive vibration
damping, particularly in automotive shock absorbers, used in multitude of vehicle
models in semi-active suspension systems. In order to expand the application of
MR fluids, the development of cylindrical MR gear was researched at PUT.
Initially, the possibilities of implementation of MR fluid in the clutch were shown
[20] and then the gear with MR fluid was proposed and applied (Fig. 11) [21].
Special control system was also implemented. In the research, a step-like assumed
signal corresponding to velocity 600 rpm was given to the controller input. The
input shaft rotary speed was relatively constant and was equal to about 730 rpm.
The output speed reached the desired value within 100 ms and oscillated with the
amplitude of less than 5% of the desired value (Fig. 12).

6 Summary

Nowadays, the influence of mechatronics on the intelligent device development
used in many manufacturing devices is very important. However, these materials
suffer for important nonlinearities which may be reduced by applications of special
control methods, as shown in this paper. The new “smart” or “functioning”
materials introduced have resulted in next generation of mechatronic devices.

MR Gear Body

MR Fluid

Coil
Seal

Rotor - Shaft

Fig. 11 The gear with MR
fluid
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In this generation, a deeper integration of advanced, smart materials with intelligent
controllers enable the improved functioning of complex mechatronic machines and
systems used in the manufacturing sector. Thanks to this, the new mechatronic
devices will be so designed to be able to perform also intelligent functions, which
so far have been reserved for humans. The mechatronics goal for now and for the
future is to develop autonomous, self-learning devices. These devices will be a part
of INDUSTRY 4.0 approach.
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Science and Education grants no. 02/22/DSPB/1389.
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Development of Force Feedback
Controller For the Loader Crane

Dominik Rybarczyk, Piotr Owczarek and Adam Myszkowski

Abstract The publication describes development process of the haptic joystick
electronic controller design. The system proposed here was used for positioning of
an electrohydraulic manipulator (laboratory model of the loader crane). Authors
built controller basis on the 32-bits microcontroller type STM32f407 equipped with
DMA controller (Direct Memory Access). The joystick prototype was equipped
with DC motor and incremental encoder. Authors implemented an on–off current
regulator for DC motor. This allows to control motors torque and therefore the force
generated at the end of the joystick effector. The actual current value for on–off
regulator was taken from the hall effect sensor. The haptic joystick with its con-
troller was tested with use of an electrohydraulic manipulator equipped with pro-
portional valves.

Keywords Current value controller � On–off controller � Haptic joystick
Electrohydraulic manipulator � Loader crane

1 Introduction

During the development of the technical documentation and design of haptic joy-
stick controller, the first step is to define the type of actuators—brake or motors and
after that, what type of feedback (sensors) will be used. On this basis, it is possible
to select suitable electronic circuits. The driver described here should allow to
control the torque generated by the DC motor (active brake) and resistive brake
generated by the magnetorheological fluid. In both cases, the regulation amounts to
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control the current value. This can be achieved in several ways, e.g., operational
amplifiers working as a current source configuration.

Authors of presented here publication decided to use an on–off current con-
troller. Implementation of such a controller required the use of, respectively,
high-speed microcontroller, additionally equipped with special a DMA controller
(Direct Memory Access).

Communication between haptic joystick controller and master (hydraulic
manipulator) controller was realized in two ways:

• Digital—interface CAN2.0,
• Analog—encoder and analog inputs of the microcontroller.

The main idea behind presented here project was to build modular electronic
controller, which allow to easy reconfiguration and a potential quick repair.

1.1 State of the Art

The publication [1] focused on the use of Lyapunov theory for control of hydraulic
actuators. As the haptic joystick, author use PHANTOM haptic interface. The
actuator interacts with the environment emulated by a spring. Effectiveness of the
proposed controller is verified by simulation and experimental studies.

Phd thesis [2] described the haptic teleoperation of hydraulic manipulator.
Individual theoretical stability of all control schemes was thoroughly investigated
considering nonlinear hydraulic functions, servovalve dynamics, haptic device
dynamics, human operator dynamics, and dynamics of the task environment in the
analysis. All control schemes were individually tested experimentally on a
hydraulic test rig to verify their practicality and effectiveness in real applications.

Authors [3] introduce a novel force scheme for master–slave setups operating
under a delayed network. The method proposed here reduces the position errors at
the slave end-effector, caused by the delay and packet loss (reduced tracking error
about 92%). System was experimentally validated effectiveness by testing on a
teleoperated hydraulic manipulator.

Article [4] describes the problem of tactile sensor-based object recognition and
complete six degrees of freedom (DOF) localization in structured underwater
environments. Algorithm based on the recognition of static objects is from a pre-
known database. Authors described the construction of deep-sea-capable hydraulic
gripper with tactile sensing units which were used for tests.

Authors of [5] described system which is based on this collision vector generated
virtual reflection force to avoid the obstacles, and then the reflection force is
transferred to the operator who is holding the joystick used to control the mobile
robot. Authors claimed that based on this reflection force, the operator can control
the mobile robot more smoothly and safely. For this bidirectional teleoperation, a
master joystick system using a two-axis hall sensor was designed to eliminate the
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nonlinear region, which exists in a general joystick with two motors and poten-
tiometers. The effectiveness of the collision vector and force-reflection joystick is
verified by comparing two vision-based teleoperation experiments, with and
without force reflection.

The publication [6] describes the manual control system of the manipulator
using the haptic joystick with magnetorheological brakes, during which the operator
observed the robot work with the limited visibility. The constructions of the
investigations stand, system kinematics, and control algorithm were described.
Authors compared two control variants: the classical one and with use of the haptic
joystick (force feedback).

In article [7], authors proposed a control algorithm to create the force feedback
torque for steer by wire system. The direct current measurement approach is used to
estimate torque at the steering wheel and front axle motor as elements to the
feedback torque.

Described in the above literature, overview examples are concerned with the use
of haptic joysticks in different types of industry and research devices. Based on the
collected information, authors concluded that there are no detailed information
about electronic controller structure in the haptic joystick. Publications focus on the
implementation of ready-made joystick for the various operations. In reference
articles, there is also a lack of information regarding the use of a on–off regulator to
control the current value and—based on it—torque is generated by the motor in the
haptic joystick.

2 Modeling

The DC motor can be described using the following equations:

uðtÞ ¼ eðtÞþR � iðtÞþ L
diðtÞ
dt

ð1Þ

MðtÞ ¼ K � iðtÞ ð2Þ

MðtÞ ¼ MlðtÞþ J � dxðtÞ
dt

ð3Þ

eðtÞ ¼ kl � xðtÞ ð4Þ

where u—supply voltages, e—electromotive force, i—rotor windings current,
M—torque, Ml—load torque, K—load coefficient, kl—electromotive force
coefficient, J—moment of inertia, and x—angular velocity.

After Laplace transformation of Eqs. (1)–(4), their combination can be
obtained as
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IðsÞ
UðsÞ � EðsÞ ¼

1
s � LþR

ð5Þ

xðsÞ
MðsÞ �MlðsÞ ¼

1
s � J ð6Þ

Based on Eqs. (5) and (6), a simple (sufficient to the project) simulation model
DC motor is prepared in Matlab–Simulink software (Fig. 1). It includes on–off
current regulator. In described system here, it was not necessary to add hysteresis to
the regulator. In the feedback loop, authors add measurement noise signal which is
present in the real controller (for the better reflect reality). The simulation results
obtained from the presented here model were compared to the data obtained from
the experimental research (real object) and are shown in Fig. 6.

3 Electronic Components

A wiring diagram was divided into the several parts, according to the functionality.
The central point was the microcontroller as described below. In the project, authors
decided to use the modular construction, based on the evaluation board-type
STM32f407 discovery. A schematic diagram of the control system is shown in
Fig. 2. The control system has been divided into the following parts:

– three independent on–off current value regulators consisting of a Hall effect
sensors and the motors drivers (H-bridges),

– digital communication interface-type CAN2.0,
– analog interface: encoders and analog inputs of microcontroller,
– buttons on/off control actuators manipulator,
– HMI user interface based on TFT display with touch panel, and
– supply system.
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Fig. 1 Simulation model of DC motor with the on–off current regulator
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STM32f407 microcontroller is performed in 90 nm process and based on the
Cortex M4F 32-architecture core, 32-bit architecture. The master clock was set on
168 MHz. The microcontroller is equipped in the following communication inter-
faces: USART, SPI 18Mbit/s, I2C, USB Full Speed, CAN 2.0. The power supply
works in the range of 1.8–3.6 V DC (in the described here system was 3.3 V).

For the current measurement feedback, authors used Hall effect sensor-type
ACS714. The sensor allows to read current value in the range of ±5A and it was
connected in series with the motor circuit. The read current value goes directly to
the ADC input of the microcontroller. The most important advantage of the
described sensor presented here is that the application is not putting an extra load to
the circuit in which it is applied. In addition, the measurement itself not covers such
a large degree of noise, which may have to occur in a situation in which the
measurement took place by reading a voltage drop across the resistor.

STM32 microcontrollers series are equipped with DMA controllers (Direct
Memory Access) [8], to ensure the transfer of data between the microprocessor
system memory and a peripheral device without the participation of the central unit.
The advantage of DMA is that a single-word transfer is done in a single memory
access cycle. At the same time, the processor can execute the main control program.
Particularly, large increase in processor performance can be achieved in case of
sending more data packets. Each channel is operated independently and is con-
nected to register memory addressing and counter words left to send.

All electronics elements were closed in the dedicated casing. The touchscreen
was placed on the upper part of the case (Fig. 3).

H bridge

H bridge

Hall effect 
curren sensor

Main controller
STM32F4

AC-DC
TFT touch screen 

controller

Hall effect curren 

Hall effect 
curren sensor

Fig. 3 View of built prototype (electronic module inside box: mainboard with microcontroller,
H-bridge, hall effect current sensor, power supply; view on the touchscreen during work)
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4 Experimental Verification

4.1 Test Stand

The central point of the test stand is a hydraulic manipulator, which is a laboratory
model of the real load crane (HIAB company). Schematic structure of the test stand
is shown in Figs. 4 and 5. Manipulator construction presented in the article is based
on parallel kinematics. It has been equipped with two cylinders (stroke = 300 mm),
controlled by the two independent proportional valves.

4.2 Experimental Tests

In order to verify system with assumptions, authors conducted initial tests of the
controller prototype. The first step was to test the step response of the current
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Fig. 4 Test stand structure (hydraulic manipulator with load cell, haptic joystick with its
controller, manipulator controller)
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regulator. Selected charts are shown in Fig. 6. The current time constant value was
under 200 µs for the current 0.5 A. Given the limitations of a human perception
(joystick) and the parameters of mechanical components (hydraulic cylinder, HDS
manipulator), received value was acceptable.

The next step was to verify the control unit cooperation with the hydraulic
manipulator. In Fig. 7, authors show the behavior of the system during the
swinging (hanging) load. The observed oscillations were the results of the force
vector changing. The force on the load cell is translated directly to the current value
in the motor windings.

The last task was to perform a lift test. The load was lifted on the flexible line.
The supply pressure was equal to p0 = 8 MPa. The results are shown in Fig. 8.
Tests have shown the transport delay of manipulators hydraulic drives equal to
100 ms. The reason is placed in dynamic parameters of the proportional valves (the
dominant time constant was equal to 100 ms) and the delays in communication
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Hydraulic 
powe supply

PLC

Haptic controller 
with power 

supply

Hapitc 
joystick

Fig. 5 Test stand view (hydraulic manipulator with haptic joystick, controllers, hydraulic power
supply)
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between the controller joystick control unit and the control card. However, this
value does not effect on the physical experience of joystick usage.

Based on the collected data, authors concluded that the torque generated on the
motor shaft is directly proportional to the force measured by the load cell sensor
placed on the electrohydraulic manipulator effector. For example, the value of 30 N
is equal to the DC motor current 0.5 A.
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5 Conclusion

The article includes information about the prototype of the haptic joystick con-
troller, like the description of the wiring diagram and system structure, electronic
components, and used algorithms for the control. The system was tested using the
haptic joystick and a hydraulic manipulator equipped with proportional valves,
which was the laboratory model of the loader crane. Built system fulfilled its
assumptions, by given smooth and proportional current regulation and therefore the
force on joystick grip. During the experimental test, authors show the force oscil-
lation during hanging the load, which influenced the actual current value and force
on the joystick. It increases the system immersion and it is useful in HDS loader
crane applications, especially operated in the limited visibility environment.

In the further research, authors will focus on checking the behavior of the
controller described here on the real loader crane.
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Analysing and Optimizing 2.5D Circular
Pocket Machining Strategies

Adam Jacso and Tibor Szalay

Abstract Though the circular pocket milling seems to be an old manufacturing
task, it is nice to have thorough investigation among the different machining
strategies, because in spare part production a frequent repeatable shape behaviour.
As usual, at pocket milling the roughing operation is critical, because the excess
material is in a closed area to the shape thus not possible to fix optimal cutting
parameters for the whole area. In this exercise, we will deal with how the NC
operational cycles and CAM systems could organize tool paths for circular pockets.
This question is very important for the users because the selected strategy will
influence the machining time and the tool life which determines the machining cost.
In this article, several strategies were been compared through simulation and metal
cutting experiments. During experiments, the material removal rate, the cutter
engagement, and the cutting force were investigated alongside the tool path. At
optimal tool paths, these parameters should be constant, because thus the cutting
tool could provide maximum efficiency. It is found during experiments that the
pocketing strategies used nowadays are far away from the optimal, and only the
CAM-generated tool path strategies can execute the acceptable. The reason is
because the tool path generation methods are made based on the part geometry
without considering the technological aspects. In this article analysis of current,
available strategies were been made, but over that two own-developed algorithms
based on technological parameters were been discussed focused on optimal tool
path to achieve maximum productivity.
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1 Introduction

The pocket milling process planning could be considered as a complex and
diversified task. In this article, we will stay strictly with the investigation of circular
pocket milling. It does not mean a big challenge, if we reach close to a suboptimal
solution. During selection of theme, one of the main reasons was that at the pro-
duction of mechanical parts, we frequently face circular pockets with different
depths, and thus it is worth researching a perfect solution.

1.1 Technological Challenges at Pocket Milling Task

At pocket milling task, the geometry of pocket, the technological goal, and limits
are given. Based on these, it must determine the correct cutting tool, correct tool
path, and acceptable technological parameters [1]. Though all three factors are
important, in this article, we will deal only with generating the optimal tool path. As
the tool path generation strategy influences the cutting cost mainly in rough cutting,
the theme is focused on this area. The specialty of pocket milling appears during
cutting the internal arcs and corners because cutting parameters basically differs if
the tool moves along a straight line or it moves along an arc. Thus, it is a serious
challenge to adjust optimal cutting parameters through the whole length of tool path
[2]. This occurrence is illustrated in Table 1.

The relation between the symbols: h is the cutter engagement, r is the tool radius,
s is the stepover, q is the path arc radius, MRR is the material removal rate, ap and
ae are the axial and the radial depths of cut, and the vf and vfc are the feed rates at the
centre of the cutting tool and through the contour. The formulas were known from
the connected literature [3, 4]. Well visible that the tool load at internal arc is higher
than the straight milling operation, thus during pocket milling the tool may face
excessive tool load and danger of vibration.

Table 1 The cutter engagement and the material removal rate at straight and arc milling

h ¼ cos�1 r�s
r

� �
(1)

harc ¼ p� cos�1 2r2 þ 2qðs�rÞ�s2

2rðq�rÞ
� �

(2)

MRR ¼ ap �ae�vf
1000

cm3

min

h i
(3)

MRRarc ¼ ap �s�vf
1000 � q�s=2

q�r
cm3

min

h i
(4)

vf ¼ vfc � q=ðqþ rÞ (5)
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2 The Pocket Milling Strategy Evaluation Aspects
and Experimental Methods

The quality of tool path could be evaluated in two major aspects: according to tool
path smoothness and according to handling of tool load. The smooth continuity of
path curve is essential, because the tool can move with a programmed feed rate only
if there is no sudden sharp change of direction. If the tool requires slow down due to
sharp change of direction, it will negatively influence both the cutting time and the
tool life [5]. To handle the change in tool load, the simplest way is to control the
feed rate. But with this solution, the danger of vibration and heat load is still
remaining [6, 7]. For this reason, it is necessary to think of the tool load during the
planning the shape of the tool path. The economical machining is possible only
with handling the tool load, the material removal rate, and the cutter engagement
due to optimal tool path [8]. Expecting that the process parameters could be con-
stant during circular pocket milling, thus comparing different strategies, the focus
was on the level of tool load. Simulation and cutting experiments were been done to
evaluate the outcome. It is worth to note that simulation approach has recently
received great attention and can be applied to many aspects of manufacturing
systems [9, 10].

2.1 Simulation Inspection and Metal Cutting Experiments

The material removal rate and the cutter engagement inspection are not possible to
explain the explicit correlation, because the neighbour tool path segments interact
with each other. Thus, the experiments were been executed through an
own-developed pixel-based software.

During cutting experiments, different strategies were taken into consideration to
evaluate the force and the surface roughness at the bottom. In order to ensure the
appropriate comparability, the cutting time ðt ¼ 50 sÞ, the cutting speed
ðvc ¼ 150 m/minÞ, and the nominal value of stepover ðs ¼ 0:5 � rÞ were similar,
when a 10-mm-deep and 40-mm-diameter circular pocket has been made with a
starting hole diameter of 12.5 mm. The feed rate was given out from these
parameters. Each tool path was also been inspected without any feed rate correc-
tion, but at each occasion 20–25% higher peak values noticed at measured force;
thus in further discussion, only these samples will be highlighted when the con-
troller modified the feed at tool centre according to Eq. (5). A 10-mm-diameter hard
metal cutting tool with two cutting edges was in use during the experiment (tool
metal K600, geometry to DIN 6527L, 45° helix). The workpiece material was
Al6082. The cutting force was measured by a Kistler 9257B-type piezoelectric
force measuring sensor, and then the evaluation was made after filtering the
maximum value to one revolution of the tool. The bottom surface roughness was
measured by a Mahr Pocket Surf IV type diamond head touch through radial
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direction. But it is found that the strategy selected influences very minimum on the
roughness of the surface, and thus the outcome is placed only in Table 2.

3 The Strategies Used During the Circular Pocket Milling

There are several methods of milling to rough cut of circular pocket. The best
economical and promising strategy is starting the cut at an initial hole with an end
mill, because of the even distribution of tool load and tool wear along the entire
cutting edge length. But for this, a starting hole is required, which could be made by
drilling, or even with a flat end mill due to linear or helical ramping. Now keeping
aside these, we will deal only with rough cutting. Further, the most significant NC
cycles and CAM solutions will be discussed.

3.1 NC Cycles for Circular Pocket Milling

The NC cycle solutions are generally made using concentric arcs or spiral-like tool
paths. These solutions generally exclude all types of technical aspects, that is why
the speed parameters and stepover are constant. Thus, as was seen in the intro-
duction, the tool load will increase alongside the internal arcs.

The fundamental strategy could be named as contour parallel strategy (Fig. 1).
In this solution, the tool path is formed by offsetting the external contour. The
distance between the offset arcs is the same as the stepover nominal value. At radial
direction linking of offset arcs, the path contains sharp edges. In these areas, a
reduced feed rate should be used similar to slot milling. A harmful effect of these
appears at material removal rate and also at cutter engagement development. The
offset curves could be linked through arcs too. The CAM system provides such
possibilities, but the experiments showed that a visually better solution is achiev-
able, but the strong tool load variations are still remaining.

Table 2 The simulation cutting experiment results

No. Strategy Length Fmax MRRmax hmax Ra

(mm) (N) (cm3/min) (°) (µm)

1. Contour parallel 392 258 17.2 163 1.37

2. Spiral-like 408 254 17.0 90 1.38

3. Fanuc/Haas 397 286 18.8 96 1.32

4. Siemens 391 325 21.6 120 1.31

5. Volumill 443 246 17.0 86 1.42

6. Waveform 369 258 17.3 78 1.45

7. Advanced spiral-like I 398 249 16.2 75 1.33

8. Advanced spiral-like II 377 255 18.6 78 1.32
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The another very widely used method is spiral-like strategy (Fig. 2). The tool
moves along an Archimedean spiral, where the distance between the neighbour tool
path segments is the same as the stepover’s nominal value. This strategy of
machining beside its simplicity could be marked as the best among the NC cycles.
The only disadvantage is that the cutter engagement in internal sector grows up due
to small path curvature, which in case of hard material creates vibration, influencing
the tool life.

The FANUC and the HAAS controllers also use a spiral-like strategy, never-
theless not Archimedean spiral, but uses half circles with shifted centre points to
generate the tool path (Fig. 3). It is seen at simulation and at force measuring that
the load peak is during the starting of cut, and also the change of cutter engagement
is not solved in that case.

The Siemens controller cycle follows the contour parallel strategy, nevertheless
not through full circle, but builds up with quarter and three-quarter arcs, which are
linked to each other by straight tangents (Fig. 4). The big advantage of this against

Fig. 1 The contour parallel tool path

Fig. 2 The spiral-like tool path

Fig. 3 The Fanuc/Haas tool path
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the conventional contour parallel strategy is that there is no slot milling section. But
the varying tool load and the cutter engagement problem remains unsolved.

3.2 CAM Systems for Circular Pocket Milling

The CAM system generally provides modern methods to generate the tool path,
where during tool path generation different factors are considered to avoid the
excessive tool load. These modern considerations are previously placed into,
achieve a solution close to optimal. This idea is to keep constant the metal removal
rate and/or the cutter engagement. These modern strategies solve these through tool
path generation algorithm where spiral-like and trochoidal strategies are used as
hybrid. But in case of circular pocketing, the spiral-like strategy will lead due to
geometrical nature.

The VoluMill rough cutting strategy is available in several CAM systems as
built-in module (Fig. 5). It seems that the tool path goes along an Archimedean
spiral, but as the strategy was made for arbitrary-shaped geometries, but as the
strategy was made for arbitrary-shaped geometries, thus the tool path was built in
stages step by step. The base strategy is that the material removal rate should remain
constant. The algorithm achieves this by controlling the feed rate. For the proper
function of strategy, so as to keep constant, the metal removal rate was identified by
simulation and also by metal cutting experiments. However, the cutter engagement
variation is still unsolved in this solution.

Against the VoluMill strategy, the Waveform strategy does not deal with
material removal rate but concentrates to keep the cutter engagement at a constant
value (Fig. 6). To achieve this, the spiral is made starting from the centre of the
pocket with continuously increasing stepover according to the change of path
curvature. This results that without controlling the feed rate, the material removal
rate remains constant.

The simulation and cutting experiments prove that the strategy properly controls
the material removal rate, the cutter engagement, and the cutting force limit. Only
one thing is absent from the algorithm; when the tool reaches the pocket contour,
then a full circulation is required to eliminate the press mark of the spiral. In this
time, the algorithm is not able to control the decreasing material removal rate by
controlling the feed rate.

Fig. 4 The Siemens tool path
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3.3 Evaluation

Evaluating the strategies as discussed above, it was found that in all solutions
something was missing. The most favourable could be spiral-like tool path and the
CAM system solutions. But these favourable tool path strategies could also be
developed further, for example, the VoluMill and the Archimedean spiral-like
strategies by avoiding the cutter engagement change, and the Waveform strategy by
adjusting the feed rate at the end part of tool path.

4 Suggested Circular Pocket Milling Strategies

During proposing the circular pocket milling strategy at the worked out optimizing
equation, the machining time minimizing was taken as a goal. The nature of modern
tool path is that the tool load is well controlled, because in that case optimal cutting
parameters can be provided throughout the whole machining operation achieving
maximum efficiency. Thus, based on this the tool, load control to constant is the
optimization limit. During our work, two different algorithms were developed to
achieve same outcome, but in a different way. The goal was to keep the material
removal rate and the cutter engagement simultaneously at a constant value, com-
bining the advantages of VoluMill and Waveform strategies behaviour.

Fig. 5 The Volumill tool path

Fig. 6 The Waveform tool path
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4.1 Advanced Spiral-like Strategy I

The first solution meets the determined viewpoints (well-controlled cutter
engagement and material removal rate) perfectly, but requires a complex calculation
that depends on the simulation algorithm. At simulation evaluation, there are path
optimization examples to control the feed rate [2]. But our goal was not the feed
rate, but the stepover value should be influenced to keep the tool load constant in
order to avoid the cutter engagement change too. This was worked by a spiral-like
path giving polar coordinate points moving from into out, where for each point it
was determined using a section half algorithm to find the radial coordinate maxi-
mum R(ui), at which according to simulation the material removal rate will not be
bigger than the calculated value made using average depth of cut and speed
parameters (Eq. 3). After this, linking the point series besides constant feed rate, the
metal removal speed and cutter engagement remain constant.

But at the end section, where the tool travels along the pocket contour with
constant speed parameters, both the chip thickness and the metal removal speed
decrease. Because it is difficult to change the cutting speed during cutting, thus to
keep the tool load constant, it is wise to increase the feed rate to achieve maximum
efficiency according to Eq. 6. The adjusted feed rate could be determined by simply
arranging of Eq. (4):

vf ¼
1000 �MRR � ðq� rÞ
ap � s � ðq� s=2Þ : ð6Þ

The simulation results reflect that material removal rate controlling and cutter
engagement balance are solved (Fig. 7). Thus the algorithm achieved the goal
perfectly beside keeping limits. Furthermore, the cutting force is developed here to
the lowest in our experiments.

4.2 Advanced Spiral-like Strategy II

The second solution just remains back only for a pinstripe from the first solution,
but compensates due to use of a simple algorithm. The base of the strategy is that
the increasing stepover is built by simple Archimedean spiral sections to keep the
cutter engagement constant. The development of cutter engagement relation to the
side step and path is written in Eq. (2). If we want to express the acceptable
stepover from this equation, then we will face a complex connection. But as we
seen in the previous strategy, it is found that in spite of constant feed rate the
constant material removal rate was ensured, thanks to proper tool path shape. Thus,
we used material removal rate defined by Eq. (4). After rearranging and simplifying
the following simple equation found:

362 A. Jacso and T. Szalay



sðqÞ ¼ ae � qþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2e � 2ae � qþ q2

q
; ð7Þ

where sðqÞ is the allowed stepover according to path curvature, and ae ¼
rð1� cos hÞ is the nominal depth of cut according to Eq. 1. From this, as in the
previous strategy, a fRðuiÞg polar coordinate point series was built as RðuiÞ ¼
Rðui � 2pÞþ sðRðui � 2pÞÞ relation with Du steps. Naturally, this equation can
only be used at the middle section of the spiral. At entrance section beside con-
tinuously increasing spiral with a full rotation, when at end section of the contour, a
full circle would be needed at the internal boundary. In these sections, the feed rate
control happens according to Eq. (6), as in the previous strategy.

Evaluating the experimental results (Fig. 8), it is seen that the algorithm func-
tions effectively. The only deficiency is in development of material removal rate
where a jump is discovered at the point when the tool path ends the first circular
rotation, because the spiral rises sharply compared to the starting section. The
solution could be to decrease the feed rate, because there was no jump at cutter
engagement. Thus, besides simple path generation, the worked out algorithm
provides a fully efficient solution.

5 Summary

Evaluating the existing circular pocket machining strategies, it was found that in all
solutions something was missing. Because of this, we introduced two newly
developed algorithms focused on optimal tool path to achieve maximum

Fig. 7 The advanced spiral-like strategy I

Fig. 8 The advanced spiral-like strategy II
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productivity. Table 2 contains the results of the simulation and metal cutting
experiments. At the first glance, it may seem to be only a little improvement
achieved, but the importance of this should not be downgraded. At series pro-
duction due to high volume, a small percentage improvement will result in higher
productivity assuring a higher profit.

In summary, it can be stated that worked out algorithms were capable to provide
an optimal tool path to achieve the predefined goal, the well-controlled material
removal rate, and cutter engagement. Furthermore, the second solution could be
easily adopted to NC cycles too.
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Study on Mechanical Characteristics
in Electromechanical Disengaging Damper

Grzegorz Pittner, Bartosz Minorowicz and Roman Regulski

Abstract The paper is focused on study of new type of vibration control damper
which has been designed, machined, assembled, and calibrated by authors. In
typical oil dampers, attenuation force is generated by fixed orifices, where oil passes
from one chamber to another. More advanced designs include variable orifices,
where it is possible to regulate precisely flow area, e.g., by proportional valve.
Thus, these solutions are so-called valve mode, also very popular in whole group of
magnetorheological dampers. Another known in engineering type of dampers is
based on viscous friction. Steel rood passed through cylinder head, where inter-
ference fit creates movement resistance. This paper proposes novel design of
damper, where in order to control damping force, simple direct current motor and
special mechanism, similar to wedge, has been proposed. To perform basic research
on damper’s characteristics, special test stand was designed. Crankshaft mechanism
was used to generate reciprocating movement. During tests, one end fixed damper
was connected to slider by force transducer. To describe phenomenon of variable
damping force, force–displacement and force–velocity characteristics have been
registered and described.
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1 Introduction

Dampers are a popular solution in engineering for reducing vibration transmission
between two bodies. Commonly used typical passive dampers have the ability to
dissipate energy from of kinetic vibration into other forms of energy, mostly heat.
One of the greatest disadvantages of such passive dampers is constant damping
force. Therefore, without possibility of tuning attenuation in vibration system, it is
not possible to adapt the system to the variable conditions which cause vibration
generation. Quite often damper is necessary to dissipate energy only when rota-
tional system passes through resonance frequency range. Good example of such
system is a domestic washing machine, because wet laundry creates a big imbalance
in the drum, especially when drum starts acceleration to spin-drying cycle. If drum
and its suspension are described by mass-spring-damper model, it was proven
numerically and experimentally in [1, 2] that turning off damper for rotational
speeds above 1000 rpm is safe and causes a decrease of RMS acceleration
in measuring points placed on washing machine housing.

Promising technology used to adapt vibration system to the various conditions is
by using semi-active dampers which can change its attenuation properties in re-
sponse to the control signal. There are many different strategies to control damping
force in semi-active way. One of the most popular technologies of semi-active
dampers is based on using magnetorheological fluids (MR fluids) [3–6]. Such fluid
consists of ferromagnetic particles, with diameters typically from 3 to 10 µm,
surrounded by mineral or synthetic oil. Principle of operation of these fluids is
based on the ability for formulation particles chains in external magnetic field. This
disturbs oil flow and increases shear force. Such dampers consist of coils (as MMF
sources) and magnetic cores. Electrically controlled magnetic field causes different
shear forces in MR fluid (shear mode) or disturbs flow between two chambers
(valve mode). In valve mode, oil can passes from one chamber to another by holes
in piston or by bypass line where it is easier to install orifices, which throttles flow.
In many cases, MR dampers fulfill their task, however, with this technology is
associated also some disadvantages like high costs of maintenance, special-type
fluids, high-energy consumption used by control signal and heat generated not only
from attenuation phenomenon but also by control signal energy used in coil to
generate magnetic field. Another disadvantage of dampers with oil is leakage risk,
which practically eliminates them from application in food or pharmacy industry.
This problem was solved by MR dampers, which work in shear mode. Piston with
coil has on circumference sponge or fiber soaked with MR fluid [7, 8]. Experiments
show that such dampers work properly but obtained force is significantly lower than
in valve mode dampers. Recently, authors described [2] a new type of damper
which involves simple electromechanical technology to control damping force in
semi-active way. New type of electromechanical disengaging damper has been
verified practically in series of experiments about washing machine drum and
chassis vibration reduction. Performed research proved that it could be the
promising technology.
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The main contribution of this paper is description damping characteristics of
new type of damper where damping force is associated with different preloads of
friction sleeve. Description of electromechanical damper [2] was focused on im-
plementation of this technology to control washing machine drum vibration during
spinning cycle. During work authors used new type damper in off/on way where
damper attenuation force was neither fully engaged nor fully disengaged. The
transient states of electromechanical damper were neglected. This article is an
attempt to study its force–displacement and force–velocity characteristics in control
signal states between fully engaged and fully disengaged states. Results of mea-
surements can be useful in the future implementation of more accurate methods
of damping force controlling using this new type electromechanical
disengaged-type damper.

2 Electromechanical Semi-active Disengaging Damper

The design of electromechanical damper has been described in detail in paper [2].
This chapter provides only general idea, which has been evoked and presented.
Analyzed damper as shown in Fig. 1 consists of cylinder sliding periodically on the
fixed shaft. The friction between inner surface of cylinder and outer surface of shaft
creates attenuation force, which dissipates energy accumulated in vibrations. In
order to control damping force, various frictions need to be generated. To apply
variable friction, the normal pressure force needs to be changed in some range. To
achieve that goal, the cylindrical C-type sleeve is presented in Fig. 2, as an
assembly of a flexible sleeve (5), conical sleeve (6), and frictional sleeve
(7) changes its diameter because of steel ball (8) movement along threaded axis. By
controlling position of the steel balls and torque of electric DC motor which rotates
the thread, it is possible to control friction force between sleeve and cylinder. More
details about methods of controlling damping force in such technology have been
presented in [2]. As a summary, it can be stated that in order to simplify numerical
description between damping force and control signal, the electrical current limit in
DC motor circuit, called i in this paper, needs to be given. Comparison of viscous
damper from washing machine and new design is presented in Fig. 3.

3 Experimental Studies

The main contribution of research was experimental designation of characteristics:
force–velocity and force–displacement characteristic measurement in various con-
trol signal conditions. To perform this task, experimental stand has been con-
structed. Diagram, which presents the structure of this stand is presented in Fig. 4.
The idea of the stand was to enforce periodical relative stroke movement of the
damper’s mandrel. The enforcement has been done using electrical AC motor (no
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11) and the crankshaft mechanism (no 12), which provides reciprocating movement
of slider. Full-bridge HBM 9CU force transducer (measuring range ± 1 kN) was
used as a joint between moving slider and piston (no 16). Measurement process of
the damping force was correlated with relative movement of the damper’s mandrels
measured with the LVDT displacement sensor (4). The information about relative
velocity of stroke has been calculated using computation of displacement deriva-
tive. The construction of the experimental stand has been presented in detail in
Fig. 5.

Fig. 1 a External view of electromechanical damper, b presentation of frictional sleeve, c internal
C-shaped conical sleeve made of flexible steel, d the socket with steel balls placed under the
conical sleeve, e the movable nut with the balls [2]

Fig. 2 Longitudinal section of the damper: (1) DC motor, (2) planetary gear embedded in the
motor, (3) the frame of the immovable mandrel, (4) the frame of the moving mandrel, (5) flexible
sleeve, (6) conical sleeve, (7) frictional sleeve, (8) steel ball, (9) nut, (10) screw, (11) steel bearing
ball, (12) retainer ring, (13) bottom [2]
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Fig. 3 Comparison of dampers: (1) electromechanical damper half section internal view,
(2) electromechanical damper CAD project, (3) electromechanical damper real photo, (4) classic
constant force friction damper with similar damping force and stroke

Fig. 4 Experimental stand diagram: 1—damper, 2—fixed joint, 3—displacement signal s(t),
4—displacement sensor LVDT WA-100, 5—sliding support, 6—synchronized measurement
signals s(t) and F(t), 7—signal of set rotatory speed for motor driver, 8—PC with DAQ CatMan
pro, 9—motor driver, 10—DAQ equipment Spider8, 11—electric motor, 12—crankshaft
mechanism 13—crankshaft mechanism joint, 14—force sensor HBM 9CU-1kN, 15—Force
measurement signal F(t), 16—damper joint
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3.1 Measurement Results

During an experiment, the dependence force–displacement has been measured
under various signal conditions. The rotatory AC motor, which drives the crank-
shaft mechanism, has been set to constant value, which ensures maintenance of
repeatable speed in the range of ±115 mm/s. Current limit i of the damper
mechanism has been set in range from i = 0 A (damper fully disengaged) to i = 1 A
(damper fully engaged) in the following sequence i = [0; 0.35; 0.4; 0.5; 0.6; 0.8;
1] A. In the first step, maximum amplitudes of damping force were registered,
which is shown in (Fig. 6). Subsequently, force–displacement characteristics was
prepared (Fig. 7).

The static resistance of thread mechanism allows to start mechanism movement
just above current limit about 0.35 A, so there is an empty gap in measured data
between i = 0 A (damper fully disengaged) and i = 0.35 A, where damper mech-
anism starts engaging process with its minimum engaged damping force. Next step
after force–displacement characteristics has been measured was to calculate force–
velocity characteristics of the damper for each condition (Fig. 8).

Fig. 5 Experimental stand used to measure damping force
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Fig. 6 Damping force as
function of current
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4 Discussion

In the past, many different models of damper’s force characteristics have been
presented. The simple way to describe damper behavior is by using bipolar sigma
function described as

FðtÞ ¼ 1
1þ e�kt � 1: ð1Þ
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Fig. 7 Force versus displacement characteristics (legend and colors as in Fig. 8.)
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Study on Mechanical Characteristics in Electromechanical … 371



Also, it is possible to use simple hyperbolic tangent function described as

FðtÞ ¼ a0 tanhða1vðtÞþ a2Þþ a3; ð2Þ

where a0, a1, a2, and a3 are the parameters of function, v is the velocity, and F is the
force.

However, such simple approach (2) does not represent hysteretic phenomenon as
shown in Fig. 9. Authors estimated the model parameters as a0 = 150 and
a1 = 0.03. Other parameters a2 and a3 equal to 0 because force characteristics is not
biased.

For this reason, more complex approach can also to be taken. In 1967, Bouc
introduced mathematical description used to describe nonlinear hysteretic systems
[9, 10] and it has been extended by Wen [11] in 1976 who demonstrated its
versatility by producing a variety of hysteretic patterns. This model can capture, in
analytical form, a range of hysteretic cycle shapes matching the behavior of a wide
class of hysteretic systems. Due to its versatility and mathematical tractability, the
Bouc–Wen model is often used to model MR fluid dampers behavior [4–6].
However, measured characteristics and simple model presented in this paper show
that average error between these two curves could be negligible in mechanical
systems where there is no need for precise modeling and damping force control.

5 Conclusions

This paper shows a new type of electromechanical damper which has been
designed, described, and tested. Presented damper uses friction attenuation phe-
nomenon to generate damping force and its force characteristics shows some
similarity in comparison with another type of dampers with variable damping force
and some amount of hysteretic such as popular magnetorheological fluid dampers
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Fig. 9 Force versus velocity
characteristics for 1 A supply
current (blue line) and model
based on hyperbolic tangent
function (red line)
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[1, 3]. Based on the results presented in Fig. 6, it can be concluded that relation
between damping force and supply current is nonlinear, which affects the degree of
complexity of mathematical model. Source of this nonlinearity can be changing
friction factor between sleeve and inner cylinder surface, which is a task for further
research. The aim of the work was to perform a study of force–velocity charac-
teristics of a new type of damper. To describe damper characteristics, hyperbolic
tangent has been selected. Process of model parameters identification was based on
real object measurement in an experimental way. To perform an experiment, the
measurement stand has been constructed with the ability to the synchronous
measurement of force and mandrel’s relative displacement. Relative speed of
mandrels has been calculated using displacement–time signal derivative. The
experiment has been performed for some range of damper’s DC motor current limit
responding to various attenuation forces from fully disengaged, through partially
engaged ending on fully engaged damping force.

Attempt to describe characteristics of electromechanical dampers using Bouc–
Wen model indicated that identification of parameters for that type of dampers is
possible and the resulted errors between theoretical model and real object mea-
surement can be similar in comparison with MR fluid dampers [1, 3–5].

Results show that damper and test rig were not free of mechanical backlash; this
is the reason why curves of damping force do not create one solid line. Authors
consider for further research another test rig with hydraulic drive.

Authors hope that presented study will be useful in further modeling behavior of
new type damper and can be the foundation for the development of more accurate
damping force controlling methods for electromechanical DC motor-controlled type
of dampers.

Acknowledgements The presented research results, executed under the subject of
02/22/DSPB/1389, were funded with grants for education allocated by the Ministry of Science and
Higher Education in Poland.
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Modeling and 3D Simulation
of an Electro-hydraulic Manipulator
Controlled by Vision System with Kalman
Filter

Piotr Owczarek, Jaroslaw Goslinski, Dominik Rybarczyk,
Arkadiusz Kubacki, Arkadiusz Jakubowski and Lukasz Sawicki

Abstract In this paper, the modeling and 3D simulation of electro-hydraulic
manipulator are presented. In the research, a typical model of electro-hydraulic
servo drives is implemented. The output value in the model is a position of a drive;
this information is used to compute tilt angles in manipulator’s joints. Proposed
simulation environment is used to testing new control algorithms. Online control-
ling and 3D visualization can precisely reflect manipulator trajectory. Data from
camera is used and three algorithms of estimation of marker position are tested;
these are circle fitting method, center of mass, and Kalman filter (KF). The virtual
manipulator data is compared with real manipulator data and error analysis is given.
The proposed method yields good results with positioning error of tool center point
less than 0.5 cm.

Keywords Vision system � Electro-hydraulic manipulator � Hydraulic system
Simulation model

1 Introduction

Nowadays, electro-hydraulic devices are commonly used in industry or in daily life.
Electro-hydraulic can be found in applications, where the big ratio of dimension to
force is required, e.g., cranes [1], lifts [2], and working machines or manipulators
[3]. Also, it is very popular in car parts controlled by electro-hydraulic valve, e.g.,
suspension, automatic gearboxes, etc. [4, 5]. Therefore, it is important to carry out
proper simulations of these devices before their construction. This is possible,
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thanks to simulation models. It reduces prototyping time and, what is more, it is
cheaper than preparing new test stands. Many topics in the modeling of
electro-hydraulic servo drives were described in the literature. Some papers rise
issue of controlling hydraulic drives when using multiple cylinders [6]. In other,
authors propose to create a simulation model of hydraulic drive [7]. The simulation
model is created in SimulationX program, which provides block diagrams similar to
Matlab/Simulink. Interesting work about large hydraulic excavator to simulate a
crawler driving system was presented in [8]. In that approach, a RecurDyn software
was used in dynamic modeling of the object. The main aim of this work is to
prepare dynamic model with faster operational speed than SimulationX.

Preparation and tests of modern devices are very expensive. In the first part of
work, authors are concentrating on parameters of the studied device and preparing
its CAD model. Before building a prototype, it is important to prepare dynamic
simulation model. This model can be used in testing of new control algorithms on a
virtual machine. When one has a real device, the simulation can be carried out on a
virtual machine, avoiding errors, faults, and failures in the first step of a new
program, which is much safer.

Thus, it is important to create new 3D environment to work on simulation model
without danger of risking people’s life. The presented study is a continuation of a
research given in [9, 10]. The authors proved that in the problem of marker’s
position tracking, the Kalman filter turned out to be accurate. Therefore, here, only
the previously estimated data will be used to compare simulated manipulator with
real electro-hydraulic manipulator data. In this work, also a new approach in cre-
ating a discrete model in C++ and real-time 3D application is presented.

2 The Test Bed

In the paper, the aim is to create a virtual model of an electro-hydraulic manipulator
in a 3D simulation environment. This is important, because working with real
manipulator during tests of new algorithms is dangerous, especially for an operator
who is located within the working area of a manipulator. The object of research
consists of two electro-hydraulic proportional valves connected with hydraulic
cylinders (Fig. 1a).

The hydraulic proportional valves (Fig. 1b) are controlled by dedicated cards.
Input voltage in cards is proportional to liquid flow in valves. The input signal is
ranging from −10 to +10 V. The set signal is provided by PLC controller (B&R
company), where it is equipped with dedicated DAC cards, encoder cards, and I/O
cards. Absolute position of angles is measured by incremental encoders with a
resolution of 3600 puls/rev. In PLC, a PID controllers are implemented to control
the position of manipulator’s arms.

The set position of drive is generated by a master application (Vision system).
PLC serves here only as positioning controller of electro-hydraulic drives. Data
with coordinates are exchanged via TCP/IP protocol with frequency up to 250 Hz.
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The experiments were carried out on a vision system formed of a fast CMOS
camera 3iCube IC1500CU (Fig. 2) [11] and a special software Adaptive Vision
Studio, which uses SEE multicore instruction [12]. The focal length of the camera
lens was 3.5 mm. The max resolution was equal to 2592 � 1944 px yielding
15 fps. The camera was connected with PC computer via USB 3.0. For the current
research, the camera’s resolution was reduced to 640 � 480 px.

3 Mathematical Background

In Fig. 3, technical construction of proportional valve is presented. The main parts
are numbered 1–6. To change velocity of fluid flow in valve, the position of slider
(3) in housing (1) must be changed by the magnetic flux generated by a coil around
a permanent magnet (2, 4). The proportional solenoids are supplied by DC voltage
[13]. A central position of the slider is set by two springs (5, 6) placed on both sides
of slider. A measurement of position x is made by precise induction sensor (LVDT).

Symbols given in Fig. 3 are commonly known in the literature, and can be
explained as follows:

p0 is a supply pressure,
A is an output of the valve, connected to the first input of the piston rod,
B is an output of the valve, connected to the second input of the piston rod,
T is the return to the main fluid tank.

(a) Electro-hydraulic manipulator     (b) [Hydraulic distributor with proportional valves

Fig. 1 Research stand

Fig. 2 Research stand
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These kinds of proportional (Fig. 3) valves are described by mathematical
equations, which create a mathematical model of a valve:

QaðtÞ ¼ QsaðtÞþQhaðtÞ ð1Þ

QbðtÞ ¼ QbðtÞþQhbðtÞ ð2Þ

QaðtÞ ¼ KQxðtÞ; QbðtÞ ¼ KQxðtÞ ð3Þ

Aa ¼ A; Ab ¼ Aa; ða\1Þ; ð4Þ

QhaðtÞ ¼ A
dyðtÞ
dt

; QhbðtÞ ¼ aA
dyðtÞ
dt

ð5Þ

QsaðtÞ ¼ Va

Eo

dpaðtÞ
dt

; QsbðtÞ ¼ �Vb

Eo

dpbðtÞ
dt

ð6Þ

m
d2yðtÞ
dt2

þDw
dyðtÞ
dt

¼ Fobc þA½paðtÞ � apbðtÞ�; ð7Þ

where

Qa, Qb flows,
Qha, Qhb absorption of the actuator chambers,
Qsa, Qsb flow of the covering losses due to compressibility,
pa, pb the pressure in the chambers of the actuator,
Aa, Ab active surfaces of the piston,
Va, Vb the volume of liquid in the chambers of the actuator, and
Eo = 1, 2 � 109 N/m2—the modulus of elasticity.

The stroke of the hydraulic actuator is 300 mm. The diameters of the piston and
the piston rod, respectively, are A = 40 mm and Aa = 63 mm. The simulation
includes linear stiffness and a linear coefficient of kinetic friction coulomb rate of
D = 100,000 [Ns/m]. The value of the reduced mass is m = 18.3 [kg] (mass of the

Fig. 3 Scheme of proportional valve
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piston and piston rod). The values of the coefficients given in Eq. 6 are as follows:
Eo/Va = 9.63 � 1012 Pa/m3 and Eo/Vb = 1, 28 � 1012 a/m3 (in the middle position
of the piston).

To prepare discrete simulation in Visual Studio and C++ language, it is neces-
sary to derive equations of proportional valve with hydraulic cylinder, where the
output signal of model is a position of the piston rod. In the first step, Eqs. 6 and 1
are combined, yielding the following:

QaðtÞ � QhaðtÞ ¼ QsaðtÞ ¼ Va

Eo

dpaðtÞ
dt

: ð8Þ

Next, Eqs. (3) and (5) are used:

KQxðtÞ � A
dyðtÞ
dt

¼ QsaðtÞ ¼ Va

Eo

dpaðtÞ
dt

: ð9Þ

Now it is possible to determine time derivative of pressure pa(t) and pb(t):

dpaðtÞ
dt

¼ Va

Eo
� KQxðtÞ � A

dyðtÞ
dt

� �
ð10Þ

dpbðtÞ
dt

¼ � Va

Eo
� KQxðtÞ � Aa

dyðtÞ
dt

� �
: ð11Þ

To compute a pressure, integral operation must be applied:

paðtÞ ¼
Z

_paðdtÞ; pbðtÞ ¼
Z

_pbðdtÞ: ð12Þ

Last part is to compute the position of piston rod in the dynamic model. It boils
down to the determination of y based on Eq. (7):

d2yðtÞ
dt2

þ ¼
Fobc þA½paðtÞ � apbðtÞ� � Dw

dyðtÞ
dt

m
: ð16Þ

To simplify Eq. (16), two forces can be written as

Fa ¼ ApaðtÞ; Fb ¼ Aa � pbðtÞ: ð17Þ

Finally, the equation of acceleration in hydraulic cylinder can be obtained:

d2yðtÞ
dt2

þ ¼
Fobc þFa � Fb � Dw

dyðtÞ
dt

m
: ð18Þ
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4 Implementation of Kalman Filter

The Kalman filter is a well-known recursive algorithm, which was originally used
for linear problems [14]. During the last 50 years, the KF evaluated to deal with
nonlinear models; however, here the classic type of the KF is used. The overall
framework of the KF assumes two-stage process. In the first one, namely prediction,
the model data is exploited. During that stage, some forecasts on state vector
behavior are made. In the next stage, the corrections are being imposed. The KF
operates on process model which can be written in a state-space representation:

xk ¼ Axk�1 þBuk
yk ¼ Cxk;

ð19Þ

where xk denotes state vector; A, B, and C refer to process, input, and output
matrices, respectively. In the fusion process proposed by the authors, the state
vector contains positions (x, y) and velocities (vx, vy) of a central of the marker:

xk ¼
x
vx
y
vy

2
664

3
775: ð20Þ

Matrices A and B are time-variant and thus they are extended with subscripts.
The main process is incorporated in Ak and Bk. It simply reflects the dynamics of
the central point and it is given by

Ak ¼ Az
k 02�2

02�2 Az
k

� �
; Bk ¼ Bz

k 02�1

02�2 Bz
k

� �
; ð21Þ

where Az
k ¼

1 dt
� 1
dt 0

� �
, Bz

k ¼
0
1
dt

� �
:

The output matrix Ck directly transfers the state vector to the output vector:

C ¼ I4�4: ð22Þ

The Kalman filter equations are divided into two stages: The first is state pre-
diction, which yields the a priori state vector x̂�k ; next, it is necessary to compute a
priori covariance matrix P�k . One will notice that by applying the first estimation of
central point positions in k−1, the a priori estimation of velocities will be obtained.
The KF is prepared in that way, so it can estimate the velocity of point coordinates
(x- and y-axes) based on the previous (k−1) a posteriori positions and the input.
Also, the positions are upgraded by integrating the a posteriori velocities.
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In the second stage of Kalman filter, namely correction, three main tasks are
being executed. The first one is the Kalman gain Kk calculation, and then the prior
state vector x̂k is corrected with measurement innovation. Finally, the covariance
matrix P�k is updated, obtaining the a posteriori covariance Pk.

The Kalman filter is tuned via the Qk and Rk matrices. The Qk refers to process
noise covariance, while the Rk stand for measurement noise covariance.

5 The Experiment

The research was carried out using a virtual manipulator. To prepare a visualization,
a real electro-hydraulic manipulator was used. CAD models were converted into “*.
obj” which is a geometry definition file format. These files of all parts of manip-
ulator were used to present full kinematics, i.e., movements of manipulator.
Visualization was made in Visual Studio 2012 in C++ language and OpenGL
library supported by Irrlicht 1.8.1 engine (Fig. 4).

In Irrlicht engine, the user needs to determine absolute position and rotation only
one time. Thus, it was necessary to prepare a position and orientation of all parts
directly using a cosine theorem and trigonometric operation to compute all angles
and positions of objects. These results of visualization are shown in Fig. 4a. The
view of visualization can be changed directly from keyboard and mouse. It is
possible to look at manipulator from all sides (Fig. 4b).

The research was performed using data from camera. Marker was in static
position and only some parts of it were covered to 50% of all dimensions. The
trajectory of movement should be a static point in the best case. But when camera
loses some important parts of marker, a detection of central position can occur with
an error. The main aim was to test algorithms and error positioning for real and
simulation manipulator. The first step was to show results of measured positions for
endpoint of the manipulator. The results are little fluctuating, because the light in
laboratory was changing with the frequency of supply AC voltage. In Fig. 5
measurement data is shown. Data from three different algorithms are compared in

Fig. 4 Visualization of electro-hydraulic manipulator
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case of hiding some parts of marker held in hand of the operator. The most
important was to achieve the lowest error of end position. The best result can be
obtained via the Kalman filter.

When that test was performed using the electro-hydraulic manipulator, danger-
ous movements were observed. The problem was with preparing application and
settings of gain parameters in controlling algorithms. After proper setup of all
settings of PID controllers, the final results are shown in Fig. 6a. The virtual model
of a manipulator was built in 3D software. This is more safety when testing a new
algorithm on a virtual machine. Software manipulator uses complete model
described in this article and a PID controllers, same as in the real manipulator
running on PLC (the same implementation of control algorithms).

In Fig. 6b, the results of controlling are shown. The total error of fluctuating
position between set point (static marker) and desired point (when marker was
covered with 50% of surface) is about 0.5 cm. Having in mind that two arms of the
manipulator were equal to 79.5 and 71.5 cm, one can deduce that the overall error is
small. Differences between real manipulator and 3D simulation are caused by
simple model of hydraulic drive without nonlinearity of square-root pressure

Fig. 5 Visualization of
electro-hydraulic manipulator

(a) Electro hydraulic manipulator                      (b) 3D simulation of manipulator

Fig. 6 Data of positions
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characteristic and dead zone of valve spool. The connection with both applications,
i.e., Vision and Simulation, was stable and provided by internal TCP/IP protocol.
This application can work on with two computers in the same net with PC or PLC.

6 Conclusion

In the article, the modeling and controlling of virtual manipulator were presented.
All data are compared with real manipulator. The first part of the article recalls state
of the art. In the next section, the test bed about controlling a real electro-hydraulic
manipulator was presented. This manipulator was built by the authors. The research
was undertaken with vision system used to capture an image with markers and
recognized their positions. The images were captured from the camera with fre-
quency up to 50 Hz and the resolution of 640 � 480. In the third section, the
mathematical equations which were used in the simulation of electro-hydraulic
servo drives were described. In the fourth section, a signal filtering and the
implementation of KF were described. In the fifth section, the results of the
experiment were shown. In the first part of the fifth section, visualization of
manipulator in Irrlicht engine was presented. Next part consists of image processing
results. Input image with three red markers was used. One of the markers was
disturbed by hiding some small parts of it. The estimation algorithms were tested on
the manipulator and on the visualization. Therefore, electro-hydraulic manipulator
trajectory and the virtual manipulator trajectory were compared. The main aim of
the research was to create a new visualization environment to simulate the behavior
of an electro-hydraulic manipulator. When using 3D Cad models of a real
manipulator, it is important to refer to real dimensions of the manipulator. A typical
equation of electro-hydraulic servo drive was implemented in C++ application. This
allows to visualize movements of manipulator’s arms. This is very important in
case of testing new control algorithm or new filter in the vision system. The
researchers were focused on control movement of manipulator when some parts of
the marker are hidden. This can occur when the operator rotates on plane and
covered marker using some parts of body. The final results with simple model
provide maximum error of positioning manipulator of about 0.5 cm with KF
algorithms. In the worst case, the position of end point of manipulator was 1 cm in
wrong place for algorithms with fitting circle to markers. The similar results
occurred with the real manipulator. These results are sufficient to prepare a new
trajectory for manipulator while working with people in the close area without
danger of their life.
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Trends in the Development of Rotary
Tables with Different Types of Gears

Kamil Wojtko and Piotr Frackowiak

Abstract The paper presents the special solutions of rotary table drive with hybrid
spiroid gear drive. The construction solutions of rotary tables were reviewed and the
various construction solutions, most frequently encountered on the market, were
described. Rotary table solutions are discussed for the application in numerical
control machines that are the fifth axis or can be used as an independent positioning
device. Many different types of rotary table solutions are available on the market
where direct drive or mechanical gear transmissions of different types are used, i.e.:
worm gear drive or spiroid gear drive. One of the directions for the development of
the rotary table drive are the new hybrid solutions, in which different types of
mechanical gear transmissions are used. The article presents the construction and
the operating principles of new gear units, in which the cylindrical or conical gear
with helical line of the tooth work together with the face gear. The presented
solutions are protected by patent applications.

Keywords Rotary table � Spiroid gear � Worm gear � Hybrid drive � Positioning

1 Introduction

Manufacturers of rotary tables and numerical control machines offer more and more
solutions in order to achieve the most efficient transmission, the ability to carry high
loads while retaining their self-locking. These requirements are of the utmost
importance due to the use of rotary tables in numerically controlled machines,
where high precision and repetition of positioning is required, as well as the
dynamics of movement of particular machine components during high speed
machining [1–3]. It is important to eliminate the backlash and its adjustment, to
obtain the appropriate dynamics during the rotation of the rotary table. Nowadays,
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the aim is to achieve high performance rotary tables (over 50%), the ability to carry
high loads while maintaining minimum dimensions and high mechanical life [4, 5].
In order to increase durability and positioning accuracy, more and more new
solutions that differ in power transmission and gearing, have been proposed by
designers [3, 6].

In precision positioning devices and rotary tables for continuous angular divi-
sion, different gears are used which use a direct drive or mechanical transmission
system. Rotary tables based on mechanical gearwheels: worm gear and spiroid are
known, depending on the design solution, gear size, gear geometry and the mate-
rials from which the individual components are made determine the permissible
radial and axial loads that gear drive or rotary table can carry [3]. Spiroid gear
drives for use in rotary tables consist of a cylindrical or conical worm gear that
work together with face gear or conical face gear [5, 7, 8]. Computing and shaping
methods of specific parts of spiroid gear used in rotary tables were described in
other works [9–11]. These methods assume that gears will be shaped by worm
milling cutter [11], milling head [9] and disc cutter. Rotary tables using worm gear
drives where worm gear usually made of alloy steel, works together with bronze
face gear (BA10), are manufactured by companies such as Hass Automation and
Nikken. There are known methods of structural design in rotary tables where a
helical worm gear is used to drive the table disc, works with two face gears
according to the invention P.396825 (Fig. 1c).

Various solutions and construction variants of rotary tables have been presented
in the present work, which were developed within the research and development
projects at the Poznan University of Technology. These solutions are protected by
the following patent applications: P.416461, P.416462, P.416463, P.420058,
P.420059, P.420060, P.420061.

2 Requirements for Rotary Tables and Precision
Gearboxes

The rotary table solutions presented in this article are primarily intended for
numerically controlled machines as work tables or as additional precision posi-
tioning devices. Due to the fact that they are sub-assemblies, the most responsible
and most influential of the precision and repeatability of machining are placed next
to the drive units. They are subject to high quality requirements [1, 4].

Spiroid or worm gear drives are highly reducing transmissions, so their accuracy
depends mainly on the drive type and used control system. But beyond these
elements, the entire transmission system, i.e. the gearbox and its components, is
affected by accuracy. The quality of the entire construction and the elements of the
gear drive affects the accuracy of the machine movements. One of the most
important requirements for rotary tables is no backlash in reverse movements. This
results in a direct transfer of movement from the drive element to the rotary table.
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When machining an object placed on the rotary table disc, as a result of the forces
coming from the cutting process, the object must not be displaced. Therefore,
another important requirement for the gear drives in rotary tables is its self-locking.
There are known solutions of positioning devices in which the locking of the table
disc in a given position is realized by means of additional mechanisms or pneumatic
and hydraulic systems. Another possible solution to the problem of self-locking is
the use of worm or spiroid gear drives, which are designed as self-locking. Another
important issue is the capacity of the turntable and the ability to carry heavy loads.
These loads can be derived either from the weight of the element placed on the
rotary table or from the process forces. Carry capacity in worm and spiroid gear
drives depends on the surface of interface between the gear teeth, the geometry of
the gearing and the material from which the gear elements are made. In the case of a
worm gear, it is a worm wheel (usually made of bronze) and a steel worm gear,
while in the case of spiroid gear a worm gear and face gear. The increase in carrying
capacity for these transmissions is achieved by the appropriate selection of coop-
erating teeth (convex-convex) and by increasing the co-operation surface (worm
wheel-worm gear or worm gear-face gear). This problem can be solved by using
bigger amount of worm gears, worm wheels and face gears.

Fig. 1 Rotary table disc driven by a spiroid gear duplex type, in which: a two worm gears work
together with two separate face gears with the same direction tilt line of the teeth; b two worm
gears work together with opposite direction tilt line of the teeth; c one worm gear works together
with two face gears with an opposite direction tilt line of the teeth [6]
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3 Rotary Tables with Spiroid Gears Duplex Type

As a result of the research and work carried out within the research project, new
designs of hybrid rotary tables have been proposed and implemented. Presented
solutions are already known and have been described [6].

These solutions are the development of traditional spiroid gear drives. The first
of the results of the research and development work was the development of duplex
sproid gear drive, in which the worm gear works together with two face gears, or
two worm gears work together with two face gears (Fig. 1a, b).

The presented solutions have been extended with additional face gear or addi-
tional worm gears. The purpose of this operation was to increase the surface of the
spiroid gearing. Greater surface of co-operation can also be achieved by increasing
the amount of face gears working together with one worm gear (Fig. 1c), but also
by using two worm gears and two face gears. In one of these variants, the two
worms placed on the two separate drive shafts cooperate with the two face gears on
the spindle-disk (Fig. 1a). The second variant contains two worm gears placed on
separate drive shafts that work together with two face gears with opposite tilted
tooth lines. The solutions of these tables were put into production at Loader
Company in Środa Wielkopolska.

4 Rotary Tables with Hybrid Gearbox

The development of rotary table drives with mechanical transmissions has led to the
development of hybrid gear drives in which various gear combinations have been
combined: worm gear, helical gear, spiroid gear.

The structures shown below, due to the use of two types of gears, combine the
features of each. Each of these drives ensures self-locking, eliminating the need for
additional systems (mechanical, hydraulic or pneumatic) to lock the table wheel in
the set position and allow the table work by continuous division method.

The advantage of these solutions is to increase the surface area of gearing, which
translates into greater load carrying capacity. For rotary tables, this feature allows
the objects to be machined with greater weight but also in machining where there is
greater force from the cutting process. Increasing the gearing surface of the gears
also improves the stability and dynamics of the rotary table so that they can be used
for heavy duty work where frequent changes of direction of movement and
accelerations occur. It should be noticed that, presented gear drives, through the
larger contact surface area of the tooth and using the appropriately selected mate-
rials can be characterized by greater durability and less wear on the teeth compared
to conventional gear units in the rotary tables.
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5 Rotary Tables with Cylindrical Helical Gears and Flat
Face Gears

In the latest solutions of drives for rotary table with spiroid gears, two worm gears
with opposite cutted teeth (right and left) are placed on one shaft, which work
together with the face gear. These solutions have several variants, on the drive shaft,
two worm gears (right and left), which work together with one or two face gears
[12–15]. The first solution is the construction shown in Fig. 2. The rotary table is
driven by two cylindrical worm gears (right and left) which work together with the
face gear mounted on the spindle-disk. Worm gear teeth can be cutted on the drive
shaft or placed as separate component on the shaft [12].

A second variant of the spiroid gearbox with two cylindrical worm gears
mounted on one shaft is a gear drive in which the worm gears work together with
the two face gears (Fig. 4). Worm gearing cooperate at the same time with the
lower and upper face gear, thus increasing the gearing surface. The upper and lower
face gear are located on the spindle-disc and the distance between them is con-
trolled by means of a sleeve and a washer (method of adjusting the gearing
clearance).

As shown in Fig. 4, the solution with two face gears is the development of the
solution shown in Fig. 3. In order to increase the load capacity of the rotary table
(Fig. 3), the lower face gear can be fitted to the spindle-disk as illustrated on Fig. 4,

Fig. 2 Rotary table drive with hybrid gearbox consisting of: a a helical gear that cooperates with
face gear and worm gearbox; b spiroid gearbox and worm gearbox; c a helical gear that cooperates
with face gear and spiroid gearbox [6]
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which will increase the area of cooperation of the gearing. This operation can also
be easily automated by using special electrical, pneumatic or hydraulic systems,
where in certain cases it will be possible to axially move the lower face gear and to
connect it with the worm gears placed on the drive shaft.

6 Rotary Tables with Conical Helical Gears and Conical
Face Gears

Further variants of the mentioned constructions are rotary tables in which the two
conical worm gears work together with the conical face gear (Fig. 5). The principle
of operation and other elements of this construction (except for gearing) are
identical to those in the rotary table shown in Fig. 3.

Fig. 3 Rotary table disc driven by the two helical gears attached to the same shaft, that work
together with one flat face gear
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In turn a second solution based on conical worm gears, similar to the structure
shown in Fig. 4. It is based on co-operation of two conical worm gears with two
conical face gears, as shown in Fig. 6.

7 Summary

The most recent rotary table drives solutions are characterized by the largest surface
area of the gearing at minimum dimensions of the whole rotary table. The table
drive solutions shown in Figs. 4 and 6 provide the greatest durability and load
capacity of the rotary table. These solutions in rotary table applications have several

Fig. 4 Rotary table disc driven by the two helical gears attached to the same shaft, that work
together with two face gears with opposite tilted teeth line
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times the capacity compared to conventional worm gear units of the same
dimensions. This is due to the increased surface area of the cooperation of the teeth
and it also helps to improve the stress strength of the gear teeth.

Compared to the currently available solutions, the proposed rotary table drive
construction seem to be more advantageous due to the increased surface area of the

Fig. 5 Rotary table disc driven by the two conical gears attached to the same shaft, that work
together with one conical face gear
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tooth engagement and hence the achievement of other previously mentioned
advantages and benefits, most of all load capacity.

In further research, it is envisaged to make the gear elements by means of forging
processing.
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Survey on Design and Development
of Hexapod Walking Robot, Automated
Guided Vehicle and Drone

Bartosz Minorowicz, Mariusz Palubicki, Natan Stec,
Jakub Bartoszek, Lukasz Antczak and Jakub Matyszczak

Abstract This paper presents scope of work performed by Students in R&D Group
“Mechatron”, where student can develop own ideas under supervision of experi-
enced tutors. The work carried out mostly on autonomous machines and issues
related with their control. In recent years, few interesting designs have been
developed by Students, three chosen are presented in this paper. In the first section,
two designs were presented and it means automated guided vehicle and drone.
Presented line follower and its designer participate successfully in nationwide
competitions. This vehicle is a result of three years of learning and gaining expe-
rience, which allowed for fabrication such complex design. Next described project
is a drone, where students prepared 3D printed reinforced lightweight frame. The
purpose of this drone is to carriage, e.g., first aid or rescue equipment like ropes.
The following and the biggest part of the paper is focused on walking robot.
Authors analyzed different kinematics for movement generation and finally, it was
decided to perform legs like a cockroach. Based on a kinematic chain, inverse
kinematic approach and oscillators Authors successfully evaluated control algo-
rithm which was used for walking generation.
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1 Introduction

Authors of this paper are students of mechatronics at Poznan University of
Technology and their Tutor, they are members of the R&D Group “Mechatron.”
The main purpose of work in such organization is enlargement of theoretical
knowledge from university courses and realization of own engineering and scien-
tific ideas. For the purpose of this paper, three the most interesting and advanced
projects have been selected, thus main contributions can be formulated as follows:
description and presentation of own designs, where components selection is based
on own calculations and modeling. Selected projects are: (1) hexapod walking
robot, (2) automated guided vehicle so-called line follower, and (3) unmanned
aerial vehicle so-called drone. Devices number 2 and 3 are described briefly in the
introduction part of this paper, remaining part is focused on hexapod design and
development. Main motivation to take up these topics is the desire of men to
replicate animal’s movements, e.g., to reach inaccessible places.

1.1 Line Follower Design and Development

Line followers are a part of a group of AGV (automated guided vehicles). Such
vehicles can be used in automated warehouses for goods distribution [1]. At
Institute of Mechanical Technology project related with line, followers design has
been running for four years since 2013. First designs were only objects for the
training of student’s skills including mechanical design, motors, and sensors
selection, assembling, and programming. After the stage of development and testing
of first prototypes at laboratory conditions, it was decided to participate nationwide
competitions, which are organized cyclically in many Polish cities (mostly at
universities of technology, e.g., Warsaw, Krakow, Gdansk, Wroclaw, Poznan, etc.).
Category of line followers assumes that the main goal of the designed device is to
run the special track as fast as this vehicle can. The track is designated by black
insulation tape on a white plate. Line follower’s competitions are divided into two
categories: standard and turbo. Turbo works in the same way as a diffuser in racing
cars. The additional fan sucks an air from the bottom of a line follower, that makes
pressure difference whereby what increases speed in turns.

Authors of this paper focused on line follower Crash (Fig. 1), which is the most
advanced design that has been made so far by Mechatron members. Line follower
designer must take into account many factors, because very often time differences
between competitors on finish line can be expressed in milliseconds. Key design
issues are: mechanical design, proper balancing, drive unit, control algorithm, and
PCB which is also frame for all components. Dimensions are limited, the design of
line follower cannot exceed A4 sheet area (297 � 210 mm2). Presented in this
paper robot Crash is distinguished by modular design connected by two rigid
carbon link rods (no 1). The front part (no 2) is equipped with a row of sensors,
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where high sensitivity photointerrupters KTIR0711S are used, sensors are directed
toward the floor. Mass (moment of inertia) of the front part has a significant impact
on robot dynamics, thus the main assumption was to design this section as light as
possible. The optional robot can be equipped with the proximity sensor, which is
necessary for another category “Linefollower Enhanced” where obstacles, e.g., the
wall can be placed on the route. The main part of the robot is backside (no 3) where
microcontroller, driving unit and battery are placed. Used microcontroller
(STM32F103VCT6) is distinguished by high computing power (compared to
similar robots), thus advanced control algorithm can be implemented. This algo-
rithm analyses not only data from photointerrupters but also uses the gyroscope,
accelerometers, and encoders. Traction is provided by two wheels with poly-
urethane rubber tires (hardness—30 in Shore A scale). Each wheel is linked to
brushed DC motor, equipped with gearbox (10:1 ratio), which provides sufficient
torque (no 4). Even though motors work on 6 V power supply, a higher voltage is
given (11.1 V). This is due to three cell lithium-polymer battery. Motors have for
this purpose reinforced brushes, whereby nominal rotational speed increases. This
line follower has special turbofan (no 5), which sucks air from chassis. Pressure
difference makes that speed can be increased up to 3 m/s in corners and tight turns.
The special gasket is mounted under back chassis, which intensifies sub-pressure
generation. This solution makes that frame needs reinforcements and additional ribs
to increase stiffness and avoid breaking. Central placement of heaviest components
helps in reduction of moment of inertia, which low value is significant for fast
direction changing. Algorithm for line tracking utilizes classical PD regulator
(Fig. 2) [2]. Mechanical parts are distinguished by very high dimensional accuracy
obtained on WEDM process (Wire Electrical Discharge Machining). Detailed

Fig. 1 Line follower Crash
—description in text
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description and research online follower parameters will be described in another
paper.

1.2 Drone Design and Development

Unnamed aerial vehicles (so-called UAVs) noted a significant increase in popularity
in last two decades. UAVs initially used in military applications quickly found civil
applications such as local area monitoring, filming documentaries, search and
rescue, drone racing or 3d mapping applications [3, 4]. Undoubted advantage of
these devices is the ability to reach inaccessible places preserving a high level of
flexibility and maneuverability. Despite these facts, very poor flight range should be
mentioned. Also, the mass of payload is limited by the necessity of using heavy
batteries. Drone presented in this paper is equipped with eight rotors arranged in X.
The mechanical structure combines parts made of machined carbon fiber (stiff and
lightweight) connected by 3d printed elements (yellow parts). Quite often when
designers want to increase lifting capacity they increase arms with motors. In this
case, designers solve this problem by mounting two BLDC motors on each arm,
which work antagonistically. Presented in Fig. 3 drone has completed mechanical
structure, currently designers are focused on the control system and research on
drag force generated by a pair of propellers.

2 Hexapod

The main objective of this project was to develop walking robot based on based
on arthropod kinematics, which extends the ability to move in heavy terrain [5].
During designing process, few conceptions were considered, e.g., shape and leg’s
kinematics, a number of legs and their lengths [6]. Finally, it was decided to design
six legs robot where kinematics is like cockroach where length proportions between
next sections are as follows 1:4:5 [7]. The similar design concept is presented in
paper [8], where authors implemented control algorithm for wall-following.

The first stage of this project was mechanical design. Frame and legs were made
of aluminum plate, 3 mm thickness and motor flanges where the thickness is 8 mm.
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0
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Right 
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Fig. 2 Implemented control algorithm, where LF is vehicle drive
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Each leg has two degrees of freedom. Smooth work between moving parts was
provided by sliding bearings. Drive system is based on twelve servomotors fre-
quently used in hobby constructions, e.g., helicopters. Chosen motors were made
by Hitec with serial number HS-645MG (mass 55.2 g), where required voltage
supply is 5 V thus generated torque is 0.75 Nm. During first tests, it was realized
that motors can overheat, so it was decided to use thermally conductive paste on the
motor side where electronics are placed. As a power supply for robot
lithium-polymer battery with two cells was used (7.6 V and 6000 mAh capacity).
To decrease voltage supply from 7.6 to 5 V (required on motors), two step-down
voltage converters were used. First voltage converter generates 5 A of maximum
current and it was used for electronics and control systems, the second one gen-
erates 9 A and this current was used in servomotors. Converters were placed in
plastic housing with switches, average battery life is about 2 h. The main part of
control system was Raspberry Pi 2 computer, which uses UART for communication
with MiniMaestro. This component has 24 channels and it was responsible precise
positioning of each servodrive. Even though Raspberry works on 3.3 V and
MiniMaestro work on 5 V, these two plates were connected via logic level con-
verter. Control board has also gyroscope with accelerometer and magnetometer,
which send signals via I2C interface. In next step legs design was changed by
addition of another joint controlled by servomotor, thus total number of motors
increased to 18 (Fig. 4).

The control program was written in high-level programming language C++. This
is console application works under Linux operating system.

The program executes following sequence:

Fig. 3 Photograph of drone after assembly
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1. Check logic conditions for walking mode and way.
2. Calculation of new point of space for leg’s end.
3. Rescaling of calculated position.
4. Inverse kinematics calculation.
5. Sending for each servomotor information with the new position.

In a performed robot, tripod gait walk is implemented. Six legs are divided into
two groups, which works antagonistically in each time interval. When three legs do
not touch the ground the other three push the robot forward. For such operating
mode, inverse kinematics calculation is necessary. Calculations are based on
mechanical design and adopted geometry, including all ambiguities implemented
by trigonometric functions [9].

According to Fig. 4, kinematics of each leg can be drawn as presented in
Fig. 5a, b, where lengths of indicated parts are as follows: a = 30 mm, b = 70 mm,
c = 90 mm, z = 55 mm. Based on this scheme, schemes for inverse kinematics
calculations were prepared (Fig. 6).

Proper operation of walking robot needs inverse kinematics. Values are calcu-
lated by following mathematical formulations:

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
ð1Þ

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðz� f Þ2 þðr � aÞ2

q
ð2Þ

Fig. 4 Modified design of hexapod walking robot
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u ¼ cos�1 c2 � b2 � d2

�2bd

� �
ð3Þ

d ¼ tan�1 z� f
r � a

� �
ð4Þ

a ¼ tan�1 x
y

� �
ð5Þ

b ¼ dþu;
u� p� dð Þ;

r � a� 0
r � a\0

�
ð6Þ

c ¼ cos�1 d2 � b2 � c2

2bc

� �
ð7Þ

Implemented walk generator was based on three differential equations, namely:
Rayleigh oscillator (Eq. 8), van der Pol oscillator (Eq. 9), and damped oscillator
(Eq. 10) [9, 10].

z a

b

c

(a)
(b)

Fig. 5 Robot leg’s kinematics with characteristics parts, where a, b, c, z are characteristics
dimensions of robot’s leg
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Fig. 6 Robot leg’s
kinematics with
characteristics parts
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€y� lð1� _y2Þ _yþx2y ¼ 0 ð8Þ

€y� lð1� y2Þ _yþx2y ¼ 0 ð9Þ

€y� 2fx0 _yþx2
0y ¼ 0 ð10Þ

The Runge–Kutta fourth order method was chosen for solving the equations,
which makes that during walking sequence generation leg position changes as it is
shown in Fig. 7a–f. It was assumed that in Eqs. (8–10) _y ¼ z. The solution for this
assumption gives displacement in the vertical z axis, while the result of solving the
same equations for y = x gives displacement in the horizontal x axis. Figures, where
z(x) dependence is shown, are so-called phase portrait of oscillators (Fig. 8a–c).
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Fig. 7 Trajectories calculated based on Eqs. (8–10): a, b Rayleigh oscillator, c, d van der Pol
oscillator and e, f damped harmonic oscillator—relative values
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3 Summary and Discussion

This paper summarized work that has been performed by Students, all projects will
be continued. Authors have following ideas for further research and development,
some of the projects are already underway. Thus, in such projects students can
enrich their theoretical knowledge by new practical skills.

Line follower will be enhanced with an algorithm which registers track. This
implementation should help in better velocity profile optimization, and finally
velocity in corners or turns will be higher. Powers supply of DC motors also will be
increased up to 14.8 V at the same time with this modification new softer tires will
be tested. Authors will focus also on the rigidity of follower’s frame.

Application of inverse kinematics in walking hexapod gives unequivocal rela-
tion between position of leg’s end in cartesian coordinate system and coordinate
system, which is associated joint of this leg to robot’s frame. It makes that it is
easier to control foot position, because used servomotors have angular control of
output shaft (no necessity to recalculate these positions). Another advantage of this
kinematics is easy to walk generation where coordinates from nonlinear oscillators
are used. Nonlinearities, which are in oscillators, makes that leg movement is very
smooth and it is much closer to natural walk. Each step has starts and finishes at the
same point, through application of combination of two oscillators: Rayleigh and
van der Pol. Authors currently develop new design of 3D printed foot with
embedded force sense resistor. With this foot, robot will be able to walk in rough
terrain. Measurements of forces will let for better movement control-it will be an

-1.5 -1 -0.5 0 0.5 1 1.5
-1.5

-1

-0.5

0

0.5

1

1.5

Displacement x axis

D
is

pl
ac

em
en

t z
 a

xi
s

-2 -1 0 1 2
-3

-2

-1

0

1

2

3

Displacement x axis

D
is

pl
ac

em
en

t z
 a

xi
s

-2 -1 0 1 2
-3

-2

-1

0

1

2

3

Displacement x axis

D
is

pl
ac

em
en

t z
 a

xi
s

(a) (b)

(c)

Fig. 8 Phase portraits of: a Rayleigh oscillator, b van der Pol oscillator c damped harmonic
oscillator—relative values
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additional feedback loop for leg position. It is expected, that this solution will
compensate servomotor’s positions errors caused by gearbox backlash and poten-
tiometer inaccuracy. The second advantage of the described foot’s improvement
will be embedded spring, which is very important part of this mechanism. The
spring has two functions: first is preload generation for force sensor, which
improves measurement accuracy. Spring behaves as mechanical low-pass filter,
which additionally protects servomotors from impulse loads, which is second
function. The spring in foot will change the character of the actuator from con-
ventional to primitive kind of series elastic actuator (SEA). Spring natural fre-
quency with value 650 Hz should protect gearbox efficiently. Parallel work with the
installation of stereovision camera 2.5 d mapping is being carried out, which should
improve the autonomous behavior of robot in an unknown environment.
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Development of Conical Face Gear
Technology Cooperation with Conical
Worm in Spiroid Gear Drive

Piotr Frackowiak and Kamil Wojtko

Abstract Generation of a modification involute line of a conical face gear is
performed on a CNC milling machine. The method of forming conical face gear
proposed in this article is based on the application of the disc tool with a single
blade tool (grinding tool) and CNC milling machine with a special programme. The
article presents the problems connected with projecting and forming of conical face
gear with modification involute line. In the paper, the new method of forming the
cone face gear with an involute line on CNC milling machine with continuous
divide and the scheme of the process kinematics have been presented. The geo-
metrical design model and the special algorithm for sharpening a conical face gear
on CNC milling machine with continuous divide have been used for forming
conical face gear. The developed theory is presented in this work has been con-
firmed by experimental researches.

Keywords Face gear � Spiroid gear � CNC milling machine � Disc tool

1 Introduction

Face gear with involute teeth line can be cut with conical or cylindrical hob cutter
[1–4]. There is also a possibility of cutting an involute teeth line with the use of a
disc tool with a single blade tool. The authors of the paper [5] point out some big
problems with sharpening hobbing cutters with small radius blades used for cutting
face gear and hob scale error that are transferred onto the gear. The development
tendency of forming face gear with an involute teeth line is to use numerically
controlled machine tools and tools with carbide blades. First studies of forming
possibilities of cutting teeth with an involute line were carried out by the author
[5, 6] with the application for spiroid gear with a cylindrical worm.
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Known methods forming conical face gear are based on the kinematics of
conventional machine tools. The generation of a conical worm gear of all types of
existing design is based on the application of a hob [1–4] for generation of the
conical face gear or other method based on application tilted head-cuter for man-
ufacturing a conical face gear [7]. The new technology of cutting a conical face gear
on a CNC machine tool based on the application of disc tool with a single blade tool
[6, 8, 9]. For generation conical face gear were used the 5-axis vertical CNC milling
machine incorporates a rotary table and a NC spindle. The process needs general
purpose machine like CNC vertical machining. The generations are performed by a
tilted tool edge with straight line profiles of blades. The process gives better results
with the use of the newly developed technique to generate a conical face gear. Due
to addition, two rotational axes in 5-axis machining enables forming conical face
gear and taken high surface quality. For numerically controlled universal milling
machine a conical face gear can be shaped with different front lines of teeth. While
notching the teeth, workgroups of machine perform movements at a constant speed
and the tracks are rectilinear or rotary (NC rotary table, spindle tool). One way to
sharp conical face gear is the use of a disc tool with single blade tool in the form of
a carbide insert.

2 Technology of Forming of a Conical Face Gear
with an Involute Gear Line

The Company Tool Works in Illinois—the USA is manufacturing different types of
spiroid gears. The conical worm gear on the application of cylindrical or conical
hobs. One of the types basesd on a conical worm gear with conical worms. Figure 1
illustrates the idea of construction of a conical worm with face gear.

In order to avoid edge contact in the spiroid gear with an involute teeth line [8],
the proper setting of the tool and the direction of its movement is used during teeth

Fig. 1 The view of different types of conical spiroid gears drives with face gear (b) and conical
faces gears (a, c)
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line formation. The tool and its movement should be selected in such way, as to
achieve the required teeth line modification, allowing to avoid edge contact.

Avoiding edge contact in spiroid gear witch involute teeth line of face gears is
possible only in the cases of conical face gear with involute line modification.

Fig. 2 Tool orientation during chasing of gearing with a left direction of inclination resulting
from the requirement of obtaining a common normal of the trace defined by the cutting blade’s
edges and a gearing teeth line [6]. xk Rotational speed of conical face gear, xn Rotational speed of
tools, cm Twist angle of the spindle, j Inclination angle of the spindle to conical face gear,
P Settings point tools
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The general principle of modified involute line teeth of conical face gear is to set
the conformity of the track described by the edges of blade’s curve radius and the
teeth line of conical face gear in the calculated point and with rolling from a ring
with a smaller diameter [6]. The selection of the radius of the ring circumscribes the
involute and influences the modification size of line conical face gear (the smaller
the rolling ring, the bigger the modification).

In Fig. 1 was presented exemplary orientation of the disc tool on the space of
machine tool in relation to the conical face gear installed on the rotation table [6].

During formation, the machine tool’s control system couples the spindle rota-
tions with the table’s rotations with conical face gear in order to ensure continuous
index. The rolling movement (forming of the involute teeth line) is implemented
through connecting the SN rotation table movement with the movement of the tool
along the axis of conical face gear in a rotated coordinate system by an angle cm in
the plane of the conical face gear. The rotation of the machine tool’s coordinates,
with the use of standard machining cycles, is carried out in order to ensure a
common normal of the trace marked by the cutting blade’s edges and the conical
face gear teeth line. The angle cm depends on the type of the assumed involute
(cm—positive values for elongated involute, negative for shortened involute and
zero in the case of normal involute). A universal, numerically controlled milling
machine, equipped with a twist tool head allows any inclination of the tool axis
toward the machined rim.

The main chipping movement is realizing by the disc tool (rotation around its
own axis as well as the tangential feed to the generating line of a conical face gear).
Due to the tangential feed to a generating line of conical face gear, a compensation
of the circular movement of workpiece must be performed in order to realize of a
geometrical parameter of a conical face gear. The tangential movement of the disc
tool lasts until the calibrating teeth of the disc tool covered the teethed surface. The
technology model with penetration advance parallel and next penetration advance
perpendicular to the axis of the conical worm gear illustrated in Fig. 3. The blade of
the disc tool is a straight line and profile angle a1 is determined from the conditions
that the straight line is a tangent to the cross-section of the conical worm gear at
point P (Fig. 3). Figure 3 explains the next positions between tool and workpiece as
well as the necessary movements in order to realize the forming involute line in a
conical face gear. Finally, complete content and organizational editing before
formatting.

In the following methods of shaping conical worm gears with the involute line,
are acting on these assumptions:

– a tooth line is shaped by disc tool with a single blade,
– n incision tooth line is rigidly linked to the machined teeth crown,
– a beginning of the system of coordinates is located at the intersection of the axis

of symmetry shaped toothing,
– the location of the curve, part of which is tooth lines, is set in relation to the

theoretical rolling circle,
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Fig. 3 The technology design of forming of involute line in conical face gear

Fig. 4 The control algorithm
of forming a conical worm
gear on CNC milling machine
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– a trace location of the blade of the tool is described by the blade cutting edge it is
so located in relation to the shaped surface in order to have a common normal
with the shaped line of the tooth.

On the base technology design, (Fig. 3) described the algorithm with could be
worked out also in system control such as HEIDENHAIN or any other. The CNC
milling machine must have a 5-axis numeric control. Machine controller reads
enough NC blocks prior to the current position to operate with interpolated com-
mands. The control algorithm of forming a conical worm gear is presented in Fig. 4.

A computer programme has been developed to simplify the calculations
parameters used in the reassertion of conical worm gears. A method of calculation
of parameters of conical worm gear can be found in references [10]. The results of
the calculations conical worm gear drive with conical worms are presented in
Fig. 5.

The view of the widow of calculations a computer programme of technical
parameters of the cone worm gear with the conical worm is illustrated in Fig. 6.

Fig. 5 View the widow of calculation a computer programme parameters of the conical worm
gear drive with conical worm
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3 Examples of Cutting Conical Face Gears
with an Involute Gear Line

Theoretical principles of a teeth forming, which are presented in this paper has been
confirmed by experimental researches. View of the examples of conical face gear
during cutting on a CNC milling machine is presented in Fig. 7.

Attempts to shape conical face gear were conducted on the milling machine
FYN—50Nd type, equipped with the numerically controlled rotary table. The
milling machine is holding the control system of the TNC 407 type of the
Heidenhain. Heidenhain 407 controller enables simultaneous interpolation in three
axes (linear or circular in three-dimensional space). Steering of processing of the
outline is held with digital speed control. Servo systems in each axis servo are
position regulated type, controlled by deviation signals. Feed the axes X, Y, Z and
A are carried out by four independent pulse-controlled AC motors. The drive of the

Fig. 6 View the widow of calculation a computer programme of technology parameters of the
conical worm gear with conical worm
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Fig. 7 View: a investigations stand during cutting a conical face gear (view next position of tool
and conical face gear) b investigations stand during research of trace of meshing
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spindle is equipped with a system for continuously variable speed transmission.
A rotational-pulse sensor was fastened in the axis of the spindle of the milling
machine, which signals are transmitted to the control system of the machine tool
what allows to control spindle as a rotational axis (C).
Design parameters of conical face gear

Inner radius of the theoretical face gear Ri –120 mm

Outer radius of the theoretical face gear Re –102.5 mm

Number of teeth of the conical face gear z –90

Tooth height (groove depth) h –2.02 mm

Twist angle of the spindle cm –1.3999°

Concave profiles angle of the conical face gear a1 –9°

Convex profiles angle of the conical face gear a2 –26°

Distance from the axis of the tool axis of conical face gear aw –80.1 mm

Legend of Symbols

Ri inner radius of the theoretical face gear
Rw the theoretical radius of the rolling circle
Re outer radius of the theoretical face gear
aw the distance between the axis of the tool and the axis of conical face gear
h tooth height (groove depth)
P contact point of sufraces tooth and grinding tool (Fig. 3)
z number of teeth of the conical face gear
a1 concave profiles angle of the conical face gear
a2 convex profiles angle of the conical face gear
u tool rotation parameter
w conical face gear rotation parameter
Dlz additional move motion of the grinding tool during conical face gear

rotational motion
cm twist angle of the spindle
X, Y, Z coordinate system connected to machine tool
x, y, z coordinate system rigidly connected to conical face gear

4 Conclusions

Described the method of forming of modification the involute teeth line of conical
face gear on CNC milling machine with disc tool basis of the kinematics that has
been mentioned above (Fig. 2) took place in normal conditions without causing
reductions of the cost production. The performed investigations presented main
directions of improving a cost reduction of cutting the conical face gear for different
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kinds of conical spiroid gears. The method is possible only on a machine with the
numeric control system and minimum 5-axes numeric control.

Presented possibilities of cutting conical face gear with an involute teeth line
allow to execute them on the milling machines with different kinematics.

Discussed methods of forming gear teeth based on contemporary machining
offered by modern CNC machine tools. Technological solutions of cutting teeth of
gear take advantage of a parametric control programme for moving working units
of the CNC machine tool.
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Unilateral Hydraulic Telemanipulation
System for Operation in Machining Work
Area

Mateusz Sakow, Arkadiusz Parus, Miroslaw Pajor
and Karol Miadlicki

Abstract The paper is focused on the minimization of the time transport delay
effect which is present in the communication channel of a telemanipulation system.
For the minimization of the time transport delay, a prediction block was proposed.
The prediction block is characterized by a unitary gain and positive-linear phase
shift in a useful frequency spectrum of the system operation. These features allow
the block to predict the signal with a constant time and minimizes the gain to a unity
level. The use of prediction blocks in the communication channel strongly
improved the position tracking abilities of the unilateral system which feature was
confirmed in experiments.

Keywords Remote control � Telemanipulation � Signal prediction � Hydraulic
telemanipulator � Time delay

1 Introduction

Teleoperation systems are playing an important role nowadays because they have
been applied in almost all of branches in the industry. It is hard to find a factory
without a device being controlled by a joystick, a keyboard or other type of remote
or automatic control [1]. However, the remotely controlled device does not need to
be limited only to perform a simple set of commands [2]. From the early 1960s of
the previous century research has been carried out to obtain remote control oper-
ation [3–5]. Unfortunately, a continuous control system usually becomes unstable
when loop delay exceeds one-half cycle at any signal frequency for which loop gain
exceeds unity [6]. However, the transmission delay is not the only component of an
aggregate delay in whole teleoperation system. The aggregate delay consists a
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processing time of an analog-digital converter, a time of calculation completion by
a controller and a processing time of a digital–analog converter [6].

The problem of stability and a counteract of the effect of the delay in the
communication channel are addressed by many scientific papers [4, 7, 8]. First
methods maintaining the stability were the move-and-wait strategy and the delib-
erate slowdown of operator motion when approaching the environmental object
presented by Ferrell [4]. Later, sensor-based control schemes presented in [4], was
redesigned and equipped with a shared compliant control method by Kim [8],
which included susceptible bodies in a structure of a Master manipulator. Kim also
proposed a control scheme of bilateral force control based on a position error
between Master and Slave manipulators, which control scheme has improved the
accuracy of a force in the force-feedback communication channel [8].

However, none of these control schemes could guarantee the stability of the
entire system when large delays are expected in the communication channel. Only
after the modification of the communication channel based on a wave variables
allowed bilateral teleoperation systems to maintain stability regardless of the delay
in the communication channel [9]. During further research wave variables were
extended with the passivity formalism [10]. However, a significant improvement of
a force projection in the force-feedback communication channel was an introduc-
tion of a new architecture of the communication channel; the four-channel archi-
tecture [11, 12] which replaced the two-channel architecture [3, 4, 8, 13]. The
four-channel architecture is characterized by a two-way force and position transfer
between subsystems Master and Slave. And finally, the four-channel communica-
tion architecture was equipped with the adaptive controller which estimated control
parameters of force and position channels simultaneously [14].

XXI century is a domain of control schemes implementation based on: sliding
mode controllers [15–17], fuzzy logic controllers [18], force-feedback communi-
cation channel frequency separation techniques [19, 20], special methods for dis-
cretization of a sensor resolution [21], artificial neural networks [22], and adaptive
controllers dedicated to variable and asymmetric time delays which are comple-
mented using adaptive filtering methods [23, 24].

It is important to pay attention that bilateral teleoperation systems feature three
types of feedback with the operator: vision feedback [6, 13], force-feedback [4] and
the combination of vision feedback and force-feedback [8, 12, 22, 25–27].
Remotely controlled devices can be controlled by operator’s motion scanners [3, 4,
6, 8, 13, 28] which in a special case are exoskeletons for upper limb [28] and palm
[25], by gesture control techniques [29, 30] or by voice control methods [31, 32].
However, the use of a voice control or a gesture control allows to apply only the
vision feedback between the operator and remotely controlled device.

Also an important classification of bilateral teleoperation systems with
force-feedback is systems which are using force sensor [4, 8, 19, 20] and devices
without force sensors also known as a sensor-less or self-sensing techniques in the
telemanipulation field [22, 28, 33–35].

The sensor-less teleoperation systems group usually is based on impedance
control methods [15] and the inverse modeling techniques to obtain the correct
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value of force in the force-feedback communication channel [28, 33, 36]. Inverse
models are represented frequently by artificial neural networks [22], a nonlinear
autoregressive model with exogenous inputs (NARX) [28, 37] and by microma-
nipulators which are using reversal processes that occur in piezocrystals [34, 35].

Bilateral and unilateral teleoperation systems with or without force-feedback,
undoubtedly are the future of development of the robotics next to autonomous
systems because many of new scientific papers are addressing the problem of
telerobotics and solving its issues.

The paper is focused on the minimization of the constant time transport delay
which is present in the communication channel. For the minimization of the
transport delay a prediction block was proposed which is a phase shifter with very
desirable properties [36]. The prediction block is characterized by a unitary gain
and positive-linear phase shift in the useful frequency spectrum of system opera-
tion. These features allow the block to predict the signal with a constant time and
minimize the gain to a unity level in contrast to a use of constant phase shift and
model-free prediction [38]. But, the frequency spectrum of the system operation
must be limited depending on the value of the time prediction. However, the
frequency limitations of system operation usually are far from the human motion
frequency limit expected when the operator needs to wear a motion scanner. The
use of prediction blocks in the communication channel strongly improved the
position tracking abilities of the unilateral system what is confirmed in simulations
and experiments.

2 Problem Statement

One of the most notorious problems of the teleoperation is a time delay in the
communication channel. The impact of the time delay in the communication
channel in the terms of stability and behavior of telerobots is well know and studied
in the literature [11]. However, the value of the time delay is not always affecting
the remotely controlled system [22]. In the case of the considered unilateral tele-
operation system the time delay has a significant impact on a position tracking
ability by the Slave manipulator, which was transferred by the motion scanner—
subsystem Master. Control scheme of unilateral teleoperation system is presented in
Fig. 1. The system consists four basic objects. The operator which is the primary
element and controls the position of the subsystem Master (motion scanner) by the
force interaction Fh. One of feedbacks used in the system is the vision feedback
provided by the motion scanner xm which allows the operator to control its position.
The measured position xm which is transferred in the communication channel is the
basic objective of the motion scanner in a unilateral teleoperation system. However,
the information is transferred with the time delay T to the subsystem Slave. Finally
when the information will reach the subsystem Slave, the manipulator will pretend
to reflect received data describing the motion.
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The subsystem Slave usually is a manipulator of similar kinematics as the
subsystem Master and is operating in a distant place. This is why the behavior
feedback of the manipulator’s Slave motion xs is only reachable by a vision
feedback, also affected by the time delay. In the case of small size machines the
effect of the time delay in the communication channel could be considered as
insignificant because of their overall dimensions. But, in the case of bigger size
machines such as cranes the time delay can affect the error of the end-effectors’
position to such an extent that the task completion could be impossible. This feature
leads to collisions between the manipulator and the environment, which are
catastrophic and expensive.

The example of the time delay problem in the positioning of the manipulator’s
end effector is a simple 1-DOF rotary joint. Arm range of d = 1.5 m while the
angular error of the arm is at u = 1, is a cause of end effector position error of over
D = 26 mm. Without a consideration of a dynamic position error caused by a
control unit and actuators. The same situation with a 17 m long crane causes an
error of D = 0.3 m. Also, without a consideration of dynamic position error caused
by a control unit, actuators and the deflection of mechanical construction. The
simple example concerns only the situation when the manipulator performs the
movement with a constant velocity. It is important to pay attention to the problem
of a variable acceleration and time delay during system operation. In this case, the
end effector’s position error also is not a constant value, but it changes according to
the manipulators acceleration and the value of the time delay in the communication
channel—Fig. 2.

The diagram in the Fig. 2 illustrates how strongly the position error is affected
by the time delay during motion with variable acceleration. The variable acceler-
ation is a cause of a variable position error between the motion scanner and the
remotely controlled device. The position error additionally is multiplied by the
always presented time transport delay in the communication channel. The always
present time transport delay feature is strongly affecting the bigger size machines
like cranes or bigger manipulators. Telemanipulation in a remote environment, in
this case, is much more difficult and it often leads to unwanted collisions. This
feature is a motivation for research conducted on remote manipulators which were
equipped with prediction blocks in the communication channel.

Fig. 1 Control scheme of unilateral Master–Slave teleoperation system
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3 The Prediction Block

During the analysis of the previously presented control schemes based on the
prediction techniques used in inverse modeling method [36], in the paper a pre-
diction block with its time constants Tp was placed directly in the communication
channel. The prediction block and its structure were developed during the analysis
of the Smith predictive control schemes [39]. The transmittance characterizing the
automation structure is described by a ratio of an output signal yp(s) and an input
signal xp(s) and is given by yp(s)/xp(s) = (2Tps + 1)/(Tps + 1), where s is the
Laplace operator—Fig. 3.
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acceleration and the time delay in the communication channel
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Fig. 3 a Amplitude-frequency diagram, b phase-frequency diagram of the prediction block
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While examining the transmittance in the frequency domain, an attention has to
be paid to the amplitude (Fig. 3a) and phase diagram (Fig. 3b) of the prediction
block presented in Fig. 3. Frequency diagrams confirm a differential character of
the proposed prediction block. The prediction block depending on the Tp constant is
able to linearly shift a phase of an input signal, resulting in a constant time shift in
useful frequency spectrum—Fig. 3b. Unfortunately, the prediction block like any
phase shifter is a cause of a gain of the input signal amplitude, but in the useful
frequency spectrum, the gain is close to a unity—Fig. 3a. The useful frequency
spectrum is understood to be achievable for a human motion. Scientific literature
gives a limit of 6 Hz [40] but for the proper system functioning, it was decided to
increase the limit to 10 Hz to leave a bigger margin of error.

The prediction block in a time domain is a “signal predictor” of the input signal
xp(t), where predicted time depends only on the Tp constant. The prediction ability
was confirmed by the frequency diagrams of the transport delay, the prediction
block and the product of both transmittances presented in the Fig. 4.

Both frequency diagrams in Figs. 3 and 4 are the proof of predictive capabilities
of the prediction block. But it is important to note that the prediction block is
sensitive to a noise and changes of a signal derivative sign xp(t). An amplitude of a
noise will be increased twice when using only one prediction block. When using
more of prediction blocks the gain depends on a number of prediction blocks used
in the series configuration by 2 to the power of the number of prediction blocks.

4 The Experiment

During the tests carried out at the test stand, in the communication channel of
unilateral teleoperation system a time transport delay e−Ts was included, where
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T = 0:020: The value T means that the information in the communication channel is
transferred with the 20 ms fixed delay. The time delay T describes only the
one-directional delay in the system. Unfortunately, in both ways, the system vision
feedback is transferred with a doubled value of the delay T according to the
operator’s motion. The predictions blocks were validated at the prepared test stand
presented in the Fig. 5.

The system consists of two independent manipulators: the motion scanner and
the remotely controllable device. Both systems are similar in kinematic features, but
the Slave manipulator is driven by hydraulic actuators. Both systems are capable of
transfering the operator’s motion from an elbow and a shoulder by consisting of
2-DOFs. During tests, system operator was obliged to perform a simple line in
space which included an end effector positioning task. Operator moved the end
effector by 0.4 m to the virtual obstruction (which was visible only at the screen)
and moved back the end effector to the starting position in a limited time of 10 s.
The operator was informed that is required to position the end effector as close as
possible to the obstruction. The vision feedback was provided by a movable dot at a
screen which described the position of the manipulator end effector. For the test, six
operators who were not familiarized with the system tried to position the end
effector as close as possible to the obstruction. Each operator had 5 attempts with
three types of control unit which included a communication channel with a delay,
without a delay and with a delay and a prediction block. Unfortunately, each
operator was unaware of the type of a control unit, a delay value and had not any
practice before any run of the test. The comparison results of the three types of
control (delay, delay, and prediction, no delay) are normalized to [−1,1] section,
where −1 is a −0.40 m position error, 1 is a +0.40 m position error. The results are
presented in the Fig. 6.

Experimental results clearly showed that system with no delay is easier in the
positioning task than the system with the delay. However, the system with the delay
and prediction based communication channel was characterized by a higher

Fig. 5 Unilateral teleoperation test stand
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accuracy and repeatability relative to other control schemes. This is testified by the
mean error and standard deviation which is lower than in other cases. Operator
equipped with a prediction based control unit was able to reach higher accuracy
because of the increased prediction time from 20 to 25 ms. The prediction allowed
the operator to see the position on the screen even before it was reached by the
manipulator. However, this fact was a main reason of faster decision making when
it came to slow down, when the obstruction was being approached.

It is important to note that six operators did not train with the system before the
test, so it clear that after some exercise their abilities could be improved for each of
the control unit. A key factor to the measurement results was the time limit which
forced the operator to move faster and to make decisions in limited time which has
caused multiple overshoot of the position. The equally important factor was the
ability to handle the motion scanner which showed that the device did not suit for
some operators.

5 Conclusions

The paper has been focused on the minimization of the time transport delay which
is present in the communication channel by using a prediction block. The prediction
block is characterized by a unitary gain and positive-linear phase shift.
Experimental results showed that the system with the delay and prediction based
communication channel is characterized by a higher accuracy and repeatability
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Fig. 6 Unilateral teleoperation test stand’s experimental results
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relative to other control schemes—without a time delay, and with a time delay only.
The prediction allowed the operator to see the position on the screen even before it
was reached by the manipulator. This feature caused an increase of a time for
decision making and minimized the positioning error. The prediction block is
dedicated to the close to constant time delay effect, and its goal is to minimize that
effect directly in the system. The solution is an alternative to methods dedicated to
networks control which are based on a constant positive phase shift presented
in [38].
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Effect of Different Electrolytes on Material
Removal Rate, Diameter of Hole,
and Spark in Electrochemical
Discharge Machining

Mukund L. Harugade and Sachin D. Waigaonkar

Abstract Advanced materials like glass, quartz, and composites have high
potential for their applications in different fields of engineering due to their
favorable properties like hardness, chemical inertness, electrical insulation, low
thermal conductivity. The recent analytical and experimental work have opened the
avenue of machining nonconductive materials like glass, alumina, etc., using an
integrated process of electrochemical discharge machining (ECDM). ECDM is a
nonconventional machining process which is an integrated process of electro-
chemical machining (ECM) and electro discharge machining (EDM). In this paper,
ECDM has been investigated for drilling operation in glass. This study reports
effect of different electrolytes on material removal rate, entrance and exit diameter
of the hole, and sparking difference at the machining junction. Three different
electrolytic solutions (NaOH, NaNO3, and H2SO4) have been used for ECDM. The
performance of three different electrolyte solutions is compared among themselves
based on the process performance based on above parameters. The conditions for
the maximum material removal rate, less difference in entrance and exit diameter
with better sparking stability have been established from the experimental findings.

Keywords Electrochemical discharge machining � Material removal rate (MRR)
Diameter of hole � Spark stability

1 Introduction

Advanced glass, quartz, and composites are suitable for engineering applications
like micro-electromechanical systems (MEMS), aerospace engineering and
biomedical field, however machining of these materials is difficult. Machining of
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glass is difficult due to its hardness and brittle nature and also being nonconductive
in nature, it cannot be machined using EDM or ECM. The recent experimentations
have shown that machining of nonconductive materials like glass, alumina, etc.,
using an integrated process of ECDM is possible [1]. Electrochemical discharge
machining process consists of two electrodes which are submerged in an elec-
trolytic solution. One is the tool electrode (cathode) and the other is the auxiliary
electrode (anode). Workpiece is situated below the tool electrode. Electrolysis starts
when direct current (DC) power supply is applied between the tool electrode and
the auxiliary electrode. This phenomenon leads to spark generation at the tip of tool
electrode and when the workpiece is kept near to tool electrode the spark generation
results into erosion of workpiece. Sarkar et al. [2] have developed mathematical
model to determine material removal rate. They concluded applied voltage is a most
significant parameter for improved material removal rate. Chak et al. [3] experi-
mentally observed that electrolyte conductivity is another important parameter for
MRR in ECDM process, with increase in thermal conductivity material removal
rate increases. Gupta et al. [4] investigated the effect of different electrolytes like
NaCl, KOH, and NaOH on the quality of glass work after drilling by the ECDM
process. In this work, it is observed that NaOH gives highest material removal rate
compared to NaCl and KOH. Goud et al. [5] analyzed material removal in ECDM.
They used two electrolytes NaOH and KOH for two different workpiece materials
for the experimentation. They found that material removal rate more improves with
electrolyte concentration for soda lime glass compared to alumina. Kolhekar et al.
[6] observed the effect of electrolyte concentration on surface roughness and surface
hardness, at low concentration surface wrinkles are observed on the workpiece.
Zang et al. [7] studied the use of the low-conductivity salt solution in tube electrode
for electrochemical discharge drilling. It is observed that low-conductivity salt
solution increases material removal rate. Paul et al. [8] studied the ECDM process
by generating response modeling of microholes. It is observed that MRR increases
with increase in voltage, electrolyte concentration, and duty factor.

This paper discusses the effect of different electrolyte solutions on the workpiece
during ECDM. From the available literature on this process, it is evident that the
electrolyte plays a crucial role in the performance of the process. In this paper, three
electrolytes NaOH, H2SO4, and NaNO3 are used to study their effect on MRR; as
NaOH represents strong base, H2SO4 represents strong acid and NaNO3 represents
strong acid-base salt, respectively. Their performance characteristics like material
removal rate, entrance and exit diameter of the hole, and sparking difference are
compared.

2 Experimentation

In the present work, ECDM was performed on a workpiece of the soda lime glass
(Chemical composition: SiO2—74.42%, CaO—11.27%, Na2O—12.9%, Al2O3—
0.75%, MgO—0.30%). To decide the levels of process parameters, a few
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preliminary experiments were conducted by changing the voltage, electrolyte
concentration and inter-electrode gap. Based on this, the envelope of process
parameters is selected as applied voltage 40–60 V, electrolyte concentration based
on weight 10–30% and inter-electrode gap 10–30 mm. In this experimental work,
the performance of ECDM process with three different electrolytes NaOH, NaNO3,

and H2SO4 is also studied. These electrolytes have different electrical conductivity
due to which the performance of ECDM will be different for different electrolytes.
In order to study the effect of these electrolytes on performance characteristics of
the ECDM, the weight-based concentration with water (10–30%) is used in
experimentation.

2.1 Experimental Setup

A functional setup of the ECDM process has been designed and developed as
shown in Fig. 1 the main components of the ECDM setup are machining chamber,
tool feeding mechanism, and power supply system.

The machining chamber having dimensions of 150 mm � 100 mm � 30 mm is
made up of glass in order to facilitate the observation of the process. At the center
of machining chamber, there is a provision of mounting the workpiece. A vertical
scale is attached with one of the channel pieces to measure the height of the
electrolyte. The glass workpiece of 3 mm thickness is selected for machining.
Copper is used as material for both tools as well as auxiliary electrodes. A tool
electrode is fitted in micrometer with help of tool holder and this micrometer is
mounted on steel strap. Auxiliary electrode was mounted at the top of the steel
frame. A stirrer driven by the geared motor is used to ensure adequate electrolyte
circulation. The level of electrolyte solution was maintained at 1 mm above the
workpiece material throughout the experiments. The special transformer was

Fig. 1 Experimental setup of electrochemical discharge machining
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designed and developed to provide low voltage conditions of 10–100 V and 3 A
current.

2.2 Selection of the Process Parameter and Machining
Conditions

The process parameters of the experimental investigation were categorized as
electrical and nonelectrical parameters. Major electrical parameters were discharged
voltage, current and electrolyte concentration and nonelectrical process parameters
were a gap between tool electrode and workpiece, tool feed rate, tool rotation speed,
and inter-electrode gap. The electrolyte concentration is considered as an electrical
parameter as it acts as a conductor for the electric current and change in concen-
tration directly affects the flow of current which also affects the spark generation.
Based upon the initial experimental work for this setup, three parameters voltage,
electrolyte concentration and inter-electrode gap (gap between the tool electrode
and auxiliary electrode) were selected as variants in experimentation. The
machining conditions for experimentation are shown in Table 1.

3 Result and Discussion

Experiments were conducted and drilling of the glass was carried out using ECDM.
For each set of process variables, the experiments were conducted for the three
electrolytes chosen and material removal rate was found. Table 2 shows the MRR
values for this experimentation.

3.1 Effect of Electrolytes on Material Removal Rate

Regression analysis for material removal rate was conducted using MINITAB16.
The related experimental data for these equations is taken from the Table 2. The

Table 1 Machining
conditions for ECDM

Parameter Condition

Current 3 A

Tool electrode diameter Ø700 µm

Auxiliary electrode diameter 3 mm

Machining time 30 min

Electrolyte concentration 10–30%

Applied voltage 30–50 V

Inter-electrode gap 10–30 mm
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regression equation was developed to evaluate the effect of process parameters on
the material removal rate.

The regression equation for material removal rate for NaOH electrolyte is shown
in Eq. (1). The voltage, electrolyte concentration, and inter-electrode gap are the
considered process parameters.

MRR NaOHð Þ ¼ � 0:237þ 0:0357� Aþ 0:0281� B� 0:0195� C ð1Þ

Similarly, the regression equation for material removal rate for NaNO3 and
H2SO4 electrolytes are shown in Eqs. (2) and (3).

MRR NaNO3ð Þ ¼ � 0:713þ 0:0337� Aþ 0:0219� B� 0:0167� C ð2Þ

MRR H2SO4ð Þ ¼ �1:03þ 0:0327� Aþ 0:0147� B� 0:00587� C ð3Þ

The variation in material removal rate with the voltage provided in between tool
electrode and the auxiliary electrode, electrolyte concentration, and the
inter-electrode gap is shown in Figs. 2, 3 and 4. It is observed that a voltage of 60 V
and 30% electrolyte concentration the material removal rate was maximum and it
decreased for increasing inter-electrode gap at 40 mm. As the workpiece contains
the 74.42% silica which is higher than the other constituent of glass, i.e., Na2O
(12.9%) and CaO (11.27%), these three constituents are chemically reactive with
the NaOH electrolyte solution causing the improved material removal rate.
According to Arrhenius theory in base electrolytes, OH− are donors of electrons in
its aqueous solution and according to Lowry and Bronsted theory H+ are accepter of
electron. Hence, whenever the electric charge is passed through the electrolyte
solution the bubble generation and hydrogen gas layer formation phenomenon takes
place at tool electrode which results in erosion helping in constant desired material
removal rate at the same time oxygen or oxides are also formed near the auxiliary

Table 2 Material removal rate for different electrolyte solutions

(A)
Voltage
(V)

(B)
Electrolyte
concentration (%)

(C)
Inter-electrode gap
in (mm)

Material removal rate (mg/min)

For
NaOH

For
NaNO3

For
H2SO4

40 10 20 1.0013 0.4933 0.2997

40 20 30 1.0908 0.5828 0.3102

40 30 40 1.3795 0.6515 0.6984

50 10 30 1.3745 0.6665 0.4834

50 20 40 1.0735 0.5655 0.3724

50 30 20 2.1815 1.4735 1.0404

60 10 40 1.5578 1.0498 1.0875

60 20 20 1.9978 1.2998 1.1702

60 30 30 2.0566 1.3986 1.0113
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electrode. The potential differences between the two electrodes are responsible for
sparking phenomena.

To study the contribution of the process parameters of the electrochemical
discharge machining process pie chart analysis is conducted. Pie chart analysis of
variance is a simple method for analyzing the results for the NaOH, NaNO3, and
H2SO4. Pie chart analysis of NaOH, NaNO3, and H2SO4 are shown in Figs. 5, 6 and
7. These pie chart diagrams show the contribution of parameters like voltage,
electrolyte concentration, inter-electrode gap, and error on material removal rate.
The error shown in the diagram is a deviation occurred from actual result due to
experimental error, variation in room temperature, humidity, tool movement, etc.

In Fig. 5, NaOH is used as electrolyte solution; the voltage contribution in
material removal rate is 49.16% and is highest compared to other parameters.
Electrolyte concentration also plays an important role and contributes in MRR
32.53%. The inter-electrode gap and error are to be 9.56% and 8.75%, respectively.
The pie chart Fig. 6 for NaNO3 shows that the voltage contributes in MRR at about
59.65%, also electrolyte concentration, inter-electrode gap, and error contribute
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Fig. 2 Effects of process variables on material removal rate (MRR), NaOH as electrolyte solution.
a Effects of voltage on material removal for different concentration, inter-electrode Gap = 30 mm.
b Effects of concentration on material removal for different inter-electrode gap, voltage = 50 V.
c Effects of inter-electrode gap on material removal for different voltages, concentration = 20%
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Fig. 3 Effects of process variables on material removal rate (MRR), NaNO3 as electrolyte
solution. a Effects of voltage on material removal for different concentration, inter-electrode gap =
30 mm. b Effects of concentration on material removal for different inter-electrode gap, voltage =
50 V. c Effects of inter-electrode gap on material removal for different voltages, concentration =
20%
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23.56, 8.98 and 7.81%, respectively, in MRR. The pie chart Fig. 7 for H2SO4

shows that the voltage contribution to material removal rate 59.52% and other
parameters like electrolyte concentration, inter-electrode gap and error has the
contribution of 22.76, 5.29, and 12.43% respectively.
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Fig. 4 Effects of process variables on material removal rate (MRR), H2SO4 as electrolyte
solution. a Effects of voltage on material removal for different concentration, inter-electrode gap =
30 mm. b Effects of concentration on material removal for different inter-electrode gap, voltage =
50 V. c Effects of inter-electrode gap on material removal for different voltages, concentration =
20%

Fig. 5 NaOH as electrolyte
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Fig. 6 NaNO3 as electrolyte

Fig. 7 H2SO4 as electrolyte
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3.2 Effect of Electrolytes on Entrance and Exit Diameter
of Hole

The entrance and the exit diameter of the hole for different electrolyte solutions are
shown in the Figs. 8, 9 and 10. It was seen that the difference in diameter of the
holes machined was less with NaOH. Table 3 presented that overall comparison of
three different electrolyte solutions. From Table 3, it can be clearly seen that NaOH
gives the ratio of the entrance and exit diameter near to unity with stable spark
generation and through the hole. When H2SO4 is used as an electrolyte solution, the
tool cannot penetrate workpiece. As workpiece get cracked because of unstable
spark, due to this exit diameter in H2SO4 cannot be determined.

3.3 Spark Color and Spark Stability

NaOH is a strong base and it has good ion mobility compared to the NaNO3 and
H2SO4 electrolyte solutions. NaOH gives constant bubble generation, stable

Fig. 8 Drilled using NaOH

Fig. 9 Drilled using NaNO3

Fig. 10 Drilled using H2SO4
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sparking condition which is helpful for the machining. This type of stable sparking
is mostly seen in the strong base electrolytes.

Figure 11a shows the color of spark generated during the ECDM process using
NaOH solution. This spark is stable and its color is orange-yellow. Figure 11b
shows spark generation in NaNO3 electrolyte solution, NaNO3 is strong acid and
strong base combination. The base part of NaNO3 tries to generate bubble while
acid part of NaNO3 opposes the bubble generation due to this exactly opposite
phenomenon in single solution so bubble generation is less with NaNO3. Bubble
generation in H2SO4 electrolyte solution is also at negligible level. Hence, with
H2SO4 electrolyte solution the fluctuated sparking is observed which results into
cracking of workpiece material. The color of fluctuated sparking is blue and is
shown in Fig. 11c and cracked workpiece are shown in Fig. 10.

4 Conclusion

In this paper, an attempt has been made to study the effect of different electrolytes
on MRR of a typical ECDM process of different electrolyte solutions. For the
experimentation three electrolyte solutions were used; NaOH, NaNO3, and H2SO4.
It was found that NaOH had the most substantial effect on material removal rate,
entrance and exit diameter of the hole, and spark stability. The difference of

Table 3 Comparative of the three electrolyte solution

Electrolyte
solution

Depth of
hole

Entrance
diameter in mm

Exit diameter
in mm

Spark
color

Spark
stability

NaOH Through 0.95 0.80 Orange Constant

NaNO3 Through 1.10 0.90 Yellow Constant

H2SO4 Blind 1.15 – Blue Fluctuated

(a) NaOH (b) NaNO 3 (c) H2SO4

Fig. 11 Difference in spark stability [9]
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entrance and exit diameter of the hole was less for NaOH than NaNO3 and H2SO4.
Entrance and an exit diameter of the hole and spark stability are different for
different electrolyte solutions. With the use of 0.7 mm tool diameter the entrance
diameter obtain in workpiece varies with electrolyte solutions for NaOH the
entrance diameter is 0.95 mm for NaNO3 it is 1.1 mm and for H2SO4 is 1.15 mm. It
was also observed that MRR was higher for NaOH and it decreases for NaNO3 and
H2SO4, respectively. With H2SO4 the workpiece material got cracked due to
unstable spark generation hence, it can be concluded that H2SO4 cannot be used to
machine soda lime glass until a feasible solution to control unstable spark is find
out.
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ExoArm 7-DOF (Interactive 7-DOF
Motion Controller of the Operator Arm)
Master Device for Control of Loading
Crane

Pawel Herbin and Miroslaw Pajor

Abstract Control of loading crane using conventional control methods is a difficult
task, demanding adequate training and practice. Developed algorithms for crane
controlling in Cartesian coordinates much facilitate the material reloading process.
We propose an innovative method of machine control that uses the basic way of
human interacting with the world, which is the sense of touch. Through the
movement of the human upper limb and its contact with the control device bilateral
teleoperation will be carried out between the operator and the crane. Interactive
7-DOF Motion controller of the operator arm (ExoArm 7-DOF) increases opera-
tor’s ability to interact with the machine. The designed device for scanning operator
movement provides information to the operator about the load limits and crane
movement range by force feedback. The article presents the ExoArm 7-DOF
kinematics structure correlated with kinematic of human upper limb, as well as the
mechanical model of the solution.

Keywords Wearable robot � Master device � Exoskeleton � Dynamics model

1 Introduction

Machine control is a rapidly growing field of science. The current technologies of
machine control much facilitate the work with cranes, but also they increase the
worker safety during the operation. A typical loading crane is constructed of two
kind of joints: rotary and sliding. Due to a specific construction, controlling cranes
is not a simple issue. Thus, the realization of rectilinear motion requires the motion
of all the joints, which is practically impossible using classical control methods.
Therefore, we propose an innovative control system for the loading crane using the
inverse kinematic model [1]. Using the inverse kinematics model and measuring
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systems for the position of crane components, it is possible to control the crane in
Cartesian coordinates. For controlling the crane in the Cartesian coordinate system
you can use voice control [2], haptic systems [3], manual programing [4] and
control systems with force feedback [5]. Design and implementation of intelligent
human–machine interfaces is an important field of applied research. This study is
part of the activities relating to the implementation Augmented Reality, Interactive
Systems, and Operator’s Speech Interface for Controlling Lifting Devices.

The article focuses on kinematics structure and the mechanical solution of
master device for controlling the loading crane using force feedback. The designed
device, an exoskeleton, is used for scanning the position of the operator’s arm and
interacting with it by contact force. The control method and communication
between the devices, crane and ExoArm 7-DOF, is shown in Fig. 1.

Scanning of the operator’s upper limb movement requires compatibility of the
device specific points moving with the movement of the upper limb parts such as
the arm, forearm and hand. To maintain the compatibility of displacements, it is
necessary to develop a kinematic structure corresponding to the biomechanical
kinematical model of the operator’s upper limb. Due to the complex kinematic
structure of the human arm, the designed device has seven rotary joints. The
Exoarm 7-DOF consists of 3 DOF shoulder joints, 1 DOF elbow joint and 3 DOF
wrist joints. Figure 2 presents the kinematic structure and Denavit–Hartenberg
(D–H) parameters of the proposed master device.

2 The Mechanical Design

In order to ensure maximum operator safety and minimize the risk of machine—
operator collision, the structure of Exoarm 7-DOF is anthropomorphic and includes
all the degrees of freedom of the human upper limb. The proposed master device is

Fig. 1 Control scheme of loading crane and Interactive 7-DOF motion controller of the operator
arm taking into account the force feedback
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a complex mechatronic device equipped with 7 actuators and 30 different sensors
i.e. encoders, strain gauge torque sensors, motor controllers.

To reduce the weight of ExoArm 7-DOF, the drivers are placed outside the
structure. The device used a closed loop Bowden cable conduit system for trans-
mitting the movement of the actuators to the ExoArm 7-DOF joints. This system
ensures a constant ratio of generated torque at the ExoArm 7-DOF joints to the
force generated by the actuators. The DC actuators used in the device are equipped
with a ball screw and are characterized by a high speed of motion with high force
generated by the piston. Table 1 shows the parameters of the designed device.
Table 2 shows the angular range of joint movement. The mobility of exoskeleton
joints corresponds to angular ranges of human joints presented in [6].

2.1 The Closed Loop Bowden Cable Conduit System

All rotary joints (1–7) are coupled with a DC linear motor by the closed loop
Bowden cable conduit system shown in Fig. 3. The use of the conduit system

Fig. 2 Kinematic structure and Denavit–Hartenberg (D–H) parameters of ExoArm 7-DOF

Table 1 Hardware
specification

Symbol Value (unit)

Volume 475 � 390 � 260 (mm3)

Mass 6.3 kg

Power source 12 V DC/125 A

Degree of Freedom 7
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allows to transfer the drives into a fixed stand and therefore also the weight of
ExoArm 7-DOF moving parts is significantly reduced. On the other hand, we had to
deal with variable friction force between the wrapping connector and the Bowden
cable flexible tube. This force depends on the angle and the radius of flexible tube
deflection. Moreover, the mentioned conduit system is characterized by backlash
depending on initial tension of wrapping connectors. It is the main disadvantage of
this implemented solution, because it induces nonlinearity in drive system.
However, the use of torque measuring system and joint angular position measuring
system directly on the joint, minimizes the impact of conduit system defects.

The Exoarm 7-DOF has two different types of closed loop Bowden cable conduit
system, shown in Fig. 3b, c. Construction of all joints, except 3rd and 5th, is based

Table 2 Designed joints
working ranges

Joint number Angle Range

1 −3 � H1 � 130° 133°

2 −50 � H2 � 170° 220°

3 −60 � H3 � 70° 130°

4 0 � H4 � 100° 100°

5 −90 � H5 � 80° 170°

6 −20 � H6 � 30° 50°

7 −50 � H7 � 50° 100°

Fig. 3 The scheme of two joint constructions: a the first type of joint, b the second type of joint;
and c linear motor stand
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on cable wheel integrated with a torque sensor (called a cable strain gauge torque
sensor) specially designed for Exoarm 7-DOF. Each joint is equipped with two
wrapping-connectors for movement in two directions (see Fig. 3b). The 3rd and 5th
joints, responsible for shoulder interior/exterior rotation and elbow
supination/pronation, respectively, were built according to the second conduit
system solution (see Fig. 3c). In 3rd and 5th joints, it was difficult to apply the cable
wheel integrated with torque sensor, due to the fact that these device components
are built around the human arm and forearm, respectively. Therefore, instead of the
torque sensor, we used two strain gauge beams to measure forces transferred by
wrapping connectors. They pass through the holes in the strain gauge beams and
then run after the groove sheave. Both types of conduit system provide a constant
dependence of the driving torque on the force generated by the DC actuator, which
is undoubtedly a great advantage of these solutions.

2.2 The 3 DOF Shoulder Joint

According to the biomechanical model, shoulder is a 3 degree of freedom ball joint.
In designed device, the functionality of this joint is achieved by using 3 rotary joints
with one degree of freedom. The position of the joints is shown in Fig. 4a. The
shoulder joint of ExoArm 7-DOF has 3 orthogonal rotation axes that realize:
adduction/abduction movements (axis 1), flexion/extension movements (axis 2) and
interior/exterior rotation movements (axis 3). The first two joints were fitted with
cable wheels for measuring torque. These wheels have a diameter of 80 mm and the
maximal design torque value is 60 Nm. The third joint is equipped with two strain
gauge beams for measuring forces transferred by wrapping connectors. Then the
values of measured forces are converted to torque using Formula (1), where R3, the
radius of fairlead sheave, is equal 88 mm.

M3 ¼ F31 � R3 � F32 � R3 ð1Þ

The maximum design force transfer by wrapping connector is 454 N, therefore
the maximum torque value is 40 Nm. The revolution of the 1st and 2nd joint is
performed with slide bearings, whereas the rotation of 3rd joint is realized by an arc
ball guide. The maximum rotation speed of the 1st and 2nd joint is 28°/s, and of the
3rd joint is 57°/s.

2.3 The 1 DOF Elbow Joint

The functionality of the human elbow joint is realized by a rotary joint (the 4th joint
according to Fig. 2). The rotation axes of this rotary joint and the 3rd joint are
mutually perpendicular. The position of the elbow flexion/extension joint is shown
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in Fig. 4. The movement range of this joint is 100°. The maximum design torque of
the joint drive is 35 Nm and the maximum rotation speed of elbow joint is 56°/s.
The revolution of the 4th joint is performed with slide bearings made of brass.

2.4 The 3 DOF Wrist Joint

The ExoArm 7-DOF wrist joints (5th, 6th and 7th according to Fig. 2) have 3
orthogonal rotation axes that perform the following movements: human elbow
supination/pronation, human wrist ulnar/radial deviation and human wrist
flexion/extension. The position of the joints is shown in Fig. 4b. The 5th joint
responsible for elbow supination/pronation is based on a cross-roller bearing,
whereas the construction of the other two joints, i.e. 6th and 7th, responsible for
wrist ulnar/radial deviation and wrist flexion/extension, respectively, is based on
slide bearings. The measurement of 6th and 7th joint torque is realized using cable

Fig. 4 a 3-DOF shoulder joints, b 1-DOF elbow and 3-DOF wrist joints
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wheels integrated with a torque sensor, as was mentioned in Sect. 2.1. These wheels
have a diameter of 42 mm and the maximum design torque value is 15 Nm. The
maximum rotation speed of the 6th and 7th joint is 38°/s and 44°/s, respectively.
The 5th joint is equipped with two strain gauge beams for measuring forces
transferred by wrapping connectors. The value of torque is obtained from Formula
(2), where R5, the radius of fairlead sheave, is 75 mm.

M5 ¼ F51 � R5 � F52 � R5 ð2Þ

The maximum design force, transferred by wrapping connector, is 346 N,
therefore the maximum torque value is 26 Nm. The maximum rotation speed of the
5th joint is 56°/s.

3 The Prototype

We have developed a complex mechatronic device, called Interactive 7-DOF
Motion Controller Of The Operator Arm. The designed device has 30 different
sensors, listed in Table 3. Figure 5 shows location of the sensors, as well as the type
of bearings i.e. slide, cross roller bearings and arc ball guide used to ensure required
movements. Elements of the designed exoskeleton were made of aluminum alloy
7075, Ti6Al4V and 1.7225 steel. These materials have been selected to ensure both
the lowest possible weight and also proper safety factor. In order to make possible
testing the device by a wide group of operators, it has adjustable length of indi-
vidual parts, so that it is possible to adapt the device to the dimensions of the arm,
forearm and hand of the potential operator. The adjustment of the distance between
the Z2–Z4 and Z4–Z6 axles is performed by exchangeable spacers placed between
the part of the second and fifth link. The device is in contact with the operator only
in five areas for the arm, four for the forearm and one for the palm. Figure 6 shows
a photo of the device before connecting drives.

4 Dynamic Loads of Closed Loop Bowden Cable Conduit
System

For the developed geometric models, the analysis of the forces and moments acting
on the ExoArm 7-DOF joints during movement was conducted. The calculations
were performed using the dynamics model, described by Eq. 3:

MðqÞ€qþCðq; _qÞ _qþDðqÞ ¼ F ð3Þ

where:
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q; _q; €q position, velocity and acceleration in joint space,
MðqÞ matrix of inertia,
Cðq; _qÞ Coriolis and centrifugal force matrix,
DðqÞ gravity matrix,
F forces acting on the system.

We conducted simulation tests for the movement presented in [5]. As a result of
the analysis, we received the maximum force acting on Bowden cables, that may
occur in the device during the operation movement. The construction optimization,
aimed at reduction of mass, was also performed. As a result, we also obtained a

Fig. 5 Mechanical design

Fig. 6 Prototype of the
ExoArm 7-DOF
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significant reduction of torque and force acting on Bowden cables. The load on the
Bowden cables, during movements from [5], is shown in Fig. 7.

5 Conclusions

In the presented study, an exoskeleton (ExoArm 7-DOF) was developed. The
device will be applied to teleoperation with a load-handling crane using a force
feedback. The apparatus has seven degrees of freedom in sequence responsible for:
adduction/abduction movements (axis 1), flexion/extension movements (axis 2) and
interior/exterior rotation movements (axis 3), elbow flexion/extension (axis 4),
elbow supination/pronation (axis 5), wrist ulnar/radial deviation (axis 6) and wrist
flexion/extension (axis 7). The presented kinematic structure and mechanical
solutions used during prototype construction ensure convenience and unlimited
operator motion. We have received great fit in terms of mobility between the
simulation model and the real object. In further study, sensor calibration, as well as
a test of Bowden cable conduit system are planned.

Fig. 7 Load of closed loop
Bowden cable conduit system
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Influence of Selected Factors on Static
Friction for Combination of Expanded
Graphite-Steel

Aleksandra Rewolinska and Karolina Perz

Abstract The article presents the results of tests of the static friction coefficient of
cooperating material sets. The tests were made on two graphite materials—pure
expanded graphite and expandable graphite with PTFE—cooperated with a steel
surface. The device, on which the friction coefficient was tested, enables the study
to be conducted in the reciprocating motion. Measurements were made at different
unit pressures (0.5; 2 and 5 MPa) and for different work cycles (0, 500, 1500, and
3000). Based on the obtained results, it has been found that the set with pure
expanded graphite has a higher static friction coefficient than the set of the graphite
with PTFE. In addition, the influence of load and number of cycles on the coeffi-
cients of friction of the examined material combinations is noticeable. Also, the fact
of the film formed on the combination steel surface also requires noticing.

Keywords Expanded graphite � PTFE material � Static friction coefficient
Graphite film

1 Introduction

Material combination of expanded graphite-steel is commonly found in motion
seals in valves and pumps. The static friction tests [1] for the above combination
have shown that this friction can significantly affect the operation of machines and
equipment, especially those operating in the motion-resting system. This effect can
be adverse, for example, when it is the cause of vibration that causes a disturbance
in the movement of the scattering element, it is so-called stick-slip phenomenon [2].
Also starting the machine can be difficult, especially when the contact time between
the cooperating surfaces is longer. At that time, diffusion processes of atoms on
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elemental contact surfaces intensify increasing the strength of adhesive joints over
time [3].

Literature of the subject presents numerous studies on the mentioned tribological
phenomena occurring in the polymer–steel combination [4–6]. Graphite in these
studies is often an addition to a polymer that is introduced in various forms and
amounts [7–11]. In general, the published research results [12–14] report that
graphite improves the wear resistance of a cooperating material, lowers frictional
temperature, stabilizes friction coefficient, and reduces noise. However, these
studies do not concern extended graphite. Whereas in practice, there are combi-
nations in which expanded graphite—pure or with a dopant of plastic—cooperates
with the steel surface. However, there are no tests on such combinations. Therefore,
one should recognize the phenomenon of static friction occurring in the afore-
mentioned combinations. An additional factor indicating the need to perform the
above tests are the problems associated with the start-up of the graphite–steel
combination, as the manufacturers and users of the seals say. Knowledge of the
above issues will allow to better design and select seals for specific application in
the future, which will allow minimizing losses caused by negative friction results.

The purpose of the work is to determine the value of static friction coefficient for
selected graphite materials cooperating with steel mandrel.

2 Test Subject

The view of a rig and the scheme of a cooperating combination are shown in Fig. 1.
The device, on which the tests were carried out, makes possible to conduct

sliding friction tests in reciprocating motion. During the tests, a ring-shaped sample,
attached to the handle, was clamped with a Fn force to the steel counter-sample.
The samples were made of pressed expanded graphite rings with industrial clean-
liness (GRAFMET®950) and expanded graphite with PTFE (GRAFMET®950TF).
The density of the tested materials was 1.8 g/cm3. The counter-sample was made of

(a) (b)

1 

2 

3 

4
Fn

Vs

Ft

Fig. 1 The test rig used to determine the static friction force in reciprocating motion; a schema,
b view; 1 bottom carriage, 2 upper carriage, 3 sample (graphite ring), 4 counter-sample (steel
mandrel), Fn pressure force, Ft friction force, Vs average speed
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stainless steel with a hardness of 40 HRC in the form of a mandrel with a roughness
Ra = 0.98–1.12 lm. The system moving the counter-sample consisted of two car-
riages mounted on each other so that they could move in the same direction. The
slip force Ft(t) was recorded at 100 Hz. Based on the course of changes in the
frictional force during the start-up, the value of the static friction force Fst was
determined, and on its basis—the friction factor lst.

3 Motion Tests of the Combination

3.1 Test Conditions

Test conditions are shown in Table 1. Prior to the commencement of proper
measurements, the paired material was break-in until the expanded graphite sample
touched the entire steel surface of the counter-sample.

The experiment was performed with a 3 times repetition for each material set.
After each of the three series of tests, the samples were weighed. Measurements
were made to the nearest 0.01 g.

3.2 Test Results

As a result of the tribological cooperation of the steel mandrel with samples made
of pure expanded graphite noticed the friction coefficient decrease with an increase
in pressures (Fig. 2).

Table 1 Test conditions Stage Pressure
(MPa)

Cycles Average speed
(mm/s)

Breaking-in 1 100 20

1 0.5 0 20

500

1500

3000

2 2 0 20

500

1500

3000

3 5 0 20

500

1500

3000

Influence of Selected Factors on Static Friction for … 453



The results of the tests for the material set of expanded graphite with PTFE—
steel are shown in Fig. 3.

The results of samples mass consumption of individual batches after 3000 cycles
are shown in Fig. 4.

After examining each material combination in a given series, pictures of the
mandrel and rings were made. Both the appearance of the mandrel and the rings
differed for the materials tested (Table 2).

Fig. 2 Dependence of static friction coefficient on friction cycles and load for the material set of
pure expanded graphite—steel
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Fig. 3 Dependence of static friction coefficient on friction cycles and load for the material set of
expanded graphite with an addition of PTFE—steel
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4 Summary and Conclusions

The results obtained during the tribological tests allowed to formulate the following
conclusions and observations:

• it was found that the difference in static friction coefficient for the tested material
sets was noticeable; the set with pure expanded graphite has a higher friction
coefficient than the expanded graphite with PTFE,

Table 2 Photos of steel mandrel and graphite rings after 3000 cycles of work

Set of materials Steel mandrel Graphite ring

Grafmet 950

Grafmet 950TF

Fig. 4 Mass consumption of
samples of selected material
sets after 3000 cycles for each
series (1, 2, 3)
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• the impact of the load on the static friction coefficient is noticeable; as the load
increases, the coefficient decreases, with low pressures—0.5 MPa—high fric-
tion coefficient (especially for pure graphite) is visible,

• as the number of cycles increases, the static friction coefficient increases,
especially at a load of 0.5 MPa,

• greater mass consumption of rings made of pure expanded graphite is visible; at
a load of 5 MPa these rings were severely damaged,

• also the fact should be noted of the film formed on the steel surface which is
characteristic for the cooperation of steel with graphite; the film formed by
cooperation of graphite with PTFE with a steel mandrel is thinner and smoother;
literary research is not unequivocal as to the factors that influence its origins and
the tribological processes that are taking place in its formation which encourages
further research in this direction [15].
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Development of Experimental Design
for Hydraulic Active Heave Compensation
Systems

Arkadiusz Jakubowski, Arkadiusz Kubacki and Piotr Owczarek

Abstract The article presented here describes the development of test stand for
hydraulic active heave compensation system. For measurements, actual position of
hydraulic cylinder was used displacement sensors by the authors. They measured
actual position of hydraulic motor by means incremental encoder. The test stand
was built with the use of force sensor and 3 DOF accelerometer and gyroscope.
During experimental tests force, acceleration and rotations (Pitch and Roll) were
measured. Authors used two servo valves for the controlled position of hydraulic
cylinder and hydraulic motor. The control system was based on PLC controller type
Power Panel 500. The performed test included step response of hydraulic motor and
hydraulic cylinder for sine signal.

Keywords Heave compensation � Offshore operation � Active heave � Servo
valve � Hydraulic system � Winch system

1 Introduction

In the last few decades, maritime industry has shown a growth in interest the
development of presented day maritime technologies. The focus is on control new
ships and their devices that are supposed to meet high requirements. Operation on
the ships is dangerous because of human factor and occurrence of a failure. Due to
demanding maritime environment, winch and sea crane are very important devices
[1–3].
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There are three types of heave compensation. The first one is a passive heave
compensation. In this method, pneumatic cylinder is used which is connected to air
accumulator. The second type of heave compensation is semi-active heave com-
pensation (SAHC). This method combines an active and passive heave compen-
sation (PHC). In this method, active element and a several passive elements are
implemented such as pneumatic cylinders. The last type of heave compensation is
active heave compensation (AHC). The AHC is the most popular method and is the
most commonly used. In the active heave compensation, controlled hydraulic dri-
vers are used such as hydraulic cylinders, hydraulic motors. Based on the sensors
placed on board, the ship control system controls hydraulic drivers [4, 5, 6, 7].

In the last few years, many scientists have put emphasis on the development of
the active heave compensation systems and its implementation. They also focused
on development of the new control systems and its implementation such as Model
Predictive Control (MPC), PID, fuzzy logic, and other [8, 9, 6].

The paper is organized as follows. Design of heave compensation system is
given in Sect. 2. In Sect. 3, we focus on presentation experimental results.
Conclusion and future works are shown outlined in Sect. 4.

2 Design of Heave Compensation System

2.1 Experimental Test Stand

In order to perform experimental research, authors developed the test rig. The new
test stand is presented in Fig. 1. The test stand consists hydraulic cylinder which is
used to realized waves simulation. The hydraulic motor is fixed at the end of the
piston rod of the hydraulic cylinder. The hydraulic cylinder and hydraulic motor
were controlled by electrohydraulic servo valves. Steel load is fixed at the end of
steel cable. The force sensor is implemented between steel cable and the steel load.
Accelerometer and gyroscope are mounted on the top of the steel load. The stroke
of the double acting hydraulic cylinder was equal to 400 mm. The diameter of the
piston was equal to 100 mm and the diameter of piston rod was equal to 60 mm.
Max rotary speed of the hydraulic motor was equal to 810 rpm. Max output power
of the hydraulic motor was equal to 16 kW.

Authors used a hydraulic power supply which is characterized by the parame-
ters: maximus flow rate = 100 dm3/min, maximum pressure po = 40 MPa and
electric motor power is equal to: 37 kW.
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2.2 Control Design

The control system schematic is presented in Fig. 2. The control system was based
on PLC controller type Power Panel 500. The PLC is equipped with a touch panel.
The electrohydraulic valves were controlled by dedicated valves amplifier (control
card) which were connected to PLC. A Displacement sensor is used to measure
actual position of a double acting hydraulic cylinder. For measured displacement
Authors used inductive displacement transducer WFS/500 HBM company with
range 500 mm. The actual position of the shaft of the hydraulic motor is measuring
via incremental encoder. The range of incremental encoder is equal to 1000 pulse
rate. During movement, force is created between the steel load and the steel cable.

The created force is measured using the force sensor U9C HBM company with
range 1 kN. During the experimental tests, authors measured acceleration in Z-axis
and rotation in X-axis and Y-axis via GY-87 electronic module. The GY-87 devices
combine a three-axis gyroscope and three-axis accelerometer with an onboard
Digital Motion Processor (DMP). The GY-87 module is connected to
Arduino UNO by means I2C serial bus. Size of the GY-87 is equal to 2.2 � 1.7 cm
and weight: 6 g. The control system for Arduino UNO was based on PC. The
acceleration and rotation from GY-87 module were sent to PLC via RS 232 to RS
485 converter. The hydraulic motor and double acting hydraulic cylinder were

Fig. 1 View of the experimental test stand for active heave compensation
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controlled via the proportional regulator. The schematic of the test stand controller
is presented in Fig. 3.

3 Experimental Results

The aim of the first performed experiments was to check the force which is created
between steel cable and steel load during movement of the hydraulic cylinder. The
experimental tests were performed for a different period of the sine signal. The
displacement of the hydraulic cylinder was compensated by means hydraulic motor.
The hydraulic motor fallowed hydraulic cylinder. All of the experiments were
performed for the supply pressure po equal to 8 MPa.

The first experimental test was performed for the period of the sine signal which
was equal to T = 4 s. The gain value for hydraulic cylinder was kp = 40 and for the
hydraulic motor was kp = 80. The double acting hydraulic actuator was existed by
used of the step-type signal with a range of 100 mm for all of the experiments. The
collected data was shown on Fig. 4.

The second step has checked the force for different parameters of sine signal.
The period of the sine signal was T = 2 s. For the second step the gain value for
hydraulic actuator was kp = 20 and for the hydraulic motor was kp = 50. The result
is shown in Fig. 5.
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Fig. 4 The experimental results. The effect of force changed
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In the last step, the authors measured acceleration and rotation of the steel load.
For the last step experimental test was performed for the same period of sine signal
as the first step and was equal to T = 4 s. The gain value for both hydraulic drives
was the same as the first step. The results of the last experiment are shown in Fig. 5.

The measured rotations were collected for two axis: X-axis (Roll) and Y-axis
(Pitch). The Z-axis acceleration was measured via accelerometer with range ±2 g.
In the Fig. 6 they showed the results for the rotations with forced motion and during
movement of the two hydraulic drivers (without forced motion). In motion (during
tests), there is no rotation in both axes. The effect is that the steel load has not
moved.

4 Conclusion

The article describes the development of test stand for hydraulic active heave
compensation system. The system was tested for different parameters of the con-
troller. The authors checked the motion of the load by means force sensor,
accelerometer, and gyroscope. The force is changed during movement with range
30 N. For different parameters of sine signal the force change not too much. The
results of measured the rotations shown that the steel load in both axes has not
moved.
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Fig. 5 The effect of force change for different sine signal parameters

462 A. Jakubowski et al.



Fig. 6 The rotations in X, Y-axes and acceleration in Z-axis
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The developed test stand was possible to measured acceleration, rotation, and
force in motion. Further research aims to reduce acceleration in Z-axis and created
force by means another controller such as PD and Model Predictive Control (MPC).

Acknowledgements The work described in this paper was funded from 02/22/DSPB/1389.
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Loader Crane Working Area Monitoring
System Based on LIDAR Scanner

Karol Miadlicki, Miroslaw Pajor and Mateusz Sakow

Abstract Segmentation and analysis of the environment using 3D data (point
clouds) in real time are dynamically developing the area. Falling prices of depth
sensors based on technologies: LIDAR, ToF, RADAR, increasing computing
power, growing interest in autonomous vehicles and robots, favor this trend. This
paper presents test studies of loader crane working area monitoring system based on
the Velodyne VLP-16 LIDAR scanner. Developed system use ground plane esti-
mation and surroundings segmentation algorithms. The ground points filtering
algorithm is based on the dot product of vectors as well as interpolation using the
RANSAC method. Segmentation algorithm uses angle threshold between points
and breadth-first search (BFS) method for determine neighborhood. The proposed
system was adapted to operate with sparse LIDAR data in real time. Described
system allows for detects human bodies, environmental elements, and monitors
changes in the loader crane work area. The effectiveness of developed algorithms
was tested on data obtained from loader crane test bench. An experiment showed
that segmentation and monitoring loader crane working area in real time even with
sparse data is possible. Moreover, the authors discuss other methods used to seg-
mentation sparse point cloud in real time, describe the Velodyne VLP-16 scanner,
and presents an outline of current research into HMI interfaces for loader cranes.

Keywords Work zone segmentation � Ground filtration � Loader crane � Mobile
crane � LIDAR � VLP-16 � RANSAC � Dot product
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1 Introduction

A loader crane is a hydraulically powered, articulated arm fitted to a truck or trailer.
The pressure source is a hydraulic pump connected to the propulsion system of the
vehicle on which it is fixed. These cranes are often called HDS, knuckle-boom
crane, or articulating crane. Loader cranes are used for loading/unloading vehicles,
handling the heavy loads on construction sites or in harbors. Even though they have
an important role in the industry, the development of control systems and support
systems used in them, it is not as dynamic as in the sector of industrial robots and
automotive. Currently, to control the cranes are usually used hydraulic levers or
control panels. The standard also become joysticks, electronic levers, buttons,
switches, LEDs and LCD displays. All these factors influence on control precision,
comfort of performing complex movements, and setting multiple parameters of the
crane without entering the cabin or going to the control panel.

Problems of development control interfaces and support systems for cranes are
studied in several academic centers. In [1–3], researchers present implementation of
augmented reality interactive system with voice control for loader cranes. In addi-
tion, to present the main principles of the system they focused on intelligent voice
interface. The system proposed by them allows to use voice commands and even
natural language to control the crane. However, in [4] method using simple gestures,
recognized by the Microsoft Kinect sensor for controlling loader crane has been
proposed. In [5, 6], researchers presented a different approach to controlling loader
crane. They used augmented reality and environment scanning (using stereovision
and structural light). Also, cranes manufacturers are continuously improving their
control systems. In 2016 Hiab introduced a HiVision control system for forestry
cranes. The system allows the operator to see all around the crane without leaving the
cabin. This effect was achieved by using a 270 degrees’ field of view camera
mounted on the boom and augmented reality helmet Oculus Rift used by the crane
operator. A review of the available literature, especially works about the systems for
monitoring the loader crane working area or tracking operator position using
sensor-fusion has shown that there is little work on this subject.

Therefore, following the trends of the dynamically growing markets with the
Cargotec company, it was decided to develop a modern control and monitoring
system for loader crane (Fig. 1).

The proposed system is designed to allow tracking the operator’s position in real
time and controlling the crane using gestures. The system described in this article
involves the use of real-time depth information about the environment around the
crane. The developed system will consist of many sensors. That sensor-fusion
system for the loader crane uses operator tracking head with two RGB cameras and
two NIR cameras, a thermal imager, active LED markers, AHRS and GPS sensors,
and a LIDAR scanner. The algorithm proposed in this work is part of a subsystem
which uses LIDAR scanner to monitor the working area of the loader crane.

After analyzing the literature [7–9] it was decided to use a depth laser scanner
Velodyne LIDAR VLP-16. The depth points generated by the sensor will be used
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for monitoring the crane working area and tracking operator. For this purpose, it is
necessary to perform conversion and segmentation of the received data.
Segmentation is difficult because the VLP-16 is the lowest scanner model offered
by Veldyne. Therefore, point cloud obtained from the scan is sparse (low resolu-
tion). The algorithm proposed in this work uses LIDAR scanner to monitor the
working area of the loader crane. The main aim of this subsystem is the segmen-
tation of loader crane working area, monitoring movements in the area, tracking the
operator’s position, and allow to map crane environment in virtual reality. The
applied algorithm analyzes sixteen points from each VLP-16 sensor scan. Points are
projected onto the YZ plane. After received full 360 scans, the ground points are
filtered based on dot product and the ground plane is fitted using RANSAC algo-
rithm. Next segmentation based on angle threshold between points using
breadth-first search (BFS) method for determine neighborhood is performed.

The rest of paper is organized as follows. In the next paragraph, the previous
works on the sparse LIDAR data problem have been discussed. Then the Velodyne
VLP-16 scanner and the method of data reading and interpretation received has
been described. In Sect. 4 proposed ground filtration and segmentation algorithm
were described. Finally, a conclusion of this paper and an outline of the future work
are given in Sect. 5.

2 Related Work

Data obtained from various types of depth sensors are usually represented by point
cloud-oriented in three-dimensional space. Segmentation objects form 3D points
clouds is a relatively well-researched topic. In a lot of works, researchers are
focused on the offline segmentation of large cloud points. These segmentation
methods have been used on different data such as 3D range sensors or 2D lasers in
push-broom mode. However, for this study, particularly interesting was methods for
real-time sparse data segmentation, customized to scanners providing 360-degree
data in one scan. Segmentation methods, appropriate to the task discussed in this

Loader crane operator

Mems sensors
AHRS GPS RTK

Active RGB-IR marker

Tracking head

LIDAR 3D scanner

(a) (b) (c)

Fig. 1 Concept of control and monitoring system for loader crane. a Unauthorized intrusion
detection, b sensor-fusion concept, c real-time operator tracking
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article can be divided into three groups. The first group segmentation techniques are
focused on data segmentation in a 3D domain. In these methods, the entire space
must be divided into small cubes called Voxels, that form the grid [10, 11]. Then,
using methods such as RANSAC [12], GP-INSAC [13], PROSAC [14] or different
varieties of the nearest-neighbor algorithm, algorithms for detecting sophisticated
features for data segmentation. Feature-based methods, although allow for accurate
segmentation large cloud points, are often very complex and computationally
intensive, thus not suitable for real-time applications. Furthermore, the best results
are achieved for density depth data.

Methods from the second group focus on the projection of 3D point cloud to the
2D plane (most commonly ground plane) divided with the special grid (squares or
circles) [15]. These methods are fast and can be used for real-time tasks, but have a
tendency to under-segmentation (multiple objects can be grouped as one). This
error often occurs, when objects are close to each other or grid parameters are
mismatched.

The third group of segmentation methods uses only the raw depth data, i.e.,
measured distance from the sensor to objects. These data are presented on range
images, wherein the intensity of the point indicates the distance from the sensor.
Then, using the relations between points or small point groups segmentation is
performed. Compared to other methods, this approach is most effective for appli-
cations requiring segmentation in real time. Performance boost in these methods is
achieved using only one parameter. No raw data conversion to the point cloud or
grid discretization is required. After the literature review, method form third group
presented in [16], was used in the application described in this article. Selected
method is optimized for segmentation sparse data (low resolution) from LIDAR
sensor in real time and will be shortly described in next section.

In all described methods, ground plane should be removed before segmentation.
Single ground points or sets of points generate errors during segmentation.
Removing these points simplify segmentation process. Simple methods of
removing ground plane, classify all points below a certain height as ground points.
However, these approaches do not work well for rough ground because they can
misclassify points near the ground.

3 LIDAR Scanner

Laser distance sensors, LIDAR (Light Detection and Ranging) measures distance by
illuminating a target with a laser and analyzing the reflected light. Due to the
decreasing price and improving measurement parameters they gain more and more
popularity. LIDAR sensors are used in many applications: autonomous cars [17],
robots [18], drones [19], submarines [20]. Control systems of these devices are
suitable to analyze the environment [21, 22], recognize the human bodies [23],
recognize objects and obstacles [24], or even find the right paths [25]. In all these
applications, proper segmentation and classification based on sensor data are crucial.
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In the segmentation process, typically the first step is filtration of ground points. The
result of this process has a direct impact on the classification results. Used in the
described system VLP-16 scanner is the third generation of laser scanners produced
by Velodyne. The scanner is composed of 16 individual laser-detector pairs which
are individually aimed in 2-degree increments on the laser head. That sensor con-
figuration provides a 30° field of view (−15° to 15°), which results in 300,000 depth
points per second. Based on research conducted at the University of Houston [26],
where researchers evaluate the sensor for long-term stability, geometric calibration
and the effect of temperature variations. We can conclude that the information about
sensor accuracy for the factory calibration is true (±30 mm). Moreover, after the
local calibration is even possible to increase the sensor accuracy to ±10 mm. The
raw data from VLP-16 is in the standard 3D polar coordinate (qi, hi, ci), where qi is a
spatial distance from the sensor to a point, hi and ci are the horizontal and vertical
angle with respect to the sensor coordinate system. To represent sensor readings in
Cartesian coordinate as a set of points (xi, yi, zi) in space is necessary to convert the
received data considering the position of the laser sensor pairs and the current head
position (encoder measurement). Conversion from polar coordinates to cartesian
coordinates are calculated based on the simplified Eq. (1).
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where

si distance scale factor
Do
i distance offset

bi horizontal rotation correction
Ho
i horizontal offset from scanner frame origin

Vo
i vertical offset from scanner frame origin

ci vertical rotation correction (vertical sensor position)
qi raw distance measurement (encoder readings)
hi encoder angle measurement (spatial distance from sensor).

xi ¼ qi cos cið Þ sin hið Þ
yi ¼ qi cos cið Þ cos hið Þ

zi ¼ qi sin cið Þ

8
<

:

The simplification is allowed because the first six parameters of the equation are
internal sensor calibration constants. These constants are defined by the manufac-
turer during the production calibration process of the device at the production stage.
Only the last two parameters (qi, hi) that are measured by the sensor in real time
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determine the location of points in space. If the constant of Eq. (1) will be ignored,
the equation will be simplified. The final equation (Eq. 2) for each of the coordi-
nates and their geometric representation are shown in Fig. 4c. Figure 2 shows the
points cloud obtained after converting raw data from the sensor. Sparse lines visible
on image are caused by only 16 laser sensors in VLP-16. Despite the low resolution
in Fig. 2 are clearly visible: three human bodies, loader crane, room walls and other
environment elements (hydraulic pump, test stand).

4 Ground Filtration and Segmentation Algorithm

In this study, the loader crane working area shown in Fig. 3 has been scanned and
segmented. The aim of the experiment was the segmentation of the environment,
with emphasis on human bodies. During the experiment, the sensor VLP-16 and
modified algorithm developed by Bogoslavskyi and Stachniss [16] were used.

Fig. 2 Loader crane working area scanned by VLP-16 sensor
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Fig. 3 A graphic algorithm explanation ground filtering algorithm. a Vector dot product,
b RANSAC model fitting, c filtration results
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The algorithm was divided into several stages. In the first stage, ground plane was
removed. The algorithm that we propose to filtrate ground points is similar to the
solutions presented in the work [10, 13, 17]. However, in our solution we use dot
product of vectors (Fig. 3a) as well as interpolation using the RANSAC method
(Fig. 3b). In the presented algorithm, we analyze a single scan from 16 laser sen-
sors. Then the points are projected onto the YZ plane. Starting with the point with
the smallest value of the Z coordinate, we create two vectors from three successive
points. If the angle between the vectors DE and EF is zero, the points are probably
lying on the ground plane. To determine this condition, we use dot product of the
DE and EF vectors whose value should be close to 1. In the next step, we select
points D, F, G. That operation is repeated until all points have been analyzed. Since
each point is involved in computing the scalar product of vectors, three times we
store all three values in the array. This helps to avoid misclassifying points near
obstacles or if the terrain is uneven because the threshold is based on two maximum
values from dot product array. In addition, the use of this matrix allows to extract
the edges of the image, i.e., the place where obstacles or walls begin. Additionally,
to avoid the detection of walls as a ground plane, the thresholds for differences in
X coordinate are observed. The last step in the algorithm is to determine the ground
plane. For this purpose, we used the RANSAC method. The linear function is fitted
to the filtered ground points projected on the plane YZ.

The next step is segmentation the non-ground points from the cloud. The used
algorithm has been described in [13] in detail. Moreover, the principle of its
operation was graphically illustrated in Fig. 4a, b, where the part of a scene from
Fig. 2 has been analyzed. Figure 4a shows a view of 3 persons (top-view) with
marked laser beams coming from the sensor VLP-16, Fig. 4b explains a geomet-
rical interpretation of Eq. (3).

b ¼ arctanAX
XB

¼ arctan d2 sin að Þð Þ
d1 � d2 cos að Þ ð3Þ

VLP-16

d1

d2

S (VLP-16)

d1

d2

B

A

alfa

beta

X

human 1
human 2

human 3

(a) (b) (c)

Fig. 4 a, b Graphic algorithm explanation based on the part of scene from Fig. 2, c geometric
interpretation of VLP-16 polar coordinates to X, Y, Z coordinates conversion
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Based on Eq. (3), angle b between points was calculated. That angle determines
if the point is a part of object. (label) The threshold value for angle b < 10° was
established during the research. Every point below 10° was assigned to the new
object. The same thresholding (based on b angle) can be performed by projecting
points on the other two planes X–Y. To determine the neighborhood of the points
with the same labels, breadth-first search method was used. After tests with another
3D data set (Fig. 5a) transformed to depth map (Fig. 5b), bodies of two peoples
were detected (Fig. 5c). The developed algorithm had problems with segmentation
when the distance between objects was less than 150 mm. Then the two objects
were classified into one. The application was run on a PC with a processor i7
4700K and 8 GB of ram memory. On this hardware and poorly optimized code in
MATLAB segmentation frequency of 50 Hz was achieved. Because the movement
speed of the crane is not high, that value is reasonable.

5 Conclusions

In this article, a method for real-time scanning and segmentation of the loader crane
working area using LIDAR system had been presented and implemented. Assessed
the performed studies it can be stated, that both the LIDAR scanner and the pro-
posed method are appropriate for real-time monitoring loader crane working area.
The algorithm used in our approach allows the correct segmentation and separation
of human bodies, using sparse depth data from VLP-16. Despite the problems with
the segmentation of objects which are close to each other, the proposed approach
should be regarded as promising. After algorithm optimization and applying
thresholding (based of the angle b) in all three dimensions (XYZ), the effectiveness
of the method should increase. Using a large number of sensors or sensors with
higher resolution (HDL-32 or HDL-64) is another way to improve the system. As a
part of further research the system is planned to expand with several algorithms:
motion detection in crane operation area, operator tracking, and identification. In
addition, it is planned to implement simple safety features that will detect potential
collisions of transferred cargo with surrounding elements.
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Optimization of the Movement Trajectory
of Mobile Crane Working Elements

Wojciech Kacalak, Zbigniew Budniak and Maciej Majewski

Abstract The article presents simulation testing of the optimization of the cargo
trajectory in the mobile crane handling system, whose purpose was to determine the
function that minimizes the total length of the path, and thus an increase of effi-
ciency, with stability conditions being maintained. In order to perform a movement
analysis and an optimization of the handling assignment, a parametric crane system
model built and a simulation model developed in the integrated CAD/CAE envi-
ronment were used.

Keywords Crane safety � Mobile crane � Crane stability � Trajectory optimization

1 Introduction

When planning the movement trajectory, safe and fast transport of the cargo, one
needs to ensure that the planned points of the path, including the accuracy of the
final positioning of the cargo, are reached. It is important that at the same time the
minimization of the path length of the cargo transported and the minimization of the
handling assignment time are ensured.

Defining of the load transport trajectory is always done taking into account the
stability of the crane and of the environment where it works. This is due to the fact
that transporting large loads with mobile truck cranes may, in certain condition,
lead to the loss of stability [1–9]. The needs of an absolute fulfilment of stability
conditions and the requirement of collision free movement forces one to use various
bypass paths, which frequently eliminates the geometrically shortest path.

The study presents simulation testing of the optimization of the mobile crane
handling system cargo trajectory based on the methodology developed with the use
of a simulation model built in the integrated CAD/CAE environment. The model
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proposed consists of the main crane assemblies coupled together: the truck with
outrigger system and the base, the slewing column, the inner and outer arms, the
six-member telescopic boom, the hook with lifting sling and the transported load. In
the modelling of the crane system, the masses of the majority of the equipment and
the assemblies that load the system were taken into account.

An example of the application of the method proposed to determine an optimal
trajectory of the handling assignment being performed was presented as the results
of simulation testing.

2 Methodology of the Optimization of the Handling
Assignment

In the simulation testing of the optimization of the trajectory of the cargo of the
handling assignment being performed by the mobile crane, the methodology pre-
sented in the following articles [2, 10, 11] was used. The following are the basic
elements of the method implemented:

– parametric modelling of the elements and the entire crane system in the CAD
system for the defined configuration;

– determination of the system stability conditions (a notation of equations that
constitute a mathematical model to calculate the following: the trajectory of the
mass centres of the elements of the crane system, the reaction of the base on the
crane outrigger system, the stabilizing torque Mu and the overturning torque Mw

as well as the safety indicator);
– building of a kinematic model of the crane and carrying out simulation testing in

the integrated CAD/CAE system;
– an analysis of the kinematic and dynamic quantities of the crane system during

handling in connection with maintaining constant balance (loader crane
stability);

– optimization of the trajectory of the displacements of the crane working ele-
ments for specified assignments taking limiting conditions into account.

Integrated CAD—SolidWorks software as well as the module for computations
and engineering analyses: CAE—SolidWorks Motion was used for the purpose of
the modelling and numeric tests of the crane handling system.

3 Model of the Handling Crane

The assemblies of the truck crane type HDS HIAB XS (Cargotec Poland) in relation
to which the voice control system was proposed [12–15], include the design of all
the main parts and sub-assemblies as well as other important elements of the
construction [2, 11], shown in Fig. 1.
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The model of the support system is composed of the following crane assemblies
that are coupled together: the truck frame, the outrigger system placed in the crane
base frame connected with the frame of the truck chassis, the crane base, the
slewing column, the inner and outer boom with the installed six-member telescopic
boom and the hook including lifting slings loaded with the transported cargo. All
the geometric quantities as well as all the properties of the constructional elements
used of the constructional models were entered to the file of the programme in a
parametric manner. This manner allows for a complete control of changes to the
geometric dimensions of the crane elements. The possibility to select any reciprocal
position of the main crane assemblies with a selected accuracy is important, as well.

The modelling takes into account the masses of the elements of the equipment
and the assemblies that load the system [2, 11]. A change to the configuration of the
crane system is connected with its working movements. An analytical description of
the configuration of the crane kinematic system involves strenuous conversions of
vector-matrix equations [2], until explicit dependences have been obtained that
determine the variable angular and linear quantities. Knowledge of these depen-
dences is very desirable. It needs to be emphasized, however, that it is very difficult
to obtain explicit dependences for the crane handling system. The integrated
CAD/CAE system was therefore used to determine vectors that specify the con-
figuration of the crane system.
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Fig. 1 Handling system of mobile crane type HDS HIAB XS 111
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4 Kinematic Model of the Handling System

In simulation testing, a kinematic model was used of the mobile crane handling
system with four degrees of freedom, which is presented in the following articles [2,
10, 16]. In the kinematic model (Fig. 1):

– mass, whose centre of gravity coincides with the gravity centre of the solid
model, was ascribed to the individual elements of the system,

– the geometric dimensions of the elements of the rigging and solid models of the
crane are identical.

In the model developed, drives were defined that perform the rotary motion of
the crane column with velocity _e and linear drives that force the rotary motion of the
inner and outer arms with velocities _a and _b as well as sliding out of the
six-member telescopic boom with velocity _dt.

5 Optimization of Cargo Displacement Trajectory

Owing to the performance of simulation testing in line with the methodology
proposed and presented in the articles [2, 10, 11], it is possible to determine the
optimum trajectory of cargo displacements for a selected handling assignment.

5.1 Criteria and Limitations of Optimization

When planning the trajectory of the movement, safe and fast transport of the cargo,
one needs to ensure that the planned points of the path are reached and to ensure the
accuracy of the final cargo positioning. It is important to ensure at the same time the
minimization of the path length of the cargo transported and of the execution time
of the handling assignment. In a general case, the optimization problem consisted in
seeking the vector of decision variables, for which the defined objective function
reaches the minimum:

minLl ¼ f ðxÞt ð1Þ

where:

Ll path length of the cargo transported,
x vector of decision variables that contains the configuration parameters of the

crane handling system [2],
t, s handling assignment cycle time.
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The length of path Ll was calculated from the following formulas (2) and (3):

Ll ¼
Xn�1

j¼0

ðLj�1 þDLjÞ ð2Þ

DLj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxLj � xLj�1Þ2 þðyLj � yLj�1Þ2 þðzLj � zLj�1Þ2

q
ð3Þ

where:

ΔLj increment of the path of the cargo transported in time Δt,
xLj ; yLj ; zLj current coordinates of the cargo location.

The developed crane simulation model and numerical applications were used for
the calculations. Inequality constraints were imposed on the decision variables.
They follow from the stability conditions of the crane system (Fig. 1), which are as
follows:

1. According to international standards [17] and PN [18] it is accepted that the
crane is stable if at any position of the boom loaded with lifting capacity with an
adequate extension, the stabilizing torque Mu is greater than the overturning
torque Mw by the value of ΔM (4):

DM ¼ Mu �Mw [ 0 ð4Þ

2. The value of the pressure on the base of the least loaded crane support and the
value of the changes of this force in time [1, 11, 19];

3. The location of the symmetric mass centre of the handling system of the crane in
relation to the support points [1, 2]. The system is stable if, in the projection on
the horizontal plane, the mass centre is located inside the quadrangle that is
established by the support points of the crane outrigger system;

4. Safety indicator Wb as the stability criterion of the crane system, which was
defined as (5):

Wb ¼ min 2 minðRyiÞt
Gu � k1 � ð1� k2Þ �

k2
1� k2

� �

t
ð5Þ

where:

i = 1–4 number of the outrigger,
j number of the elementary fragment of the trajectory,
minðRyiÞ, kN the smallest of the vertical reactions of the base on the

outrigger i,
Gu, kN total weight of the crane system,
k1 index of the maximum load of the crane outrigger,

Rymax = Gu � k1, where: k1 � 0.25—for a crane with four
outriggers,
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k2 index that determines the minimum load of the crane
outrigger, Rymin = Gu � k2,

t, s time of the working cycle of the handling assignment.

In order to guarantee the stability of the crane system, the value of the indicator
Wb should be greater than zero when min ðRyiÞ > k1 � k2. The value of the indicator
k2 is determined considering safety on the level that depends from the crane
working conditions. It was accepted that the value of this index takes into account
the wind speed as well as the velocities, accelerations and pulls in the crane
kinematic pairs. Pulls may be the result of the cargo frozen to the ground being torn
off, the cargo being broken off, sudden breaking, hitting an obstacle etc.

5.2 Optimization Assignment

Optimization of the handling task was performed for an example mobile crane type
HDS HIAB XS 111. The configuration of the movement of the working mecha-
nisms of the crane during the execution of the three variants of the handling
assignment is presented in Table 1, where the denotations of the location param-
eters were accepted according to Fig. 1. The cargo located in position A was to be
transported and positioned in location B (Fig. 2).

The integrated CAD/CAE system with an additional computational application
was used in simulation testing, which permitted the following among others:

– an accurate determination of the coordinates of any point of the crane system
based on the mathematical model that describes its configuration—[2],

– establishing the trajectory of the gravity centre of the crane Wu(xWu, zWu),
– calculation of the path length of the cargo transported,
– calculation of the reaction in the outriggers (Ry1, Ry2, Ry3, Ry4); Ryi = f{Gl ,Wu

(xWu, zWu), t}—[11],
– calculation of the difference of the torques ΔM = Mu − Mw = f{Gl , Wu (xWu,

zWu), t},
– calculation of the safety indicator Wb = f{Gl , Wu (xWu, zWu), t},

Table 1 Parameters of sequential movements for three variants of handling assignment

Movement
sequence

1st variant of cargo
displacements (I)

2nd variant of cargo
displacements (II)

3rd variant of cargo
displacements (III)

1 Δ = 7.2 Δ = 7.2 Δ = 7.2

2 Δe = −189° Δdt = −1.5 m Δdt = 2.1 m

3 Δdt = 2.1 m Δe = −189° Δe = −189°

4 Δ = −5.2° Δdt = 3.6 m Δ = −5.2°

5 – Δ = −5.2°
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– determination of the values of the working loads and the crane lift curves,
– determination of the crane stability conditions in the function of its working load

and extension,
– evaluation of the stability of the performance of the entire loader crane handling

cycle,
– optimization of the movement trajectory of the crane working elements for the

accepted optimization criterion min Ll.

5.3 Simulation Testing Results

Simulation testing results are presented in Fig. 3 which presents changes in the
cargo paths for the three variants of the handling assignment. Variant II, for which
Ll = 20.92 m, is the most optimal solution from the perspective of the minimization
of the path length of the cargo transported. In this variant, in spite of the shortest

Detail C
Tracks center of mass 

of the crane Wu(xWu, zWu)
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Fig. 2 Handling assignment consisting in carrying the cargo from its initial position A to position
in point B, for three displacement variants
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path length, the execution time of the handling assignment takes as much as
29.92 s; therefore, it is substantially longer than for variant I. Hence, variant I is an
alternative solution, where the cargo path length is Ll = 22.89 m, the execution
time of the handling assignment is only 19.99 s, and it is significantly shorter than
in variant II.

The inequality constraints imposed in the optimization task that follow from the
crane stability conditions are fulfilled. This is confirmed with the graphs presented
in Figs. 2 and 4.

The trajectories presented in Fig. 2 that are determined by the gravity centres
Wu(xWu, zWu) of the crane system are located inside the tip-over outline S1S2S3S4
(detail C); hence, stability conditions are met.

This is confirmed by the courses of the formation of the value of the safety
indicator Wb that are presented in Fig. 4. It is evident for the handling assignment
example presented that the minimum value of the safety indicator for all of the three
cases is greater than 0; hence, the crane system is stable over the whole range. For
the third variant of the handling assignment, however, the value of this indicator
Wb = 0.002 is very small. This means that for the trajectory of the load carried sH
the working conditions are the least favourable as there is a risk of a loss of the
crane system stability.
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Fig. 3 Change of cargo path length for three handling assignment variants
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6 Conclusion

The article presents the use of the optimization method of the cargo trajectory of the
mobile crane handling system, whose purpose was to determine a function to
minimize the total path length, and thereby to increase the efficiency while main-
taining stability conditions. The fact needs to be emphasized in the method pre-
sented that modern CAD/CAE computer technologies were used on the example of
a mobile crane type HDS HIAB XS 111.

Owing to the results of numerical simulation that meet stability conditions, it is
possible to determine the optimum trajectory of the cargo displacements for the
selected handling assignment. The use of the corrections of the displacements of the
moving elements of the crane may prevent the outriggers from being broken off,
and hence it allows fully safe operation in any conditions.

The method developed may prove to be useful in the optimization of the tra-
jectory of the handling task performed. In optimization procedures, where the
minimization of the path or handling time is the objective function, the values that
determine the crane stability are constraining conditions. In another case, when the
maximisation of Wb index is the objective function, the constraining conditions are
related to the execution time of the assignment or the path length of the cargo.

Acknowledgements This project is financed by the National Centre for Research and
Development, Poland (NCBiR), under the Applied Research Programme—Grant agreement
No. PBS3/A6/28/2015.
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Design, Manufacture,
and Application of Chamber
for the Magnetohydrodynamic
Deposition Made of PP

Jeremiasz K. Koper

Abstract Magnetohydrodynamic deposition can allow deposition of layers or
particles that are difficult or impossible to obtain by other methods. This is related to
the presence of additional forces during electrochemical processes. Due to the
complexity of the method, it is necessary to properly design and manufacture
the chamber with all parameters in mind. The paper presents the design process and
the chamber manufacture. It is included a detailed description of the method of 3D
printing using PP filament. A test was performed in the chamber, confirm the
significant effect of magnetic field on the iron corrosion processes. The silver
particles deposited on the surface of the titanium at different magnetic field
parameters showed different morphology. Occurrence of the magnetic field has a
significant effect on the current density during of silver deposition process.

Keywords 3D printinng � Polypropylene � Magnetohydrodynamic deposition
MHD � Silver nanoparticles � Titanium

1 Introduction

Many available coatings and particles deposition techniques such as chemical vapor
deposition (CVD), physical vapor deposition (PVD), and plasma enhanced chem-
ical vapor deposition (PECVD) are existing for use on ceramic and metallic sub-
strates [1]. One of the most commonly used methods is deposition of pure metals on
conducting surface by electrolytic methods [2]. Various techniques are used to
obtain different morphologies and structures of the deposition coating.

An alternative may be the deposition of metals and their particles from the
electrolytes by the magnetohydrodynamic method (MHD). In a time of depositing
by this method, additional ionic force occurs. This force supports the deposition
process according to Lorentz’s generally accepted force [3]. This force acts on the
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moving charge by accelerating it in a direction perpendicular to the current and thus
leading to electrolyte mixing. This effect can lead to increased mass transfer during
cathode deposition [4, 5]. Another strength is the strength of the field gradient. This
is the force acting on paramagnetic ions in regions with high-density magnetic flux
and diamagnetic ions in regions with low magnetic flux density [3]. This strength is
insignificant in homogeneous magnetic fields, but its effect can counter Lorentz’s
power when there are high magnetic flux density gradients [6]. Force balancing is
expected to be dependent on the concentration of paramagnetic ions in the
homogeneous magnetic field and directed toward higher concentration gradients
indicating the same direction as the diffusion in the electrolyte [7, 8]. However,
some authors indicate that this force has no measurable effect on electrochemical
processes [3, 9].

The effect of magnetic field on corrosion of metals such as iron is important for
technology. It has been shown that the potential of passivation is lower as for more
noble materials. Magnetic field is applied when its flow is perpendicular to the flow
of current [10]. Explaining this phenomenon is the effect of MHD powered by the
Lorentz Force.

The effect of a constant magnetic field with magnetic induction values ranging
from zero to 1 T was investigated in various configurations with respect to the
electrode surface [11]. It was observed that the homogeneous magnetic field applied
parallel to the surface of the electrodes increased the current density and deposition
rate. The obtained results show that the use of homogeneous magnetic field causes
changes the kinetics of the deposition of alloys, change in chemical composition of
deposited alloys, and their surface morphology as well as changes in crystallo-
graphic parameters of alloys [12].

Observations of mass transport measurement were increased by diamagnetic
elements (Ag+, Zn2+, Bi3+) and paramagnetic (Cu2+, Ni2+). Theoretical models of
hydrodynamics of magnetic field influence on electrochemical processes have been
developed [13]. Microscopic images confirmed magnetohydrodynamic flow in the
electrolyte and that it is more intense when the direction of vector (B) is parallel to
the electrode’s working surface than when it is perpendicular to the electrode’s
working surface [14].

Presented research gives hope to change the dynamics of deposition for metals.
It may have a significant impact on the applicability of the produced layers by this
method. However, it is necessary to properly design a chamber that enables the
deposition of metal in the additional magnetic field.

2 Design

Design chamber assumptions:
1. Use of electromagnet JARZMO BH-2 with the VoltCraft PS1440 power

supply; 2. Magnetic field minimum 1 T; 3. Minimum samples size Ø10 mm; 4.
Possibility of placing samples in a perpendicular and parallel position to the
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magnetic field force lines; 5. Chemical resistant for acid and temperature up to
100 °C; 6. Electrolyte mixing; 7. Measurement current density by standard refer-
ence electrode through Lugin’s capillar; 8. Volume of chamber minimum 50 ml.

Design constraints:

Ad. 1 and 2—Extend of magnets up to a distance of 20 mm give 1 T magnetic
field in the working space (measurement by halothrometer ASONIK SMS 102).

Ad. 3 and 4—Maximum extended magnets (20 mm) give a possibility of using
4 mm chamber construction wall. Such maximum wall thickness will allow sample
placement perpendicular and parallel position to the magnetic field force lines.
12 mm wide will also allow using a standard reference electrode inside the chamber
without the risk of shielding the part.

Ad. 5—due to the aggressive environment and high temperature, the best
materials will be PTFE, PP, PE.

Ad 6—due to the presence of a strong magnetic field, it is not possible to mix the
electrolyte with a magnetic stirrer. Will be used mechanical stirrer with a blade
diameter of Ø45 mm, ChemL and AG20-S. In order to use such a mixer, the design
of the electrolysis chamber must be brought out of the working area and extended to
the correct dimension.

Ad. 7—designed chamber must be brought out from the opposite side of the
stirrer for the reference electrode. Part of the chamber for the reference electrode
will be in contact with the rest of the cell space only through a Lugin capillary.

Ad. 8—application of extended space for mixer give more space for electrolyte
(<100 ml). Such modification additionally allows easying modify electrolyte in
time of experiments.

Design:

Presented project meet all of the presented design assumptions (Fig. 1).
Development of the project in the final version was preceded by the production
many models of the chamber. In order to enable the electrolysis of the available
manufacturing techniques, the 3D model was designed (Fig. 2).

3 Manufacture

Due to lack of access to raw PTFE material in the form of a 60 mm thick board or a
80 mm shaft, start searching another available material meeting the assumed
requirements of chemical resistance.

Another material that meets the requirement is PP. PP is much easier to obtain
but slightly worse chemical resistance and much worse temperature resistance,
however, in an acceptable range of strength. After consultation with the manu-
facturer’s dealing with the machining of plastic and metal materials, it turned out
that shape of the chamber is difficult to perform.
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This has led to change technology from machining to 3D printing. PTFE due to
its properties and the high melting temperature is not suitable for 3D printing. 3D
printing from PP is also not easy and popular due to the properties of this material
but possible. Only one manufacturer in Europe (Filament PM) produce filament
from specially modified Polypropylene possible to use in 3D printer [15].

The 3D printing was realized using the MakerBot Replicator 2X machine. This
is a machine, which realizes the Fused Deposition Modeling (FDM) process. This
process consists in the layered deposition of heated thermoplastic material in form
of a filament, fed through a nozzle in an extruder directly on a model table.

The polypropylene filament is a difficult material for the FDM technology, due
to its specific mechanical and thermal properties. The main problem during the
presented studies was a selection of proper print parameters for this material, to
obtain stability of the process, enabling its finishing and obtaining a defect-free
product. This was achieved only partially. The following controllable process

Fig. 1 Chamber project
according to design principles

Fig. 2 3D model designed
chamber
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parameters decide about the FDM process stability: temperature of material
extrusion, temperature of modeling table, speed of extrusion, and head movement
and layer thickness.

The parameters above were tested in different ranges. The temperature of 220 °C
was attempted and proper, continuous extrusion was achieved in the nozzle test
mode (launched in the machine control panel by use of the “Load” command,
which activates material feeding and heating process without a table and head
movement).

The speed of extrusion and head movement was initially set as a standard for the
ABS material, which is 40 mm/s for the layer contours and 90 mm/s for the internal
filling (infill). This was proven to be not suitable for the PPfilament, because of its
different properties after heating (polypropylene is much more elastic, so it needs
more time to be extruded properly). After a number of experiments by trial & error,
this was reduced to 15 mm/s for both contour and infill. This setting significantly
increases the time of manufacturing, but any speed higher than 20 mm/s results in
holes and other disqualifying material discontinuities present in the final product.
The layer thickness was arbitrarily set to 0.3 mm allows to The MakerBot
Replicator 2X allows obtaining stable 3D prints.

The table temperature was set between 70 and 110 °C. This parameter decides
about sticking the material to the model table. In general, the higher table tem-
perature is recommended for materials with higher processing shrinkage (such as
ABS). The recommended temperature for this filament is between 70 and 90 °C.
Unfortunately, none of the selected values (5 test prints were made, with the step of
10 °C) ensured proper stability of the 3D print. The most acceptable stability was
achieved at 90 °C, so this temperature was selected for the final print (Fig. 3).

The main problems and observations related to the process stability problem
while printing out of the PP filament are:

– mechanical properties during layer finishing—closing the layer contour was not
possible to do. It is performed by a rapid movement of the machine head, to
snap the heated filament; as PP has elongation at break near 500%, so the
remaining filament stuck to the nozzle and later caused visual and shape errors;

Fig. 3 Photos of the chamber made by PP filament printed on a MakrerBocie 3D printer
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– extrusion defects—typical 3D printing materials, such as ABS or PLA, tend to
extrude in an ordered manner and the extrusion can be easily stopped with no
excess material remaining at the nozzle; the PP tends to form droplets at the end
of the nozzle, these droplets are then left somewhere inside the layer contour;
the layers are uneven and during forming of the next layer, the nozzle collides
with the leftover droplet from the previous layer, causing mechanical defects
inside the part;

– thermal properties—in general, the PP has lower thermal conductivity than the
standard ABS material used in the FDM processes, it also has higher coefficient
of thermal expansion; combined with only partial heating of the working space
(the table is heated, but the ambient temperature during the 3D printing process
is approx. 23 °C), this causes the upper layers of any 3D printed part more prone
to thermal deformations, as the temperature in upper layers is lower than in the
layers closer to the heated table; these deformations cause further shape and
dimensional defects, as well as decrease of process stability.

Finally, after several unsuccessful prints, the part was manufactured repeatedly
two times in a row, with stability and full shape representation achieved (see
Fig. 3). The print took 5 h in total. Unfortunately, there were certain defects,
causing leakage in between spaces of the designed chamber. These defects caused
the authors to try an alternative approach.

The PP chamber was alternatively made by a plastic welding method. For this
purpose, a 2 mm thick polypropylene plate was used. After numerous attempts, the
chamber produced by this method proved to be fully tight and meets the require-
ments (see Fig. 4). At the end of the production stage, the ready-to-use chamber
was placed in the electromagnetic working area (see Fig. 5). The first tests of the
chamber were then performed.

Fig. 4 Pictures of the
chamber made of 2 mm thick
PP boards by welding
methods
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4 Experimental Details

Preliminary attempt to measure the influence of Lorentz force on electrochemical
processes. A 99.7% Titanium sample (0.25 mm foil) was used as a working
electrode, with 99.8% iron (0.1 mm foil) as a counter electrode, and Ag/AgCl
reference electrode. During the test was used electrolyte contains 0.01 M HNO3

Without mixing, constant voltage −1 V, variable magnetic field 1 T (perpendicular
to sample surface).

Studies have been conducted on the basis of previous silver deposition studies
on anodized oxidized titanium [16]. Because of small working space in the chamber
the samples were made of titanium foil (0.25 mm, 99.7%). Sample before use was
sanded on 1500-gage water paper and then polished.

Prior to the silver deposition process, samples were purified with distilled water.
Samples were placed in an electrolyte contains silver and nitrogen ions with con-
centration 0.01 M with additional mixing. In a time of deposition, set DC voltage
−1 V, according to the OCP, using the low voltage SOLARTRON 1285 poten-
tiostat and Ag/AgCl reference electrode. The deposition process was carried out
under different magnetic conditions.

The use of a counter electrode in the form of a silver plate allowed for the
constant concentration of silver ions. After the process, the samples were dried.
After the deposition process samples were characterized by the SEM and XRD.

5 Results and Discussion

Test with pure iron as a counter electrode without additional electrolyte mixing.
Lorentz’s influence on the behavior of the electrolyte was observed. When the
voltage is applied to the electromagnet (up to 1 T magnetic field), the electrolyte is
automatically mixed by Lorentz’s force, facilitating or hindering the flow of elec-
trical current.

Fig. 5 Picture of the
chamber in the working space
of electromagnet with
mechanical stirrer mounted
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In the initial stage, the process went without an additional magnetic field, which
for obvious reasons (corrosion processes) caused a rapid decrease in current density
and the establishment of a relatively constant level. After 60 s and 180 s, the
voltage was applied to the electromagnet which influenced the measurement itself
(strong decrease in the measured current density caused by physical phenomena and
electrical induction on the wires). While the magnetic field was involved, the
corrosion process of the iron electrode was accelerated while the electrolyte itself
swirled, accelerating the ions by repelling them from the electrode. After 60 s of
magnetic field, the voltage of the electromagnets was disconnected, resulting in a
small rise of the measured current density. After complete disconnection of the
magnetic field, the corrosion processes proceeded in a fixed manner at the level
established at the initial stage of the test (Fig. 6).

Test with silver deposition

The nature of the current density curves is the same as for anodized oxidized
titanium surfaces—with the deposition time of the silver particles a slow increase in
deposition velocity is associated with the larger surface area of the conductivity
deposited (silver particles) (Fig. 7).

Fig. 6 Preservation of
electric current density
flowing through an iron
sample during a 1 V
potentiometer test, with a
variable magnetic field with a
negative polarity of 60 s

Fig. 7 Graphs of current
density when depositing silver
particles on titanium surfaces
of samples
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However, the measured values of the electrical charge passing through the
surface are significantly lowered to similar values observed for depositing silver
particles by the positive polarization of the 1 T magnetic field (Table 1). As in
previous studies, it can be stated that when depositing silver in a positive magnetic
field, the electrolyte flowed in a lower electrical charge. The use of negative
magnetic fields has significantly increased the flow of electricity. With such a
substrate, the lowest current was observed during deposition of silver particles
without an additional magnetic field.

The morphology of the titanium specimen after silver deposition without addi-
tional magnetic field 1Ag * was characterized by numerous very fine particles of
silver about 100 nm (see Fig. 8b). These distributions were characterized by small
size scattering and a crystalline structure which can be determined by the shape of

Table 1 Values of the
electrical charge flowed
through the samples during
silver deposition process

Magn. field 0 Negative Positive

Sample 1Ag* 2Ag− 3Ag+

Charge Q 0.16 C 0.38 C 0.11 C

Fig. 8 SEM image of sample surface after OCP test (a) after silver deposition (b) silver
deposition in negative magnetic field (c) silver depositionin positive magnetic field (d)
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the particles. They are spread at regular intervals throughout the sample. In a few
places, there are visible expansions in the form of bands of irregular shape.

The morphology of the titanium specimen after deposition of silver with an
additional magnetic field with negative polarity 2Ag− was characterized by
numerous very fine particles of silver about 100–400 nm (Fig. 8c). These distri-
butions were characterized by small size scattering and a crystalline structure which
can be determined by the shape of the particles. They are spread at regular intervals
throughout the sample. In a few places, there are visible divergences in the form of
irregularly shaped dendrites. The increased current density for this sample was
sufficient for the deposition of deposited silver particles.

The morphology of the titanium sample after silver deposition with an additional
magnetic field of positive polarization 3Ag+ was characterized by numerous very
fine particles of silver about 100–300 nm (Fig. 8d). These distributions were
characterized by small scattering of size and crystalline structure. In a few places,
there are visible divergences in the form of irregularly shaped dendrites.

X-ray deposition of silver specimens was characterized by the presence of
titanium and silver peaks (Fig. 9). No additional peaks or anomalies were found in
any of the samples.

6 Summary

The designed chamber fulfilled its task and allowed for proper deposition of silver
particles on the titanium surface. The 3D printing process was proven to be not fully
suitable for manufacturing this type of part, due to numerous issues with process

Fig. 9 XRD spectra of titanium and samples after silver deposition in electrolyte contains 0.01 M
HNO3 and AgNO3 1Ag*, with addition negative magnetic field 2Ag−, and positive magnetic field
3Ag+
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stability and shape defects, causing leakages between spaces of the 3D printed
chamber. However, the 3D printing can be used for preliminary testing and pro-
totyping of such parts, for visual evaluation and initial tests. The studies allowed
obtaining a satisfying combination of process parameters for the polypropylene
material. However, a working, fully functional part had to be made using an
alternative approach of plastic welding.

The designed chamber allowed to observe the influence of the magnetic field on
the corrosive phenomena. During the operation of the magnetic field, increase
electron flow through the electrolyte was measurement. Also electrolyte was
automatically stirring caused by Lorentz force. Both phenomena are not observed
without the action of an additional magnetic field.

The magnetic field affected by the deposition of silver particles on the titanium
surface. Negative magnetic polarization (1 T) caused the acceleration of the
deposition process. On the surface was observed larger particles of silver crystals
compared to silver deposit without an additional magnetic field. Positive magnetic
polarization slowed the deposition process. In this case, the appearance of silver
dendrite was observed with a small amount of crystal deposits.
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Testing of Tight Crimped Joint
Made on a Prototype Stand

Nikodem Wrobel, Michal Rejek, Grzegorz Krolczyk and Sergej Hloch

Abstract The paper presents a project of a prototype solution of a device for
making inseparable crimped joints consisting in forming the material of two ele-
ments to be joined to each other with the use of punches. The work contains the
assessment and analysis of the joints made in the stand with the use of various
forming tools. Furthermore, the paper presents the analysis of the characteristic
features of the new joints, as well as dependences in strength tests. The elements
joined on the machine had been made of 5754 aluminium. This material and the
presented joint are used in the construction of heat exchangers, such as water, oil
coolers or condensers in the automotive or aircraft branch.

Keywords Prototype stand � Inseparable tight joints � Crimped joints � Bent joints

1 Introduction

Reliable and economical operation of various devices strongly depends on many
factors, such as the type and condition of the material [1–3], components geometry
[4, 5] or type of work conditions [6, 7]. Industry expects more accurate methods for
manufacturing quality products [8–10] to face the challenges related to techno-
logical progress. Construction elements of industrial applications can be subjected
to aggressive influence of the cooperating medium, high pressure or high temper-
ature gradients. Those factors lead to shorter operating time of particular applica-
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tions and possible failures [11]. The automotive and aircraft industry, with the
assumed rate of development of new projects and principles related to the sequence
of manufacturing the construction of the individual vehicle or aircraft parts,
determine the possibilities of creating smaller sub-assemblies, as well as the mode
of manufacturing them and possible mounting [12]. The difficulties resulting from
the above aspects determine physical values, such as forces or torques to be set to
the given product via the machine in order to obtain satisfactory results in the form
of properly tight joint with adequate tightness. The design actions in the
above-mentioned area, however, are constrained by the limited mounting possi-
bilities which can be used in order to supply the demanded energy to the system.

2 Materials and Method

The prepared device is intended for simultaneous forming two identical joints, at a
distance of 45 mm from each other, for the same tube diameters and sizes of
sockets in which they are seated. Figure 1 shows the tested case of joint before the
execution of it.

Tight joints used by the automotive and aircraft industry in manufacturing heat
exchangers are based particularly on soldering details contacting each other or on
the use of various kinds of seals out in or cast on the material. In the manufactured
and described joint (Fig. 2), static sealing in the form of an o-ring has been applied.
It allows the connection block to be added to the already soldered exchanger. The
material selected for the execution of the joints was aluminium alloy 5754.

In order to make an inseparable joint between the pipe and the block, it has been
assumed that the block flange with the wall thickness of 1.2 mm will be bent
towards the pipe flange so that, in the first phase, the inner part of the block flange
contacts the outer rounding and, in the second phase, the upper part of the flange
contacts the upper part of the pipe. It is assumed in the connection that, when the
joint is being formed, the pipe should be pressed to the socket for initial

Fig. 1 A view of connection block with the pipe and o-ring
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compression of the o-ring. This eliminates the risk of “catching” and as result
execution of a defective joint has been avoided. A diagram of manufacturing the
connection has been shown in three steps (Fig. 3).

Plastic deformations of the described joint result in the material consolidation in
the forming area, which positively influences its strength. In the construction of
prototype tools for manufacturing various types of joints, in the case of aluminium,
materials whose main destination is injection moulds are often used. In this case,
material 1.2311 with the hardness of 32 HRC has been used.

3 The Stand Concept

Each device or machine must meet the predetermined assumptions. Therefore, it is
important to design according to strictly defined principle and standards of creating
a construction and to keep in mind the financial balance of the project. In proto-
typing, the critical issue, prior to the proper work, is to select the best concept and to
learn the values of the physical magnitudes required for correct modelling of the
technological process. The concept of the stand has been based on the assessment of

Fig. 2 A 3D view of the connection block cross section with the explanation of the individual
element parts

Fig. 3 Joint formation: the system before the punch coming in (a); first phase—contact of the
flanges (b); second phase—the block flange contact with the pipe (c)
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the forces to be applied to the system to execute the joint, possibilities of mounting,
time of execution and quality of the joint, as well as the work ergonomy. The role of
the stand is reliable execution of joints formed by the punch perpendicular entering
the pipe flange and bending it on the pipe planes. Due to that two details will be
joined to each other without an additional bond, just with the use of the native
material. A diagram of force application to the joint via the device can be seen in
Fig. 4.

Limited access has necessitated basing the machine design on mechanical
transmissions in the form of two wedges for each of the punches. The conversion is
effected from the vertical motion generated by the servomotor to the horizontal
motion of the punch socket. Figure 5 shows a 3D view of the stand with the
indication of the elements of acting and sensing.

The measurement system for data collection has been based on a PC provided
with a PC LAB transducer which allows for collecting signals during the test, in the
form of current values (4–20 mA—displacement sensor) and voltage values (0–
10 V—force sensor).

Fig. 4 A view of the method of applying forces to the joint

Fig. 5 A view of the main unit of the force generating machine
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4 Methodology of the Experiment

Six connection blocks have been prepared for the tests; there are two sockets in
each of them for 12 pipes. The test has been performed for two pipe diameters, and
each of them had also two values of the flange diameter. Ten samples have been
provided with sealings in the form of o-rings, and two had no sealing rings. A view
of the joint with the dimensions has been shown in Fig. 6 and Table 1; the
experiment design in Table 2.

In order to make the joint, four kinds of punches have been used with two kinds
of shapes matched to various diameters (Table 3). The execution of each joint has
been recorded by the system of data collection and presented in two dependences:
force as a function of time and force as a function of the path. The test results are to
serve for learning the forces necessary to obtain proper quality of the joint. The joint
is supposed to have proper tightness and strength. The executed joints have been
subjected to destructive and non-destructive tests. A test verifying a joint in
industrial conditions is measurement of tightness in which air helium is used. In the
case under discussion, air device, ASTEQ F520 has been used. The sealings have
been based on elastic hoses clamped on the outer diameter of the pipe. The samples
have been subjected to tensile tests with the use of the testing machine.

Table 1 Dimension description of the joint

No Case ØA ØB C ØD E F O-ring

1 A 15.8h7 13.4H7 9h7/H6 13h13 1.7h13 5 Ø8 � 1.5

2 B 14.8h7 12.4H7 8h7/H6 12h13 1.7h13 5 Ø7 � 1.5

Fig. 6 A view of the joint with dimensions
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The force has been applied by means of a precision ball screw. For the tensile
test, internal threads have been made in the connection blocks; the pipes had
internal threads for case “A” and external ones for case “B” (Table 2).

5 Results and Discussion

Each of the 12 samples has been subjected to an analysis of tightness. Expectations
concerning the joints were as follows: with the pressure of 0.6 MPa, the admissible
leakage has been determined at the level of 4 [(Pa l)/s]. The magnitude meets the
requirements of the present automotive branch for heat exchangers in the form of
oil and water coolers. In order to adapt to the tested object such test parameters as
the time of filling, stabilisation or test have been selected in trials. The results
indicate that each of the joints has the desired test parameters. The results have been
shown in Table 4.

Table 2 Design of the experiment

No Case Tool Test 1 tightness Test 2 tensile strength Micrography Notes

1 A S2 X X

2 A S1 X X

3 A S2 X X

4 A S1 X X

5 A S2 X X No O-ring

6 A S1 X X No O-ring

7 B S4 X X

8 B S3 X X

9 B S4 X X

10 B S3 X X

11 B S4 X X No O-ring

12 B S3 X X No O-ring

Table 3 The punches used in the tests

S1 S2

Case “A”

S3 S4

Case “B”
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The obtained results show small differences between the leakage magnitudes.
The reason of the described fluctuations is the relatively small volume of com-
pressed air in the test system. The consequence of the fact is the influence of
temperature on the result related, among others, to the thermal expansion of the
detail and its variable volume resulting in the pressure drop. It has also been found
that the result deteriorates with the number of tests performed on one sample. The
changes can also be caused by delivering compressed air to the joint, which is
likened to labour which changes into heat in accordance with the first principle of
thermodynamics. During the selection of the test parameters consisting, among
others, in increasing the pressure from 0.1 to 0.6 MPa, the set pressure of
0.175 MPa has been found to maintain for the test case no. 5. The sample had no
sealing. This means that it is possible to obtain tightness with a lower range of
requirements even with the absence of o-ring. This phenomenon implies that, in
series production, if lower requirements are adopted, an incomplete joint can be
qualified as a good one. Micrography of that sample can be seen in Fig. 7; very
good adherence of the joined elements is noticeable which can occur within the
three characteristic points. On the other hand, the acquisition of the described
tightness was influenced by point 2. The first one is the upper part of the pipe
flange, this means that local embossing of the flange on the pipe flange radius has
occurred at that place. Due to that, on the described circumference, surface
roughness has been smoothed. The sample has been made by means of S3 tool
which makes joint by even shape in the whole pressure surface.

Table 4 Description of joint dependence and the tests performed on the joint

Test no 1 2 3 4 5 6 7 8 9 10 11 12

Pressure
(MPa)

0.6 0.6 0.6 0.12 X X 0.6 0.6 0.6 0.6 X X

Leak
(Pa l)/s

3 4 3 X X X 2 3 3 4 X X

Fig. 7 Microsection of joint
number 5
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Constructional joints made by forming a socket flange on the pipe flange are
loaded mainly with tensile forces. However, they must be resistant, too, to the
operator’s actions during transport of the exchanger. The tested samples have been
analysed while applying the forces.

Analysis of the test results shown in Fig. 8 has allowed us to formulate the
following dependences:

• Dependence of the arisen reaction force on the tool shape. The results were
characteristic and analogous between samples 1 and 2, as well as between
samples 7 and 8.

• Dependence of the arisen reaction force on the diameter of the connection block
flange.

Description of those dependences has been executed basing on the diagrams
made for cases 1 and 2 as well as 7 and 8. The first samples 1 and 7 have been
formed by means of a punch with the same shape type, and the situation with
samples 2 and 8 was similar. It has been observed that the force necessary to form a
joint by means of punches S2 and S4 is smaller than that for punches S1 and S3. Its
total value for the first case was 60.5 kN, for the second case 65.0 kN, for the

Fig. 8 Diagram of the dependence of the force on time and force on the path for sample 1,2,7,8
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seventh one 67.8 kN and for the eighth one 68.6 kN. The differences are less
perceptible for smaller diameter or for cases “A”. This is due to matching the
punches to the smaller flange diameters and, consequently, for punch S3 the dis-
tance between the teeth is less, which influences the closeness of the contact sur-
faces. During plastic forming, local hardening of the material occurs, reduction of
the distance of the contact points causes increase of the force.

Samples 3, 4, 9 and 10 have been subjected to a tensile test. The purpose was to
check the joint with the minimum force of 1.56 kN. This magnitude corresponds to
the application of a pressure of 10 MPa to the flange.

The tests whose results have been shown in Fig. 9 have proved that, with the
force applied, the joint has not been destroyed. Only the connection pipe has been
broken. For cases “A”, the values have oscillated around 5 kN; for cases “B”, they
amounted about 3 kN. The differences were due to the execution of thread in the
pipe (Fig. 10).

Joints are significantly influenced by the parameter of the bending angle of the
support flange, as well as its thickness and girding on the pipe radius. Samples 2
and 8 have been made by the same kind of jaws, and the angle values are close to
each other (Fig. 11).

Fig. 9 Diagram of the joint stretching in the dependence of force on time and path on time for
sample 3 and 8

Fig. 10 Photographs of the samples after the execution of the joint and after the strength test
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6 Conclusions

The performed tests of inseparable constructional joint have allowed us to formulate
the following conclusions:

I. Application of punch kinds S2 and S4 has reduced the forces necessary for
forming the joint,

II. Smaller flange diameter with the applied S3 and S4 punches has resulted in
an increase of the forces used to make the joint,

III. Non-destructive examination in the form of the test of air tightness has
shown that adequate selection of parameters and the temperature influence
are very important,

IV. As regards the aspect of strength, each of the tested joints can work in any
kind of heat exchangers, water or oil, coolers or condensers,

V. In the prototype machine, the best solution for force application is electric
servo drive; it allows for full control of the process of the joint execution.
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Computer Simulation of the Process
of Regenerating the Adsorbent Using
Microwave Radiation in Compressed
Air Dryers

Sergey S. Dobrotvorskiy, Ludmila G. Dobrovolska
and Borys A. Aleksenko

Abstract The issues of improving the design of adsorption dryers for compressed
air are considered, by using the energy of microwave radiation in the process of
regeneration of the adsorbent. The expediency of moving the adsorbent layer rel-
ative to the source of microwave radiation during the desorption is proved in order
to achieve better uniformity of heating of the desorbed material. The expediency of
using software products using the finite element method is shown with the aim of
modeling the heating process of the adsorbent in the cavity of the adsorption
column.

Keywords Regeneration � Adsorption � Dryer � Modeling � Waveguide
Microwaves

1 Introduction

The use of compressed air has become widespread in machine-building enterprises,
in metallurgical and pipe production, in cases of increased flammability of tech-
nological processes inherent in the chemical and woodworking industries. The
energy of compressed air is used in pneumatic equipment drives, pneumatic
transport, in monitoring systems for the purpose of blowing cameras and sensors, in
instrumentation, in the preparation of surfaces, the application of paint and special
protective coatings, and so on.
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A pneumatic system using compressed air energy also has a significant advan-
tage compared to a hydraulic one, as it is more environmentally friendly and is
practically safe in case of leakage of the working environment.

There is a consistent tendency to expand the use of pneumatic actuators,
pneumatic control systems, and pneumatic logic in modern machine tool con-
struction. The new, in particular, metallurgical, equipment, includes more and more
components, units and drives using the energy of compressed air. In Europe, the
production of compressed air accounts for 3% of electricity consumed by industry.
At the same time, the payment for electricity consumed by the compressor is the
largest share in the structure of the company’s costs.

2 Research Problem

The reason for the significant consumption of electricity by compressors is due to
the laws of thermodynamics. Thus, the work (adiabatic) stage of the compressor can
be expressed as [1]:

Lad ¼ i2ad � i1 ¼ ðk=ðk � 1ÞÞRðT2ad � T1Þ
¼ ðk=ðk � 1ÞÞRT1ðPðk�1Þ=k

cp � 1Þ
¼ CpðT2ad � T1Þ

ð1Þ

where i ¼ CvT þPV—enthalpy (P—pressure, V—volume, T—temperature abso-
lute); Cv—heat capacity of the gas at a constant volume; Cp—heat capacity of the
gas at a constant pressure; R ¼ CpCv—universal gas constant (for air = 286[J/kg
K]); k ¼ Cp=Cv—the adiabatic exponent (for air = 1.4); Pcp ¼ P2=P1—pressure
difference after and before compression.

The work, supplied to the gas during the compressor working, increases its
enthalpy. With adiabatic compression, occurring in practically all compressors, into
the internal energy of the air transmits (in the first approximation):

u ¼ CvðT2ad � T1Þ ð2Þ

Thus, the share of heat produced in the compressor operation in the ideal case is
as follows: u=Lad ¼ Cv=Cp ¼ 1=k ¼ 0:71 from the supplied working. In real
compressors, the amount lost of air heating energy can reach up to 80%. In fact,
taking into account other items of costs, the total cost of 1 m3 of compressed air
exceeds the “electrical” component by a factor of 1.5–2.

Thus, the production of compressed air is a power-consuming process, which
requires close attention to its economical use. One of the areas of energy saving is
to improve the quality of air preparation equipment, in particular, to increase the
energy efficiency of this type of device such as adsorption dryers for compressed
air.
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The present study is devoted to the study of the processes taking place in the
adsorption dryer with microwave regeneration of the adsorbent and to study the
effect of the configuration and mutual arrangement of the waveguide and adsorbent
on the propagation of microwave energy in the volume of the adsorbent in the
cavity of the adsorption column of the dryer.

Adsorption dryers with cold regeneration used in production lose some of the
already dried compressed air at a proportion of 15–18% of the nominal capacity of
the dryer. Dehumidifiers with hot regeneration of the adsorbent consume a mini-
mum of the dried compressed air. Dryers with this principle of operation are cur-
rently the most economical means of producing dried air, and developing the design
of this type of equipment is the most important direction to improve the energy
efficiency of industrial production.

The main attention of developers of drying equipment with hot regeneration is
focused on the problems of heat energy recovery, which is used in the desorption
process. Also, engineers are striving to maximally reduce the unproductive costs of
thermal energy for heating the combined components of the equipment, up to the
transfer of the heating source directly to the cavity of the adsorption columns.

Meanwhile, the use of alternative types of energy can become a serious alter-
native to traditional technologies of regenerating adsorbents.

3 Results and Discussion

Hot regeneration assumes the heating of the drying convecting air to a temperature
of the order of 200 °C; thus, the volume of the adsorbent during the drying process
is heated up to 190–180 °C.

The inability of the hot adsorbent to absorb moisture presupposes an additional
phase of preparation of the adsorbent to the subsequent adsorption cycle by cooling
it to a temperature of no higher than 30–35 °C, and the cooling process must
proceed intensively. Since if the duration of the regeneration cycle exceeds the
duration adsorption in the second column of the desiccant, the dried air at the output
of the plant will not be obtained. To cool the heated adsorbent, the previously dried
compressed air is used (as in adsorption plants with cold regeneration), which,
along with the heating costs, also accounts for a significant share in the total energy
consumption of the dryer.

In the process of desorption with hot purge air, the entire volume of the
adsorbent is heated. Meanwhile, the adsorbent absorbs moisture only by an external
microporous layer with a thickness of 100–500 Å at the granule size (the most
common in air drying technology is adsorbent type KSMG) in 3–7 mm. In addition,
the scavenged warm air also serves as a carrier of thermal energy, which transfers
heat from heaters to the adsorbent with all the inevitable losses of heat, with which
extensive struggle is waged with the use of thermal insulation and plate heat
recuperators.
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If the energy, used for the drying of the adsorbent, will act directly and only on
the water molecules in the outer microporous layer of silica gel, in a volume that is
necessary and sufficient for the molecules to leave the micropores and effectively
evaporates from the surface of the adsorbent, then the desorption energy con-
sumption will be minimal. At the same time, some of the thermal energy, which has
passed from water molecules to the drying air used to purge the adsorbent layer, can
be recovered using a recuperation technology. In the described technology, the
heated air supplied is not used as a drying agent, but for transporting vaporized
water vapor out of the adsorption column. The air is heated to the drying tem-
perature of silica gel (60–80 °C, which is 100 °C below the heating temperature
with the existing technology). Thus, the purpose of warming up of air consists
exclusively in increase in its moisture capacity.

Since such a desorption technology is known to be less energy-intensive, from
here comes a significant reduction in the loss of the pre-dried compressed air used
to cool the adsorbent heated during the drying time.

The main task that should be solved for the practical implementation of the
technology of microwave regeneration (see Fig. 1) is to create conditions for uni-
form heating of the entire volume of adsorbent material in the cavity of the
adsorption column. To solve this problem, computer simulation using software is
used, which, using the finite element method, allows modeling the propagation of
the electromagnetic field intensity in space. From the formula (3) of the dependence
of the microwave radiation power on the intensity of the electromagnetic field, we
are able to simulate the propagation of thermal energy in the volume of the
adsorbent and visualize the results (see Fig. 2).

P ¼ E2xere0tgr ð3Þ

The pattern of the traveling wave field inside the waveguide can be determined
by solving the Maxwell equation [2]. The following equation, which is solved
by a two-dimensional solving device, was obtained directly from the Maxwell
equation [3].

r� 1
lc

r� Eðx; yÞ
 !

� k20 ec Eðx; yÞ ¼ 0 ð4Þ

where lcðx; yÞ—complex relative permeability; Eðx; yÞ—complex amplitude
representing an oscillating electric field; ecðx; yÞ—complex relative dielectric
permeability; k0—phase constant of free space, equal to

k0 ¼ x
ffiffiffiffiffiffiffiffiffiffi
l0 e0

p ð5Þ

where x—circular (angular) frequency at x ¼ 2pf , where f—frequency [Hz]; l0—
magnetic permeability of the medium; e0—dielectric permittivity of the medium.
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Fig. 1 Section of the adsorption column of the dryer TDS-10-RGM with the technology of
microwave regeneration of the adsorbent

Fig. 2 Computer model of the intensity of the electromagnetic field and the face of the heating of
the adsorbent in the cavity of the adsorption column
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In the process of solving this equation, a two-dimensional solving device obtains
a picture of the field for the complex amplitude Eðx; yÞ. This solution is inde-
pendent of z and t; After multiplying by e�cz (where c ¼ aþ jb is the complex
propagation constant, where a is the damping coefficient of the wave, b the
propagation constant associated with the wave, which determines the dependence of
the phase angle from z on the given time t), they will become traveling waves.

Since the calculated field pattern is valid only for one frequency, different field
patterns are computed for each frequency point. For a waveguide or transmission
line with a given cross section, there are a number of base field patterns (modes)
that satisfy Maxwell equations at a particular frequency. Any linear combination of
these modes can exist in a waveguide. If these higher-order modes are reflected
back to the excitation port or transferred to another port without much loss, then the
S-parameters associated with these modes can be calculated.

When calculating the total solution for the 3D field, the following wave equation
is solved:

r� 1
lc

r� Eðx; y; zÞ
 !

� k20 ec Eðx; y; zÞ ¼ 0 ð6Þ

where lc—complex relative permeability; Eðx; y; zÞ—a complex vector repre-
senting the electric field; ec—complex relative permittivity; k0—phase constant of
free space;

This equation is analogous to the equation used in the computation of the
two-dimensional field pattern in each of the ports by a two-dimensional solver. The
difference is that the 3D solver does not accept that the electric field is a traveling
wave propagating in a single direction. It is assumed that the vector E is a function
of x, y, and z. A real electric field is a real part of the complex amplitude, and
ejxt[4]:

Eðr; tÞ ¼ R EðrÞ ejxt� � ð7Þ

where ejxt ¼ cosðxtÞþ j sinðxtÞ—Euler’s formula; t—time; j—Is an imaginary
unit.

Thus, the formula for calculating the field pattern becomes:

Eðx; y; z; tÞ ¼ R Eðx; y; zÞ ejxt� � ð8Þ

The obtaining waveguide of the maximum level of the electromagnetic field is
not a sufficient condition for achieving the maximum efficiency of the microwave
heater. The most important task of stabilizing the heat treatment regime is to
increase the uniformity of the distribution of microwave energy inside the heating
chamber, which is facilitated by a change in the overall structure of the electric
field. It is possible to improve the uniformity of heating, if the available modes of
oscillations or some of them are switched in turn. The addition or, conversely, the
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removal of any mode leads to a change in the overall structure of the electric field.
The same happens when the ratio of the amplitudes of different modes is changed.
Areas with the maximum and minimum amplitude are displaced in space and can
change places. As a result, each part of the column volume is alternately affected by
fields of different configuration and intensity. It is with a large number of combi-
nations that the effect of microwave influence can be fairly uniform. Also, the
uniformity of the distribution of thermal energy in the volume of adsorbent is
facilitated by a change in the relative location of the source of microwave energy
and the material, which is heated.

Taking into account the dependence (3), the uneven heating of the volume of the
heated material was determined by the formula:

DE ¼
Z
n

ðE
2ðxH ; yH ; zn; tÞ � E2ðxM ; yM ; zn; tÞ

E2ðxH ; yH ; zn; tÞ Þdn ð9Þ

where ðx; y; zÞ are the coordinates of the points in the heating H and convection M
sectors (see Fig. 4) in the space of the cylindrical volume of the heated material (see
Fig. 3).

The circumferential speed of rotation was calculated by the formula:

vrot ¼ 2pr0
KtLrenðmaCa=msCpÞ ð10Þ

Fig. 3 Picture of the
propagation of thermal energy
in the plane of the cross
section of the volume of the
adsorption column with a
fixed volume of the adsorbent
and with a stationary
waveguide is presented. The
arrows show the effects of
microwave energy sources
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where ms—the mass of the material being heated; Cp—the heat capacity of
the heated material; ma—the mass of the purge air, Ca—the heat capacity of the
blowing air; a—the angle formed by the radiuses 0A and 0B, r0—the radius of the

volume of the adsorbent (see Fig. 3); Lre ¼ prsa
180—the length of the arc cAB, formed

by a circle with a radius rs and points A and B with the calculated value of the
electromagnetic field strength Eðx; y; zÞ, see Eq. (8); K—the coefficient expressing
the ratio r0 to rs; n—the number of arms of the waveguide (see Fig. 4).

In the course of this study, two computer models of an adsorption column with
an internal 4-arm x-shaped waveguide, installed in the cavity of the desiccant
adsorption column and excited by a coaxial cable were developed and compared.

The first model under consideration was a model with a fixed position of
adsorbent and with a stationary waveguide. In the described model, the mutual
arrangement of the source of microwave energy and the material to be desorbed did
not change.

The second model in question was a model with a movable volume of adsorbent
and a stationary waveguide. In this model, the mutual arrangement of the source of
microwave energy and the material to be dried continuously changed due to the
rotation of the volume of the absorbing substance around the vertical axis of
symmetry with variable circumferential velocity.

During the comparison of the studied models, it was shown that the change in
the mutual location of the source of microwave radiation and the volume of the
material, which is heated, promotes more uniform heating and prevents local
overheating of the material, which is especially important for the process of des-
orption of industrial adsorbents [5, 6].

Fig. 4 Picture of the
propagation of thermal energy
in the plane of the cross
section of the volume of the
adsorption column with a
fixed waveguide and with the
volume of the adsorbent,
which is rotated about a
vertical axis of symmetry with
an optimum circumferential
velocity, is presented. The
arrows show the effects of
microwave energy sources
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Modeling using the described technique was used in the design of the equipment
produced.

4 Conclusions

The performed work has shown the possibility of achieving the goal of reducing
energy costs by using the energy of microwave radiation during the regeneration of
adsorbents of compressed air dehumidifiers.

The technique for calculating the designs of adsorption dryers with microwave
regeneration of the adsorbent is improved.

It is proved that is expedient to move the adsorbent layer relative to the source of
microwave radiation during the desorption process in order to achieve better uni-
formity of heating of the material, which is desorbed.

The expediency that the using software products using the finite element method
is shown to simulate the heating during the adsorbent regeneration in the cavity of
the desiccant adsorption column.
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Spatial Adjusting of the Industrial Robot
Program with Matrix Codes

Jakub Wojciechowski and Olaf Ciszak

Abstract The study presents a method to modify the program of industrial robots
related to the change of the position of objects in the workspace. The aim is to
increase the flexibility of the station and to reduce the need for expensive tooling,
such as precision, large-size positioners. The object to be processed can be placed in
any position on the table. The location and the orientation are determined by a
camera detecting tags in the form of a matrix code. Methods for the calibration of
the system and the transformations performed in the preparation and execution of
the program were presented. Repeatability of the method has been investigated
experimentally.

Keywords Robotics � Machine vision � Calibration � Matrix codes

1 Introduction

Tooling for robotized stations is expensive, and transition for the production of
another product is problematic. In order to facilitate SMEs’ access to robotics, extra
effort should be reduced. It is proposed to abandon the current method of con-
structing a rigid framework instrumentation attached to the ground or using
expensive and requiring significant space rotary positioners. This type of tooling
could be replaced by light frames, placed by the operator on the table (Fig. 1).

Rigid position of the object frame fixing is not necessary, because of the matrix
codes. The camera located near the station recognizes the codes and determines
their position in space. Information about the type of the tooling and its location in
space is transmitted to the robot controller. The coordinate system is adapted to the
current position of the object on the table.
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2 Related Work

In the literature, many varieties of machine vision locating objects have been
described. Most of them are systems based on tags or additional components that
are easy to identify and distinguish on images. Markers often take the form of a set
of spatially disposed balls, flat circles of coded shapes. More information can be
provided by the matrix data. The matrix contains the fields of light and dark; the
amount of data depends on the number of fields [1]. An extension of this concept is
the use of the matrix QR code described in this paper. The position and the ori-
entation of the pattern relative to the camera, that is, displacement and rotations, can
be determined if the size of the code is known, which extends the approach given in
the [2].

Matrix codes are a popular way of marking items. With their help, words, links
to Web sites, and e-mail addresses can be encoded. Assuming a strictly defined size
of code, it can specify not only the encrypted data, but also the position of the code
relative to the camera. These characteristics of matrix codes have already been used
in robotics.

In [3] QR codes are used as guideposts for a mobile robot. The encrypted data
give guidance to the movement of the mobile platform. Closer to this publication is
the solution [4]. Industrial robot on the mobile platform is positioned relative to the
station using the matrix codes and a vision sensor, transmitting also the object
distance from the camera. In this study, the tooling position detection based only on
the plain image is considered.

3 Approach

The proposed method is based on solving the perspective-three-point problem
(P3P). This task consists of determining the position and the orientation of the
camera based on three points at a known position in three-dimensional space
projected onto the image plane of the camera. This is one of the basic tasks of
photogrammetry; the solution of which is essential to calibrate the camera, object

Fig. 1 Idea of system
matching the program to the
location of objects
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tracking, and determining camera motion based on consecutive shots [5–8]. Great
practical importance led to the development of many methods to solve this task.
They can be divided into two groups. Iterative methods are typically computa-
tionally more complex, but they are more accurate and resistant to disruption in the
data than non-iterative methods, based on closed systems of equations. Most
methods allow to specify the position of the camera on the basis of more than three
points, which improves accuracy [9]. In order to achieve the assumed stability and
precision of the results, the combination of two methods was used. The first
approximation is obtained with the approach described in [10], in which location is
the solution of closed equation system based on the analysis of ortography and
scaling. This initial solution is transferred to the iterative method which relies upon
the virtual servo described in [11]. The described algorithms were implemented in
C++ using software libraries. Ready recognition method for the matrix code and the
reconstruction of the position on the basis of points can be found, among others, in
the software package ViSP [12].

4 Detection of Matrix Codes

The primary function of the matrix codes is to store data. Rotation of the code,
scaling, or even placing it on a flexible, deformable surface still allows reading the
data. However, if the code is applied on a plane and its dimensions are known, it is
possible to read also the position relative to the calibrated camera. This property,
simultaneously storing text data, identifying objects and geometric data for deter-
mining the position of the label in the space, prompted the authors to use just such a
marker.

Reconstruction of the label position relative to the camera is based on the corners
of the matrix code found in the image. Due to the popularity of QR matrix codes,
the ready-to-use methods of solving this task are available. The input to the pro-
gram is a picture of an industrial robot station, and the output is a vector containing
data decoded from all recognized labels and the location of the corners on the
image. Figure 2 shows the code corners numbering and placing the coordinate
system convention.

Fig. 2 Reference system of
the matrix code and the
numbering of the corners
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5 System Calibration

Knowing the location of markers in a camera coordinate system is not enough.
Calibration is required, that is, the procedure to determine the relative positions of
the coordinate systems of the robot and the camera, to be able to manipulate objects.
In the described solution, a pattern identical to those used to identify objects was
used, that is, a label with a QR code applied to the gripper. It is possible to apply a
number of markers in a particular area of the tool. Transformations between
coordinate systems including rotation and translation are represented by 4 � 4
homogeneous matrices. The relation between the coordinate systems is shown in
Fig. 3.

The calibration of the system, consisting of a camera, a pattern, and the robot,
can be performed using the solutions provided for the problem of eye-hand cali-
bration; the task of calibrating a camera mounted on a movable arm. The problem
can be solved by classical methods of linear algebra [13], but newer, improved
methods may provide greater accuracy and stability of the solution [14–17]. In the
case of robots with low accuracy, which do not pass calibration using specialized
equipment or in case of the use of cameras with low resolution and high distortion
difficulties in calibrating the robot, camera system can often be encountered.
Deviations in the position of the robot and camera readings are so large that
methods solving systems of equations become unstable and do not generate the
correct results. This phenomenon can be observed especially for methods which use
the methods of linear algebra [18] and closed systems of equations based on
quaternions [19]. To a lesser extent, it applies to iterative methods, which are
considered more stable and thus useful for calibrating cameras in endoscopes [20].
The experience of the authors indicates, however, that regardless of the method you
can get incorrect results, which can lead to malfunctioning robot system. Certainly,
there is a possibility of careful calibration algorithm design, development of vali-
dation methods, and determination of the position of the robot that do not lead to
ill-conditioned equations [21]. However, in this study, a different approach, a
simplified method of calibration is presented. It assumes the possibility of execution
of the specific program of robot motions, in contrast to the classical method of
determining the position of the camera relative to the robot based on a set of
arbitrary positions.

Fig. 3 Relationship between
coordinate systems for system
calibration
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The developed calibration method consists of two steps. The first is to determine
the direction of the base of the robot coordinate system relative to the camera. For
this purpose, a program in which the robot moves only in the direction of the base is
written. The marker in the form of the QR code is placed on the effector, as shown
in Fig. 4.

Image processing program, running on a computer connected to the camera,
reads the position of the code in each of the stop positions of the arm. Having saved
the position of the marker on each node of the grid in both the robot and the camera
coordinate system, the sum of shifts in the main direction of the robot can be
presented in the camera coordinate system. The rows of the matrix are vectors
representing the displacement of the marker in a camera coordinates when moving
robot in each main direction:

MR
C ¼

Xx Xy Xz
Yx Yy Yx
Zx Zy Zz

2
4

3
5 ð1Þ

The resulting matrix does not have the characteristics of the rotation matrix.
Normalization of individual vectors also may not produce the desired results, as it
may be, that the vectors will not be perpendicular to each other. The closest cor-
responding rotation matrix can be obtained by the SVD decomposition as in the
equations:

U; S; V½ � ¼ SVD MR
C

� � ð2Þ

RR
C ¼ U � VT ð3Þ

After this operation, the matrix RCR is orthogonal. The results of this method are
not affected by the position of the QR code relative to the robot. It is also not
essential to know the position of the marker in relation to the default tool coordinate
system of the robot.

Fig. 4 Procedure for determining the direction of the robot relative to the camera coordinate
system
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Position calibration is done by contact. A tool with the tip is mounted in the
robot’s wrist. It must be defined by setting the operating point. Sufficient for that
purpose is standard tool calibration procedure implemented in the robot’s con-
troller. A marker, which can be a matrix code applied to the plane, is placed in the
shared workspace of the robot and the camera. The position of the marker relative
to the camera coordinate system TS

C is determined on the basis of image, as shown
in Fig. 5.

Next, the tool is moved to contact the tip with the middle of the code, and its
coordinates are read in the robot’s coordinate system. The tool orientation at a
contact point is not essential. Translation vector between the camera and the model
should be provided in the robot coordinate system, using previously designated
directions.

Rt
S
C ¼ RR

C

� �T �CtSC ð4Þ

After bringing the two translation vectors to a common coordinate system, that
is, the base of the robot R, the offset between the robot and the camera can be
expressed as in Eq. 5.

Rt
C
R ¼ Rt

S
R � Rt

S
C ð5Þ

The transformation between the robot system and the coordinate system of the
camera can be saved as a single, homogeneous matrix transformation TR

C .

TC
R ¼ RR

C

� �T
Rt

C
R

0 0 0 1

� �
ð6Þ

Fig. 5 Determining shifts
between the robot and the
camera
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6 Dynamic Adjusting of the Program

Development of a program which dynamically adjusts to the position of objects in
the workspace of the robot is not more difficult than to write a typical program for
an object placed in a rigid tooling. The programmer puts the object anywhere in the
common area of the operation of the robot and the camera. Own coordinate systems
to facilitate the writing of the program can be defined, as shown in Fig. 6.

After completion of the program development, the procedure for saving the
program is started. An image of an object in the workspace is saved along with the
instructions. The transformation matrix between the QR code and a user coordinate
system (UCS) can be determined on the basis of images and data from earlier
calibration. If the programmer has defined more than one coordinate system, the
calculation is repeated.

TUCS
QRi ¼ TQR

C

� ��1 � TK
R

� ��1 � TUCS
Ri ð7Þ

Transformation TR
C is the result of calibration; as described in Sect. 5, TQR

C is the
result of the algorithm determining the position and the orientation of the marker
relative to the camera based on the location of the code corners on the image; and
TUCS
R is shift and rotation of the user coordinate system relative to the robot’s base.
In the system developed by the authors, these calculations are carried out on the

PC. Communication with a camera and a robot, that is, the transmission of images
and parameters of coordinate systems, is carried out via TCP/IP.

The tooling keeping the processed object in stable position can be marked with a
few code matrices. It is proposed to arbitrarily select virtual markers coordinate
system to replace several real systems. During the development phase, the program
performs the image of the tooling and determines the position of the markers
relative to the virtual coordinate system. During the program execution, the location
of the virtual coordinate system can be determined even if a single marker is

Fig. 6 Development of the
program aligning to the
position of an object
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detected. If more than one marker is detected, the position of the virtual coordinate
system is determined for each of the detected markers separately.

TQR
Ci ¼ TQRi

C � TQR
QRi ð8Þ

Next, the transformation TQR
C is averaged using the approach described in [22]. If

only one marker is used, the virtual markers coordinate system is identical to the
system of a single used tag. The solution developed by the authors does not require
the involvement of the operator. It automates the running program with a variable
position of the object.

The industrial robot activated by the operator is directed toward a base position
which does not lead to shading image of the workspace. Readiness of robot is
indicated by setting the digital output signal. Triggered camera takes a picture and
sends it to be processed on a PC. There the position of the QR code is found, and
the coded information about the type of the tooling located on the work table is
read. Then, the problem of perspective with four points for each of the detected
code is solved, which results in a transformation that represents the position of the
matrix codes relative to the camera. Based on the data from the camera calibration
and transformation TUCS

QR , which are defined in Eq. (8), location for the new,
transformed user coordinate system according to the following formula can be
specified.

TnewUCS
R ¼ TC

R � TQR
C � TUCS

QR ð9Þ

The new coordinate system, along with the information about the type of
instrumentation located in the working space, is sent to the robot controller. There
the right program is chosen and executed with the new, modified, coordinate sys-
tem. Calculation and data transmission time do not exceed a second and are neg-
ligible at typical industrial robot technology programs.

Fig. 7 Repeatability test of
determining position using a
vision system
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7 Experimental Verification

In order to verify the applied solutions, experiment, as shown in Fig. 7, was
planned.

A cube object with dimensions of 40 mm by 40 mm is marked with the matrix
code printed on standard paper using an office laser printer. The test of repeatability
in the normal direction to the plane of the code and in direction parallel to the
marker’s plane is separated. Their values differ significantly due to the methodology
used to determine the position of the object. Program for the robot according to the
procedure described in Sect. 6 was developed. In the robot’s wrist, adapter allowing
to mount the sensor is fixed. Digital dial indicator allows to directly measure the
deviation with respect to the base of the program. Ten static attempts were made.
The measurements were carried out using a camera equipped with a sensor with
resolution of 1600 by 1200 pixels. The field of view in the plane of the measure-
ment range is 340 by 250 mm. Reproducibility of obtaining each position in the
object’s coordinate system is illustrated as standard deviation of sensor readings.
Variability in consecutive directions is summarized in Table 1.

Variation of positioning in the direction normal to the marker is greater, but in
practical problems, often the precision required in this direction is lower. This can
be seen in the case of manipulating the objects, wherein variations are compensated
by the gripper. If vacuum gripper is used, inaccuracy can be compensated due to the
elasticity of the suction cup. In the case of welding, the inaccuracy of the position in
the direction normal to the QR code, and thus in the direction of welding nozzle,
usually can be compensated by automatic regulation of the arc length and the
automatic adjustment of the welding parameters.

8 Conclusions

The paper presents a method for dynamic modification of the programs of industrial
robots. The use of coded tags to mark objects enables selecting the appropriate
program and adjusting the coordinate system to object location in the robot’s
working space. The algorithms required for determining the position of objects
using matrix codes, recognized by the stationary camera, cooperating with the
industrial robot are presented. Simplified, stable calibration for robots and cameras
with low accuracy was proposed. Geometrical relationships, which should be cal-
culated when the program of industrial robots is developed and executed, were
presented. The results of repeatability test of solutions were collected and discussed.

Table 1 Standard deviation
in the static repeatability test

sx, sy [mm] sz [mm] sA, sB [º] sC [º]

0.32 1.77 2.23 0.50
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Proposed by the authors, solution is a simple, inexpensive way to increase the
universality of robotized stations. Further research should be done to improve the
accuracy and repeatability of the system, so that the proposed method for the optical
determination of the position of objects could replace the use of expensive rigid
positioners in the working space of industrial robots.
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Topology Optimisation Aimed
at Additive—SLM Manufacturing
of Metal Parts of ExoArm 7-DOF

Pawel Herbin, Dariusz Grzesiak and Marcin A. Krolikowski

Abstract Topology optimisation of mechatronic scanner arm components is pre-
sented in this chapter. Optimisation was carried out after static, linear FEM analysis
of parts. Von Mises stress map was applied for topological optimisation (TO).
Topological optimisation was performed by removal of body’s volumes. Optimised
parts after removal remained partially perforated. Only functional areas of the parts
remained unchanged. In order to fulfil outer part functional dimensions, cell lattice
structures were applied. Cell structures were prepared in CAD/CAM system, fully
parameterised. Boolean operations on optimised parts were applied to fill empty
volumes. Parts were then generated with application of selective laser melting
(SLM) technique. After SLM, machining of matching surfaces of corresponding
elements was applied.

Keywords Selective laser melting � SLM � FEM � Topology optimisation
Lattice structures

1 Introduction

Selective laser melting (SLM™) is a generative technique grouped in rapid man-
ufacturing range derived from rapid prototyping technologies. During SLM, metal
(or alloy) powder is selectively melted in horizontal areas, slice by slice. “Selective”
means that melting process is realised only in areas included for scanning. The
element is manufactured slice by slice. Virtual model is generated from CAD
system, as an STL file; prepared for melting by a special, dedicated software; and
then uploaded to a machine controller. Preparation for melting process includes
generation of support structures and division of the element vertically into slices.
Selective laser melting is getting to be a common manufacturing technique, used in
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the wide spectrum of scientific and industrial applications. Research on SLM
process focuses on following main areas: manufacturing of implants form bio-
compatible alloys and personalised medical equipment [1–7], manufacturing of
composites and nanocomposites [8, 9], generating the fully controlled lattice
ultralightweight structures [10]. SLM is applied as well to the production of special
tools used in different manufacturing techniques, like conformal cooling systems
for injection moulds and punches & dies for plastic working [11]. The possibility to
manufacture almost all geometric structures and shapes creates opportunities to use
it in combination with models of parts resulting from the optimisation of the
topology.

Topology optimisation (TO) [12] is a mathematical method that optimises
material layout for a given set of loads, boundary conditions and constraints within
a given design space, with the desired goal, for example, maximising the perfor-
mance of the system. TO is different from shape optimisation in the sense that the
design can attain any shape within the design space, instead of dealing with pre-
defined configurations.

The conventional TO formulation uses a finite element method (FEM) to eval-
uate the design performance. Nonlinear programming techniques such as the
method of moving asymptotes, genetic algorithms and optimality criteria are typ-
ically used for the design optimisation. Another method of solving TO is the use of
level sets [13] and topological derivatives.

Topology optimisation is mostly used at the initial level of the design process to
arrive at a design proposal that is then fine-tuned for performance and manufac-
turability. This replaces time-consuming and costly design iterations while
improving design performance.

In some cases, results from a topology optimisation, although optimised, may be
expensive or infeasible to manufacture by traditional technologies. These chal-
lenges can be overcome through the use of manufacturing constraints in the
problem formulation or through the use of additive manufacturing technology.

2 Research Objective

The subject of the optimisation process was elements of an ExoArm 7-DOF (in-
teractive 7-DOF motion controller of the operator arm) in the form of exoskeleton.
Interactive operator arm motion scanner is a mechatronic device [14]. Its task is to
allow the realisation of control of virtual and real equipment with force feedback.

Designed device is equipped with a variety of sensors such as sensors of torque
moments and operator force interaction as well as drives with tension gear. Device
drives have to synchronise the movement of a scanner with the movement of the
arm of operator together with the realisation of force feedback. Therefore, the drive
power is dependent on the maximum forces interacting with the operator and the
moments resulting from dynamic motion. Research on simulation shows that the
strength of the interaction with operator slightly affects the power of drives. Much
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more impact has inertia forces and the influence of gravity. Therefore, it is nec-
essary to reduce the mass of the moving components. As a result, weight of the unit
was reduced by removal of the drives from the parts and application of cable
transmission along with the measurement of torque. Weight of the operator arm
movement scanner mechanism had to be reduced also by the reduction of parts
weight. Assembly elements up to now are made of 7075 aluminium alloy and steel.
In order to further reduce weight, three parts (marked as 1, 2 and 3—Fig. 1) were
selected to be topologically optimised and manufactured with the application of
selective laser melting of Ti6Al4 V titanium alloy [15] in order to reduce the weight
while maintaining the specified strength. Figure 1 shows the interactive operator
arm movement scanner with the indicated items foreseen for additive
manufacturing.

3 Research Methodology

Process optimisation was preceded by using the finite element method—linear static
structural analysis. The parts were discretised using linear tetrahedral finite ele-
ments. Each of the analysed parts was clamped in corresponding areas where the
target will be in contact with the other elements of the scanner. Clamp fixed
translational degrees of freedom on selected walls (Fig. 2a). Then, each of the parts
has been loaded with the concentrated force and torque moment in reference point
(Fig. 2b), which has been correlated with the real loads in a complete kinematic
assembly of movement scanner (Fig. 1). The values of the forces for individual
components are shown in Table 1.

Fig. 1 ExoArm 7-DOF
together with the indicated
items foreseen to be
manufactured by AM
(Additive Manufacturing)
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The results of the analysis are shown in Figs. 3 and 4. Reduced von Mises stress
distribution is shown in Fig. 3. Figure 4 shows the distribution of the nodal
displacements.

(a)

(b)

Fig. 2 Clamp areas (a) and loads (b) of exoskeleton elements

Table 1 Forces and torque moments for each part

No. Part
no.

X Force
(N)

Y Force
(N)

Z Force
(N)

X Torque
moment (Nm)

Y Torque
moment (Nm)

Z Torque
moment (Nm)

1 1 21.03 17.32 21.81 25.77 4.79 50.83

2 2 21.03 17.32 21.81 25.77 4.79 50.83

3 3 4.55 3.92 4.61 0.22 19.79 15.28
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Fig. 3 Von Mises stress distribution

Fig. 4 Distribution of the nodal displacements

As an objective function of the optimisation process, a minimum volume of
material parts was assumed, while applying restrictions in the form of the maxi-
mum stress focused with a value of 560 MPa. This value results from the values of
yield strength (Rp 0.2) of the final material of the parts (Ti6Al4 V-Rp
0.2 = 1120 MPa [14]), divided by 2, which was the result of the safety factor
application.

In order to preserve the functionality of the optimised part, selected areas were
excluded from the analysis. These areas are in contact with either other corre-
sponding parts or the connectors placement. Comparison of part geometry obtained
in the process of the geometry optimisation is shown in Figs. 5, 6 and 7, respec-
tively, for part No. 1, 2 and 3 of exoskeleton.

Optimisation resulted in significant reduction in the analysed parts volume. The
exact values of the volume of each part before and after the optimisation are
presented in Table 2.
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Fig. 5 Optimisation volume “morphing” for part No 1

Fig. 6 Optimisation volume “morphing” for part No 2

Fig. 7 Optimisation volume “morphing” for part No 3
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4 Post Processing—Application of Lightweight Lattice
Structures

Empty space of components left after optimisation had to be filled with some body.
Ultralightweight matrix was applied because of further SLM manufacturing pro-
cess. Manufacturing of parametric ultralightweight lattice structures is possible only
with the application of additive manufacturing, for example, SLM technique.

Aimed at this, structure type XLo (Fig. 8) was selected. Figure 8 presents view
of the cell element. Cell dimensions are 5 � 5 � 5 mm with round bridges of dia.
1 mm. Matrix was prepared in CAD/CAM system CATIA v5. Technology known
as “PowerCopy” was applied to generate single cell. Cell is fully parameterised to
be patterned then across the parts. To prevent functional areas contacting with the
corresponding moveable parts of the sensor, Boolean operators were applied. Such
approach generated solid elements in functional parts and ultralightweight structure
around optimised bridges after material removal. Figures 9, 10 and 11 show,

Table 2 Results of the optimisation

Part Volume before optimisation
(cm3)

Volume after optimisation
(cm3)

Percentage reduction
(%)

1 85.703 19.29 77.5

2 38.408 22.13 42.4

3 61.64 33.61 45.5

Fig. 8 Structure cell with
code name XLo 5 � 1 mm

Fig. 9 Part No. 1 ready for
assembly
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respectively, parts 1, 2 and 3 photos, after SLM manufacturing with lattice struc-
tures filling the part bodies. Parts are presented after machining process, ready for
assembly.

5 Summary

Topology optimisation caused significant removal of part volume; therefore,
insertion of lattice structure to fill parts dimensions was essential. Cells coded XLo
with small bridge diameters were applied. Some deformations of structures, caused
by residual thermal stresses were, however, observed after a couple of months.
Additional thermal processing—heat treatment—is essential for removal of residual
stresses of complex lattice structures after SLM manufacturing. Alternative cell
types are also taken into account for further research.

Additional and further research is foreseen to predict the effects of residual
stresses versus the type of cell element and type of geometrical bodies. Analytical
prediction finally could be very useful although needs a lot of experimental
research.

Experiments with new materials with anti-stress additives or even experiments
with alloys for lattice cell structures are foreseen as well.

A dedicated scientific project would be essential to solve above issues.

Fig. 10 Part No. 2 ready for
assembly

Fig. 11 Part No. 3 ready for
final assembly
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Applications of Optomechatronic
Technologies in Innovative Industry

Tomasz Giesko and Adam Mazurkiewicz

Abstract This paper presents a review of the recent progress of optomechatronics
for innovative industry. In identifying the direction of further development of
optomechatronic technologies, the authors have used their own extensive experi-
ence in implementing numerous high-end vision systems for monitoring the tech-
nological processes and product inspection as well as unique research equipment.
During the analysis of the literature, reports and case studies, the authors indicate
future trends in the area of optomechatronic technologies that involve hybrid
inspection methods that use 2D and 3D imaging methods and terahertz spec-
troscopy, which increases the resolution of camera sensors. Observed problems and
limitations of optomechatronic technologies are discussed. This chapter presents
selected examples of implementations with the authors’ participation of automated
optical systems in industry. The system for visual inspection and qualitative
selection of shafts in the automotive industry and the hybrid system for online
monitoring the plastic forming processes are described. The original hybrid
inspection method of the aluminium extrusion process demonstrates the ability to
detect defects in the material structure that are not visible in the visible range.
A new important direction of research planned in the authors’ scientific activity is
the use of terahertz imaging for the inspection of materials and products.

Keywords Innovative industry � Optomechatronic technologies � Knowledge
transfer

1 Introduction

Increasing the productivity of industrial enterprises is a key priority in maintaining
market competitiveness. The effectiveness of production processes, the quality of
the manufactured products and the cost of production are crucial to its level. These
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factors depend directly on the level and intensity of the implementation of inno-
vative technologies in enterprises in the fields of robotics, automation and the
computerization of production processes. Complementary action to increase the
production efficiency is to increase the flexibility of production lines by reconfig-
uring and adapting them to a variety of tasks with a focus on the future development
of intelligent modular production systems [1]. A comprehensive and systematic
approach to the organization and operation of innovative enterprises using smart
technologies represents the features of Factories of the Future [2].

Innovative solutions for improving the quality and efficiency of manufacturing
processes in industry are the result of research and development combining tech-
nologies from different areas of intelligent specialization. The integration of various
areas of research and development is a key to the development of new incremental
or breakthrough technologies. A particularly interesting example of the process of
shaping new multidisciplinary research and technological development areas is
optomechatronics, which is a synergic integration of mechatronics and optoelec-
tronics [3, 4]. For several years, the growing role of optomechatronic technology in
enhancing the level of innovation in the economy is indicated in the priorities of the
strategy for the development of research and industry [5]. The key importance of
advanced pro-development and industrial technologies is reflected in the priorities
of the EU Framework Programme “Horizon 2020”, which is a programme oriented
towards the development of enterprises [6]. Issues in the area of optomechatronics
have been included in the R & D priorities within the scope of “National Smart
Specializations in Poland”. Responding to the growing demand of industry for
modern technologies are strategic programmes that provide solutions to the prob-
lems of the development of system innovativeness in a systematic way and con-
solidate and integrate the potential of research and development institutions [7]. The
articles prepared on the base of achieved results discuss the main trends in the
development of optomechatronic technologies for industry and present selected
examples of innovative optomechatronic systems developed at ITeE-PIB and
implemented in industrial companies [8].

2 The Area of Research and Main Directions
for the Development of Optomechatronic Technologies
for Industry

An overview of vision systems and their applications in a variety of industrial
branches during the previous decade was presented in [9]. The author points out the
following as the most significant challenges to the modern vision systems applied in
industry: the flexibility of the vision systems and their ability of adaptation to
evolving tasks, and the development of image processing sensor and human–
computer interfacing. The prevailing group of solutions used in industry are the
systems for automated optical inspection used in production. Selected examples of
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progress in optomechatronic technologies, including laser and fibre optics, machine
vision, micro-optoelectro-mechanical systems and optomechatronics for manufac-
turing applications, are presented in [10].

The specificity of optomechatronic systems primarily originates from the prin-
ciples of the interaction of optical radiation with matter and the change of the
attributes of radiation occurring as a result of reflection, diffusion, transmission and
deflection. Optical sensors are used to enable imaging in different spectral ranges
that extend beyond the visible spectrum (Fig. 1). A breakthrough in industrial
inspection methods is a terahertz technology with a radiation range of approx. 0.1–
10 THz [11]. Wide use of terahertz technology will be fully possible in the future
with the further development of sources and radiation detectors. In the design of
measuring systems, the direct dependence of optical resolution and the accuracy of
measurements taken from the wavelength of the applied optical radiation determine
the application capabilities of the system.

The use of computer technology to analyse these phenomena in integration with
mechatronic technologies allowed new functionalities, which are characteristic of
the breakthrough of optomechatronic technology. Optomechatronic systems show
significant features, such as the ability to use non-contact measurement, the use of
information encoded in a vision image for object evaluation, high immunity to
interference, the ability to detect signals in an extended range of electromagnetic
spectrum, and integration in automation systems for technological processes. The
most common feature of optomechatronic systems is the modularization of the
structure, which integrates optoelectronic sensors that perform specialized tasks,
dedicated microcomputers and mechatronic modules.

In the general structure of the optical inspection system (Fig. 2), the following
basic components are distinguished:

Fig. 1 Spectrum of electromagnetic radiation and sample images recorded in selected radiation
ranges
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– a vision module that records an image of an object;
– a computer system that performs the tasks of recording, processing and ana-

lysing images and the obtained measurement results, as well as controlling the
monitoring process; and

– mechatronic executive systems.

The optical signal that reaches the camera sensor is converted to an analogue
signal and then to digital signal and finally stored in the computer’s memory. The
image is digitally processed using appropriate algorithms to distinguish features that
may be relevant for the object’s monitoring and inspection process. In the process
of digital image analysis, the detection and quantification of the features make it
possible to identify and classify them.

In the optical inspection system, there exists a feedback loop in which the optical
information of the object converted into a quality inspection result is the basis for
the activation of control processes for mechatronic units. Basic tasks of units
include the transportation of inspected products with their positioning in the
measuring zone and the selection of products after quality inspection. Other
functions performed by mechatronic systems may include cleaning the products
before inspection, changing the position of the vision module relative to the con-
trolled object and changing the configuration of the vision module (e.g. lighting
positions).

The following key factors determine the level of technical sophistication and the
innovation of optical inspection systems:

– Camera parameters, including resolution of the sensor, spectral sensitivity, rate
of image acquisition and data transfer;

– Parameters of lenses, including optical resolution and image distortion level;
– Used lighting methods and parameters of illuminators;

Fig. 2 Diagram of the structure of the optical inspection system in a general
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– The performance and efficiency of image processing and analysis algorithms;
and,

– Operational features, including immunity to interference, producing reliability.

Advanced optomechatronic systems enable the achievement of high measure-
ment accuracy, providing the repeatability and stability of automated measurement
processes. An important problem in the design of industrial inspection systems is
often the necessity of adjusting the speed of operation to the efficiency of the
production line.

Due to the specifics and often high innovative level of the developed
optomechatronic systems, the methodology of design and implementation of
optomechatronic solutions, in particular unique optomechatronic systems, must take
into account the systematic approach to addressing the problems that arise with the
involvement of multidisciplinary teams of scientists and engineers and using
advanced modelling and simulation methods [12]. Therefore, the design and
implementation processes of optomechatronic systems vary considerably from
typical engineering projects. Selected key issues in the design and implementation
of optomechatronic systems, as observed in R & D and application projects, are
presented in Table 1.

As the main directions for the development of optomechatronic technologies for
the needs of innovative industry, the following should be noted:

– Increasing the resolution of camera sensors;
– Increasing acquisition and transfer rates for images recorded in computer

memory (introduction of 10 GigE cameras);
– The development of hyperspectral and multispectral cameras;
– The development of terahertz imaging technology;
– The development of hybrid methods and systems that combine different meth-

ods (e.g. fusion of images recorded in different electromagnetic spectrum
ranges);

– The development of 3D imaging methods;
– The development of adaptive optical systems, including liquid lenses; and
– The development of micro-optoelectro-mechanical systems technology.

The results of the research work show a wide range of possibilities for the use of
inspection systems based on the analysis of radiation reflected from objects as well
as the emission of materials subjected to terahertz radiation [13].

An analysis of available reports and market forecasts for optomechatronic
technologies indicates a steady increase in their share in industrial production. The
global market value of machine vision systems will increase from around $19
billion in 2016 is estimated at $30 billion in 2021 [14].
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3 Examples of Applications of Optomechatronic
Technologies in Innovative Industry

The main directions of research in the field of optomechatronic technologies
implemented at the Institute for Sustainable Technologies—NRI, with the author’s
participation correspond to the latest world trends in this field. The results of
research and development works are several dozen innovative specialized solutions
for many industries, including metal, automotive, tobacco, glass, as well as special
production areas. The systems presented below are only some selected examples of
effective cooperation between the Institute and industry.

Table 1 Selected issues occurring during the design and implementation of optomechatronic
systems

Issue Applied approach and actions

Utilization of phenomena of light interacting
with matter and effects of changes in radiation
characteristics as a result of reflection,
deflection, dispersion and transmission within
the developed solutions

Application of specialized apparatus and
software for data analysis;
Application of specialized methods of
modelling and simulation intended for the
area of photonics

Methods of encoding information using:
– coherent radiation (attributes: amplitude,
frequency, radiation phase, direction of
polarization);

– non-coherent radiation (attributes: intensity
distribution, spectral range, polarization)

Modelling and simulations
Selection of sampling and quantization
parameters for optical signals by analysis and
experiments

Integration of mechatronic and optoelectronic
components and systems

The application of a method of simultaneous
implementation of tasks

The high accuracy of optomechatronic
systems
The influence of the accuracy of construction
and mechanical disturbance factors (strokes,
vibrations) on optomechatronic systems

Detailed analysis and identification of
disturbing factors and the application of
methods to eliminate or reduce their effect
The application of specialized mounting
technology
The application of appropriate calibration
methods

The uniqueness of the solution
Limited range or no other available
components providing analogous parameters

Growing database for components available
on the market;
The development of alternative concepts and
design projects

Sensitivity of optoelectronic systems to
environmental factors

The need for detailed analysis and
identification of disturbing factors and for
taking into account effective methods to
eliminate or limit them;
Taking into account the increase in project
costs
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3.1 System for Visual Inspection and Qualitative Selection
of Shafts

The developed system is intended for automated optical inspection of metal shafts
and their qualitative selection [15]. The system enables the inspection of the fol-
lowing features: thread, knurls, grooves and measurements of the shaft length. The
principle of the operation of the device consists in the use of three CCD cameras
vision system for acquisition of images of inspected shafts (Fig. 3). The solution
allows the detection of defects in subregions with a high optical resolution. To
ensure proper lightning of the inspected shaft, specialized front-light and back-light
LED illuminators were developed.

The image processing is performed by original software with the use of the
following operations: filtering, morphology operations (dilation and erosion) and
edge identification (Fig. 4). Various shaft measurements are checked and calcu-
lated, and features of the shaft are detected (thread, knurls, grooves).

The shaft measurement is calculated based on the position of the shaft ends
presented in images with use of the “Look-up Table” (Fig. 5). The two-dimensional
Look-up Table was created in order to calculate a correct shaft length considering
perspective errors. The system allows shaft length measurements with an accuracy
of 0.1 mm.

The developed system was implemented in a company producing products in
large scale, delivered to the recipients who are global automotive companies.

3.2 Hybrid System for Monitoring the Plastic Forming
Processes

The result of the research project is a method and hybrid system for monitoring
industrial processes of hot extrusion and automated online inspection of extruded
profiles [16]. The innovative hybrid monitoring method developed is based on the

Outfeed with selector

Camera module

Fig. 3 Visual inspection and qualitative selection module in the developed device

Applications of Optomechatronic Technologies … 549



use of combined techniques for surface observation in the infrared and visible bands
and the computerized analysis of recorded images. Applied algorithms enable the
detection of various types of defects of the products and the identification of
irregularities in the technological process based on the analysis of thermograms
presenting the temperature distribution on the surface of the product. The following
defects can be identified: streaks, grooves, cracks, recesses, blisters, bonding lines,
dimensional defects and shape defects [17, 18]. The authors’ special achievement is
the developed hybrid method that enables the detection of an uncontrolled local
increase in temperature, which results in streak defects that manifest themselves
only after anodizing or painting of the aluminium profile. For observation of the
surface of aluminium at high temperatures up to approx. 600 °C, a NIR sensor
camera with a spectrum of 0.9–1.7 microns was selected. The proposed solution
provides the most favourable conditions of temperature measurement due to the
characteristics of the emissivity. The accuracy of temperature measurement by the
camera is ±1 °C. The 3D visualization of the temperature distribution on the
surface of the profile is shown in Fig. 6a. Each temperature deviation from the
assumed level is marked by the white colour on the image after the binarization
process (Fig. 6b).

Fig. 4 Scheme of inspection procedure

Fig. 5 Shaft length measurement
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The developed system enables the detection and identification of various types
of aluminium profile defects (Fig. 7). The potential uses of the hybrid method and
developed system include the monitoring of high temperature processing, such as
hot rolling, hot forging and extrusion.

Continued work involves the application of high-resolution infrared cameras and
multispectral cameras, and developing advanced algorithms for image processing
and analysing.

4 Conclusion

This paper presents a state of the art review on the recent progress of
optomechatronics for innovative industry. In identifying the direction of further
development of optomechatronic technologies, the authors have used their own

(a) (b)

Fig. 6 Visualization of experimental results: a 3D visualization of temperature distribution on the
surface, b thermal image after the process of binarization

Row 

Billet-to-billet joint

Row 

Billet-to-billet joint

(a) (b)

Fig. 7 Examples of defects observed on the surface of profile: a thermogram after thresholding
operation b 3D thermogram after erosion and dilation operations
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extensive experience in implementing numerous high-end vision systems for
monitoring the technological processes and product inspection as well as unique
research equipment. This chapter presents only selected examples of developed
solutions. The original hybrid inspection method of the aluminium extrusion pro-
cess demonstrates the ability to detect defects in the material structure that are not
visible in the visible range. The research works carried out by the authors utilize the
latest achievements of optomechatronic technologies, such as an imaging method in
terahertz band. Previous research confirms the potential for use of terahertz imaging
for the inspection of materials and products in industry. The key determinant of the
future use of terahertz spectrometry will be an increase in imaging resolution. The
major challenge in optical inspection systems for the innovative industry is to
increase the functionality and elasticity that allow modification and adaptation of
the system to a variety of tasks in the production lines. Optomechatronic systems
are now becoming indispensable in many industries, including automotive, aviation
and special production. Trends in the further development of optomechatronic
technology result from the industrial revolution strategy of “Industry 4.0” and new
business needs. The main directions of R & D work include the further develop-
ment of advanced photonic sensors and the use of hybrid methods, including 3D
imaging.
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Case Study of Thermal Stress Distribution
Within Coating Applied on Aluminum
Plain Clutch Plate by Thermal Spray
Coating Technique

Piotr Jablonski, Piotr Czajka, Adam Patalas, Rafal Talar
and Michal Regus

Abstract In this paper, information about the durability of friction clutches under
high heat conditions was described. As a way to extend their life and performance,
thermal spray coating method is proposed. Process of modeling and conducting
simulation in FEA (finite element analysis) environment was described. The ther-
mal stress distribution in coating system in relation to the thickness of applied
coating was investigated. Conducted simulation allowed to obtain data that pre-
sented strong correlation between coating thickness and both maximum value of
Huber-Mises reduced stress and stress distribution characteristics within coating.
Collected data allowed to evaluate the possibility of application of such coating on
an aluminum plain clutch plate that works under high heat and dry conditions.
Presented research has proven that design of such coating should especially cos-
nider coating thickness and thermal stress condiitons, as these factors may have
strong influence on relibilty of cluth plates.

Keywords Thermal stress � Finite element analysis � Thermal spray
Wear � Fricition

1 Introduction

Friction clutches belong to the group of mechanical units which purpose is to
couple driving part of the machine to driven part in the way that allows for the
transmission of power and motion. Therefore, friction clutches are commonly
applied in automotive, aerospace, and machine industry [1]. Increasing demands on
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performance and durability of clutch components require their continuous devel-
opment in the field of wear and heat resistance.

Engagement of clutch plates is connected with the increase of contact pressure
between these plates. Increasing value of this pressure combined with high relative
slide velocity results in the generation of significant frictional heat which leads to
high temperature rise on the clutch plate surfaces. This phenomenon is significant
issue that must be taken into consideration, because it might cause meaningful
thermomechanical problems such as occurrence of thermal deformations or ther-
moelastic instability that result in thermal cracking and high rate of wear [1, 2]. For
these reasons, it is clear that during clutch components designing process, one of the
most important issues that must be thought about is the choice of material for friction
pair combined with optimal coating technology. Vast studies connected with
increasing demands on product quality and performance have been concentrated on
the extensive investigations in which empirical studies have been published [3–5].

Surface and coatings technology take important part on the field of machine
components life extension, together with the increase of their performance. Over the
last years, constant development of surface engineering has contributed to the creation
of numerous methods of coating technology that are capable of significant change in
surface properties of the processed object without changing its substrate [6, 7].

Among these methods, one of the most versatile applications to protect com-
ponents from corrosion and abrasive or adhesive wear is thermal spray coating
technique. Thermal spraying is the term that defines a group of processes in which
both metallic and nonmetallic materials are sprayed on the substrate in the form of
fine particles in molten or semi-molten conditions or even in some cases in the solid
state to form coating [8, 9]. Coating material includes pure metals, metal alloys,
hard metals (i.e., carbides and cement), ceramics, polymers, and combination of
these materials. Depending on used technique—defined by the tool which can be
special gun or torch—feedstock material can be delivered in the form of powder,
wire, or rod shape.

As main advantages of thermal spray processes in comparison with other coating
technologies can be stated as follows [8]:

• extremely wide range of materials that can be used to make a coating;
• the heat input to the coated component is noticeable low; therefore, application

of thermal spray coating has relatively small effect on the substrate properties;
• significant change in substrate surface properties and functionalities can be

obtained, for instance, in its hardness and wear resistance, and also chemical
corrosion and heat resistance;

• cost efficiency;
• ability in most cases to strip and recoat worn or damaged coatings without

changing the properties and dimensions of the part; and
• thermal spraying is regarded as green technology.

However, this technology is not free of drawback. Major disadvantages are size
limitations that prohibit the coating of small objects and also the line-of-sight nature
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of the deposition process—meaning that only what the torch or gun can actually
“see” can be coated [9].

During the deposition process, torch or gun does multiple passes over the surface
of the coated object. The structure of sprayed deposit is characterized by lamellar
nature. What is more, properties of the deposit are significantly influenced by the
parameters that were used in spraying process [7, 8]. According to the state of the
art on the field of thermally sprayed coatings [7, 10], residual stresses that are
generated within the coating have serious influence on its performance. The phe-
nomenon of these stresses is quite complex to predict depend largely on thermal
conditions of spraying process. As it is presented in [7], residual stresses which
develop in coating are the combination of quenching stresses that generate during
deposition and cooling stresses which occur after the process. The quenching
stresses have always tensile nature and are the result of rapid cooling of sprayed
particles from their melting temperature to the temperature of substrate after they
reach its surface [10, 11]. The cooling stresses occur in phase called secondary
cooling when the temperature of applied deposit drops from the temperature that
was reached during the process to the room temperature. These stresses are induced
by mismatch in thermal shrinkage of substrate and coating as a result of the dif-
ference in coefficients of thermal expansion (CTE).

Depending on the sign of quenching and cooling stresses values, residual
stresses in coating could be of tensile or compressive nature [10–12]. According to
[7, 10, 13, 14], the presence of compressive residual stresses is generally more
favorable than tensile ones, as they not only may not harm the coating system but
also can contribute to improvement of adhesion bonding and inhibit formation of
cracks in coating layers. Occurrence of tensile nature of residual stresses usually
leads to problems such as initiation and propagation of cracks which result in
interface delamination, loss of adhesion, and fatigue failure [7, 10, 11, 15].

The present research introduces finite element modeling (FEM) technique to
study thermal stress generation and distribution on thermal spray coatings on clutch
plain plates. Obrained data is expected to be a useful knowledge in future devel-
opment of wear resistant coatings that are exposed to high temperature conditions.

2 Research Problem

The aim of present study was to designate distribution and magnitude of thermal
stress in thermal spray coatings manufactured on clutch plain plates. This research
considered application of Cr3C2–NiCr coating on aluminum alloy plain plate. Such
coating can be applied on motorcycle clutch components to increase their wear
resistance, especially in high temperatures. As some high performace applications
involve dry conditions of clutch operation, excessive wear and increased temper-
ature may occur. Because of that, application of functional coatings should be
considered as promising way of increasing durability and performance of motor-
cycle dry clutches. As proposed coating material has different (lower) coefficient of
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thermal expansion than substrate material, under conditions of increased tempera-
tures, thermal stresses in coating occurrence are expected. To better increase cor-
relations between coating thickness and stress distribution within coating, authors
decided to conduct several finite element simulations.

2.1 Simulation Model Preparation

Single plain aluminum clutch plate was assumed as input geometry for simulation.
Design of tested clutch plate with its dimensions was presented in Fig. 1. Thin
coating was applied to both load bearing surfaces of clutch plate.

Thickness of coating was defined as 0.1, 0.2, 0.4, and 0.5 mm. Simulations were
conducted as 3D, static, and structural type.

Model for finite element analyses was multibody. Material properties were
applied separately for different bodies. In Table 1, material properties assigned to
different bodies included in simulation were presented.

Boundary conditions assumed application of frictionless support on surfaces of
plate that stays in contact with engine shaft in real conditions. As well, the sym-
metry of developed model was assumed. Model was described as symmetrical with
symmetry plane perpendicular to main axis of the model and placed in center of a
model. Also, axial symmetrical of problem was assumed. Loads in described
problem assumed only thermal conditions for all bodies. Applied temperature was
equal to 300 °C. Reference temperature was equal to 22 °C. Relation between
substrate and coating model was defined as bonded contact type. Contact problem
formulation included augmented Lagrange method. Finite element mesh was
applied to a model. Size for meshing of the coating was set as 0.05 mm maximum
and for meshing substrate as 1 mm. Difference in element size for different bodies
resulted because of the fact that study was aimed to designate stress in coating,
rather than in substrate. Finite element mesh was presented in Fig. 2.

Fig. 1 Geometry of clutch
plate
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3 Results

Presented research included four tests, conducted with different coating thickness
varying from 0.1 mm to 0.5 mm. All simulations were conducted under the con-
ditions of temperature equal to 300 °C. In order to determine the behavior of
applied coating under assumed temperature and its influence on stress distribution
within studied coating system, the maximum value of Huber-Mises reduced stress
and uniformity of stress distribution in coatings were adopted as the evaluation
criteria.

All presented figures show stress distribution in cross section close to the
boundary between substrate and coating, as maximum magnitude was observed
there. Reduced stress distribution for case with lowest coating thickness equal to
0.1 mm was presented in Fig. 3a. As one can be seen, maximum stress zone was
placed in inner boundary of coating and achieved the value of 453 MPa. In case of
coating thickness 0.2 mm, slight increase of stress magnitude was noted. Stress
magnitude in that case reached 496 MPa. Stress distribution for this case can be
observed in Fig. 3b. Simulation results for coating thickness equal to 0.4 and
0.5 mm were presented in Fig. 3c and d. In case of coating thickness 0.4 mm,
maximum observed stress reached 526 MPa. Simulation with maximum coating
thickness equal to 0.5 mm resulted in stress magnitude over 605 MPa.

Table 1 Material properties and its assignment

Material Young
modulus (GPa)

CTE (10−6 K−1) Density
(kg/m3)

Assignment

EN AW 7075 82 23.1 2810 Substrate (clutch plate)

Cr3C2–NiCr 260 10.5 6800 Coating

Fig. 2 Finite element mesh
on studied model
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4 Discussion

Based on the results that were presented in Fig. 3, change in characteristics of
distribution can be seen. In case of lower coating thickness, calculated stress dis-
tribution was more uniform than in case of coating with greater thickness. It can be
noticed that increase of coating thickness resulted in shift of the maximum stress
close to inner coating diameter.

Comparative chart of obtained maximum stress magnitudes for each simulation
was presented in Fig. 4. One can be observed the significant change in maximum
stress magnitude. Analysis of the obtained results showed the nonlinear correlations
between the thickness of the coating and the maximum stress value.

Change in stress value and its distribution can be explained by the differences
between CTE of substrate and deposit material. What is more, change in stress
distribution and its shift with increase of coating thickness should be explained by
notch effect. This information is all the more important considering lamellar nature
of the coating deposited with thermal spray technique.

Fig. 3 Stress distribution for coating thickness: a 0.1 mm, b 0.2 mm, c 0.4 mm, and d 0.5 mm
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5 Conclusions

The thermal stress distribution in coating system in relation to the thickness of
applied coating was investigated. Conducted simulation allowed to obtain data that
presented strong correlation between coating thickness and both maximum value of
Huber-Mises reduced stress and stress distribution characteristics within coating. As
it was expected, these maximum values occurred at the interface of substrate and
deposit material. Reason for this is a big difference in substrate and deposit material
CTE (coefficient of thermal expansion) value. This difference contributed to thermal
deformation of substrate while thermal stress occurrence. Thin coating, because of
the significantly lower coefficient of thermal expansion, experiences stretching
stress. This kind of stress is strongly unwanted in ceramic-based materials, as such
kind of materials is capable of bearing higher compressive stresses.

Analysis of stress distribution allowed to notice increase of this distribution
toward inner boundary of coating with increase of coating thickness. What is more,
significant increase in the value of stress also was observed. Explanation of this
phenomenon might be by the increase of notch effect. This is very important data,
especially if taken into account lamellar nature of thermal spray coating.

Correlations between observed stress magnitudes and coating thickness were
nonlinear. Because of that, optimization of coating thickness should be considered
while designing coating application. One can observe that in case of coating
thickness change from 0.4 to 0.5 mm, increase in obtained maximum stress value is
approximately two times greater than in case of thickness change from 0.2 to
0.4 mm. Knowledge of this correlation can be useful in best coating thickness
determination.

Presented coatings besides superior wear resistance and frictional properties
show some drawbacks when exposed to some conditions. Nickel-based composite
coating tends to present lower values of coefficient of thermal expansion than
metallic substrates. Especially, application of such coatings on an aluminum alloy
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Fig. 4 Summary chart of resulted magnitude of maximum reduced stress in coatings
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substrate causes significant differences in thermal deformation of substrate and
coating. In case of steel substrates, differences in coefficient of thermal expansion
are lower, so the influence of thermal stress is expected to be less significant.

The results of described research allowed to formulate following conclusion that
the success of coating that was deposited with thermal spray technique depends on
many factors. Among these factors, correct selection of materials which are going to
form the coating system is particularly important. In the analyzed case, it was
shown that, although presented coatings should contribute to extend life and per-
formance of aluminum plate clutches in fact may cause accelerated wear and
damage due to material mismatch—especially in case of CTE value.
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Augmented Reality in Training of Fused
Deposition Modelling Process

Filip Gorski, Radoslaw Wichniarek, Wieslaw Kuczko, Pawel Bun
and John A. Erkoyuncu

Abstract The paper presents results of a pilot study using Augmented Reality
techniques for learning and training of 3D printing process of Fused Deposition
Modelling (FDM). The authors created a mobile, tablet-based Augmented Reality
solution for learning of basic operations performed on a 3D printer during prepa-
ration and realization of a process of Fused Deposition Modelling. Then, two
groups of novice students were tested for efficiency in realizing these processes: one
group was taught using traditional learning method and the other—without any
traditional training whatsoever, only basing on the Augmented Reality application
for the process guidance (self-learning). The obtained process realization times
were compared with reference times obtained by expert process engineers. The
results are promising, but there is a high need of expert consulting for students
using only the Augmented Reality.

Keywords Augmented reality � Fused deposition modelling � Engineering train-
ing � Learning

1 Introduction

Modern design and process engineers have many technologies and methods aiding
their daily work and decision-making at their disposal. Among these methods, there
are plenty of traditional ones, such as statistical methods [1], as well as a whole bunch
of new technologies, such as agent computing and artificial intelligence [2]. Another
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important new technologies, which can be used both for decision-making and directly
in design or training processes are Virtual Reality and Augmented Reality.

The Augmented Reality (AR) technology is used for displaying dynamic spatial
and flat visualizations overlaid on real-world objects. The AR definition by Azuma
[3] includes constant bond between real-world and digital objects as well as an
interaction between the user and the virtual objects. The AR solutions can be based
on headsets [4], such as Microsoft HoloLens, as well as on mobile devices, such as
cell phones or tablets [5, 6]. Augmented Reality is widely used in engineering
processes, such as manufacturing [7] or maintenance [8].

Augmented Reality and related technology of Virtual Reality (VR) both use
similar visualization techniques and hardware, although VR is focused on obtaining
a feeling of immersion [9] through placing a user in a computer-generated envi-
ronment, e.g. for better educational effect [10]. The AR and VR applications are
often used for training and education [11], in engineering [12–14], medicine [4] and
standard education processes [15]. Both technologies allow enclosing of human
knowledge inside a computer application and visualization with high level of
interaction [16], thus enabling high efficiency in training performed without
supervision and self-learning. The AR is also one of the key elements of the
so-called Industry 4.0 concept [17].

The paper presents a pilot study using Augmented Reality application used on a
mobile device for self-learning of operations performed in a 3D printing process of
Fused Deposition Modelling. Efficiency of self-learning based on AR is compared
with traditional learning methods and results of experts.

2 Materials and Methods

2.1 Fused Deposition Modelling Technology

The Fused Deposition Modelling (FDM) technology is one of the less complex
technologies of additive manufacturing (3D printing), regarding both the process
and machine design. As a consequence, FDM machines come in all size and cost
variants, with the cheapest ones being economically acceptable even for personal
use [18]. In the FDM process, material in form of a filament made out of a ther-
moplastic polymer is supplied to an extruder, moving in XY (horizontal) plane. The
material is heated and extruded into a modelling platform, where it solidifies. After
a given layer is completed, the platform (table) moves in the Z (vertical) axis, to
continue extruding material in a subsequent layer. This process is repeated until the
whole model is obtained [19]. Two types of materials are used: basic material for
the product (model) and support material for the support structures, which are
removed after the process is finished.

The FDM technology, especially regarding the low-cost machines or
semi-professional devices, such as the MakerBot Replicator 2X by Stratasys
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company (Fig. 1), requires specific preparations before the process is started and
supervision during its realization. It is related to possibilities of thermal deforma-
tions, caused by shrinkage of material after it is deposed [20]. The platform or the
chamber can be heated, to partially prevent this. Nonetheless, disjointing the
semi-finished part from the modelling platform is a frequent problem of many FDM
machines including the Replicator 2X [21]. It can be prevented also by proper
preparation of the modelling table—using specific materials to cover it, to ensure
proper adhesion of extruded polymer.

Other stages of machine preparation include loading of material filament into the
nozzle, cleaning the modelling space and ensuring that material flows properly out
of the nozzle. The process itself must be supervised—when certain defects occur,
their early spotting can save the whole part or at least allow quick restarting of the
process without too high time and material loss.

All the above-mentioned factors make the FDM process engineers obtain specific
manual skills and experience in visual evaluation of the material, modelling table
and the process course. These skills must be taught accordingly. The aim of the
studies presented in this paper was to find out if it is possible to self-learn the basic
stages of the FDM process preparation using the Augmented Reality technology.

2.2 Operating Procedure of MakerBot Replicator 2X

The authors formalized the expert knowledge regarding basic operations of 3D print
process preparation using the MakerBot Replicator machine into a descriptive form

Fig. 1 MakerBot replicator
2X machine for fused
deposition modelling
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of a single procedure, divided into tasks, further divided into subtasks. The pro-
cedure, written as a text and image document, covers all the basic stages of machine
preparation and making of a test part. It was used as a basis for further research
activities—it was slightly modified and digitized into an AR app (see next chapter)
and in its basic form it was used as a manual for students trained using a traditional
approach.

The procedure consists of the following tasks and subtasks:

• Task 1. Check machine status and turn it on

– Subtask 1.1 Locate the machine
– Subtask 1.2 Check machine completeness
– Subtask 1.3 Check if the modelling table is empty
– Subtask 1.4 Turn on the machine

• Task 2. Prepare table for manufacturing

– Subtask 2.1 Make general visual evaluation of the table
– Subtask 2.2 Check kapton tape
– Subtask 2.3 Prepare kapton
– Subtask 2.4 Coat table with ABS solution

• Task 3. Prepare extruders

– Subtask 3.1 Run preheat mode
– Subtask 3.2 Check material spools
– Subtask 3.3 Load material

• Task 4. Make test print

– Subtask 4.1 Prepare machine
– Subtask 4.2 Start test print
– Subtask 4.3 Supervise the print
– Subtask 4.4 Remove print

The procedure usually is presented to students of the Production Engineering
program, over the course of 3-h. The authors perform this training in person on a
yearly basis. The exemplary test print is a model of a bracelet (Fig. 2), supplied
with the machine software. It is manufactured out of ABS material, and the 3D print
time is approx. 17 min.

2.3 Augmented Reality Application

The Augmented Reality application was created using the Unity 3D engine and
Vuforia package for Augmented Reality purposes. Destination platform of the
application is the Android operating system, making it available for use on generic
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cell phones or tablets with this system. General scheme of use of the application is
presented in Fig. 3.

The procedure described in Sect. 2.2 was digitized for display and task flow.
Each task has its description and image displayed for the user. Each subtask has an
image, a description and an additional 3D animation, displayed when user points
camera of a mobile device in the direction of a specific marker, which is a square
black and white pattern, printed on a regular paper. The animations are displayed
only for a current subtask and are attached to specific marker numbers, meaning that
they are effectively bound to the real-world coordinates (markers are placed around
the working space of the machine), see Fig. 4 for an example. Animations show
specific activities which should be performed by the user at the given moment, such
as turning on the machine, removing the print from the table, placing the material
spool in a correct place etc.

Interaction with the application is based on a graphical user interface, which
allows reviewing the current task and subtask, as well as going to next task and
subtask after certain activities are finished. The application does not check if the
user physically performed the subtask—he is only obliged to go near the marker
and display the appropriate animation linked to it before he is allowed to confirm

Fig. 2 Test print model—ABS bracelet

Fig. 3 Scheme of AR application for learning of FDM process
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that the subtask is done. Course of the procedure is recorded in a log file for a
current session, so the times of tasks can be retrieved for further analysis.

2.4 Research Outline

The efficiency of learning of 3D printing on the MakerBot Replicator 2X machine
was tested by comparison of two groups of students. The two groups of 10 people
—adults, students of Production Engineering program, aged in between 25 and
30 years old—were taught using two different methods. The first group—named
the reference group—was taught using a traditional method. A 3-h standard training
was performed by a 3D printing expert. The training consisted both in lectures
(depiction of machine and process, machine parts, operations in the process) and
practical work under supervision of an expert. The second group was given no
standard training whatsoever and no interaction with an expert beforehand; they
only had a loose idea and common knowledge about the realized process and
general aim of the exercise. Their only source of knowledge was the AR applica-
tion, prepared by the authors. Persons from both groups were tested individually—
they were presented with a task, described in the AR application, presented for the
reference group in a printed form. The participants were asked to perform it
themselves, with no supervision. The time of operation until success (meaning fully
printed test part with acceptable quality, arbitrarily evaluated by an expert) was
recorded, as well as number of times of consultations with an expert. An expert was
always present in the 3D printing laboratory, but was not actively participating or

Fig. 4 Example of animation displayed for the user, visible markers around the machine
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supervising, unless asked by particular students, which was allowed. The partici-
pants were not aware that they are taking part in a scientific experiment, as it was
included in their normal course of studies, so there was no bias.

3 Results and Discussion

The results of both test groups, along with time of operation reached by experts, are
presented in Table 1. Only mean and standard deviation are presented, for a general
overview. Time of manufacturing of part is not included, as it is constant for all
participants. A number of expert interventions were also recorded for both groups
and then divided by a number of persons in both groups to obtain a coefficient.

The following observations were made during the studies:

• the time of the reference group is better than the time achieved by the
self-learning group, which was expected; however, the difference is not that
significant (approx. 10%), meaning that the self-learning process is effective,

• all the participants managed to finish all the operations with success (meaning
they succeeded in manufacturing a test part), although in 3 cases of the
self-taught group the 3D printing process had to be repeated after expert
intervention—this can be explained by a lack of knowledge of how the proper
process should look like and what are the possible symptoms of the process
going wrong (which was also expected); this did not happen in the reference
group,

• the number of expert interventions is almost twice as high in the self-taught
group (15 interventions in total, each student needed direct help on at least one
occasion), while in the reference group some students did not need expert
assistance at all,

• the self-taught students lost lots of time while exploring structure of the machine
and the process, they were also less confident while performing physical tasks
(like removing the part from the table), as they did not seen it before on their
own eyes,

• time achieved by both groups of students is not near the time obtained by
experts—many more repetitions would be required to achieve this level of
practical experience.

Table 1 Results of studies

Statistics Reference group
(traditional learning)

AR self-learning
group

Experts

Mean time 45.3 49.5 28.3

Std. deviation time 3.1 5.2 1.1

No. of interventions/person 0.8 1.5 n/a
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To sum up—the times and results obtained by the group, which was self-taught
using the AR application and did not have previous experience nor training on the
process are, obviously, significantly worse. However, all the participants managed
to perform all the operations with success, without threating integrity of machine or
their own safety (the FDM technology can be evaluated as a relatively safe man-
ufacturing process for the novice users, only basic safety information is required).
Therefore, it is much more economically justified to use the AR technology for
training, as 3-h course is not needed to get into the basics of the process. It would be
interesting to observe the learning curve after numerous repetitions of the same
procedure—the authors think that standardization of procedure contained in the
application would allow to make the curve more beneficial for the self-taught group.

The participants from the self-taught group, after interviewing them, formulated
certain guidelines for improvement of the AR application, which will be considered
by authors in their further studies:

• the expert intervention could be done on a remote level, meaning no physical
presence of an expert would be required, just a communication channel to
exchange text, image and voice messages—this would allow eliminating need of
expert presence in the room, as he was mostly unoccupied during the studies,

• the animations should be more detailed, presenting the whole scope of a given
activity performed by an animated character, rather than simple animations of
objects—this would help increasing confidence of performing physical activi-
ties, replacing physical demonstration of a given activity by an expert during a
standard course.

4 Summary

The authors managed to compare two methods of engineering training on example
of a 3D printing process of Fused Deposition Modelling. Traditional training per-
formed in person by a skilled expert in form of a theoretical and a practical course
was confronted with an approach of equipping users with an Augmented Reality
application, containing all the knowledge they need to have at a given moment of
time while performing a certain process on a machine. There is a lot to do in terms
of improvement of the AR-based training, but it serves its purpose—all the students
did manage to perform the procedure successfully. It must be noted, however, that
their efficiency was lower and they all needed help by expert on one or more
occasions. The next step in development of the prepared solution will be enabling
of remote guidance by expert and exchange of messages, in order to get rid of
necessity of expert’s physical presence in site, where a certain manufacturing
procedure is performed by an unskilled operator. If the authors will succeed in this
approach, this could mean a huge step towards self-taught processes with minimal
engagement of experts, meaning better use of given resources in a company and
increasing its efficiency of manufacturing and maintenance operations.
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The authors plan to develop the concept further and perform more studies, with
remote experts and on different procedures, including inspection and maintenance
procedures. It can be concluded that the Augmented Reality has a large potential in
training operators, especially when they are unskilled in the process—this may be
useful in terms of Industry 4.0 concept, where manufacturing processes are flexible
and can be changed at any time. The AR technology should be therefore very useful
in a factory of the future.
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Complex Control Method of Degreasing
Process

Michal Zoubek, Jan Kudlacek, Petr Chabera and Andrey Abramov

Abstract This chapter deals with possibilities of complex control of the degreasing
process in industrial applications, i.e., especially the possibilities of checking the
state of the surface of the product before and after the degreasing process and
checking the condition of degreasing liquids using UV-Vis spectroscopy.

Keywords Degreasing � Surface treatment � Grease detection � UV-VIS
Recognoil

1 Introduction

The surface degreasing process is crucial for achieving a high quality and functional
finish. The clear majority of defects and surface treatment failure result from
insufficient or unmanaged pre-treatment of the surface of the component. When
considering high demands placed on the coating maker, it is necessary to address
the complex ways of controlling this process. The aim of research and development
realized at the Faculty of Mechanical Engineering of CTU in Prague in cooperation
with industrial partners is the development of methodology and equipment enabling
continuous control of the degreasing process. The aim is not only the surface
condition control of the object before and after the degreasing process, but also to
monitor the contamination of the individual process liquids of the surface finish.
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2 Degreasing Quality Control

Contemporary technology development and increased demands on production
quality require that the control methods used make it possible to obtain accurate and
reliable values in real time, in a simple and repeatable way, without the possibility
of distortion due to improper handling, with easy interpretations and documenta-
tion. The neglect of the pre-treatment quality control process can lead to defects
apparent immediately after the surface treatment—e.g., fisheye in organic coatings
or the no coloring of the aluminum oxide layer in the anodic oxidation of aluminum
[1], or they may occur during the exposure of the segment in a corrosive envi-
ronment because of the failure of the protective function of the coating [2–4]. From
the above method, it is clear that extended subjective methods of assessing the
surface condition of a component with respect to the occurrence of greasy impu-
rities by detecting chalks, inks, or fixings are totally unsuitable for use in automated
serial production operations [4]. Likewise, the control of degreasing and rinsing
liquids needs to be automated to achieve continuous online control for optimization
of the entire process and thereby to reach economy and high efficiency of the
pre-treatment process. User and time-consuming control processes such as titration
or determination of the proportion of petroleum substances by demulsifiers need to
be replaced by automated methods with sufficient proficiency [5].

2.1 Grease Detection on Product Surface

For direct detection of oily impurities on the surface of objects in cooperation with
the Institute of Engineering and Technology CTU in Prague, TechTest company
developed a device allowing quantitative assessment of the degree of contamina-
tion, including visualization of the distribution of these impurities. Detection of
grease consists in exciting the fluorescence of the contaminant by means of UV
radiation, its registering, and SW evaluation. The developed Recognoil (recognize
oil) handheld device allows the surface to be described by a fluorescence map of
impurity decomposition, fluorescence intensity determination, and determination of
thickness and area contamination concentration Fig. 1. Recalculating the fluores-
cence value to layer thickness [nm], respectively, the area concentration [mg m−2]
is subject to laboratory calibration to create a physico-mathematical oil model.
The SW output and the device itself are shown in Fig. 1. The evaluation of the
surface condition itself is carried out by attaching the detector to the surface,
irradiating it, and generating a fluorescence map with the determination of the
fluorescence value and its comparison with the standard value. For example, this
can be the fluorescence of the base material after the degreasing process, where the
subsequent coating reaches the desired adhesion values. The size of the evaluated
area is 12 � 18 mm, and the detection range is from about 15 mg m−2 (17 nm) to
about 6000 mg m−2 (6 lm). Due to the different fluorescence values of different
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types of oils, depending on the thickness of the applied layer, Fig. 2, given their
nature (mineral, synthetic) and composition (additives), it is necessary to determine
the permissible fluorescence values individually for each operation [6, 7]. This
method of detection can also be used in processes of mechanical pre-treatment
(blasting, tumbling, grinding, etc.), where it also enables the control of grease of
abrasives. In the same way, the device can be used to check the application of oil
layers when preserving the surface or in forming operations. For fast component
control, the device also allows real-time measurement in the so-called live mode. It
is therefore possible to check the workpiece and, in the event of an abnormality, to
perform a full evaluation of the contaminated area [8, 9].

2.2 Sequential Scanning of Objects

As already mentioned, the Recognoil device lets you go beyond standard mode,
with live previews to quickly check the entire surface of the product. However, this
control method is only suitable for the detection of contamination itself or for
indicative measurement. If it is necessary to precisely document the entire part (i.e.,
an area larger than 12 � 18 mm), it is necessary to perform automated sequential
scanning. This is accomplished by placing the object in a dark box and scanned

Fig. 1 Fluorescence maps of greasy dirt distribution—photo mode output of Recognoil device
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using a detector clamped on a computer-controlled portal. The entire area is
gradually measured in the grid, and the output is a SW composite image of the
individual fluorescent maps of the product. Distribution of greasy impurities is
shown in Fig. 3.

Measurement of defined areas can be done by using negative shaped cover or
again by placing the device in a measuring box (where the detector is not affected
by an external light source). Special cover can be made using the rapid prototyping
method, which means that the variability of the measured surfaces can be ensured,
as shown in Fig. 4.

2.3 Inspection of Internal Surfaces of the Tubes

To control internal and difficult-to-access areas where the detector cannot be
inserted, a special device has been developed that exploits the same principles and
functions on a similar SW platform Recognoil—TubeScanner. The device measures
only one point compared to the previous model. The minimum inner diameter of the
tube is 10 mm, and the device can determine the quality of a degreasing process,
even with very long products see Fig. 5.

Fig. 2 Different waveforms of fluorescence depending on the thickness of the surface
concentration (film) of different oils
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3 Selecting a Degreasing Agent

In the process of chemical surface pre-treatment, the choice of an effective odorizing
agent is crucial to ensure a stable quality and process economy. The Recognoil
device enables you with quickly and objectively selecting the appropriate degreasing
technology, degreaser, or setting the degreasing process parameters (temperature,
concentration). In the case of an evaluation of the efficiency of the degreasing
process, the fluorescence value, ideally close to the fluorescence value of the treated
material, can be considered as a suitable process quality indicator. Table 1 lists the
results of the experiment in order to select the appropriate means for the immersion
degreasing process. The measurement procedure itself was carried out as follows:
preparation of samples for application of oil film (manual degreasing by solvent,

Fig. 3 Distribution of greasy impurities on the area of 270 mm � 72 mm obtained by sequential
scanning

Fig. 4 Detection of greasy dirt on a plane (left), detector scheme (right)
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ultrasonic degreasing in tenside, rinsing in distilled water, drying, detection of
fluorescence values, and determination of sample weight), application of a contin-
uous oil film, finding out weight and fluorescence of oil film, degreasing in test
medium, rinsing, drying, determination of mass loss of greasy impurities, and
detection of fluorescence change. To reduce the measurement uncertainty, only
samples with approximately the same initial oil film fluorescence were included in
the experiment to achieve the same starting conditions for the individual measure-
ments. Determination of weight loss and fluorescence values was performed three

Fig. 5 Measuring of greasy contamination of inner tube surfaces

Table 1 Fluorescence [−] and weight loss [g] depending on immersion time using different types
of degreasing baths (baseline fluorescence 15,000)

Time [min] A B C D E F

Fluorescence [−] depending on degreasing time for A–F

1 11,010 8119 13,977 13,805 14,251 11,272

2 9883 6295 13,144 13,794 13,911 5183

3 6693 6104 11,696 12,181 13,772 2097

5 6253 5898 11,287 12,175 13,497 1769

7 4606 4927 11,162 11,979 13,014 1420

10 4546 4538 10,879 11,164 12,967 922

15 4484 3024 9552 9075 12,920 669

20 4228 2769 7252 7094 11,632 619

The course of weight loss [g] depending on the degreasing time

1 −0.0164 −0.0164 −0.0114 −0.0048 −0.0047 −0.0175

2 −0.0181 −0.0285 −0.0129 −0.0054 −0.0056 −0.0215

3 −0.0222 −0.0294 −0.0134 −0.0086 −0.0058 −0.0258

5 −0.0224 −0.0300 −0.0162 −0.0118 −0.0060 −0.0280

7 −0.0274 −0.0314 −0.0170 −0.0120 −0.0069 −0.0280

10 −0.0275 −0.0317 −0.0179 −0.0129 −0.0087 −0.0314
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times for each time of degreasing. In order to ensure a minimum of pollution in the
bath, a new bath was created once the five of the samples were degreased. In the
table, for the protection of third parties, individual products are marked A–F. If
coatings are prepared for such samples and tests are carried out, for example, to
determine the adhesion of coatings to the parent material, the allowable fluorescence
limit can be defined from the test results for use in the process. The operator can then
evaluate the surface condition very easily by the visual evaluation of the image after
the limit value is set up—in the SW interface all red parts of fluorescence map after
exposure are over limit and therefore inadmissible, see Fig. 6.

A similar experiment can of course compare the efficiency of individual methods
or process parameters, to achieve the required degree of surface cleanliness for the
type of surface treatment.

4 Detection of Contamination of Liquids

Just as it is important to monitor the condition of the surface of the product before
and after the degreasing process, it is important to monitor the condition of the
media to which the sample is exposed. This is mainly the condition of the
degreasing bath, where loss of degreasing capacity due to the high oil content or the
low proportion of unbound surfactants, of course, will negatively affect the grease
condition of the surface of the products. Excessive effort to keep the degreasing
bath in a workable condition without sufficient control on the other side leads to
uneconomic operation and increased ecological onus. Likewise, the control of
rinses and other process liquids is crucial to achieving stable production quality.
The aim of the cooperation between the Faculty of Mechanical Engineering CTU in
Prague, the Department of Manufacturing Technology, TechTest, s.r.o., and the
manufacturer of degreasing agents EVERSTAR, s.r.o., is the development of a
device for automated continuous detection of liquids to minimize or eliminate
user-demanding control methods. The fully automated continuous detection system

Fig. 6 Quick visual visualization of surface contamination when setting a limit
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also allows the operator to respond flexibly to abnormalities and thereby mitigate
possible negative effects on the quality of production.

The process of developing an automated device is currently at an early stage
when individual measurement methods and their reaction capabilities are verified.
At the same time, the goal of realized experiments is the correct interpretation of the
results in relation to the individual components of the working media from the point
of view of influence on the value of the measured quantity.

Commonly used degreasing bath pollution detection methods include pH value,
electrical conductivity, and titration. The measurement of the fluorescence of liq-
uids is also expected for the device being developed. From the knowledge gained so
far, it is clear that for a sufficiently broad description of the working media behavior
it is necessary to combine several automated methods and to assign individual
trends of the measured quantities to a certain phenomenon (increase in the con-
centration of oil, surfactants, dilution of the bath, etc.). One of the simple experi-
ments focused on the measuring methods responsiveness is illustrated in Fig. 7.
One liter of distilled water was contaminated in each step. pH value, conductivity,
and fluorescence were measured as seen; it is important to watch composition of the
fluid with different types of devices to get the quick reaction on tiny changes.

In addition, laboratory experiments use analytical methods to evaluate bath
contamination for a wider spectrum of information gathered. The measurement
itself is realized in a simple measuring circuit simulating the circulation of the
working media, see Fig. 8. The fluorescence measurement itself is realized using
the Recognoil device, which is placed in a sight glass that is equipped with a
soda-lime glass. For the comparison of laboratory tests and simulations, the device
was installed into real operation to extend the existing methods of detection and
verification of the detection and usability of the device, see Fig. 9. In this case, the

Fig. 7 Reaction ability of various measuring methods for contamination of 1 L of demineralized
water
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device is placed on a bypass with a desoldering unit before entering the supply tank.
The measured fluorescence values are then compared with the results of the routine
control tests performed during the shift. The operator can also perform laboratory
sampling using a handheld surface condition monitoring device by means of a
special cover that allows the sample to be placed with a sample of the liquid, see
Fig. 9.

Figure 10 shows the progress of the individual measured quantities when
diluting the STAR 50 PN aqueous solution of the degreasing agent (yellow in the
table) and the ability of the individual methods to react to oil droplets (in the table
red). The graph shows a surge in the value of fluorescence due to the addition of oil.

Fig. 9 Fluorescence measuring in bypass manufacturing (left), model of cover for field
measurements of collected fluid samples (center), measurement outputs (right)

Fig. 8 Laboratory loop for measurement of contamination of working fluids (EVERSTAR, s.r.o.)
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5 Conclusion

From these findings and results, it can be stated that in order to ensure the quality of
the surface pre-treatment technology, it is necessary not only to control the parts
themselves before and after the pre-treatment process, but also to continuously
check the working media used. Thanks to the continuous development of electronic
components and the capabilities of SW solutions, the technique based on the use of
an electronic fluorescence analyzer as a surface condition monitoring device is a
suitable method for assessing the acceptability of the surface condition of the object
for further operations in the process. In addition, this method can be easily used on
fully automated lines, including the use of various communication protocols to
inform operators or executives about the current status of the process, or when the
limit values are exceeded. The use of this device is of course also possible in the
opposite way—for controlling the application of continuous layers, whether pas-
sivation, preservatives, or lubricants.

When developing a new device for continuous detection of contamination of
liquids, it will be necessary to introduce additional quantities measurements for
more detailed documentation of the behavior of the individual components of the
bath and to choose sensitive methods, i.e., ones which will allow flexibility to
respond to even changes in the composition of the bath.

Acknowledgements The research work reported here was made possible by
SGS16/217/OHK2/3T/12—Sustainable Research and Development in the Field of Manufacturing
Technology.

Fig. 10 Reaction ability of various measuring methods for diluting and contamination of STAR
50 PN aqueous solution of the degreasing agent (EVERSTAR, s.r.o.)
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Hybrid Processing by Turning
and Burnishing of Machine Components

Wlodzimierz Przybylski and Stefan Dzionk

Abstract The paper presents a method of hybrid manufacturing process of long
shafts and deep holes by simultaneous turning and burnishing method. The tech-
nological results of the research focus on the influence of the basic technological
parameters of this process on the surface roughness of piston rods of hydraulic
cylinders. Research results are presented in the graphs as well as mathematical
formula. Set of samples were made of steel (C45) as a rod with slenderness ratio (l/
d) 5–20 and a diameter 56 mm. It shows as well the original CNC machine, which
can perform hybrid process (turning and burnishing) of rods and shafts which
diameters are in the range 20–100 mm and maximum length 1750 mm.

Keywords Hybrid processing � Rolling burnishing process

1 Introduction

Burnishing process is most popular as the finishing process of plastic deformation
of elements surface used for long shafts and piston rod [1–4]. It is an ecological
process with great view for the future development of a forming method of defining
and profitable operating factors of surface of the elements [5]. Burnishing is the
cheap, finishing, cold machining of the surface. Usually the tools for rolling bur-
nishing can be effectively applied to: steel, cast steel, copper alloys, aluminum
alloys, cast iron and other materials, whose initial hardness HRC<40 and the value
of relative elongation A5>6% [6–8], but in the special cases burnishing of hard
surfaces also are used [9, 10]. Burnishing is a form of surface plastic process
(Fig. 1) where the burnishing elements are rollers or sliders. The surface is
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deformed by these elements and results of this process are reduction irregularities of
surface and strengthening surface layer. This process may be used after rough
machining, for example, turning, milling. The degree of deformation surface
irregularities create in these processes depends on pressure of the tool F and
machining parameters such as feed f and burnishing speed v. The burnishing
technology principle is based on the application of a pressing force to a very stiff
burnishing element which rolls on the workpiece and induces plastic deformations
into this surface layer along a reduction of the grain size and orientation of the
material structure [1, 11, 12]. As a result, strain hardening occurs in the working
zone as a consequence of permanent plastic deformation [13–15] (Fig. 2).

2 Roughness Deformations in Rolling Burnishing Process

For rolling process, various tools and different kinds of applying pressure to the
workpiece are used. It can be imposed mechanically by use of springs or by
pneumatic or hydraulic system.

Determined manufacturing process conditions considered here are highly
influenced by factors imposed by a specific combination of process variables
resulting from the objective of the process (smoothing, dimensional and smoothing
or strengthening burnishing), the manner of exerting pressure of burnishing to the
workpiece surface (stiff or elastic pressure) and the type of contact of burnishing
elements with surface worked (rolling or sliding burnishing). The shape of the
rolling burnishing elements depends on used method and other parameters of the
process. These are usually sets of: rolls, balls, disks, barrels, cylinders, etc.

Hence, in the research course, the range of corresponding analysis has been
limited and the focus put on the pressure rolling burnishing of cylindrical external
surfaces, performed in the hybrid (integrated) systems.

Fig. 1 Scheme of plastic deformation in the surface layer of ball-rolled shaft: a axial section,
b scheme of the longitudinal section, c cross section of surface layer mag. apx. 50�, h—zone of
deformation
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Using the burnishing tools on precision CNC machines and turning-burnishing
centres allows to concentrate all shape and finishing processes at one working area.
The sliding operation which is normally placed at different working area is not
required, and consequently, production cost is reduced. Figure 3 presents the influ-
ence burnishing force on the surface roughness of steel rolling shafts (C45) (hardness
30HRC) feed = 0.005 mm/rev R = 30. Before rolling the surface, roughness of
shafts was Rzt = 8.2–68.5 µm. The curves present a significant impact on roughness
after burnishing has a roughness from the previous process. Next conclusion is that if
previous process creates lower irregularity, expected parameters of surface are
obtained using less pressure of the burnishing roller. The optimum value of the
roughness parameter is obtained, when the force magnitude is in the range:
F = 2,59–3,25 kN. Shapes of curves are typical for the rolling burnishing process.

An approximate formula for the roughness Rz after burnishing is as follows: [1]

Rz ffi 103 R� 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4R2 � f 2
p

� �

½lm� ð1Þ

where Rz—roughness parameter, R—roller profile radius of burnishing tool [mm],
f—feed of burnishing process [mm/rev].

Fig. 2 Scheme of the deformation in the rolling process: a scheme of force distribution and
roughness formation, b profilograph of plastically deformed roughness in the rolling zone (after
tool reverse)
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Pressing force for burnishing smoothing can be estimated by the experimental
formula which includes length (lc) of the surface’s contact of the tool and workpiece
and diameter of tool (Dt and diameter of workpiece dw)

F ffi 0:001klcde kN½ � ð2Þ

where k—preferred pressing unit of burnishing as a function of material strength in
MPa (it gives a linear dependence for Rm = 600 MPa, k = 40 MPa or for
Rm = 1200 MPa, k = 80 MPa), de—equivalent diameter for burnishing, which is
calculated as a proportion de = Dtdw/(Dt + dw), lc [mm].

Permitted longitudinal feet of burnishing f when using roller (pulley) can be
evaluated from approximated formula

f ffi 2:87
ffiffiffiffiffiffiffiffi

RRz

p

mm=rev½ � ð3Þ

where R—radius of curvature of the roller [mm], Rz—height of surface roughness
[mm].

Burnishing feed has to be smaller than length of contact (lc) of burnishing
element and workpiece. This feed is commonly placed inside range f = (0.2–0.3)lc
[mm/rev]. Burnishing is the surface plastic working in which element is rolling
along work surface deforming and diminishing irregularities of surface left by
previous machining, for example, turning. The degree of deformation of those
irregularities depends on pressing of the tool F and machining parameters: feed
f and burnishing speed v. Burnishing does not have a significant influence on the
shape of a workpiece from previous operation. It slightly (by a few microns)
diminishes the dimension of the workpiece (plastic deformation).

Fig. 3 Dependence surface
roughness parameter Rz on the
strength of burnishing (F) for
different parameters after
turning: 1–5 Rz parameters
after turning form range 8.2
(5)–68.5 (1) lm
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3 Hybrid Machining and Burnishing Process

For the time reduction of treatment, it is possible to carry out processing of turning
and burnishing in the same time, applying the same longitudinal feed. For pro-
cessing integrated in this way, one should use the special instrumentation or special
machine tools, called turning-burnishing machine [16, 17].

When you are machining thin-walled tube deformation, it is expected to increase
the value of external diameter DDz and of decreased internal diameter of the value
ds in relation to the setting burnishing head. Scheme of this process presents Fig. 4.

In case of integrated processing of cylinders through chambering with hybrid
burnishing, the special chambering-burnishing head is used. In this tool head, the
setting of cutting tools to finishing should take into account the increase the cylinder
diameter as a result of the burnishing process.

Roughness of surface of the hydraulic cylinder /180 mm is shown in Fig. 5.
The sleeves were made of steel C45 and processed with turning-burnishing tool.

As the result of research works conducted at the Gdańsk University of
Technology in cooperation with FAT PONAR Wrocław, the TUR 50 CNC–N
machine was built (Fig. 6) for processing accomplishment integrated for shafts
through turning and burnishing [17]. The machine is equipped with the CNC driver
of Sinumerik type 810 T and two measuring probes LP2H Renishaw for mea-
surements of the workpiece and putting position of the lathe tool.

After starting the turning process of shaft tree, burnishing rolls are automatically
pushed near to shaft’s surface (Fig. 6). Next two of them are staying jammed by
devices (5), and one stays under the influence of the plumbing pressure. In this way,
an arrangement is being created steady movable for the worked roller which is
simultaneously turned and burnished. It enables processing of every diameter of

Fig. 4 Plastic deformation in the workpiece as a result of hybrid cutting and burnishing process: 1
—machined cylinder, 2—cutting tool, 3—burnishing rolls
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slender shafts in scope 20–100 mm and lengths up to 1750 mm without resetting
the machine tool.

To protect against ingress of chips into the burnishing zone, a compressed air
stream directed towards to the spindle between the cutting and burnishing zone was
applied. The stream of this air is also delivers cooling liquid and the object during
processing is being very well cooled. Technological examinations for burnishing
shafts and piston rods, which slenderness was l/d < 20 were conducted as an aim of
confirming the usefulness of integrated processing system. They conducted research
on samples (piston rods) of steel C45 about diameter /56 mm and lengths 700–
1000 mm Fig. 7.

These samples were machined on turning-burnishing machine TUR 50 CNC-N
in following technological conditions (established in preliminary examinations): n =
560 rev/min, ft = 0,22 mm/rev, ap = 0,35 mm, F = 2,1 kN, diameter of tool Dt = 60
mm, radius of circles R = 30 mm, TNMG 160404 TC 35 lathe tool, at one pro-
cessing operation by the head with abundant cooling with liquid and air.

Fig. 5 Profilographs of surface’s roughness of the hydraulic cylinders /180 mm of sleeve made
of C45 steel processed with turning-burnishing too: a surface roughness after turning, b surface
roughness after burnishing: processing parameters: processing speed v = 2 m/s, feed f = 0.2
mm/rev, burnishing interference w = 0.08 mm
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Fig. 6 Schematic arrangement of turning and burnishing machine TUR 50 CNC-N: a scheme of
processing, b scheme of hydraulic control system, 1—processed element (shaft), 2—cutter, 3—
burnishing rollers, 4—working hydraulic cylinder, 5—blocking wedge, 6—oil supply unit, 8, 10
—control valves, 9, 11—reducing valves [17], c special type TUR 50 CNC-N for long shafts
manufacturing in one pass simultaneous turning and burnishing process, equipped with the control
system Sinumeric 810T

Fig. 7 Sample drawing used in the research
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The roughness of the surface after turning was Rat = 5–10 µm, however after
burnishing process the value of roughness parameter was in the range Ra = 0,13–
0,28 µm, exemplary profilograph of surface presents Fig. 8. They were five repe-
titions for each set parameters being tested. Results are presented in Table 1.

A study plan was developed, and based on the results of the research, the
relationships between the input parameters and the Ra parameter of the geometric
surface structure were determined. The second-order polynomial was used to
determine the relationship between the input parameters and the Ra roughness
parameter. Approximated dependency is represented by formula (4).

Rac ¼ 0:00028 x21� 0:00385 x22 þ 1:945x23� 0:00000107 x24� 0:00845 x1
� 0:01255 x2� 0:60614x3 þ 0:00121 x4

ð4Þ

where Rac—calculates Ra parameter [µm], x1—slenderness of shaft L/d [dimen-
sionless], x2—burnishing force [kN], x3—feed [mm/rev], x4— rotational speed
[rev/min].

Figure 9 presents the relation between the slenderness of the machined shaft and
the burnishing feed on the Ra parameter of the roughness after burnishing. It can be
noted here that in this machining system where the shaft is based between the
burnishing rollers in the closed circuit processing force, the slenderness of the shaft
slightly influences on the output parameters of the process. Figure 10 presents
relationship between feed rate, burnishing force and surface roughness Ra param-
eter. Within the scope of the presented parameters, both parameters have an
influence on the value of the output parameter. With high forces (about 4 kN) and
small feeds, you should expect a material outflow which may slightly worsen the
roughness of the surface. According on the graph in this process the optimal feed
value consists in range 0,14�0,18 mm/rev

Fig. 8 Profilograph of the piston rod surface /56 mm and l = 100 mm after turning combined
with burnishing operation rollers Dt = 60 mm, R = 30 mm, machining conditions: roller pressure
F = 4 kN, feed f = 0.18 mm/rev
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4 Conclusion

The paper shows the process of burnishing rolling as a method of finishing machine
components. Particular attention was paid to the new innovative method of hybrid
manufacturing by turning and burnishing. The paper discusses the complex turning
(boring) and burnishing of long shafts and hydraulic cylinders. Construction and
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Fig. 9 Relationship between the Ra parameter, feed rate, slenderness of the machining shafts for
burnishing force 2.75 kN and rotational speed 580 rev/min

Fig. 10 Graph of the relationship between the Ra parameter and the feed rate and burnishing
force of the machining shafts for slenderness 12.5 and rotational speed 580 rev/min
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setting of hybrid cutting and burnishing tool head and the special burnishing- lathe
with CNC controller is explained. Analyses show that the greatest impact on the
surface state determined by parameter Ra has the burnishing feed, and next is the
burnishing force, slenderness and speed burnishing. In the burnishing system used,
the smallest roughness of the treated piston rod was obtained for shaft slenderness
l/D in the range of 12–16 and the feed rate of 0.14–0.16 mm/rev. Feed should not
be less than 0.15 mm/rev because it increases roughness parameter Ra.
Furthermore, the effects of burnishing rolling operation are as follows: increase the
hardness and residual stress as well as wear and fatigue strength of burnished
components.
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Virtual Reality and CAD Systems
Integration for Quick Product Variant
Design

Przemyslaw Zawadzki, Filip Gorski, Pawel Bun,
Radoslaw Wichniarek and Karina Szalanska

Abstract The paper describes an integrated process of design of configurable
products, on example of a city bus, comprising of two stages: configuration of a
product variant with client participation and preparation of appropriate technical
documentation in the design division of a company. The configuration stage is
realized in a special, VR-class system—Virtual Design Studio (VDS). The technical
documentation preparation stage is automated, by use of intelligent, generative
CAD models, developed in the Autodesk Inventor software. They allow to save
time of engineering design. The paper presents operation of the VDS system,
process of building generative CAD models and integration of both stages.

Keywords Virtual reality systems � Generative CAD models � Mass customiza-
tion � Product variant design � Knowledge based engineering

1 Introduction

A need of fulfilling individual needs of clients is today stronger than ever before. It
concerns not only the consumer market, but also relations between companies.
Expectations of recipients more and more often go beyond a standard offer by the
producers [1–3]. The clients expect higher flexibility in field of applied technical
solutions, as well as adjustment in scope of functional and visual features of
products. What is attractive for a client, is problematic for a producer, as according
to the Mass Customization (MC) strategy, products adjusted to a specific recipient
should not be significantly more expensive than the standard products [4]. That is
because the clients do not want to pay for the customization possibility alone, but
only for a value of a customized product.

The idea of mass customization was described as early as in 80s of the twentieth
century, but it is still up-to-date, especially in context of a developing concept of
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Industry 4.0 [5, 6]. Mass customization becomes prominent in almost each branch,
starting from advertising gadgets, through clothing design, electronics, architecture
and automotive—it significantly contributes to competitiveness of companies [7, 8].
Development of the mass customization strategy over the last ten years was heavily
influenced by, among other things, popularization of computer applications, known
as the product configurators, allowing recipients to “design” a new variant of a
product by themselves [9, 10]. Nowadays, many companies allow configuring their
products via the Internet, and the market is full of IT solutions, which make
preparation of such applications easier and easier. Moreover, dynamic development
of Virtual Reality systems contributed to more and more frequent creation of
immersive product configurators, that utilize this technology [11–13].

However, integration of advantages of mass and piece production requires
changes also in scope of organization of a production system, especially including
the design process. It is necessary to develop dedicated solutions, improving and
coordinating design of configurable products in a way to shorten the time of this
process and ensure its appropriate quality [14]. Modern CAx systems (Computer
Aided Technologies), can be used for that purpose, allowing, among other things,
enrichment of geometrical CAD (Computer Aided Design) models with a formal
recording of engineering knowledge. The so-called generative product models,
created this way, are a basis of Knowledge Based Engineering (KBE) systems.

This paper focuses on integration of VR and CAD systems, used in a process of
design of variant products. On example of a VR application for configuration of a
city bus, a solution is presented, aimed at automation of preparation of technical
documentation (concerning arrangement of seats and handrails) of a designed
variant of a product in a CAD system.

2 Product Variant Design Using VR and CAD Systems

The VR technologies in engineering design are usually associated with the notion
of virtual prototyping. Using interactive and immersive projection systems, they
help engineers in rapid variant change of new structures and in the decision making
[15, 16]. Unfortunately, such solutions are usually niche, applied mostly by very
large companies or research institutions, mostly because of significant costs of their
development. Their integration with CAD systems is ensured, among other things,
by the VRML standard, but this concerns only one-directional data exchange (from
a CAD system to a VR system).

The VR systems are more popular in field of building applications for config-
uration of variant products. This type of software is focused on aiding of sales
activities, focusing on visual representation of a product variant and preparation of
an offer for a client. The VR is very popular in automotive branch, as well as in
architecture, as it improves communication between a producer and a recipient.
These solutions improve precision of defining needs and allow avoiding mistakes,
related to incompatibility of client’s imagination of the real product.
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The tools aiding engineers in process of design of variant products are usually
developed using CAx systems. Scope of configuration of a designed product,
meaning certain features and degree of their changeability, are admittedly depen-
dent on expectations of recipients, but still, it is estimated, that 80% of design time
is consumed by routine tasks [17, 18]. Their acceleration may therefore signifi-
cantly influence optimization of the whole product lifecycle and allow certain
savings. One of methods of automation of this type of work is development of
generative models in CAD systems—this type of models is an example of a
solution of KBE class [14, 18, 19]. In the KBE-class systems, identified and
gathered expert knowledge about what needs to be done and how, is processed by a
computer system, allowing its easier use in new projects. Formal description of
rules applied by the design engineers influences standardization of the design
process and accelerates development of new prototypes.

3 Virtual Design Studio for City Buses Configuration

The Virtual Design Studio is a multimodal, complex system for visual, real-time
configuration of city buses, developed in Poznan University of Technology (Fig. 1)
[20]. The system is focused on cooperative work with the clients, for effective
selection of visual and technical features of city buses. It consists of several sub-
systems, using various VR solutions to accelerate and facilitate selection of a
client-centered optimal variant of a product, in agreement with the producing
company.

The subsystems are based on hardware for stereoscopic image projection and
intuitive interaction with objects placed in a virtual environment. Application of
realistic visualizations and immersive environment, allowing testing of a selected
variant in a way similar to testing of a real product (i.e., virtual walk, interaction
with the bus elements) allows to avoid problems and mistakes related to differences
between the real product and requirements of clients. Using only text configurators
and basic visual aids (such as physical material samples)—a traditional way—is a
cause of many mistakes, as results from practical experience of the company. These
problems generate costs, because there is a need of adjusting product features even
after production, when inconsistencies are detected. The system is currently
implemented in the company and is available for the clients during the sales
negotiation process, as well as for internal use.

The main features of the system are as following:

• Free configuration of selected features of a city bus (more than 100 options).
• Stage 1 (pre-configuration)—visualization on a touch table.
• Stages 2 and 3 (synchronized in real-time)—displaying the product on a large

screen with full interaction and configuration possibilities (stage 2) and using
immersive devices such as a Head-Mounted Display (Fig. 2) to give client a
possibility of virtual walk.

Virtual Reality and CAD Systems Integration … 601



• The configuration and all the functions of the system based on graphical user
interfaces, standard peripheral devices such as mouse, keyboard and joystick, as
well as gestures and movement recognized by devices such as optical tracking
systems and contact gesture recognition devices.

• Interactivity of bus elements (possibility of opening doors, animations, etc.).
• Free navigation: predefined and free camera views in two modes: Orbit and

Walk (for external and internal vehicle exploration, correspondingly).
• Special set of visualization functions—hiding/showing groups of elements,

dynamic sectioning etc.
• Full synchronization between configuration stages in real time.

The VDS system can be summed up as a solution, where knowledge about the
visual aspects of the product and their logical connections is aggregated and it is
possible to easily access this knowledge via graphical interface and VR peripherals.
From the company’s side, one of the biggest advantages of the VDS system is its

Fig. 1 Virtual Design Studio—interface of the pre-configuration module
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open architecture. By principle, it operates as a framework, built over a commercial
3D engine (the EON Studio software), with easy access to all the functions,
requiring virtually zero programming activities while adjusting or adding new
contents. Readiness for integration with other tools used in the company (PLM,
CAD systems) was one of the crucial assumptions while the system was built. That
is why data describing a variant selected by a particular user (known as the V-BOM
—virtual Bill of Material, which is a list of selected options and their values, linked
to active components and their positions) may be exported by the system to a
number of formats (including plain text file and PDF). It allows creating a con-
nection to a CAD system.

The integrated VDS system consists of several main modules:

(1) Visualization module—which displays a city bus and holds all the logic
responsible for configuration and visualization. It was created using EON
Studio software.

(2) Main graphical user interface—it is usually launched together with the main
module. It contains all the functions for configuration and visualization and it is
also dynamically created on the basis of library assignments.

(3) Auxiliary GUI—it is a simplified interface based on web technologies, so it can
be launched on any device with a web browser, for example on a tablet or
laptop.

(4) Administrative application—it works independently of the basic modules and is
used to manage contents of the library and process data exchange between the
VDS system and other tools, like PLM and CAD systems. It is also a special,

Fig. 2 Virtual walk with
HMD device
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dedicated application, which allows modification and adding of 3D and 2D
content to the system without need of programming.

(5) Minor modules—there is a number of supporting modules, such as the system
launcher, report generator, etc.

(6) Library—a set of data, consisting of 3D data (meshes), 2D data (textures,
photographs, movies etc.) and logical and metadata (virtual BOMs—bills of
material for defined products, connections between options, special conditions,
animation paths etc.)

Relations between the system elements are presented in a structural diagram,
shown in Fig. 3.

Because of high complexity of the city bus interior model, VR-CAD integration
was initially planned only for the seat and handrail arrangement (Fig. 4). The input
data for the CAD system is configuration of a given variant, prepared by a user of
the VDS system, comprising of number of seats, their type and position: direction
(4 possible angular positions: towards front, back, left or right side of the bus) and
location in the interior space, selected from the physically possible locations, within
a predefined range.

Fig. 3 Structure of the VDS system with indication of data flow directions

Fig. 4 Configuration of seats position in the VDS system
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4 Generative CAD Model of Bus Interior

High level of freedom during the seats configuration process is a huge problem for
the design engineers. For each consecutive variant, they must prepare appropriate
documentation, considering technical conditions of the arrangement (mounting,
spaces between seats etc.) and shaping of handrails. The VDS system allows users
to configure seat positions, but the handrail arrangement is decided by the
engineers.

To accelerate work of engineers, an appropriate generative CAD model was
prepared in the Autodesk Inventor system. This model allows representation of each
possible configuration prepared in the VDS system. It was assumed, that a basis for
adjustment of geometry of a given variant of city bus interior will be automatically
called design rules (Fig. 5a), describing a method of modeling of handrails,
depending on a number and location of seats in a bus. Knowledge about methods of
handrail modelling applied in the company, as well as conditions of their occur-
rence (shape of a handrail is dependent on location and direction of a particular
seat) were gathered from experienced design engineers working in the company.
Information about a particular arrangement desired by a client was automatically
sent from the VDS system, by import of data saved to a special design table, linked
to the CAD model (Fig. 5b).

The design rules were prepared in a way to first build a model of seat
arrangement corresponding to the arrangement saved in the VDS system. For each
possible seat, a separate rule was prepared, checking its presence and then direction
and location coordinates. Then, for each seat, possible variants of handrail
mounting are analyzed in the model. The consecutive rules verify location of a seat

Fig. 5 a Example of a design rule in the generative CAD model, b design table for the CAD
model
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and its surroundings (e.g., wheel house shell, wheelchair bay, doors), to properly
select a handrail arrangement appropriate for a given bus.

The generative CAD model of the bus interior (Fig. 6) was described by more
than 40 design rules and approximately 900 geometrical parameters, both dimen-
sional and logical. Only 132 of them are taken directly from the VDS system. The
developed CAD model, enriched with the engineering knowledge, is capable of
automatic generation of documentation of hundreds of thousands of correct com-
binations of handrails, without participation of a design engineer.

5 Conclusions

Tests of the VDS system confirm possibility of integration of various systems,
where the CAD system is not only a source of data for the VR system, but its
recipient as well. The most important advantage of the developed solution is
shortening of time needed for preparation of technical documentation of a new
variant of product. In a traditional design process, preparation of a technical doc-
umentation (preparation of a CAD model of handrails for a new bus variant),
despite high repeatability of work, is always realized nearly from the scratch. It is,
obviously, aided by templates of typical connections and shapes of handrails.
However, considering individual requirements of clients requires manual adjust-
ment of CAD models. This work can take average of several hours per one variant.
Thanks to application of a generative CAD model, this time was shortened to
several minutes in the presented solution. The generated variant data does not need
to be re-interpreted and thoroughly verified in the CAD system, as they are auto-
matically imported from the VR configurator. It can be therefore concluded, that
intelligent VR/CAD solutions allow better realization of the mass customization
strategy in a company. They also contribute to more smooth knowledge flow and
allow recording and storing human knowledge, for easier access (no high

Fig. 6 Generative CAD model of bus interior
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qualifications nor knowledge is required to operate both the VDS system and the
generative CAD model).

One clear disadvantage of the prepared solution is lack of the real-time feedback
from the CAD system to the VR system. The VDS system user can manipulate seats
(within scope of physical possibilities), but there will not be an automatic visual
adjustment of handrail shape, as it is done afterwards in the CAD system—it will be
visible for an engineer, but not immediately for the client. A rapid way of sending
the generated geometry back from the CAD system will have to be developed in
order to overcome this disadvantage. The authors focused on improving the design
engineers work, so this was not a primary issue while building the presented
solution.

Additionally, it must be noted that insofar as the application of generative CAD
models and their integration with the VR system shortens absolute configuration
and design time for a new product variant (involving client in the process and
considering his requirements), the process of building the system itself is very time
consuming. All the above mentioned work on building of the VDS system took
more than a dozen months by a team of developers. Despite existence and use of
certain methodical patterns (e.g., MOKA—its assumptions were used extensively),
very helpful in build of KBE solutions, development is still difficult to realize in
practice and that is the most probable reason why such solutions are so rarely seen
implemented in industrial practice. The further work should be therefore directed at
looking for methods improving gathering and implementation of knowledge used in
design, as well as building of generative models, to allow economic justification of
building of this type of solutions.

References

1. Starzyńska, B., Kujawińska, A., Grabowska, M., Diakun, J., Więcek-Janka, E., Schnieder, L.,
Schlueter, N., Nicklas, J.-P.: Requirements elicitation of passengers with reduced mobility for
the design of high quality, accessible and inclusive public transport services. Manage. Prod.
Eng. Rev. 6(3), 70–76 (2015)

2. Hamrol, A., Kowalik, D., Kujawinska, A.: Impact of selected work condition factors on
quality of manual assembly process. Hum. Fact. Ergon. Manuf. Serv. Ind. 21(2), 156–163
(2011). doi:10.1002/hfm.20233

3. Kujawińska, A., Vogt, K., Wachowiak, F.: Ergonomics as significant factor of sustainable
production. In: Golińska, P. Kawa, A. (eds.) Technology Management for Sustainable
Production and Logistics. EcoProduction, pp. 193–203 (2015). doi:10.1007/978-3-642-
33935-6_10

4. Tseng, M.M., Hu, S.J.: Mass customization. In: CIRP Encyclopedia of Production
Engineering, pp. 836–843. Springer, Berlin, Heidelberg (2014)

5. Brettel, M., Friederichsen, N., Keller, M., Rosenberg, M.: How virtualization, decentralization
and network building change the manufacturing landscape: an Industry 4.0 perspective. Int.
J. Mech. Aerosp. Ind. Mech. Manuf. Eng. 8(1) (2014)

6. Zawadzki, P., Żywicki, K.: Smart product design and production control for effective mass
customization in the Industry 4.0 concept. Manage. Prod. Eng. Rev. 7(3), 105–112, (2016)

Virtual Reality and CAD Systems Integration … 607

http://dx.doi.org/10.1002/hfm.20233
http://dx.doi.org/10.1007/978-3-642-33935-6_10
http://dx.doi.org/10.1007/978-3-642-33935-6_10


7. Salvador, F., de Holan, P.M., Piller, F.: Cracking the code of mass customization. MIT Sloan
Manage. Rev. 50 (3) (2009)

8. McIntosh, R.I., Matthews, J., Mullineux, G., Medland, A.J.: Late customisation: issues of
mass customisation the food industry. Int. J. Prod. Res. 48(6), 1557–1574 (2010)

9. Fogliatto, F.S., da Silveira, G.J., Borenstein, D.: The mass customization decade: an updated
review of the literature. Int. J. Prod. Econ. 138(1), 14–25 (2012)

10. Trentin, A., Perin, E., Forza, C.: Product configurator impact on product quality. Int. J. Prod.
Econ. 135(2), 850–859 (2012)

11. Górsk, F., Buń, P., Wichanirek, R., Zawadzki, P., Hamrol, A.: Immersive city bus
configuration system for marketing and sales education. Proc. Comput. Sci. 75, 137–146
(2015)

12. Choi, S., Jung, K., Noh, S.D.: Virtual reality applications in manufacturing industries: past
research, present findings, and future directions. Concurr. Eng. 23(1), 40–63 (2015)

13. Chandrasegaran, S.K., Ramani, K., Sriram, R.D., Horváth, I., Bernard, A., Harik, R.F., Gao,
W.: The evolution, challenges, and future of knowledge representation in product design
systems. Comput. Aided Des. 45(2), 204–228 (2013)

14. Górski, F., Zawadzki, P., Hamrol, A.: Knowledge based engineering as a condition of
effective mass production of configurable products by design automation. J. Mach. Eng. 16
(2016)

15. Grajewski, D., Diakun, J., Wichniarek, R., Dostatni, E., Buń, P., Górski, F., Karwasz, A.:
Improving the skills and knowledge of future designers in the field of ecodesign using virtual
reality technologies. In: International Conference Virtual and Augmented Reality in
Education. Procedia Computer Science, vol. 75, pp. 348–358 (2015). ISSN 1877-0509

16. Pandilov, Z., Milecki, A., Nowak, A., Górski, F., Grajewski, D., Ciglar, D., Mulc, T., Klaić,
M.: Virtual modelling and simulation of a CNC machine feed drive system. Trans. FAMENA
39(4), 37–54 (2015)

17. Stokes, M.: Managing Engineering Knowledge; MOKA: Methodology for Knowledge Based
Engineering Applications. Professional Engineering Publishing, London (2001)

18. Skarka, W.: Application of MOKA methodology in generative model creation using CATIA.
In: Engineering Applications of Artificial Intelligence, vol. 20. Elsevier (2007)

19. Górski, F., Hamrol, A., Kowalski, M., Paszkiewicz, R., Zawadzki, P.: An automatic system
for 3D models and technology process design. Trans. FAMENA 35(2), 69–78 (2011)

20. Górski, F., Buń, P., Wichniarek, R., Zawadzki, P., Hamrol, A.: Design and implementation of
a complex virtual reality system for product design with active participation of end user. In:
Advances in Human Factors, Software, and Systems Engineering, pp. 31–43. Springer
International Publishing (2016)

608 P. Zawadzki et al.



An Approach to Modeling and Simulation
of a Complex Conveyor System Using
Delmia Quest—A Case Study

Waldemar Malopolski and Adam Wiercioch

Abstract In this paper an appropriate method for modeling and simulation of
a complex conveyor system based on Delmia Quest is presented. The described
model is similar to a real system in which work-pieces are transported on pallets.
The transportation subsystem consists of linked conveyors. In this system, pallets
are moved between many conveyors. The presented method of modeling prevents
collisions between pallets and can be used to perform simulation experiment. Using
this solution, the efficiency of the transportation subsystem based on simulation
experiment was examined.

Keywords Modeling � Simulation � Complex conveyor system � Delmia quest

1 Introduction

The globalization of the world economy and economic developments in many
countries, have led to a large increasing in competition among manufacturers of
consumer goods of all kinds. The means of survival for many companies is to
reduce production costs. In many cases, the only way to achieve this goal is to
introduce an automation of production processes. Particularly large savings are
possible to achieve in terms of minimizing the cost of transport operations. This is
because the transport activities do not generate added value. Transportation sub-
systems usually generate nothing but additional cost. Therefore, cost minimization
in this area is very often assumed as an objective function in optimization process.
Computer modeling and simulation is very favorable way to achieve this goal.
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Very often, the automation of transportation subsystem is carried out by auto-
mated guided vehicles (AGV) or conveyors. Transportation subsystems based on
AGVs are flexible. But there are many problems with mechanical, safety and
positioning aspects of design of AGV [1, 2]. Moreover, appropriate pathfinding,
collision-free and deadlock-free algorithms must be implemented [3]. In case of
transportation subsystems with AGVs an approach to optimization based on sim-
ulation can be very effective [4].

Transportation subsystems based on conveyors are very popular and efficient.
This type of transport is simple and relatively inexpensive. Depending on the
applications, there are many types of conveyors. Very important types of conveyors
are high tonnage conveyors. This type needs a special approach to design because
of effect of dynamics (starts and stops). In the past, it was very significant problem.
However, drive technology has been highly improved recently and therefore main
attention can be focusing on analysis of emergency stops and ‘what if’ scenarios.
A practical verification of solutions with these types of conveyors is very important
[5]. Another area of application of conveyors is the transport within production
lines. Very often, this type of transportation subsystem is built of many linked
conveyors. In this case, a proper coordination of activities among all conveyors is
essential, especially to prevent collisions between work-pieces. At the design stage
of the transportation subsystem, it is very important to ensure its efficiency. This
can be achieved using computer simulation.

There are many different tools and languages for modeling and simulation [6].
One of the most popular simulation tools is Delmia Quest. It is the powerful tool for
discrete event process modeling. It has many functions and features of process
modeling [7]. Therefore simulation based on this tool is effective and it can be used
to produce an objective decision support in a real factory [8]. The possibilities of
Quest are increased by embedded Simulation Control Language (SCL). Therefore
the effectiveness of this tool is very high [9].

Delmia Quest software can be used for material flow simulation and optimiza-
tion of manufacturing line. In this case, based on simulation experiment, e.g.,
bottlenecks, conveyors utilization or new manufacturing strategies can be found and
manufacturing line can be improved [10–12]. In other words, simulation can be
used to improve material flow and operation of manufacturing systems [13, 14]. For
example, 3D simulation can be used as a tool for effective design of an assembly
line, by taking into consideration among others: work measurement, line balancing
and ergonomic problems [15, 16].

However, simulation efficiency depends on the correctness of model creation.
For this reason this paper presents an appropriate methodology of building simu-
lation models. It focuses primarily on complex conveyor systems. The main pur-
pose of the paper is presentation of the correct method of modeling and simulation
of complex conveyor systems.

Section 2 of this paper a production line with transportation subsystem is
described. This line is an academic example but it is similar to a real line. Section 3
model building of a complex conveyor system using Delmia Quest is presented.
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Section 4 simulation experiment and results are described. Section 5 includes
conclusions.

2 Description of the Production Line

Manufacturing system with transportation subsystem based on conveyors, descri-
bed in this paper, is similar to a real system. The manufacturing system consists of
eleven production lines. Each line produces different type of product. A cycle time
for each line is presented in Table 1.

2.1 Transportation Subsystem Description

All finished products are packaged on main pallets and moved to buffers. The
transportation subsystem layout is shown in Fig. 1. Dimensions of the main pallet
are 1/2/2 m (width/length/height). Each line has own buffer, which can accom-
modate: 1, 2 or 3 pallets. All buffers are simple accumulated conveyors. There is
a second type of pallet with dimensions 2/2/1 m. These pallets include accessories,
which are consumed in the production processes on lines (L1–L11). These pallets
are transported across the main conveyor to each production line. There are eleven
conveyors which transport pallets with accessories, one for each production line.

The main task of transportation subsystem is picking up all pallets from pro-
duction lines (L1–L11). In the first step, pallets are moved from production lines to
buffers (conveyors). After that, each pallet should be moved on the main conveyor,

Table 1 Production lines cycle time (s)

L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 L11

300 293 276 200 346 372 372 276 372 372 287

Fig. 1 The layout of transportation subsystem
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which transports all pallets to the next station. The main conveyor is constantly in
motion. Therefore, pallet can move on the main conveyor if there is an appropriate
space on it. In the first step a pallet is moved on the main conveyor (exactly under
it) and after that, in the second step it is put down on the main conveyor and moved
to the next station. When main pallets are transported on the main conveyor, pallets
with accessories should move cross the main conveyor between main pallets. There
must be a suitable distance between main pallets for a process to succeed. Before
building simulation model the precise analysis of pallets movement should be done.

2.2 Pallets Movement Analysis

There are two cases related to pallet movement. First, when the main pallet is
moved from the buffer on the main conveyor. Dimensions of the main pallet are
1 m width and 2 m length. Width of the main conveyor is 2 m. We can assume, that
velocity of the main conveyor Vm (m/s) and buffer conveyors with accessories
Va (m/s) are the same. When the main pallet starts from buffer conveyor, it has to
cover a distance of 2 m. After that it will be exactly under the main conveyor. At
the same time, the main conveyor covers the same distance. Therefore, a minimum
required space on the main conveyor is 2 m plus 1 m for the main pallet width. It
means, that minimum distance lmmin between two other pallets on the main con-
veyor should be equal 3 m. Under this condition the main pallet theoretically can be
placed on the main conveyor between two other main pallets. This minimum dis-
tance should be increased about additional safety distance before and after the main
pallet, see Fig. 2. The value of safety distance is set to 0.1 m after the main pallet
and to 0.3 m before it. Therefore lmmin = 0.3 m + 2 m + 1 m + 0.1 m = 3.4 m.

We need to consider second case, when pallet with accessories is about to cross
the main conveyor. This pallet width and length are 2 m. It has to overcome the
distance 4 m to cross by the main conveyor. In this case the minimum distance lamin

between two main pallets on main conveyor is 4 m plus 2 m (width of the pallet
with accessories). For safety reasons we have to add additional distance before and
after main pallet. The value of safety distance is set to 0.1 m after the main pallet
and to 0.3 m before it. The total distance lamin = 0.3 m + 4 m + 2 m + 0.1 m =
6.4 m. The value of lamin distance depends on velocity of conveyors. Finally
lmin = max(lmmin, lamin) The values of lmin distance for different values of velocity
of the main conveyor Vm (m/s) and conveyor with accessories Va (m/s) are pre-
sented in Table 2.
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3 Conveyors Modeling with Delmia Quest

Delmia Quest has dedicated powerful tools for conveyors modeling. These tools are
easy to use for modeling simple and stand-alone conveyors. In the production
systems there are very often more than one conveyor. Transportation subsystems
usually consist from many linked conveyors. In this case, when work-pieces are
moved from one to other conveyor, building of the model is not easy.

3.1 Model Building of a Complex Conveyor System

Figure 3, three linked conveyors are presented. The first one (widest) is a main
conveyor. Two additional conveyors are linked to the main conveyor. First addi-
tional conveyor touches to the border of the main conveyor. Therefore the
work-piece being moved will jump from the end of the first additional conveyor to
the center of the main conveyor. This kind of operation is impossible in reality. An
appropriate solution is introduced with the second additional conveyor. In this case

Fig. 2 Description of the pallets movement

Table 2 Values of lmin (m)
distance for selected values of
velocity

Vm Va

0.33 0.42 0.50

0.20 4.80 4.32 4.00

0.25 4.40 4.80 5.40

0.30 6.00 5.28 4.80
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the end of the second conveyor is moved to the center of the main conveyor. When
the work piece reaches the end of the second additional conveyor it will be exactly
in the center of the main conveyor. It can to start travel on the main conveyor if it
can take enough space on it.

This solution is not sufficient because of possibility of collisions. The basic
problem is how to correctly model the movement of pallets from one conveyor to
another. What is needed, this is the correct method of modeling. The proposed
method is described below.

In this case special decision points have to be introduced to avoid the collisions
between work-pieces. Decision points are usually used in Delmia Quest to creation
additional input or output places along a conveyor. Moreover these points can be
used for detection a work-pieces which travel on a conveyor. They can detect:
leading edge, origin or trailing edge of work-pieces. Delmia Quest has a large
number of built-in logics, which are used to make a decision and control of indi-
vidual objects in a simulation. Moreover, the user can compose custom logics based
on SCL.

In this way user can control behavior of any object. SCL is a procedural lan-
guage similar to other high-level computer languages. It has several data types that
allow getting specific information about each object.

3.2 Additional Decision Points

In order to fully control the flow of pallets additional decision points have to be
entered. These points are presented in Fig. 4. The unit of measure is (mm). First SL
decision point is dedicated to the main pallet. It checks an available space on the
main conveyor. This point permits the main pallet to entry on the main conveyor if

Fig. 3 An example of complex conveyor system
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there is a required distance lmin before and after other main pallets on the main
conveyor and if there is not pallet with accessories on the main conveyor. This point
cooperates with four points: PL, ML, PK and MK. There are exactly two points of
type PL. First two points check for other main pallet on the main conveyor. The
second two points check for the pallet with accessories on the main conveyor. SL
point cannot permit the main pallet to entry on the main conveyor if there is other
main pallet between points: PL and ML or if the pallet with accessories is crossing
through the main conveyor and it is between points: PK and MK.

SZ decision point is dedicated to pallet with accessories. This point cooperates
with points: PZ and MZ. There are exactly two points of type PZ. They forbid the
pallet with accessories to cross the main conveyor if there is a main pallet between
PZ point and MZ point on the main conveyor. This is because the distance between
main pallets is smaller than lmin. The pallet with accessories cannot cross the main
conveyor if its destination place is not free too. To do this D decision point was
introduced. This point cooperates with points: PY and MY.

To each point a procedure in SCL language was added. These procedures use
four variables: K, Y and L, Z.

For example the procedure in one of the two PL points adds (Plus) a value ‘1’ to
the variable L. The procedure in ML point subtracts (Minus) a value ‘1’ from the
variable L. If the value of L and K variable is equal zero, than the procedure in SL
point can permit the main pallet to entry on the main conveyor. An example of
procedure in SL decision point is shown below. Procedures like this are assigned to
all SLi points, where i = 1, …, 11. An example of procedure in SCL is shown
below.

Fig. 4 Description of additional decision points. Decision points: SL, PL, ML, PK and MK are
used by the main pallet. Decision points: SZ, PZ and MZ are used by the pallet with accessories.
Points: D, PY and MY are used by the pallet with accessories too
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Based on decision points, described above, the control rules for pallets move-
ment were created. These rules were implemented to the model with Simulation
Control Language.

3.3 Model of Production Lines

The model of whole production system is presented in Fig. 5. This model consists
among others from: one main conveyor, eleven accumulated conveyors (buffers)
linked to production lines and eleven conveyors for pallets with accessories
(crossed with the main conveyor). Decision points, described above, were added to
the model to all conveyors linked with production lines.

After that, all control rules were implemented to the model. In this way, moving
of all pallets in this model was under control. Thus, the behavior of the model was

Fig. 5 The model of whole
production system
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the same as the real system. There were not collisions between all pallets and pallets
were properly deployed on conveyors. After building the model, the validation of
its correctness was carried out. The operation of the model was analyzed with the
various parameters. After checking the correctness of the model, simulation
experiments were carried out.

4 Simulation Experiment and Results

After verifying the correctness of the model, simulation experiments were per-
formed under different velocities of the conveyors. The simulation time was set to
8 h. Stochastic factors were added to production lines cycle time. To verify that the
transportation subsystem fulfils its task, statistics have been collected from the
additional buffers, that were placed before the accumulated conveyors (buffers). In
this way the number of pallets, that downtime was not equal to zero for each line
was counted. The tests were performed for different values of the speed of con-
veyors. The results are shown in Table 3. The values in the table show the number
of pallets which exceeded the acceptable waiting time. For conveyor speeds 0.25
and 0.5 m/s, there was only one pallet, which was waiting too long to enter on the
conveyor. The waiting time was very small. Therefore this configuration of speeds
was taken into account as acceptable solution. Table 4 shows the results of the
simulation.

Configurations that meet requirements are denoted by ‘O’. Others, not satis-
factory configurations are denoted by ‘X’. The simulation experiments indicate that
the production line can work with three configurations of conveyor speeds. In these
cases, the transportation subsystem is efficient. In the way presented above we can
find the best (smallest) values of conveyors velocity.

Table 3 The number of
pallets waiting too long for
entrants

Vm (m/s) 0.20 0.25 0.25 0.30 0.30 0.30

Va (m/s) 0.50 0.42 0.50 0.33 0.42 0.50

Buffer 1 0 0 0 0 0 0

…

Buffer 9 6 1 0 3 0 0

Buffer 10 73 9 1 12 0 0

Buffer 11 95 2 0 1 0 0

Table 4 The result of
simulation experiment

Vm (m/s) Va (m/s)

0.33 0.42 0.50

0.20 X X X

0.25 X X O

0.30 X O O
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5 Conclusions

The article describes the basic capabilities of Delmia Quest for modeling simple
transportation subsystems. The problems with complex conveyor system modeling
associated with capabilities of collisions were discussed. In order to correct mod-
eling of such systems, the method based on the introduction of additional decision
points to the model was proposed. The full control of the flow of pallets between
the conveyors was possible by adding to the model procedures written in SCL.
These procedures are based on the decision points. With the proposed method, it
was possible to build a properly functioning model. The simulation experiments
were carried out using this collision-free model. Based on these experiments,
configurations of conveyor speeds that ensure its efficient operation have been
determined. This would not be possible without using the method described in the
article. The presented method can be applied by all Delmia Quest users to the
similar issues with complex conveyor system modeling.
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Prediction of HPDC Casting Properties
Made of AlSi9Cu3 Alloy

Jakub Hajkowski, Pawel Popielarski and Robert Sika

Abstract The paper describes the influence of type of structure and its parameters
on mechanical properties of high-pressure die-casting (HPDC) products out of
AlSi9Cu3 alloy. The dendritic structure was described using the DAS parameter—a
distance between branches of dendrites of a solid a solution (silicon in aluminium),
which is a measure of microstructure refinement. According to the Hall–Petch law,
the smaller grain causes the better strength. The finest grained structure can be
obtained by increasing the rate of heat extraction from a casting to a mould. The
best results, considering the classical methods, can be achieved using the
high-pressure die-casting method. Therefore, results of studies of mechanical
properties of sample castings, made using the above-mentioned casting method, are
presented. The sample castings (cast-on samples) were subjected to tensile tests to
determine mechanical properties (tensile strength, yield strength and elongation), as
well as microstructure studies, considering the DAS. Experimental-simulation
validation was performed using the Procast code with the application of a micro-
model in the scope of compatibility of the DAS value and yield strength.

Keywords High-pressure die-casting � Aluminium alloys � Mechanical proper-
ties � Dendrite arm spacing � Micromodel

1 Introduction

Operational properties of cast products are dependent on the technology of their
manufacturing [1, 2]. These properties are affected mainly by solidification rate of
particular casting zones [2–4]. Extraction heat rate out of a casting may be con-
trolled by the use of materials of diversified thermal parameters, such as thermal
conductivity (k), specific heat (c) and density (q). A mould can be made out of a
homogeneous material (mould sand with a quartz sand matrix, metal mould for
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gravity or pressure casting) [2, 3]. In industrial conditions, hybrid, combined
moulds are often used (mould sand with chills, permanent metal moulds with sand
or salt cores), as well as pressure moulds with insets made out of a different
material, usually of a higher capacity of heat transfer than the mould material. At
the same time, it must be remembered that the selection of an appropriate tech-
nology of manufacturing a casting, as well as methods of its further processing, has
very high impact on the state of its surface quality and its capability of maintaining
proper operational properties [5].

In the case of high-pressure die-casting, formulation of the crystal structure,
meaning its refining [6–8], is greatly affected by the multiplication pressure (exerted
in the last, third phase of casting), interacting on an alloy during the solidification
process and causing several times higher refinement of structural phases in relation
to solidification carried out in atmospheric pressure conditions (as in a gravity metal
mould). Additionally, solidification rate influences on morphology of the forming
the intermetallic phases [9, 10]. In specific conditions these phases will never form..
This paper focuses on the validation of the selected mechanical and plastic prop-
erties, as well as degree of microstructure refinement, using the DAS (dendrite arm
spacing) parameter.

Procedures of design with the use of virtualization of processes bring wider
possibilities of both qualitative and quantitative prediction of locality of structure
and mechanical properties. Nowadays, there is a trend towards expectations of the
modern approach to design and operation of castings, mostly in link with applica-
tions for modelling and virtual prototyping of new products [11, 12] and production
processes [13]. It is also related to a design rule, which is more and more often
applied, concerning defect tolerance. It is a new direction in design and optimization
of castings. This rule responds to applications of cast products, and directions of this
development are enforced by increase of technical and operational requirements.

Professional systems, such as NovaFlow&Solid, Magmasoft or Procast, allow
the prediction of local properties of castings, but it is done using simplified prin-
ciples (soft modelling—an empirical approach, basing on temperature fields cal-
culated on the basis of processes simulation) or through micromodelling (so-called
deterministic modelling) [14].

This paper describes experimental and simulation studies of cast-on samples,
manufactured in conditions of high-pressure die-casting. The studies were con-
ducted using the most widespread alloy for automotive industry parts [15], man-
ufactured using the above-mentioned method, with designation of AlSi9Cu3.

2 State of the Art

Quality of castings is influenced, apart from processing conditions, by the chemical
composition of a used alloy. Even if it is compatible with tolerance limits assumed
in the standards, mechanical properties of cast products (such as tensile strength,
hardness) may differ even by several dozen per cent.
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The most important elements influencing the properties of aluminium alloys are
Si, Cu, Mg, Mn and Fe. All these elements have a specific influence on forming
structure of a casting [2, 16]. The silicon improves castability, feeding of shrinkage
discontinuities and resistance to hot tear defects. Copper increases tensile strength
and hardness, improves machinability and thermal load resistance, and simultane-
ously, it reduces corrosive resistance and worsening of elongation. Iron increases
tensile strength and yield strength but reduces plasticity. Magnesium enables heat
treatment, which influences tensile strength and yield strength. Manganese neu-
tralizes negative influence of iron (it minimizes worsening of plastic properties)
[16].

Elements contained in the aluminium alloys influence the creation of inter-
metallic phases. Thus, except basic phases like solid solution of a silicon in alu-
minium and eutectic (a + Si), there are also intermetallic phases (because of other
elements in an alloy apart from aluminium and silicon, such as Fe, Cu, Mg, Mn,
they may have an influence on decreasing of mechanical properties). The inter-
metallic phases that occur most frequently are as follows: Al2Cu, Mg2Si, Al5FeSi,
Al15(MnFe)3Si2, Al5Mg8Cu2Si6, Al8Si6Mg3Fe [9, 10, 17]. The intermetallic phases
may form below and above the temperature of silicon eutectic solidification. It is
worth emphasizing that the introduction of alloy admixtures influences synergy of
properties. An example may be a multi-element alloy AlSiCu.

The AlSi9Cu3 (other designations: A226, AC-46000) is the most frequently
used aluminium alloy in foundry by HPDC casting. It is estimated that approxi-
mately 70% of parts manufactured using this method are made out of this particular
alloy [18]. The alloy, because of its small tendency to create shrinkage cavities and
good machinability, is often used for the production of castings of a high degree of
complexity, mostly in the automotive industry. The chemical composition
AlSi9Cu3 alloy is presented in Table 1.

The AlSiCu alloys are used in automotive and aeronautical branches, mostly for
loaded elements, such as cylinder heads, crank boxes of combustion engines, pis-
tons of diesel and petrol engines, subassemblies of turbocharger, frames of gear-
boxes or parts of aeronautical pumps [16, 19]. The best material properties (tensile
strength, yield strength and elongation) are obtained using the cold-chamber
pressure casting. There are two types of these machines: with a horizontal chamber
(Fig. 1)—the most frequently used—and with a vertical chamber. Depending on the
piston movement in a chamber and its location, there are three phases of filling the
mould cavity, described below.

The first phase consists of filling channels of a gating system, up to height of
inflow crevices. Stroke of the piston is realized with low velocity (0.3–0.5 m/s), and

Table 1 Standard chemical composition of AlSi9Cu3 all—EN 1676 standard

Element Si Fe Cu Mn Mg Cr Ni Zn Pb Sn Ti

(%)

Min 8 – 2 – 0.05 – – – – – –

Max 11 1.3 4 0.55 0.55 0.15 0.55 1.2 0.35 0.25 0.25
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it transports metal to a place near the inflow crevices [20]. Low velocity of the
piston stroke results in out of time of metal solidification in machine shot chamber.
Wrong values of the stroke movement in this phase lead to danger of waviness of a
free surface of a liquid alloy. This may lead to air entrapment and introducing it to
the mould cavity, together with an alloy. This may cause air occlusions in the final
casting, if all the air will not be evacuated by the venting channel system.

The second phase is filling the mould cavity. Stroke of the piston is realized with
a higher velocity (usually 1.5–4.0 m/s, max. 8 m/s) [20]. This phase is character-
ized by higher dynamics of the piston movement. Therefore the higher pressure is
exerted on an alloy, thanks to this, time of mould cavity filling is shorter than
solidification time of the thinnest walls of a casting.

The last, third phase is repressing of an alloy inside the mould cavity, known as
the multiplication. Further rapid increase of piston on alloy occurs, and the growth
of pressure on transition between phase II and phase III does not exceed 0.02–

Table 2 Values of parameters assumed for the simulation tests

Parameter Name Value Unit

nmax Maximum grain nuclei density (first nucleation parameter of the
dendritic primary phase. Maximum density of nuclei of the
Gaussian distribution)

9e6 1/cm3

DTd Standard deviation undercooling (second nucleation parameter
of the dendritic primary phase. Standard deviation of the
Gaussian distribution)

3 K

DTn Average undercooling (third nucleation parameter of the
dendritic primary phase. Average undercooling of the Gaussian
distribution)

10 K

Ae Nucleation constants (first nucleation parameter of the eutectic
phase. Nucleation factor)

9e6 K−n/
cm3

n Nucleation constants (second nucleation parameter of the
eutectic phase. Nucleation exponent)

2 –

le Eutectic growth coefficient (eutectic growth kinetics constant) 5e−6 cm/sK2

Fig. 1 Scheme of high-pressure die-casting with a cold chamber: a without the vacuum system
[19], b vacuum process and additional module for local squeeze casting [21]
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0.03 s [20]. The phase is ended when the casting solidifies. The multiplication has a
significant impact on quality of a casting, it influences the refinement of its struc-
ture, mechanical properties, and it reduces dimensions of gas bubbles and, above
all, limits shrinkage porosity and increases the accuracy of casting shape
representation.

The pressure casting process allows obtaining significant efficiency—30–60
injections per hour, high accuracy and dimensional quality of castings, as well as
precise representation of their shapes, connected to high yield of metal (approxi-
mately 95% when casting metal in the cold chamber machines) and better physical
properties of castings thanks to their fine-grained structure [20].

To limit the occurrence of porosities, which helps improving the quality of
castings, certain supporting methods are used, not present in the classic method of
pressure casting. The methods are as follows: pressure–vacuum system in the
pressure mould cavity (the vacuum process), local interaction on a local alloy
pressure in the liquid and solid–liquid state (local squeeze casting) [21].

High-pressure die-casting technology causes high cooling rate and leading to
refinement of grains (low DAS parameters) and better mechanical properties of
casting. The authors [15] obtained DAS parameter from 5 to 13 lm to the contact
with mould and in the centre, respectively (6 mm diameter sample) and ultimate
strength approx. 270 MPa and yield strength approx. 150 MPa. In [7], the average
value for ultimate strength is 250 MPa and yield strength is approx. 160 MPa.

Because of high cost of manufacturing of casting moulds for the high-pressure
die-casting, the simulation systems are widely used for the optimization of the
casting process, especially concerning filling of the mould cavity. Commercial
simulation codes, apart from basic phenomena of flow and heat exchange (hard
modelling), are also able to predict structural properties, e.g. DAS (dendrite arm
spacing), portions of particular structure phases, mechanical properties (tensile
strength, yield strength and elongation). Quality of calculations using the simulation
systems, regarding the course of the casting process, is dependent on the accuracy
of used material data. Only the data that appropriately characterize materials and
phenomena, referring to a real process, guarantee obtaining right conclusions and
predictions regarding the behaviour of the casting–mould system. In the commer-
cial simulation codes (NovaFlow&Solid, Magmasoft, Procast), typical physical
models describe particular stages of forming of a casting (filling the mould cavity,
solidification and cooling of an alloy, heating the mould). The problem of material
data concerns each of these stages.

Creators of these simulation systems ensure the completeness of the material
databases. They cannot be always treated as sure and tested in industrial conditions.
Quality of available databases must be estimated, considering a number of issues.
Among others, they are as follows: source of data and conditions of its determi-
nation, accuracy, comparison with time and temperature characterizing the casting
process, criteria and selection of the best dataset for a problem being solved,
sensitivity of simulation results to errors of coefficients, which are impossible to
identify and are caused by static and dynamic phenomena.
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The authors undertook an attempt at such a reverse comparison. On the basis of
obtained empirical (experimental) data and simulation results, comparison of basic
mechanical properties and degree of structure refinement was made. The trial
castings were made of the AlSi9Cu3 alloy.

3 Methodology of Studies

The experimental studies were performed in a selected high-pressure die-casting
foundry. It consisted the complex studies of metallurgical quality of an alloy, which
was assigned for manufacturing of castings for parts for the automotive industry.
Control and measurement apparatus were used, to determine parameters of metal-
lurgical quality: density index—DI, chemical composition tests (spectrometer) [22].
These studies were performed for each ladle after refining process with a rotor, four
ladles in total, to fill the whole preheating furnace, out of which an alloy was taken
directly for the casting process.

The preheating furnace was filled with a liquid AlSi9Cu3 alloy, of known
metallurgical quality. The density index was below 2.6% (the acceptable upper
limit is 3%). The applied average casting process parameters were as follows:
pressure during filling—120 MPa, velocity of mould filling—3.3 m/s and pressure
in third phase—300 bar. Studies of mechanical properties (tensile strength, yield
strength and elongation) were conducted on high-pressure die-cast samples
(cast-on) of shape compatible with the PN-83-H-83500 standard. The tests were
carried out on raw samples, without machining, using a strength testing machine
Instron. Randomly selected pressure-cast samples were subjected to tests. Finally,
out of 425 samples, 54 pieces were randomly chosen, and representative values
were then estimated by statistical methods.

The basic structure phases in the examined alloy are a solid solution and the
eutectics (a + Si). The refinement of precipitations of the solid solution a was
described using an intermediate parameter of average distance between last arms of
well-developed parts of dendrites observed in the microstructure (DAS).

Results of the static tensile test using the above-mentioned samples were referred
to results of simulation in the Procast system (the micromodel). The geometry of a
sample is presented in Fig. 2.

B
ottom

Fig. 2 CAD geometry of test sample—with part of the gating system. Vertical pouring position
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4 Results and Discussion

The simulation eventually allowed to obtain the Re parameter value to compare it
with results of a real sample. In the scope of the studies, 54 samples were randomly
chosen; for each of them, the mechanical properties—tensile strength, yield strength
and elongation—were determined. To select a representative value of the yield
strength parameter, it was proposed to estimate the outliers in the first place, using
the Grubbs test, according to the formula (1).

G ¼ maxjYi � �Y j
s

; ð1Þ

where

G value of statistics of the Grubbs test,
Yi subsequent value from the set,
�Y average value from the set,
s standard deviation.

This way it is possible to identify distant values in a randomly selected set of
samples. It turned out that for the assumed sample size (N = 54) and significance
level alpha = 5%, the critical value of the test (Critical Z) is 3.21 and no value of
the yield strength parameter is distant enough to discard it from the set.

According to the above-mentioned facts, a statistical method was proposed for
the estimation of the most representative yield strength value, which will take too
higher deviations from the mean value into account. It was decided that the yield
strength representative value should be contained within the representative sample
described simultaneously by three mentioned parameters—apart from the tensile
strength, yield strength and elongation, as well. Such three values of a sample allow
better representation of repeatability of results of single specimen mechanical tests
than the yield strength parameter value itself. For each group of parameters out of
all the randomly selected samples, statistical value of the Grubbs test was calcu-
lated. Then, samples for which all the three parameters describing mechanical
properties had Grubbs test value lower than 0.5 were selected (statistics on this level
determines values of a parameter being relatively close to the most frequently
occurring values). See Fig. 3.

Figure 4 shows the representative real microstructure for the validation of the
DAS parameter (dendrite arm spacing). Obtained values of DAS parameter varied
on the cross section. The measured values near the edge of a sample were
approx. 9 µm, and they increased in function of distance to sample axis, up to value
of 11 µm. It is caused by various heat extraction rates (heat flux) on the casting–
mould interface.

As a result of simulation, a virtual map of yield strength property was obtained
(Fig. 5). The virtual YS prediction does not include occurrence of porosity which
can appear in experimental castings.
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The experimental-simulation validation, considering the DAS size and average
value of the yield strength, was conducted. Values obtained experimentally were
confirmed by simulation in the Procast code and they were approximately 9.2 µm
near the edge of a sample and they increased in function of distance to sample axis,

20μm 20μm

α - phase 
eutectic

α - phase 
eutectic

(a) (b)

Fig. 4 Microstructure of a representative sample for testing of mechanical properties: a edge of a
sample, b centre of a sample

Fig. 3 Results of the Grubbs test for parameters describing mechanical properties of samples—
for three samples, compatibility on the Grubbs test level below 0.5 was obtained
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up to value of 11.2 µm, while the yield strength decreased from 180 to 150 MPa
(Fig. 5).

High refinement of grains of the a phase (low DAS values, approx. 9 µm in the
near-surface layer, from the side in contact with the mould, and 11 µm in the central
part) in the pressure-cast products (the test sample), as well as low porosity, ensures
better structure compactness in comparison with gravity castings. It let to obtain
better strength with good plastic properties.

5 Summary

The carried out experimental-simulation tests allow to draw the following
conclusions:

• Obtained experimental results for DAS and mechanical parameters are com-
parable with literature ones,

• The database applied in the Procast code concerning the micromodel (nucleation
and growth crystal parameters) for AlSi9Cu3 alloy applies to gravity die-casting.
For high-pressure die-casting process (tests made under actual industrial con-
ditions), these values were increased by four orders of magnitude due to better
contact at the casting–mould interface (smaller air gap) and consequently a
greater heat flux thus achieving the DAS parameter on level of values derived
from the experiment, while maintaining the experimental values of the yield
strength,

• Statistical analysis of the experimental results (tensile strength, yield strength
and elongation) using the modified Grubbs method was required to determine
the most representative value of the yield strength parameter from the sample,

Fig. 5 Results of simulation tests obtained using the Procast code: a DAS—dendrite arm spacing.
b Yield strength. For parameters shown in Table 2
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• There is the limitation of direct usage of basic database (standard values
parameters) of particular simulation codes in the case of HPDC case. Each
simulation code should be validated concerning dynamic of casting process,

• The described research has enabled the Procast code database to be adapted to
include values for high-pressure die-casting.
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projects.
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Internal Stresses Analysis
in the Shrink-Fitted Joints
of the Assembled Crankshafts

Zbigniew Siemiatkowski, Miroslaw Rucki and Jan Kudlacek

Abstract The paper describes investigation results aimed to the assessment of the
shrink-fitting of the marine diesel crankshaft elements. Since the crankshafts are of
the large size (above 20 m) and weight (above 300 tons), the models were made in
scale 1:5, keeping the same technical conditions. The measurement of internal
stresses was made by a non-destructive ultrasonic method. The obtained results
confirmed the existence of the zones where stresses had crossed the yield points,
which meant the plastic deformation and weakening of the interference fit.

Keywords Shrink-fitting � Tightness � Internal stress � Ultrasonic measurement

1 Introduction

One of the technologies used for the crankshaft fabrication is to assemble it out of
the separated elements (cranks and journals) joint usually by the shrink-fitting [1].
The reliability of the joint depends on its tightness (interference) and on the internal
stresses generated during the cooling process. The residual stresses and their dis-
tribution in mechanical components may cause them to fail at a load level signif-
icantly lower than expected [2], which is true for the shrink-fitted couplings.
Moreover, in the assembled crankshafts, the hub must be axially positioned on the
shaft and resist the moments and forces generated by misalignments [3].

In case of the large-size assembled crankshafts manufactured for the marine
engines, it is difficult to perform a series of investigations, because the weight of
such a crankshaft is up to 313 tons, its length is up to 22.5 m, and the maximal
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radius reaches ca. 1500 mm [4]. Fabrication of a crankshaft or a joint of huge
dimensions for just experimental purposes is too expensive, so it was decided to
prepare a number of the models of joints. Thus, the models were made in scale 1:5,
keeping the technical conditions close to the ones kept in the CELSA Huta
Ostrowiec factory’s production lines for the marine diesel engine assembled
crankshafts.

The present study focused on the non-destructive stresses measurement in the
joints. It does not address to the heat transfer and the evolution of the contact
pressure. In fact, the publications on this topic of the assembled marine crankshafts
are relatively few, and they focus more on the fatigue issues than on the tightness of
the joints [5]. The comprehensive study on the contact behavior during the
shrink-fitting process was performed by Sun et al. [6], which did not, however,
present any measurement of the stresses. On the other hand, Otsuki with co-authors
used a destructive method for the stress measurement [7].

2 Experimental Conditions

The internal stresses in the shrink-fitted elements were measured using the ultra-
sonic measurement device Debro (laboratory of the Institute of Fundamental
Technological Research, Polish Academy of Sciences). The models of the crank
and pivot before assembling are shown in the Fig. 1 (left), while the Fig. 1 (right)
presents the positioning of the measurement axes in the assembled joint. In fact,
they were radial semi-axes marked by numbers from 1 to 8, because
non-symmetrical distribution was expected.

The probing points were assigned along each axis with the step of 10 mm. Close
to the contact border between crank and pivot, the additional measuring point was
added. Thus, the first measurement was made on each axis at the distance

Fig. 1 Crank and pivot models before assembling (left) and the axes of stress measurement (right)
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rc = 5 mm away from the border between the coupled details. For each crank–pivot
couple, the measurement was made before they were joined together and afterward.

The measured value was in fact the ultrasonic wave passing time, polarized
along the marked axis and perpendicular to it. Here, tR0 and tR1 mean the passing
time in nanoseconds in the direction coaxial to the radius R, before and after
assembling, respectively. Similarly, ttang0 and ttang1 mean the passing time in
nanoseconds in the circumferential direction (perpendicular to the radius). The
acoustic anisotropy tR-tang was calculated as follows:

tR�tang ¼ tR � ttang
0:5 tR þ ttang

� � ; ð1Þ

for the crank and pivot before assembling (indexed with 0) and after it (indexed
with 1), respectively. Table 1 contains the example of the obtained time values and
respective stresses rr (radial) and rh (circumferential) in the material along the axis
1. Dr was the differences between rh and rr, and so-called reduced stress rred was
calculated as their sum square:

rred ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2r þ r2h

q
: ð2Þ

Since the axis 1 was the longest axis of the crank (see Fig. 1), there were 19
measuring points, but only 4 are presented in the Table 1 as an example. The
measurement results should be treated as the stresses averaged along the material
thickness. In case they were performed close to the border between the details, they
meant average along the joint.

3 Results and Discussion

Figure 2 presents the graphs of stresses differences Dr measurement results along
all 8 axes for the crank–pivot coupling example given in the Table 1. The points of
different shapes represent the measuring results, while the curves represent the
polynomials based on the measured values. The relative tightness of the
shrink-fitting was Ww = 2.35‰. The reduced stresses rred for the same joint are
presented in the Fig. 3.

It should be noted that at the distance of 5 mm from the crank edge, four axes
reveal the stresses above the yield point, and along the axis 7, the yield point is
crossed throughout the distance of 25 mm. The results thus confirm that in case of
high tightness of the shrink-fitting, some plastic deformation takes place and
weakens the joint loadability.

In order to check the obtained results, the residual stresses near the surface were
measured using the hole-drilling strain-gage method [8]. The graphs of the tan-
gential and radial stresses are shown in the Fig. 4. It is seen from the graph that the
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Fig. 2 Measured stresses differences Dr and their approximations with polynomials

Fig. 3 Reduced stresses rred for the shrink-fitted joint of relative tightness Ww = 2.35‰
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differences between points 3 and 4 in case of both stresses rA and rT are ca. 40%.
Such irregularity may be responsible for the possible failure, especially under the
overload conditions.

Symmetrical differences between the internal stresses in axes 1–5 and 7–3 are
reflected in the pivot stress distribution, too. Figure 5 presents the example of the
pivot stress distribution, where maximal modules of stresses (i.e., both negative and
positive extremes) are concentrated around the pivot orifice. The analysis was made
using the finite element approach [9].

Fig. 4 Residual stresses in the shrink-fitted joint of relative tightness Ww = 2.37‰

Fig. 5 Stresses distribution
in the pivot
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The models of the joints enabled to assess the real internal stresses that take
place after the shrink-fitting of the crank and pivot. However, for the entire
assembled crankshaft, the stress calculation is relatively complicated task because
of many multi-coaxial components [10]. The future researches should challenge this
issue.

4 Conclusions

The investigations were made on the models of the crankshafts produced in the
conditions similar to the ones for the large-sized diesel marine engine crankshafts.
The internal stresses were measured with a non-destructive ultrasonic method. The
results of stress measurement lead to the conclusion that they should be analyzed in
3-D terms, and it is insufficient to model the complicated stress network with the
2-D ones, especially it is inacceptable to simplify it in terms of linear squeeze or
stretch.

The stress distribution is non-uniform, and for the large relative tightness, plastic
deformations may take place. In fact, for the relative tightness Ww > 2.2‰, the
yield point is usually crossed. The radial stresses are negative in values, and their
modules are smaller than those of the circumferential stresses. Thus, in industrial
practice, it is not recommended to project the shrink-fittings of the tightness above
2.2‰, because the plastic deformation caused by high stresses may weaken the
joint.

In the future researches, the issue of the stresses in the entire assembled
crankshaft should be addressed, emphasizing their impact on the coaxiality of its
elements.
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The Influence of Composition Chemical
of Nanofluids on Hardness and Wear
Resistance of Laser-Treated C20 Steel

Wojciech Gestwa

Abstract The utilization of nanofluids in the hardening processes of steel elements
contributed to the improvement of the exchange of warmth among the quenching
mediums and cooling element. There is still, however, the agglomeration phe-
nomenon which leads to the deprivation of the significant influence nanoparts on
the created structure in hardened elements what influences on the mechanical
proprieties of these factors in the event of this type of quenching mediums. It can
get the assurance of the constant nanosize on the way of the influence of ultra-
sounds or changes in the chemical composition of quenching mediums dissolving
nanoparticles. Within the framework of this research, it was undertaken the test of
the modification of composition chemical nanofluids uses 1% the water solution
nanoparts Al2O3. At the base of the analysis of cooling curve, the obtained
quenching mediums showed the intensification of the warmth receipt in relation to
the quenching mediums no modified. The maintenance of the nanosized particles
contributed to the improvement of the wear abrasive resistance of elements with the
produced surface layer as the result of laser alloying with utilization of the car-
burizing paste. In these quenching mediums, the obtained hardness on the section of
hardened elements showed higher value and softly fall from the surface to the core
in the relation to the others heat-treatable samples. The profitable changes of pro-
priety are the effect of the arrangement changes of phase in forming structure of
elements from constructional steels after hardening.
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1 Introduction

This study presents the research with the use of nanofluids to change some prop-
erties of layer’s surface, which created in laser carburizing (alloying). The fluidized
bed for many years make up the significant center in the cooling process, which
produces in the controlled way the definite structure connected with suitable
mechanical proprieties in the element quenching. The appearance of the solid body
particles of nanosize resulted in the possibility of their use in fluidized bed, and it
changes the cooling proprieties of the traditional hardening mediums. This study
[1–11] presents the possibilities of the proprietary changes of the physico-chemical
mediums that modified nanoparticles. The authors of these works used nanoparti-
cles in the spheroidal shape of the particle size below 50 nm and especially
nanoparticles Al2O3. By investigating, the authors obtained the change in the
method of the heat exchange among the centers from the nanofluidized group and
quenching elements in the range of the occurrence temperature of the particular
cooling phase. The authors further suggest two methods of the maintenance of
applied nanosized particles. First method is the utilization of ultrasounds to break
agglomerates, which were formed from nanoparticles after their introduction to the
solution. The second method is the use of suitable solvent, which blocks the
agglomerates of nanoparticles. In the quenching mediums, the stoppage of suitable
nanosized particles has the meaning for the heat transfer coefficient and zeta
potential. This effect can be observed in the works [2, 3, 7], which show the growth
value of these parameters with the growth of the nanosized particles of the Al2O3

and SiO2 type. The offence of certain values of nanoparticles stabilized the zeta
potential. Authors for this effect burden not to the end conducted with breaking
ultrasounds joint nanoparticles. They believe that in addition nanoparticles should
not cross the 0.5% value of the volumetric part to obtain the most profitable effects
of quenching. The modification of the chemical composition of thinner can con-
tribute to tendencies decrease of nanoparticles to the agglomeration according to
them, what improve the proprieties in the final effect cooling nanofluid. The new
possibilities got when hardening with the use of nanofluids can be more enlarged by
the development the surface cooled. The work [12] shows change in the possibility
of tensions and surface topography in surface layer of materials sandblasted from
their chemical composition independently. The laser modifications can use in
connection with the processes of the quenching in nanofluids in the formation of the
propriety of the surface layer except to exchanged the process above. The changes
in the examples of the surface layer propriety in the result of laser modification can
be found in [13–15] work. The information from the literature about possibilities
nanofluidów and laser processing on the propriety change of elements, they made
up the point of the exit to preliminary investigations in this subject matter. The
obtained results were presented in the present study.
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2 Methods of Research

Three quenching mediums were applied in investigations; their chemical compo-
sition and work parameters are presented in Table 1.

The assessment of cooling intensity was realized in accordance with the standard
of ASTHMD D6200-97: The Standard Test Method for Determination of Cooling
Characteristics of Quench Oils Cooling Curve Analysis (Tensy Method). In this
method, the probe used is cooled in the Tensy method. The sampler has the
diameter of 12.5 mm and length 60 mm in applied probe as well as it is made from
INCONEL 600 alloy, which in geometrical center is located in the type K ther-
mocouple. This sampler was warmed in the resistance furnace vertical, which
ensures the temperature of 850 °C ± 2.5 °C on the length 120 mm in the furnace
retort. The data obtained in the temperature–time arrangement are subjected to
mathematical analysis using the Fourier series [16]. The specimen of C20 steel was
applied in the investigations of structure and the propriety of hardened elements.
This steel is designed on elements subjected toughen or hardening thermal. This
steel executes from the small machine parts, collars and elements cooperating with
sheet metals to work in temperature not exceeding 450 °C. However, this steel
quickly loses its proprieties after crossing 200 °C. The chemical composition on the
basis of spectral analysis (0.2% C; 0.4% Mn; 0.24% Si) is according to norm
PN-EN 10083-1:2008. The surface photo and the dimensions of samples created

Fig. 1 Surface photos
(a) and picture (b) of sample
used in research

Table 1 Kind of nanofluid used

The kind of
medium

The chemical composition of medium The work
temperature of
medium (°C)

The
sonic
time (h)

I The distilled water 20 0.0 (no
sonic)

II The distilled water + 1% water solution of
Al2O3 nanoparticles

20 0.5

III The distilled water + 1% water solution of
Al2O3 nanoparticles + 10% ammonia water

20 0.0 (no
sonic)
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with C20 steel are presented in Fig. 1. The rough surface of samples before the
realization of laser modification processes was increased. For that purpose, the
samples were subjected to the jet abrasive processing with utilization of the abrasive
material on the base of usual aloxite brown about the F16 granularity in the FEPA
standard. The machine was applied to sandblasting, which uses the ejector method
of feed abrasive materials. This test characterizes constant parameters: the working
pressure of gas p = 0.7 MPa; the incidence angle of abrasive materials on the
sample surfaces amount to h = 90º; the working time of the abrasive material on the
sample, t = 300 s; the internal diameter of the nozzle in the server of abrasive
materials, øin = 7 mm (7 � 10−3 m); the distance between the nozzle and the
surface worked, l = 100 mm (0.1 m). The working gas (air), abrasive materials and
sample have an ambient temperature, carrying out 20 °C during the processes. The
covering of external surface was total (100%) on the whole circuit of sample.

The diffusive paste was material used to change the chemical composition of the
layer in the consequence of the laser modification. The carburizing paste was used
in the present work, which consisted of graphite and polyvinyl alcohol with smooth
consistency. The paste was coated on the oval samples by hand. The sample with
modifying paste was dried in the surrounding temperature.

The measurements of the thickness of the put on paste were executed the Posi
Tector 6000 Advance meter, which equipped in the simple probe of F type. The
measurement results showed the paste thickness in the range from 160 to 176 lm.
The presented results of paste thickness are average arithmetical from ten mea-
surements, which obtained on single sample with the put on paste. In this way,
prepared samples were subjected to stopping process with the aid of CO2 molecular
laser. The process parameters of laser alloying were as follows: the use of laser
power (45%): 1.17 � 1.18 (kW); the scanning speed of head over sample:
2.88 (m/min); the rotary speed of sample: 45.85 (rot/min); the feed of laser head:
0.28 (mm/rot); the diameter of laser beam: 2 (mm); the path kind: helical; the degree
of path overlap (overlapping): 86%. The samples after the stopping processing were
subjected additionally hardening from austenitizing temperature amount to 860 °C.
The austenitizing time carried out was 0.5 h. In hardening process, it uses the
quenching mediums about the definite work parameters which were described ear-
lier. Samples during the process were safe before the oxygenation and decarbur-
ization by the use of the protective atmosphere which was produced from nitrogen.
The hardened samples were tempered in the temperature of 150 °C by 1 h. The
realization of all assumption processes on samples generated three variants, which
are given in Table 2. The macroscopic assessment of the sample surface was con-
ducted: the unarmed eye in scratch, roughness, burn, changes of tinges, and cracks of
the activity. In the aim of the filing of macroscopic investigations, the registrations of
the samples surface were conducted the digital apparatus before and after the
stopping laser process. The hardness investigations of hardened elements were
conducted by the utilization of the Vickers method to weight 0.981 N (0.1 kg), in
accordance with norm PN-EN ISO 6507-1:2007 on the hardness testing machine of
the Zwick firm. The hardness measurement was executed in parallel to the action of
laser bundle that is on the transverse section of sample.
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The investigations of abrasion resistance were conducted for assistance of the
frictional machine, type AMSLER in accordance with norm PN-H-04332:1982 on
the basis of the mass (weight) wear in the arrangement: the sample in the form of the
turning disc from thermal dressed steel (diameter 20 mm, thickness 12 mm) and
counter-sample in the form of plate from carbide parched (S20S). The investigations
were realized to the constant weight F = 147 N and the sample speed v = 0.26 m/s
(n = 250 r.p.m.). The friction tests were carried out in the condition of friction on
dry. During investigations, the temperature of rubbing elements on their point of
contact did not cross 100 °C (373 K), so there was lower than the tempering tem-
perature samples. The temperature was measured by the contact thermometer and
pyrometer on the sample surface. The method and obtained results were peaceable
with the work [17]. Three to five samples for every variant of process were applied.
The assessment of structure was realized on the light microscope model Neophot 32
of Carl Zeiss Jen firm with the digital registration with 1000�. The samples were
digested to the 2% of nitric alcohol solution for the structure observation.

3 Results of Research

The analysis of used quenching mediums with nanofluids groups was begun from
breaking of Al2O3 nanoparts, which was in solutions used by ultrasonic. The Tyndall
effect was used in the assessment of ultrasonic break degree of agglomerate, which
forms with nanoparticles in II medium. In the same method of particles size appraised
in III medium, which included ammonia water and didn’t put to ultrasonic. The
obtainedTyndall effect after breaking of agglomerate nanoparticles was in accordance
with the show that results in work [2, 3]. In these preparation of quenching mediums
realized the investigation of cooling intensity, which the results present Fig. 2 in the
form of the cooling curve. On the basis of the obtained cooling curves (Fig. 2), we can
affirm that addition to water of 1% nanoparticles of the solid body from Al2O3 and
ammoniac water reduced the cooling intensities in the steam jacket phase and

Table 2 Process kind realized on samples

The variant
of process

The method of
surface
modification

The kind of
past

The
modification
layer

Hardening
T (°C)/t (h)
(quenchant)

Tempering
T (°C)/t (h)

I The sand-blast
cleaning

The
carburizing
paste

The laser 860/0.5
(medium I)

150/1

II The sand-blast
cleaning

The
carburizing
paste

The laser 860/0.5
(medium II)

150/1

III The sand-blast
cleaning

The
carburizing
paste

The laser 860/0.5
(medium III)

150/1
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convective heat transfer exchange phase imperceptibly.. The largest differences are
observed in the nucleate boiling phase, where adding only Al2O3 nanoparticles
minimally reduced the cooling speed. However, the addition of ammonia water
causes significant lowering of cooling speed in this phase with the simultaneous
lowering of the temperature of occurrence of the maximum cooling speed.

On the basis of these curves, we can also affirm that the maximum cooling speed
in the case of water (the I medium) and II medium occurred in range of the
temperatures 590–610 °C and for III medium in range of temperatures 400–550 °C.
In the effect of the modification nanoparticles, the value of maximum cooling speed
got smaller about 12 °C/s, and additionally, ammoniac water lowered this value
about 85 °C/s. In the quenching mediums, the slight change in warmth reception
was in the consequence of modification nanoparticles of solid body, but in the
larger degree near the addition of ammoniac water. On this basis, we can affirm that
the modified quenchant will let get smaller tensions in hardened sample at simul-
taneous obtainment of propriety on the same level as in the case of hardened sample
in no modified quenchant. The research showed that it got the profitable effect of
quenching in nanofluids, because the introduction of nanoparticles to the cooling
medium unreels the surfaces of contact point between factor cooling and element
cooled. The development of surface can be increased by the growth of surface
roughness (on the example by sandblasting) during hardening, too. The similar
effect got in the result of the modification laser of the surface layer, where the
surface roughness also grows up. The samples with the laser modified of layer
additionally hardened in three various cooling mediums and low tempering. The
subjected three various processes of structure formation of samples submitted the
investigations of wear resistance. The analysis of the wear resistance coefficient
showed, in the case of studying surfaces, the smaller value in the reference to the

Fig. 2 Quenching curve of water and water with 1% addition of Al2O3 nanoparticles as well as
water with 10% ammonia and 1% addition of Al2O3 nanoparticles
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surface only modified by laser. The differentiation of the surface roughness with
carburizing paste in the result of the laser processing improved the imperceptibly
wear resistance. The execution of hardened and tempering on carburizing samples
by laser stopping raised the significantly wear resistance in the relation to samples
only after laser processing or carburizing by laser stopping. The kind of applied
cooling mediums not considerably differentiated got the results of wear resistance
coefficient of hardened samples. However, analysis of samples after all variants of
realizing processes shows that carburized sample by laser stopping and hardened in
the cooling mediums including ammoniac water has the best wear resistance. The
profitable growth of wear resistance can be caused the better heat transfer coeffi-
cient resulting from the blocking of the agglomeration of particles about size nano
by the introduction to the solution of ammoniac water. This effect can also try
accounted for the smaller total surface of the contact point (bearing capacity), which
has however in the case of the single points of contact point the larger value
between elements rubbing in the case when the element is characterized the higher
roughness coefficient. The results put in the work [15] are confirmation this. The
possible influence of sandblasting on the consolidation of surface layer was liqui-
dated done in the result conducted on these samples of the laser and heat treatment
processes (hardened and tempering low). The hardness investigations presented in
Fig. 3 showed that the largest hardness had got the sample subjected to processing
according to the V variant that is sandblasted, carburized by laser stopping and
hardened in III cooling mediums and tempering low.

The smallest values of hardness were obtained on sample sandblasted and
subjected laser thermal processing. The hardness investigation by weight 0.98 N
(0.1 kg) was also found inn the full section of samples that were hardened in
different degrees. The hardness results correlate with the wear resistance results,

Fig. 3 Hardness changes of sample after different surface treatment created with C20 steel, which
hardened in nanofluids
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where this sample alone got the best result in investigations. The obtained results of
investigations show that changes occurred in their structure on studying samples.
All samples in the exit state had the ferrite–pearlite structure. The realized processes
of hardening allowed to obtainment of hardened structure on the whole section of
the sample, what confirms got hardness on the section of sample as well as it lets
assume the large cooling intensity of the used quenching mediums

The samples after laser heat treatment without the paste show in the layer of the
fine-grained structure approximate to bainite and in the core of ferrite–pearlite
structures approximate to the exit state. This sample can also observe the
heat-affected zone. The martensitic structure occurred in the surface layer of sam-
ples which were carburized by laser stopping, but also areas demonstrative on not
melting the paste with bases. The cores of this sample are also the ferrite–perlite
structure. In this sample, the heat-affected zone resulting from the laser processing,
but about the smaller thickness than in the previous sample can also be observed.
The carburized sample by laser stopping and hardened in nanofluids lets get after
therealized processes in the layer and the core the hardened structure (Fig. 4). In the
layer of the sample, the structure is the phase mixture of martensitic and bainite, and
in the case of sampel core it is the phase mixture of bainite and ferrite
supersaturated.

The influence of warmth zone is not observed in this sample, which was
removed by heat treatment. The obtained structure changes included size and dis-
tribution of such phase components, how martensitic, bainite, and ferrite super-
saturated on the section samples of carburized, hardened, and tempered low.

Fig. 4 Structure of sample after the III variant of process, where a the hardened melted zone,
b the hardened base materials zone
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In the result of the laser processing of surface layer, the additional surface
development caused increase in surface having of direct contact with the cooling
mediums. In the nanofluids case, every hollow causes the so-called shadow effect.
The settling down of nanoparticles in hollow caused the reduction in cooling
intensity of element, which contributes to the slowing down of phase transforma-
tion occurred especially in the superficial zone.

The analysis of microstructure after hardening in III medium and tempering
shows the larger fraction of martensitic in the structure of the surface layer sample.

4 Summary

1. Introduction of nanoparts in the solid body of Al2O3 type to the quenching
mediums reduces its cooling intensity, especially in the steam jacket phase and
bubble boiling phase.

2. The utilization of 10% addition of ammoniac water allows for maintenance of
the nanosize in quenching mediums cooling down without the additional
influence of ultrasounds.

3. The cooling in nanofluids including ammoniac water allows to the more prof-
itable of the cooling phase distribution during quenching the element.

4. The assurance of occurrence of the larger quantity of nanosized particles in
nanofluids by the addition of ammoniac water contributes to the growth of
hardness as well as wear resistance.

5. The surface development of samples in the result of carburizing by laser stop-
ping also contributes to the obtained values of hardness and wear resistance.

6. The realized processes of hardening allowed to obtainment of hardened structure
on the whole section of the sample, what confirms got hardness on the section of
sample as well as it lets assume the large cooling intensity of the used quenching
mediums.

7. In samples, the obtain structure consisted of phase: martensite, bainite, and
supersaturated ferrite.

In the present stage of conducted research, it was found that the use of nanofluids
including factors stabilizing the nanosize (ammoniac water) and development of the
surface cooled during hardening obtained the increase in hardness and wear
resistance in the relation to elements hardened in traditionally quenching mediums.
The results give bases to further research in this range.
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Application of Correlation Function
for Analysis of Surface Structure Shaping
by Hybrid Manufacturing Technology

Sara Dudzinska, Michal Szydlowski, Daniel Grochala
and Emilia Bachtiak-Radka

Abstract The article is focused on determining the optimal parameters of surface
treatment using hybrid machining—milling and burnishing. Optimal SGP 3D
conditions may be achieved on a previously milled surface using specific param-
eters in the technological burnishing process. The authors present a method of
evaluating the differences in surface topography of milled and then burnished
surfaces using cross correlation. This approach can be used for optimizing hybrid
technology as well as to track surface texture changes (e.g. analysis of regeneration
of machining marks during cutting).

Keywords Surface topography � Surface metrology � 3D surface parameters
Confocal microscopy � Surface technology

1 Introduction

Currently manufactured surface types of machine parts are the effect of several
treatment operations [1, 2]. Owing to a wider production range of modern tech-
nological machines, operations from different areas of manufacturing technology
can be combined into one operation [1–6]. Integration of plastic shaping of the
workpiece with finishing treatment of removal machining is called hybrid tech-
nology. Surface texture of a ready product is the effect of several surface processing
operations conducted on the earlier-formed surface. Geometric product specifica-
tion (GPS) changes are dependent on the type of successive treatments that com-
prise hybrid operations and on the values of applied technological parameters.
Therefore, final assessment of GPS is problematic [7–9]. The analysis of 3D GPS
poses challenges in selection and setting of surface roughness parameters. Another
challenge is to determine the effect of successive technological treatments com-
prising hybrid operations on surface roughness parameters.
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The surface of a ready product often shows traces of both shaping and surface
finish treatment. It is difficult to establish the effect of the two treatment methods on
the proportion of texture share in the surface of a ready product [9–12]. If the surface
finish operation has not been conducted appropriately, the initially shaped irregu-
larities and texture left by rough pre-machining cannot be removed [11, 12]. Striving
for GPS improvement in surface finish operations may end in rough handling of
tools and machines and their excessive wear and tear. Should this be the case,
technological parameters of successive operations should be correlated, thus creating
the so-called synergistic effect—roughness minimization on the surface of a ready
product. The correlation function can be used for assessment of hybrid operations
conducted in this way (selection of technological parameters of treatment) as it can
differentiate the status of GPS after each individual operation. The surface after
rough machining is the reference surface, relative to which the correlation of
coordinates of points recorded for surface after finishing treatment is determined.
The use of correlation function in GPS analysis can help to select synergistic
parameters of combined operations. Minimization of correlation function of surface
points becomes a criterion of the objective function for multi-criterion optimization
of all technological parameters. The minimum of correlation function of surface
points will occur, regardless of changes in texture, isotropy and 3D GPS high values.

2 Burnishing of Complex Spatial Surfaces After Milling

All modern manufacturing technologies are required to shorten production time,
reduce production costs and meet high requirements of precision and shape.
Therefore, hybrid treatment methods have become so popular. Integration of
shaping milling with finish burnishing [1–4] is such a method. Since two different
treatments have been combined into one technological operation, it is possible to
obtain a smooth surface with significantly reduced surface roughness height [5–8].
The final effect depends not only on the applied technological parameters but also
on the mutual trajectory of tools used in shaping and surface finish treatments [9–
11] (Fig. 1).

Fig. 1 Kinematics of hybrid
surface treatment: fwm—
milling interval, fwb—
burnishing interval [11]
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There exists a large body of literature on integration of plastic surface treatment
with shaping milling. The fundamental criterion of how to select treatment
parameters is based, according to many authors, on minimum 2D surface geometry
height parameters [1, 2, 7–10]. More recent papers define the fundamental criterion
as 3D SG parameters relative to changes of surface geometric structure [12], degree
of isotropy [11, 12] or 3D SG spatial parameters based on surface autocorrelation
functions, such as Sal, Str or Std [11].

No paper published to date on hybrid removal machining with plastic surface
treatment discussed the changes of surface roughness height while at the same time
considering shape changes and direction and type of surface texture on a ready
product compared to the surface obtained in forming machining. Research on 3D
surface geometry status after forming machining is difficult to conduct. You have to
halt the process after forming machining, scan the surface and transfer the sample
back on the multi-axis machining centre to perform finish machining. After finish
burnishing, the surface of the ready product must be scanned again.

Technological challenges of workpiece positioning arising during machining
interrupted with measurements can be overcome through appropriate sample
preparation. The same surfaces should be analyzed in workpiece reference posi-
tioning during machining and measurements.

3 Materials and Methods

3.1 Sample Preparation

To validate the use of cross-correlation function of surface points after shaping
milling and Fb finish burnishing, a series of experiments was conducted (Fig. 2).
42CrMo4 steel, 100 � 100 � 20 mm samples were prepared. They were then
thermally improved to 35 ± 2HRC. In the first step, shaping milling was conducted
on DMG DMU 60MONOBLOCK machining centre, with spindle angle of 15°
(Fig. 2a). A WNT R1000G.42.6.M16. IK torus with six inserts—diameter of
dp = 10 mm (RD.X1003 MOT—WTN1205) was used. Samples were machined
with velocity vc = 1 m/min, cutting tip feed fz = 0.1 mm and milling depth of
ap = 0.5. Two values of transverse feed of 0.3 and 0.5 mm were selected for further
analysis.

Samples were finish burnished on 3-axis MIKRON VCE 500 machining centre
(Fig. 2b). As a tool was applied ball burnishing tool with bellows actuator [10],
with a ZrO2 ceramic tip with a diameter of db = 10 mm. Burnishing velocity vb was
8 m/min and transverse feed was fwb = 0.12 mm. Burnishing was conducted with
forces Fb of 200, 500 and 800 N. Each burnished area was 11 mm wide.
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3.2 Surface Measurements

GPS measurements were conducted on 2 � 2 mm areas with an AltiSurf A520
multisensor, manufactured by Altimet, for surface topography analysis. It was fitted
with a chromatic confocal CL1 sensor, with a range up to 130 µm and resolution of
8 nm in Z optical axis. Scanning resolution along X and Y axes was 0.5 µm. The
generated point clouds were processed with AltiMap PREMIUM 6.2. Point clouds
for each recorded surface were generated in the same way:

– a threshold level was determined to delete unreliable surface point data
– surface levelling (with mean area) was conducted,
– some 3D SG parameters were determined in compliance with ISO 25178

Table 1 presents some selected 3D SG parameters.

Experiments showed that a significant reduction of Sq and Sz roughness height
parameters was not correlated with a radical change of surface texture (Fig. 3). The
surface of all samples machined differently is isotropic in character. This is due to
predetermined shape of milling and burnishing tools and their rectilinear motion
trajectory. Another piece of evidence is provided by low values of Sal and Str

Fig. 2 Sample preparation a shaping milling with spindle at an angle on DMG DMU 60
MONOBLOCK machining centre, b finish burnishing on 3-axis MIKRON VCE 500 machining
centre

Table 1 Selected 3D SG parameters after hybrid milling and burnishing

SG data After milling Burnishing force fb (N)

200 N 500 N 800 N

fwm 0.3 mm 0.5 mm 0.3 mm 0.5 mm 0.3 mm 0.5 mm 0.3 mm 0.5 mm

Sq 1.9 3.46 1.23 2.8 0.39 1.11 0.304 0.296

Sz 10.2 18.3 6.68 11.6 3.13 5.58 4.58 5

Sal 0.118 0.187 0.149 0.211 0.326 0.217 0.14 0.193

Str 0.117 0.185 0.159 0.219 0.316 0.213 0.141 0.194

Std 90.3 90.3 90 90 0.343 90.5 0.337 0.334
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parameters which never exceeded 0.6. In all the series, samples burnished with
Fb = 500 N force looked best. Their Sal and Str parameters varied depending on
milling interval from 0.3 at fwm = 0.3 mm to approximately 0.2 at fwm = 0.5 mm.
Maximum Sal and Str parameters are due to marks left on the surface after milling
and deep marks left by the burnishing tool (Fig. 3e, f).

Burnishing with a force of 800 N in both cases managed to change the direction
of dominating texture, from milling to burnishing texture, as evidenced by Std
parameter—the value of dominating direction of 3D SG structure (Fig. 3g, h).
Figure 3 shows surfaces obtained in the experiments.

3.3 Data Processing—Normalized Cross Correlation

The cross correlation is a measure of similarity of two data series displaced rela-
tively one to the other. One can calculate the cross correlation using formula (1).

C sð Þ ¼
Z

f � tð Þg tþ sð Þdt ð1Þ

where f* is a complex conjugate of signal f, g(t − s) is the displaced signal g and s
is the displacement. Given that the surface measurements are two dimensional and
discrete, the cross correlation can be calculated using Eq. (2):

C k; lð Þ ¼
XM�1

m¼0

XN�1

n¼0

S1 m; nð ÞS�2 m� k; n� lð Þ;

� W � 1ð Þ� k�M � 1

� V � 1ð Þ� l�N � 1

� ð2Þ

where S1 is M-by-N, S2 and W-by-V matrixes containing surface measurements, S2
*

is considered a complex conjugate and k and l are the displacements in both
directions.

Unfortunately, if energy of the signal varies relative to position, the interpreta-
tion of C(k, l) could be flawed. Therefore, normalization is needed as proposed by
Lewis [13]. Given S1 that S2 and are the means of their respective signals one can
evaluate the normalized cross correlation using Eq. (3).

Cn k; lð Þ ¼
PM�1

m¼0

PN�1
n¼0 S1 m; nð Þ � S1

� �
S2 m� k; n� lð Þ � S2
� �

;PM�1
m¼0

PN�1
n¼0 S1 m; nð Þ � S1

� �2PM�1
m¼0

PN�1
n¼0 S2 m� k; n� 1ð Þ � S2

� �2
ð3Þ
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Fig. 3 Surface obtained after milling: a fwm of 0.3 mm, b fwm of 0.5 mm, after hybrid milling and
burnishing c fwm of 0.3 mm, Fb = 200 N; d fwm of 0.5 mm, Fb = 200 N; e fwm of 0.3 mm,
Fb = 500 N; f fwm of 0.5 mm, Fb = 500 N; g fwm of 0.3 mm, Fb = 800 N; h fwm of 0.5 mm,
Fb = 800 N
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The values Cn can be taken from −1 to 1. The closer the value to 1 or −1 the
more similar the signals are. Zero denotes no similarity. The position of the cor-
relation peek might suggest a spatial shift within the compared signals.

4 Results

Comparing the signal with itself would result in a peek equal to 1 in the centre of
the 2D correlation function response. A comparison of two surface pairs is shown in
Fig. 4. The top row represents surfaces before the second operation. The middle
row represents surfaces after the second operation.

The last row shows the calculated cross-correlation functions. One can see that
for the surfaces on the right-hand side the max Cn value was higher—0.4190—in
comparison with 0.5832. Table 2 shows max and min values of the normalized
correlation function for all the compared surfaces.

5 Summary and Conclusions

Based on the conducted experiments, the following conclusions can be formulated.
Burnishing with forces in the range of 200–500 N is low effective. Significant

marks left after milling are visible. It is more effective to burnish low irregularities
resulting from milling with small interval fwm. For small burnishing forces Fb, large
dispersion of cross-correlation space parameters of max Cn and min Cn is observed.
Furthermore, milling with small interval fwm is labour intensive which results in
high cost of the operation. To maintain high efficiency of the hybrid technology, it
is more effective to burnish with higher levels of force Fb.

The use of 800 N force reversed the direction of surface texture. The main trace
observed on the surface was left by the burnishing tool. Although the texture
changed from milling into burnishing in character, the change from anisotropic
(directional) surface texture to isotropic (non-directional) texture was not achieved.
Additionally, it was impossible to completely eliminate the influence of initial
surface structure obtained after milling, as evidenced by other than zero values of
cross-correlation function of max Cn and min Cn.

From the technological point of view, the use of high values of burnishing force
may result in obtaining a certain optimal 3D GPS state. It means that regardless of
surface condition after shaping milling, 3D GPS with texture and height parameters
similar to all cases of arbitrary forming machining will be created in the finish
treatment.

It can be seen in the determined parameters of cross correlation, for which the
spread of max Cn and min Cn is the smallest relative to milling interval fwm.

Mutual correlation of real surfaces obtained in measurements of material surface
of the workpiece may be difficult to use in industrial practice. It may require
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examination of surface topography with portable instruments in the cabin of a
multi-axis machine tool. In some situations, if measurement is impossible to make,
reference surface can be modelled with a surface meeting the technological
parameters and geometric-kinematic characteristics of forming machining.

Cross correlation is a new and original tool in surface topography analysis. It can
be used to optimize hybrid technological operations, to analyze changes in surface
texture following successive paint layers and to examine regeneration of machining
marks. Our ongoing research into the use and improvement of the tool will be
continued in a wider scope on the selection and optimization of technological
parameters of shaping milling and finish burnishing.

Fig. 4 Comparison of two surface pairs
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Table 2 Max and min values of the cross correlation

Surfaces compared max Cn [−] min Cn [−]

(c) fwm = 0.3 mm versus fwm = 0.3 mm fb = 200 N 0.4190 −0.3813

(d) fwm = 0.5 mm versus fwm = 0.5 mm fb = 200 N 0.596 −0.7803

(e) fwm = 0.3 mm versus fwm = 0.3 mm fb = 500 N 0.6071 −0.3938

(f) fwm = 0.5 mm versus fwm = 0.5 mm fb = 500 N 0.5832 −0.7757

(g) fwm = 0.3 mm versus fwm = 0.3 mm fb = 800 N 0.4548 −0.3862

(h) fwm = 0.5 mm versus fwm = 0.5 mm fb = 800 N 0.5082 −0.3853
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Investigation of Heat Distribution
in Coated Indexable Tool Inserts

Marta Bogdan-Chudy, Piotr Nieslony and Grzegorz Krolczyk

Abstract Article presents the results of temperature changes and heat distribution
in a cemented carbide indexable tool insert with a TiAlN coating. The study pre-
sented in the article focused on heat distribution in a cutting tool–chip interface in
two special cases: when a heat source is in contact with the TiAlN tool coating and
when the heat source is in direct contact with a substrate plate. The thermophysical
formulas were applied to both of them. The change of heat flux as a function of the
distance from the heat source contact point along with experimental data was
examined. The experimental data for the heat propagation in the cutting tool point
have been gathered using an authors’ test stand.

Keywords Heat distribution � Tool coating � Tool protection � Machining

1 Introduction

WC-based cemented carbides are among the most commonly used materials for
cutting inserts, especially for milling and turning operations. Coated cemented
carbide currently corresponds to 80% of all cutting tool inserts [1]. Its widespread
use as a tool material is due to the combination of cutting and mechanical properties
[2, 3]. Thin hard coatings are widely used to substantially improve the performance
of cemented carbide tools in metal cutting. Titanium nitride (TiAlN) is a material
widely used as a protective coating due to its good mechanical and tribological
properties, including high hardness [4], good wear resistance [5] and excellent
thermal stability [6]. This type of coating increases the stability of the cutting tool,
mainly by reducing the intensity of heat transfer to the tool material [7, 8].
Machining generates high cutting temperature, which increases tool wear and
reduces cutting tool life, thus leading to impairs of the surface quality [9].
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Challenges associated with machining are directly related to high cutting tool
temperatures due to low thermal conductivity and the heat generated in the primary
shear zone and on the tool–chip interface [10]. Vast studies concerning temperature
in the cutting zone were focused on the investigations in which empirical and
numerical models have been published [11–14]. Santhanakrishnan et al. [11] pre-
sent the effect of geometrical and machining parameters such as the rake angle, nose
radius, cutting speed, feed rate and depth of cut on the increase in temperature
during an end-milling operation. The temperature rise while machining was mea-
sured using a Type K thermocouple, which was coupled with a thermal indicator.
Mia and Dhar [12] present the effects of material hardness and a high-pressure
coolant jet in respect of surface roughness and a cutting temperature using a
Taguchi L36 orthogonal array. The statistical analysis presented in the paper
showed that workpiece hardness is the most significant factor for cutting temper-
ature and surface roughness. Zhang et al. [13] proposed a thermal error modelling
approach by using the thermal error transfer function of the machine tool.
Malakizadi et al. [14] present a FEM-based approach to predict the rate of flank
wear evolution for uncoated cemented carbide tools in longitudinal turning pro-
cesses. The results presented in the paper were used to establish the quadratic
relation between the input variables and the responses required for tool wear pre-
diction such as interface temperature.

2 Theoretical Background

Heat flux is the sum of the stream associated with radiation and convection of heat
transfer

Q ¼ Qk þQr ð1Þ

where Qk is the heat flux of convection and Qr is the heat flux of radiation. The
individual heat flows define relationships (2) and (3).

Qk ¼ Azak Tz � Totð Þ ð2Þ

where

Az the exterior surface of the heat transfer,
ak convective heat transfer coefficients,
Tz temperature of the wall exterior surface heat transfer,
Tot ambient temperature.
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Qr ¼ AzeCc T4
z � T4

ot

� � ð3Þ

where

e—emissivity of the exterior surface of the heat transfer; in our application,
Cc = 5.67 � 10−8 W/(m2�K4) was adopted.

After the transformation of Eq. (3) in relation to temperature, the following is
obtained

Qr ¼ AzeCc T2
z � T2

ot

� �
T2
z þ T2

ot

� � ¼ AzeCc Tz � Totð Þ Tz þ Totð Þ T2
z þ T2

ot

� � ð4Þ

and next

Qr ¼ Az½eCcðTz þ TotÞðT2
z þ T2

otÞ�ðTz � TotÞ ð5Þ

Qr ¼ Azar Tz � Totð Þ ð6Þ

where ar is the radiation heat transfer coefficient defined in (7)

ar ¼ eCc Tz þ Totð Þ T2
z þ T2

ot

� � ð7Þ

Taking into account the identity of Eqs. (3) and (6), the radiative heat transfer
coefficient can also be calculated with formula (8a)

ar ¼ eCc

Tz � Tot
T4
z � T4

ot

� � ¼ eCc

Tz � Tot
� 108

Tz
100

� �4

� Tot
100

� �4
 !

ð8aÞ

Considering the value of the Stephen-Boltzmann constant
(Cc = 5.67 � 10−8 W/(m2 K4)), the equation for the calculation of the radiation
heat transfer coefficient ar can be defined as follows (8b):

ar ¼ 5:67e
Tz � Tot

Tz
100

� �4

� Tot
100

� �4
 !

ð8bÞ

It should be noted that the adoption of the constant emissivity of the outer
surface of heat transfer e in Eqs. (8a) and (8b) is a simplification which assumes that
e = e1–2 = e1. This is the result of the general Eq. (9). In this case, for flat or convex
surfaces with area of A1 and e1 exchanging radiation energy to surface A2 with
emissivity e2, the resultant emissivity can be defined as:

1
e
¼ 1

e1�2
¼ 1

e1
þ A1

A2

1
e2

� 1
� �

ð9Þ
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Based on Eq. (9) and on the assumption that cutting insert surface A1 is much
smaller than area A2, and so A1/A2 ≅ 0, the emissivity of the outer surface of heat
transfer is e = e1–2 = e1. Finally, the total heat flux based on Eqs. (1), (2) and (6)
can be calculated with formula (10)

Q ¼ Az ak þ arð Þ Tz � Totð Þ W½ � ð10Þ

Similarly, heat flux density q = Q/Az corresponds to Eq. (11).

q ¼ ak þ arð Þ Tz � Totð Þ W
�
m2� � ð11Þ

ar can be determined using Eqs. (7) or (8a and 8b). The value of convective heat
transfer coefficient ak must be defined with regard to the fluid flow conditions (with
specific physicochemical properties), the heat sink and the geometry of the system.

For the conditions of washing out the air from the corners of the “rhombus”
insert geometry, the criterial equation (determined experimentally) takes form (12)

Nu ¼ CRenPr0:333 ð12Þ

where
Nusselt number

Nu ¼ akl
kp

ð12aÞ

Reynolds number

Re ¼ wplqp
gp

ð13Þ

Prandtl number

Pr ¼ cpgp
kp

ð14Þ

The values of constant C and index n depend on the Reynolds number defined
by characteristic dimension l = 4a/p where a is the dimension of the side length of
the tool insert. In this case, for

2500\Re\7500 C ¼ 0:261; n ¼ 0:625;

5000\Re\100;000 C ¼ 0:222; n ¼ 0:588;
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wp air linear velocity m/s,
qp air density kg/m3,
ηp coefficient of air dynamic viscosity Pa s,
ak convection heat transfer coefficient W/(m2 K),
kp air thermal conductivity W/(m K).

The property of air as a function of temperature and at atmospheric pressure is
summarised in Table 1.

3 Materials and Method

The aim of experimental tests was to determine temperature changes at constant
points of an indexable insert when a heat source is in contact with the TiAlN
coating and when it is in direct contact with a carbide substrate. The studies were
carried out on authors’ own test stand, which enabled the measurement of tem-
perature with Type K thermocouples at the same points on the side lengths of the
tool insert. The location of the heat source and thermocouples is presented in Fig. 1.
For the tests, carbide insert CNMG 120412-UP KC5010 by KENNAMETAL was
used. It was made of WC-6%Co cemented carbide and covered with a TiAlN
coating using physical vapour deposition. The average thickness of the coating was
5 µm for machining of, among others, titanium alloys.

Table 1 Air property at atmospheric pressure

Temperature (°C) Temperature (K) Density
qp,
kg/m3

Viscosity
ηp � 106,
Pa�s

Thermal conductivity
kp � 102 W/(m K)

Prandtl
number

10 283.15 1.206 17.751 2.448 0.722

20 293.15 1.164 18.224 2.518 0.722

30 300.15 1.127 18.660 2.575 0.722

40 310.15 1.092 19.224 2.645 0.722

50 320.15 1.056 19.613 2.714 0.722

Fig. 1 Scheme of measuring
points on the tool insert
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It was assumed that the heat source has a constant temperature of 380 °C, which
corresponds to an average temperature in the range of cutting zone temperatures for
selected machining conditions [15]. The tests were carried out at an ambient
temperature of 20 °C. Two cases of the contact between the heat source and the
insert were considered. In the first case, the heat source is in contact with the TiAlN
coating (Fig. 2a), and in the other, the heat is distributed to the insert substrate
directly; thus, a thermal barrier is omitted (Fig. 2b).

4 Results and Discussion

The measurements of the temperature changes while heating the TiAlN-coated
cutting insert for both cases of heat source contact Q with the sample are shown in
Fig. 3.

The measurement of the temperature changes while heating the cutting insert
with the TiAlN coating for both cases of heat source contact Q with the sample are
shown in Fig. 3. For both cases, the nature of temperature changes over time is
similar. From the very beginning of the test, the material of the insert clearly
absorbed heat more quickly, thus increasing the temperature value at the mea-
surement point for the case when heat source Q is in direct contact with the
substrate (Fig. 3).

On the basis of Fig. 4, it was observed that irrespective of the location of the
thermocouple measurement (T1–T4 or, e.g. T3–T6), the gradients increased until
measurement time was 110–117 s and reached the highest values of 0.18°/s on
average. This period is marked as Area I in Fig. 3. It was followed by a mono-
tonous decrease in the gradients until measurement time was 257–267 s—Area II in
Fig. 3. In this case, the extreme value of the gradient was 0.07°/s. It should be
assumed that some reduction followed the first period of fast insert heating. This
may be associated with the heat accumulation on the substrate–coating interface
and the stabilization of heat transfer conditions.

The gradient characteristics for the contact of Q directly with the substrate are
similar. In order to compare the values of the temperatures at control points, the

Fig. 2 Scheme for heat source contact with the tool insert. Heat source contacting with external
TiAlN coating (a) and heat source contacting directly with substrate (b)
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evaluation was made for the time corresponding to the end of Area II (t = 260 s) in
which the lowest values of the gradient were reached.

On the basis of the results gathered in Table 2, it may be assessed that higher
temperatures on the surface of the insert were achieved for heat source Q being in
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Fig. 3 Temperature changes during heating tool insert for two special cases of heat source contact
for T1–T4 and T3–T6 pair of thermocouples

Fig. 4 The gradient characteristics for the contact of heat source Q with the TiAlN coating
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contact with the substrate. Based on the equations in Sect. 2, heat flux density
depending on the distance from the heat source can be calculated. The heat flux
density for the cutting tool insert for both cases of heat source contact was calcu-
lated for the data presented in Table 3.

Based on the data from Table 3 and Eqs. (12) and (13), the Reynolds and
Nusselt numbers were calculated.

Re = 1251.0702, Nu = 20.0557 for C = 0.261 and n = 0.624.
In the next step, the radiative and convection heat transfer coefficients were

calculated. The convection heat transfer is constant for the tested range of
temperature = 30.83 W/(m2 K). The values of radiative heat transfer coefficients as
a function of temperature and its slight increase were presented in Table 4.

The impact of the state of the cutting insert on the value of the heat flux density
as a function of distance from the heat point can be analysed based on the data
included in Table 4.

It was found that the TiAlN coating significantly affects the distribution of heat
flux in the carbide insert. The intensity of heat flux clearly increases when the heat
source is not in contact with the coating. In this case, heat flux being absorbed by
the cemented carbide did not have to penetrate through the tool coating with a small
k and, additionally, did not have to travel through the TiAlN and WC interface. For
Q being in contact with the coating, heat flux has to travel through the thermal
barrier associated with the TiAlN coating twice. This resulted in heat flux density
being lower by 200 W/m2 on average at measurement points.

Table 2 Temperature during
the heating tool insert for time
t = 260 s

Measured temperature when heat source Q contact
with

Tool coating TiAlN (°C) Substrate plate (°C)

T1–T4 54.7 60.0

T2–T5 52.2 56.1

T3–T6 49.1 55.9

Table 3 Basic data for calculating the heat flux density

Ambient temperature ta 21.17 °C

Air velocity wp 1.2 m/s

Side length of the rhomboidal cutting tool inserts a 12.9 mm

Characteristic dimension l 16.42 mm

Emissivity e 0.8

Air properties for ambient temperature

Density qp 1.16 kg/m3

Coefficient of air dynamic viscosity ηp 1.83E-05 Pa�s
Thermal conductivity kp 0.02525 W/(m�K)
Prandtl No. Pr 0.722
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With these data, it is possible to take them into account while FEM modelling of
the insert in the cutting zone. Only the coating or substrate is subject to the eval-
uation of thermal properties [7, 8]. However, in case of chemical compounds that
are deposited using PVD or CVD, and during which the chemical interaction
between a coating and material occurs, synergy may gain high importance.
Therefore, a scientific approach seems rational, in which the evaluation of such a
coating will be made in conjunction with a substrate material on which it was
deposited, along with the preservation of the conditions required for its production.

5 Conclusions

This experimental study of distribution of heat in PVD-TiAlN-coated carbide
confirmed the existence of a thermal barrier on a coating–substrate interface.

• It was observed that the increase in temperature at control points of the insert is
not constant. Within the period of 100 s, an intense increase in temperature
occurs with a gradient of 0.18°/s. After this period to around 260 s, the gradient
of the increase in temperature decreases and reaches only 0.07°/s.

• The stand-based tests of the distribution of heat in the carbide insert with a tool
coating confirmed the existence of a thermal barrier on a coating–substrate
interface. It was assessed that the TiAlN coating limits the intensity of heat flux
density by about 200 W/m2.

• The test stand with a known configuration of measuring elements enables
experimental data to be obtained in order to determine thermophysical proper-
ties of a tool coating.

Table 4 Heat flux density in a function of distance of heat point for two cases of heat source
contact

Heat source Q contact with

Tool coating TiAlN Substrate plate Heat
source QT1–T4 T2–T5 T3–T6 T1–T4 T2–T5 T3–T6

Temperature, °C 54.7 52.2 49.1 60 56.1 55.9 380

Temperature, K 327.85 325.35 322.25 333.15 329.25 329.05 653.15

Convective heat
transfer
coefficient, ac, W/
(m2K)

30.83 30.83 30.83 30.83 30.83 30.83 30.83

Radiative heat
transfer
coefficient, ar, W/
(m2K)

5.48 5.41 5.33 5.62 5.52 5.51 22.06

ar þ ac 36.31 36.24 36.16 36.46 36.35 36.34 52.89

q, W/m2 1217.47 1124.59 1009.91 1415.60 1269.64 1262.18 18978.1
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• It was initially determined that on the basis of these tests, the thermal properties
of a coating may be calculated, with regard to a synergistic effect using reverse
engineering and by use of classical thermophysical equations. These data will
enable a better description of thermal effects in the cutting zone while modelling
of this process with numerical methods.
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Assessment of the Accuracy of High-Speed
Machining of Thin-Walled EN AW-2024
Aluminium Alloy Elements Using Carbide
Milling Cutter and with PCD Blades

Jozef Kuczmaszewski, Waldemar Login, Pawel Piesko
and Magdalena Zawada-Michalowska

Abstract The paper presents an assessment of the accuracy of high-speed
machining of thin-walled elements made of the EN AW-2024 aluminium alloy
using two different tools: a milling cutter with carbide blades and a milling cutter
with PCD blades. Additionally, the impact of so-called technological history effect
on machining accuracy is also analysed. In the studied case, the rolling direction of
the semi-finished product, longitudinal or transversal, is taken into account. The
degree of post-machining deformations and the quality of sample surface after HSM
are adopted as indicators describing machining accuracy. Based on the obtained
results, it can be stated that depending on the adopted accuracy assessment criteria,
i.e. shape error or machined surface quality, it is recommended to use carbide tools
or tools with PCD blades.

Keywords Aluminium alloy � HSM � Thin-walled elements � Execution accuracy

1 Introduction

Currently, thin-walled elements are commonly used in industry, especially in
aerospace, marine and automotive. Technologies such as riveting and welding are
increasingly more often avoided during their production, while the produced
so-called integral elements are fabricated entirely by machining, wherein up to 90%
of the material is removed as chips [1–3].

One technology of thin-walled element production is high-speed machining
(HSM), which—in comparison with conventional machining—is characterised
primarily by increased cutting speed vc and low depth of cut ap. The values of the
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applied technological parameters depend on numerous factors, e.g. machined
material grade, operation type and tool construction [4–7].

It is important that under HSM, the cutting force drops as machining speed vc
increases. Consequently, there are no clearly defined process parameters that
delineate the boundary between conventional and high-speed machining, noticeable
reduction in cutting force is assumed as the moment where HSM range begins.
Additionally, an increase in machined surface quality can be noticed, as well as
accelerated tool wear correlated with the increased machining speed vc [4, 7].

The HSM process enables marked shortening of the proper machining time and
consequently an increase in its effectiveness, which allows for a major reduction in
production costs [4].

The disadvantages of thin-walled elements include increased roughness,
resulting from the lower rigidity of machine-grip-workpiece-tool systems, and
difficulties in maintaining dimension as well as shape accuracy, manifesting as, for
example, deformations caused by “lingering” of residual stresses in the material’s
surface layer [1–3, 8, 9].

Surface roughness is one of the indicators that determine the material’s
machinability. It depends on many factors, e.g. machining parameters, machined
material, used tool and other external features related to the system’s stability.
Presently, modern tool materials enable achieving increasingly improved surface
quality [5, 10–12].

Manufacture of thin-walled elements meets a range of problems linked to elastic
and plastic deformations, forming during the machining and after its completion.
Elastic deformations generate shape errors and vibrations, which adversely affect
the accuracy and quality of processing. Plastic deformations cause residual stresses,
difficult to remove from the element’s surface layer. They lead to permanent
changes in shapes and dimensions, increasing costs and extending production time,
for example, due to the need of using additional heat treatment [3, 7, 10, 13].

2 Methodology

The aim of the study was to assess the accuracy of high-speed machining (HSM) of
thin-walled elements made of EN AW-2024 aluminium alloy using two different
tools: a milling cutter with carbide blades and a milling cutter with PCD blades.
Additionally, the impact of rolling direction, longitudinal or transversal (so-called
technological history effect), on machining quality was analysed.

Machining tests were performed on Avia VMC 800HS vertical machining
centre. Samples were made of EN AW-2024 T351 aluminium alloy, commonly
utilised especially in the aircraft industry. Its chemical composition and selected
mechanical properties are presented in Table 1.

672 J. Kuczmaszewski et al.



Three milling cutters were used in the experiments:

• Kennametal (25A03R044B25SED14) indexable end milling cutter with milling
inserts (EDCT140416PDFRLDJ)—HPC—rough machining,

• Sandvik (R216.33-16040-AC32U H10F) carbide milling cutter—HSM—finish
machining, and

• Bryk (D10.1603) milling cutter with PCD (polycrystalline diamond) blades—
HSM—finish machining.

High performance cutting (HPC) technology was used for roughing, while
high-speed machining (HSM) was employed for finishing. Table 2 summarises the
values of technological parameters of both methods.

The degree of post-machining deformation (deflection values when clamping
forces were removed) and surface quality of samples after HSM were taken as
indicators of machining accuracy.

Sample deflection was measured using the Sylvac CL44 L = 36.5 digital sensor
with low measurement pressure of 0.07 N (±15%). This station included three
main elements: said measuring instrument mounted in magnetic grip and fixed to
the headstock of machining centre. The use of the SylConnect B1.072 software
enabled measuring deflections of samples along with their entire length
(l = 160 mm) in three planes.

Surface roughness was measured with the Hommel Tester T1000 contact pro-
filometer. Ra parameter—the arithmetic average of the absolute values of the
roughness profile ordinates—was used to analyse surface quality.

Table 1 Chemical composition and mechanical properties of EN AW-2024 T351 [14, 15]

Chemical
composition
[%]

Si Fe Cu Mn Mg Cr Zn Ti

0.5 0.5 3.8–
4.9

0.3–
0.9

1.2–
1.8

0.1 0.25 0.15

Mechanical
properties

Density, q Young’s
modulus, E

Tensile
strength, Rm

Yield
strength,
Rp0.2

Brinell
hardness

2.78 g/cm3 73 GPa 430 MPa 290 MPa 122 HB

Table 2 Technological
parameter values of both
technologies

Technological parameters Strategy

HPC HSM

Depth of cut ap (mm) 4.3 0.4

Milling width ae (mm) 18.75 12

Cutting speed vc (m/min) 1000 1200

Feed per blade fz (mm/blade) 0.1 0.02

Rotational speed n (rpm) 12,732 23,873

Feed rate vf (mm/min) 3820 1432

No. of passes i [−] 2 1
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Figure 1 presents a sample after milling, with measurement planes marked. For
deformation measurement purposes, they were designated with the following let-
ters: A, B and C, while for roughness with the digits: 1, 2 and 3. Sample dimensions
were length 210 mm, width 45 mm and thickness before machining 10 mm, while
after milling—1 mm.

The total number of tested samples was 20. Ten samples were analysed for each
of the two rolling directions, i.e. longitudinal and transversal, of which five samples
were machined with a carbide milling cutter and five with a milling cutter with PCD
blades (Fig. 2).

For each plane, measurements were made three times, for both deflection and
roughness.

3 Results

The first part of the study concerned the comparison of quality of the obtained
surfaces after high-speed machining (HSM) using two tools and for the following
rolling directions: longitudinal and transversal (technological history effect). The
analysis was performed based on Ra parameter. Figure 3 presents the values of Ra

Fig. 1 Sample with
measurement planes marked

Fig. 2 Variable analysis pattern

674 J. Kuczmaszewski et al.



roughness parameter, obtained in the three measurement planes, 1, 2 and 3, for the
carbide milling cutter (Fig. 3a) and for PCD blades (Fig. 3b), and for the two
rolling directions. In both analysed cases, the highest values of Ra roughness
parameter were obtained in the central measurement plane (2), for the carbide
milling cutter, Ra = 1.22 µm (transversal direction) and Ra = 1.10 µm (longitu-
dinal direction), and for the milling cutter with PCD blades, Ra = 1.12 µm
(transversal direction) and Ra = 1.04 µm (longitudinal direction). Lower values of
this parameter, and with smaller differences, were obtained for the extreme planes
(1 and 3). Additionally, greater values of the Ra parameter were observed in
samples subjected to the transversal rolling direction.

Figure 4 shows a comparison of Ra roughness parameter values measured on the
central measurement plane (2) for the two rolling directions and tested tools. For
this roughness parameter, higher values were obtained for carbide milling cutter, for
both longitudinal and transversal rolling direction. Consequently, it was confirmed
that HSM using a milling cutter with PCD blades is characterised by better surface
quality.

During the next stage of the study, post-machining deformations, which for the
executed samples take the form of deflections, were measured and analysed.
Deflection values f for samples machined with the carbide milling cutter, as a
function of measurement path l, are presented in a graphical form in Fig. 5. The
measurements were taken in three measurement planes: A, B and C (according to

Fig. 3 Values of Ra roughness parameter, obtained in three studied measurement planes for:
a carbide milling cutter, b milling cutter with PCD blades and two rolling directions

Fig. 4 Comparison of Ra
roughness parameter values
obtained in the central
measurement plane (2) for the
two rolling directions and
tested milling cutters

Assessment of the Accuracy of High-Speed Machining … 675



Fig. 1) and the two rolling directions: transversal (Fig. 5a) and longitudinal
(Fig. 5b). In every analysed case, the maximum deflection occurred in the middle of
the sample’s length, at l = 80 mm. Additionally, only slight differences were noted
between the measurement results for the three discussed planes. However, there are
differences visible in deflection values for samples with transversal and longitudinal
rolling directions. In the central plane B, the following were obtained: fmax =
−0.189 mm (transversal direction) and fmax = −0.160 mm (longitudinal direction).
The minus sign denotes deviation below the “zero” line connecting the ends of the
sample.

Next, post-machining deformations of samples machined with the milling cutter
with PCD blades were analysed. Figure 6 presents sample deflection f as a function of
measurement path l obtained in the three tested areas: A, B and C, for the transversal
(Fig. 6a) and longitudinal (Fig. 6b) rolling directions. Also for this tool, the maxi-
mum deflection was obtained in the middle of the sample’s length, at l = 80 mm.
Furthermore, greater deformation values were observed for the front plane A, which

Fig. 5 Sample deflection f as a function of measurement path l—obtained in three measurement
planes, for the carbide milling cutter and the following rolling directions: a transversal,
b longitudinal

676 J. Kuczmaszewski et al.



may indicate that the studied element has been twisted. Differences between the
other two areas were insignificant. Additionally, the use of a milling cutter with PCD
blades caused a “positive” deflection (deviation located above the “zero” line) to
occur for longitudinal rolling direction. The maximum deflection in the central
area B was fmax = −0.358 mm (transversal direction) and fmax = 0.132 mm
(longitudinal direction).

A summary of the maximum deflection values fmax in the central measurement
plane (B), with all analysed variables taken into account, is presented in Fig. 7.

The results summary (Fig. 7) confirms that greater post-machining deformations
were obtained for the milling cutter with PCD blades. Additionally, a significant
impact of the rolling direction was observed. For both tools, greater deflection
values were obtained for the transversal rolling direction.

Fig. 6 Sample deflection f as a function of measurement path l—obtained in three measurement
planes, for the milling cutter with PCD blades and the following rolling directions: a transversal,
b longitudinal
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4 Conclusion

The experimental test results allow for formulating the following conclusions:

• Surface quality

1. The highest values of Ra roughness parameter were obtained in the central
measurement area. This is mostly the result of the longest distance of plane B
from the element mounting points during processing; in that place, the
material is exposed to greater effects of vibrations.

2. Inferior surface quality was observed for transversal rolling direction; this
may be caused by phenomena caused by cutting of grains, elongated in the
rolling process, during the machining process. This also demonstrates that a
relation between rolling direction and roughness exists.

3. Higher values of Ra roughness parameter were obtained for the carbide tool.
This means that better surface quality can be achieved using milling cutter
with PCD blades.

• Post-machining deformations

4. The fabricated thin-walled elements underwent significant deformations,
which resulted from the occurrence of residual and post-machining stresses
in the surface layer.

5. In every analysed case, the maximum deflection was noted in the middle of
the sample’s length, at l = 80 mm.

6. For both tools, greater deflection values were obtained for transversal rolling
direction.

Fig. 7 Summary of maximum deflection values fmax in the central measurement plane for two
rolling directions and the tested tools
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7. For the milling cutter with PCD blades, the highest deformation value
(compared to other areas) was observed in the front plane A. This may
indicate twisting of the tested elements.

8. For tool with PCD blades and longitudinal rolling direction, a different
deflection form was obtained that in all other cases, namely it has a positive
value.

9. Greater post-machining deformations were observed with the milling cutter
with PCD blades.

The obtained results are not conclusive, as elements fabricated using the carbide
tool underwent lesser deformations, compared to ones processed with the milling
cutter with PCD blades, but at the same time had inferior surface quality.
Depending on the adopted accuracy assessment criteria, i.e. shape error or
machined surface quality, it is recommended to use carbide tools or tools with PCD
blades.
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Effect of Heat Treatment on Mechanical
Properties of Inconel 625/Steel P355NH
Bimetal Clad Plate Manufactured
by Explosive Welding

Robert Kosturek, Michal Najwer, Piotr Nieslony
and Marcin Wachowski

Abstract In this investigation, steel P355NH was successfully cladded with
Inconel 625 through the method of explosive welding. Explosively welded bimetal
was subjected to the two separated heat treatment processes: stress relief annealing
(at 620 °C for 90 min) and normalizing (at 910 °C for 30 min). In order to examine
the quality of joint and effects of heat treatments, the mechanical properties of the
obtained samples were evaluated by tensile test, shear test, Charpy impact test and
bend test. It was found that tensile strength of explosively welded bimetal is higher
than tensile strength of the base material in the as-received state. Compared to the
bimetal clad plate without heat treatment, bimetal subjected to the stress relief
annealing has improved mechanical properties. It was stated that stress relief
annealing is recommended heat treatment for Inconel 625/steel P355NH bimetal
clad plate obtained by explosive welding.

Keywords Heat treatment � Explosive welding � Steel P355NH
Inconel 625 � Mechanical properties

1 Introduction

P355NH is a non-alloy elevated temperature quality steel, commonly used in
construction of pressure vessel tanks. Unfortunately, the corrosion susceptibility of
this steel limits its applications in the chemical industry. This problem can be solved
by cladding P355NH steel plate with layer of Inconel 625, which is nickel-based
superalloy having excellent corrosion and oxidation resistance [1]. Explosive
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welding is appropriate technology to produce such bimetal clad plate. In this solid
state, welding process materials are joined during high-velocity collision caused by
detonation of high-explosive material [2–4]. Due to very high pressure and
dynamics of the explosive welding process, the mechanical properties and structure
of the joining materials in the bond area change significantly. As an effect of the
plastic deformation during collision, the materials are subjected to the high strain
hardening, which not only improves their strength and hardness, but also causes
residual stress in the joint. In order to decrease those effects, the obtained joint
should be subjected to the heat treatment [5–7].

2 Results of the Research

Mechanical properties of Inconel 625 and steel P355NH in the as-received state are
presented in Table 1.

Inconel 625/steel P355NH bimetal clad plate was obtained by explosive welding
process. In this research, three kinds of samples were examined in terms of their
mechanical properties: 3/5, 3/5 OCO and 3/5 OCN. Sample 3/5 was not subjected
to any heat treatment, sample 3/5 OCO was subjected to the stress relief annealing,
and sample 3/5 OCN was subjected to the normalizing. Welding interface of the
explosively obtained joint is shown in Fig. 1. Parameters of the heat treatments are
presented in Table 2.

Table 1 Mechanical
properties of Inconel 625 and
steel P355NH in the
as-received state

Material Re (MPa) Rm (MPa) A (%) KV, J (avg.)

Inconel 625 476 872 50 –

P355NH 445 551 30 77

Rm tensile strength, Re yield strength, A elongation, KV impact
toughness

Fig. 1 Light microscopy image of the bond area showing the wavy shape of the interface
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2.1 Tensile Test

Tensile test allows to establish mechanical properties such as yield strength, tensile
strength and elongation of a material. According to PN-EN 13445:2014, the test
was conducted only on base plate material [8]. Results and acceptable ranges are
presented in Table 3.

2.2 Charpy Impact Test

Charpy impact test measures the amount of energy absorbed by a material during
fracture. For each kind of sample, the test was conducted three times in temperature
−20 °C. Similarly to tensile test, Charpy impact test is also performed only on base
plate material. Results and acceptable range are presented in Table 4.

Table 2 Parameters of the heat treatments: stress relief annealing (3/5 OCO) and normalizing (3/5
OCN)

Sample Heating Soaking Cooling

Temp. (°C) Rate (°C/h) Temp. (°C) Time (min) Rate (°C/h)

3/5 OCO 300 100 620 90 100, from 300 °C cooling
in still air

3/5 OCN 100 100 910 30 Cooling in still air

Table 3 Results of the
tensile test

Sample Re (MPa) Rm (MPa) A (%)

� 355 490–630 � 22

3/5 479 567 31

3/5 OCO 383 543 32

3/5 OCN 308 522 32

Re yield strength, Rm tensile strength, A elongation

Table 4 Results of the Charpy impact test

Sample 1, J (min. 16 J) 2, J (min. 16 J) 3, J (min. 16 J) x¯, J (min. 23 J)

3/5 119 145 132 132

3/5 OCO 137 142 138 139

3/5 OCN 53 101 103 86

1, 2, 3 number of test, x¯ average value
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2.3 Shear Test and Bend Test

The aim of shear test and bend test is to evaluate the quality of joint. Bend test is
performed by the side bending of a sample by angle 180° and the examination of
joint for any defects. In shear test, according to PN-EN13445:2014, the minimum
shear strength of material must be equal to 140 MPa. The specimen with techno-
logical set is presented in Fig. 2. Results of the both test are presented in Table 5.

3 Discussion

Inconel 625/steel P355NH bimetal clad plate was successfully obtained in explo-
sive welding process. The welding interface has characteristic wavy shape.
Comparing to the as-received state, the mechanical properties of base plate material
have increased slightly due to explosive welding process. High velocity collision
during explosive welding process results in the strain hardening of the base plate
material, which increases its yield strength by 35 MPa and its tensile strength by
about 15 MPa. Although the mechanical properties of bimetal clad plate in
as-welded condition contains within the acceptable range according to PN-EN
13445:2014, in order to eliminate residual stress the bimetal clad plate was sub-
jected to the two different types of the heat treatment. The first proposed heat
treatment was stress relief annealing, in which a material was heated to the tem-
perature 610 °C and soaked for 90 min. Due to this heat treatment, yield strength of

Fig. 2 Specimen with technological set prepared for shear test

Table 5 Results of the shear
test and bend test

Sample Rs (MPa) Shear Bend test

3/5 572 In joint Positive

3/5 OCO 591 In joint Positive

3/5 OCN 383 In joint Positive

Rs shear strength
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base plate material was decreased by about 100 MPa and tensile strength by about
25 MPa. At the same time, results of the Charpy impact test and shear test were
changed slightly. Bimetal clad plate after normalizing at 910 °C for 30 min has
decreased its mechanical properties significantly compared to joint in as-welded
state. The results of tensile test show increasing of base plate material plasticity
after normalization, its yield strength is lower than in as-welded state by about 170
MPa and is equal to 308 MPa which does not meet the standards according to
PN-EN 13445:2014. The softening of base plate material and reduction of joint
strength after normalization have been observed in decreasing of impact toughness
and shear strength. The results of shear test and bend test show good quality of joint
in all samples.

4 Conclusions

(1) Stress relief annealing of Inconel 625/steel P355NH bimetal clad plate
decreases yield strength of base plate material by about 100 MPa compared to
as-welded state.

(2) Bimetal clad plate after normalization at 910 °C for 30 min has lower yield
strength of base plate material than base plate material in as-received state.
Based on the results of tensile test, further research will be undertaken in order
to examine effects of normalization on the bimetal clad plate structure.

(3) Stress relief annealing at 620 °C for 90 min of Inconel 625/steel P355NH clad
plate gives a positive effect of decreasing yield strength and retaining other
mechanical properties such as tensile strength, impact toughness and shear
strength. Lower yield strength compared to as-welded state is important in
terms of further plastic working of bimetal, e.g. forming of dished ends and
vessel heads for chemical industry.

Acknowledgements This work uses results of the research from the project M-Era.net “Novel
explosive welded corrosion resistant clad materials for geothermal plants”, co-financed from The
National Centre for Research and Development of Poland (No DZP/M-ERA.
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Alternative Methods of Chemical
Pre-Treatment on Hot-Dip Galvanization
Surface for Adhesion Organic Coatings

Jakub Svoboda, Jan Kudlacek, Viktor Kreibich
and Stanislaw Legutko

Abstract The first part of this paper deals about chemical surface pre-treatments of
zinc and the impact of alternative pre-treatments for adhesion of organic coating.
The second part is devoted to the experimental part, and there was created several
surface pre-treatments of hot-dip galvanization and subsequently applied two kinds
of organic coatings. The objective was a comparison of chemical pre-treatments,
mechanical pre-treatment and the effect each of them on the adhesion of the organic
coating. It was created seven variants pre-treatment of hot-dip galvanization sur-
faces. Adhesion of these systems was investigated by pull-off test according to ČSN
EN ISO 4624, adhesion test with X-cut tape test according to ASTM D 3359,
adhesion crosscut test according to ČSN EN ISO 2409. In this work was investi-
gated two coating systems at six chemical and one mechanical pre-treatment of the
surface of the hot-dip galvanization.
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1 Introduction

Duplex system is one type of surface treatment material, where the total protection
system consists of a zinc coating and coating paints. These systems are frequent
technology corrosion protection. With the highest life is then a method for pro-
tection of steel structures, especially in atmospheric conditions.

Concentration of the coating system and the zinc coating to prolong the lifetime
of the system up to 100 years, but depending on the aggressive corrosive envi-
ronments, and many other factors [1, 2].

Galvanized sheets are usually protected from the corrosive environment con-
version coatings (phosphate, chromate, etc.) and are provided with organic coatings
which provide barrier protection against corrosion. The conversion layer is created
particularly for higher corrosion resistance, but also to improve the adhesion of
organic coatings, provides sufficient porosity and roughness for adhesion of organic
coatings [3]. However, there are many methods for producing conversion layers on
the basis on phosphate, chromate, modified types of ferrous phosphate, Ti–Zr con-
version layers, etc. Each of the above-mentioned chemical surfaces pre-treatment has
own effect on the adhesion of organic coatings, which is also the subject of inves-
tigation of this work.

2 Conversion Layers

2.1 Phosphating

It is the most chemical treatment of steel in which are formed on the surface of the
tertiary phosphates of zinc, calcium, and manganese. Other capabilities of these
layers are binding certain organic substances on their surface. These include
petrolatum, impregnating oils, but especially paints. Phosphate coatings are also
used to form the insulating properties at the surface of transformer sheets to reduce
friction of the moving parts [4, 5].

Using phosphates under organic coatings increases the corrosion resistance of
the whole system. Phosphate layer prevents corrosion of paint systems and
increases the adhesion to the metal surface. To increase adhesion is required fine
grained layers of individual crystals (10–60 mg dm−2), because thick layers of
phosphate lead to the release of the individual crystals (Fig. 1).

2.2 Chromating

It is a widely used method of passivation is used to improve the corrosion resistance
and adhesion of organic coatings especially for nonferrous metals, for example,
zinc, aluminum, and cadmium coatings.
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Electrolytic galvanizing and subsequent treatment of the zinc surface with
chromate conversion layers is now very widespread, but it is an effort to replace
these conversion layers with new alternative chemical pre-treatments. Chromate
coatings provide improved corrosion resistance of zinc coatings mainly due pas-
sivation effect of chromium compounds present in the coating [4]. Chromate bath
may be alkaline or acidic type.

2.3 Alternative Technologies for the Ferrous Phosphating
and Chromating

Chemical pre-treatment is an essential step process for producing conversion layers,
in particular, steel, aluminum, and zinc materials. With these surface pre-treatments,
we achieve increase adhesion of the coating system and the overall corrosion
resistance. Traditional surface preparation before application of organic paints is
now turned into those more environmentally friendly. However, it was proved that
some alternative conversion layers are not able to have a corrosion resistance, such
as is the case of conversion layers on the basis of Cr [6], although certain sources
describe an almost identical or even higher corrosion resistance of these alternative
chemical surface pre-treatment of low carbon steel, particularly TiO2 and ZrO2 [7,
8].

Conversion layer based on Ti or Zr in recent years becomes a major alternative
to the chemical pre-treatment based on chromium. Pre-treatment of Ti/Zr has not
been studied as extensively as chromium pre-treatment, and their effects are less
well known [6]. For these applications, the most commonly used coatings based on
zirconium and titanium secreted from solutions containing fluorozirconate
(Bonderite NT 1 TecTalis) but also coatings hydrolyzed organosilicate (Dynasilan
Degussa ff.) [9]. The phosphate conversion coatings are increasingly replacing
various alternatives, mainly because of environmental friendliness, energy, and
other procedural aspects [10].

Fig. 1 Left: SEM image an amorphous of ferrous phosphate, Right: SEM image hopeite crystals
of zinc phosphate [12]
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In the current time, other promising technologies have emerged that can can
fairly well to replace phosphates and trivalent chromates. In particular, the use of
zirconium oxide on the surface using the sol—gel method, or immersion in acid
H2ZrF6. It has been found that coatings ZrO2, thicknesses of 18–30 nm provide a
higher corrosion resistance compared to conventional phosphates. These methods
are also commonly used for chemical pre-treatment of hot-dip galvanized coating.
Zircon absorbed in surface layers most often occurs as a zirconia (ZrO2).

It was found that zirconium oxide layers 50 nm or less have comparable resis-
tance to conventional chromate and phosphate [8].

Today, new TecTalis® surface pre-treatment, which is commercially available,
is based on acid H2ZrF6 and fully replaces the phosphating process. This product
can be applied by spraying or by immersion at room temperature does not require
sealed with chromic acid and can be used on a variety of metal surfaces (steel,
aluminum, zinc). The bath is based on dilute H2ZrF6 (Zr ˂ 200 mg l−1) with a
small amount of Si and Cu for improved long-term performance bath [7]
(Figs. 2, 3).

Fig. 2 Reactions in the
formation of layers [9]

Fig. 3 Appearance of the coating Zn phosphate (left) TecTalis (right) [9]
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TecTalis reaction during layer formation
pH = 3.8–4.8, T = 10–50 °C, Time = 30–180 s, reaction:

H2ZrF6 þMþ 2H2O ! ZrO2 þM2þ þ 4Hþ þ 6F� þH2 ð1Þ

M = basic material

3 Experimental Part

In the experimental part were used two paints: ZINOREX (S2211—Acrylic
semi-gloss single layer paint for steel and zinc) and AXAPUR (U2218—poly-
urethane semi-gloss two component single layer paint). These coatings were
applied to pretreated zinc surfaces. Another objective of the experimental part was
to verify the physical–mechanical properties of coating systems.

For experimental section was created seven variants of the pre-treatment hot-dip
galvanized samples, six chemical and one mechanical surface preparation:

1. SurTec678, 2. Pragokor BP, 3. Nanotech cs-one, 4. Interlox 5705, 5.
Activation with HNO3, 6. Light blasting, 7. Degrease of hot-dipped galvanized
samples.

SurTec 678
Trivalent passivation for zinc and alloys of zinc/nickel, is a highly concentrated

product, containing Cr (III) and cobalt salts.
Pragokor BP
This is a composition that does not contain chromate ions, chromium, or other

environmentally harmful substances. The passivation effect of this product is
higher than the range of compositions based on chromate ion. Furthermore, it can
be used to passivate the active surfaces of non-phosphated steel, aluminum and
magnesium alloys, zinc and tin coatings, zinc castings after degreasing, or other
activated surface.

Nanotech cs-one
Nanotech cs-one product is supplied from a Turkish company CHEMSOLL—

chemical laboratories solution, it is an alternative method of phosphating iron and
zinc. Eliminates the disadvantages of the use of phosphate baths and according to
the manufacturer should provide effective adhesion and long life of the coating
versus phosphate. On the surface material are formed transparent nano-ceramic
surface [11].

Interlox 5705
Interlox 5705 contains a two-component bath free of chromium, which creates a

conversion layer on aluminum, aluminum alloys, magnesium, zinc, and steel. This
is a composition which enhances the corrosion protection of parts of a cast and
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wrought aluminum alloys. It provides a basic layer on aluminum, zinc, and steel
before wet and powder coating, and its Qualicoat approved pre-treatment (A-65).

This product is not recommended for steel passivation without subsequent
painting.

Activation with HNO3

In this case, the chemical pre-treatment of the surface of the zinc was the
activation of the zinc coating with an alkaline degreasing and nitric acid (HNO3).
This chemical pre-treatment is useful for activation of surface, without the thin
oxide layers.

Light blasting
For comparison, mechanical and chemical pre-treatments were selected

mechanical pre-treatment using light blasting. Light blasting technology in the
pre-treatment of zinc coatings is still very popular and effective pre-treatment prior
to application of organic coating systems. The main objective of this pre-treatment
is to achieve a perfectly clean surface, free from corrosion products of zinc, and a
rough surface for the subsequent application of other finishes. The experimental
part was chosen abrasive resource (brown artificial corundum).

Light blast zinc coating should ensure a minimum consumption of zinc layer,
mostly in terms of removing the surface layer up to 10 microns. Samples were
blasted by a pneumatic blasting equipment PTZ 100 I by S.A.F. setting the nozzle
pressure of 0.5 MPa.

The degreased hot-dipped galvanized samples
For comparison of the various pre-treatments of the hot-dip galvanization,

samples were prepared only alkali-degreased using a degreasing product Simple
Green in a concentration of 1:30.

3.1 Verification Physico-Mechanical Properties
of the Coating Systems

They were investigated various test procedures for the determination of
physico-mechanical properties of coating systems.

(a) Determine the thickness of coatings according to DIN EN ISO 2808 nonde-
structive electromagnetic method. The type Elcometer 456.

(b) Determine the adhesion of coatings cut test according to DIN EN ISO 2409.
(c) Determine the adhesion of paint tear test according to DIN EN ISO 4624.
(d) Determination of adhesion and crosscut according to ASTM D 3359.
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3.2 Comparison of Various Pre-Treatments

The results show that good adhesive strength reached with use a coating system
AXAPUR (U2218), which was formed by the paint itself AXAPUR and hardener C
7002. These are polyurethane coatings which were applied with a ruler. In all
applications of this, coating system was applied one layer, which was achieved
excellent result in terms of adhesion and coating quality after curing the coating
system. In the case of an acrylate coating system ZINOREX (S2211) in many
applications low adhesive strengths were achieved. Reasons for the poor quality of
the coating can be different; it could be an unsatisfactory application temperature or
temperature curing paint shop also inadequate moisture for the application of paints
or poor mixing of the individual components of the coating system. Finally, it could
be a chemical reaction of the zinc surface pre-treatment with the ZINOREX
(S2211). The causes will be investigated further (Table 1).

4 Experimental Part

It is obvious that some alternative method of passivating the surface of hot-dip
galvanized parts can compete with today trivalent passivation in the adhesion of
paint systems. Particularly in comparison product SurTec 678, which is a trivalent

Table 1 Summary of test results for individual adhesion of surface preparation the hot
galvanization zinc

Pre-treatment + Coating system Zinorex (S2211) The average adhesive strength [MPa]

Surtec 678 0.34

Pragokor BP 0.59

Nanotech cs-one 0.15

Interlox 5705 2.13

HNO3 4.63

Light blasting 3.27

Degreased samples 2.69

Pre-treatment + Coating system AXAPUR (U2218)

Surtec 678 12.46

Pragokor BP 7.37

Nanotech cs-one 7.42

Interlox 5705 15.63

HNO3 18.13

Light blasting 18.53

Degreased samples 14.12
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transparent passivation to zinc and alloys of Zn/Ni achieved tension using coating
system AXAPUR (U2218) values of adhesive strength on average 12.46 MPa,
whereas the alternative methods Interlox 5705, which constitute a two-component
spa containing chromium, which produces the conversion coating on aluminum,
aluminum alloys, magnesium, zinc, and steel, reached values adhesive strength of
coating system AXAPUR (U2218) on average 15.63 MPa. When using other
alternative methods of surface passivation of hot-dip galvanized components
Pragokor BP, which is free chromate passivating based on agents containing
hexafluorozirconates and ammonium hydrogen difluoride. When CS AXAPUR
(U2218) was used the adhesive strengths on average 7.37 MPa were achieved.
AXAPUR (U2218) values adhesive strength on average 7.37 MPa. It should be
noted that this is still an adhesive strength, which corresponds with according of the
internal regulations for the protection of hot-dip galvanized structures, more than
5 MPa. Another alternative method was investigated by Nanotech cs-one, which is
a new generation of nano-ceramic coatings. In this application, using the coating
system AXAPUR (U2218) was achieved adhesive strength on average 7.42 MPa,
and the main advantage of this product is low-temperature applications without
necessarily degreasing.

The best results in terms of adhesion of the chemical pre-treatment the zinc
reached degreasing and subsequent activation of the surface using HNO3 with
coating system AXAPUR (U2218). The adhesive strengths are in average 18.13
MPa. This chemical pre-treatment is from an economic point of view very inter-
esting, but the problem is the high toxicity and the dangers of handling this acid,
there is a problem with many European regulations. Under regulation European
directive no. 1272/2008, the substance is classified as dangerous.

When activating the surface using HNO3 is achieved comparable adhesive
strength, as when using a mechanical pre-treatment light blasting, adhesive strength
18.53 MPa.

The results of the experimental part are obvious that some alternative chemical
pre-treatment of the surface of the zinc are comparable with today trivalent

Fig. 4 Comparison of adhesion of each type of pre-treatment of hot-dip galvanization with using
the coating system AXAPUR (U2218) and ZINOREX (S2211)
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passivation, and many of them can cope even the most commonly used mechanical
pre-treatment of the surface of the zinc, a light blasting. Use of these methods will
be further examined (Fig. 4).
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Influence of Machining Conditions
on the Energy Consumption
and Productivity in Finish Hard Turning

Roman Chudy, Wit Grzesik and Krzysztof Zak

Abstract In this paper such mechanical characteristics as cutting forces, cutting
energy, specific cutting energy and volumetric machining rate were selected
forfinish turning of hardened 41Cr4 alloy steel with variable cutting speed and feed
rate using commercial CBN tools. In addition, a specific energetic characteristic of
the hard machining process was performed, and the machine tool used was taken
into account. This approach is focused on the prediction of the relation between the
specific cutting energy and the volumetric machining removal rate and comparison
of hard machining process with other machining processes in terms of their
productivity.

Keywords Hardened steel � Machining parameters � Cutting forces � Cutting
energy � Specific cutting energy

1 Introduction

Hard machining is typically used for finish shaping of different highly loaded
machine components made of hardened steels, such as geared shafts, bearing and
hydraulic components, dies and moulds with high dimensional and shape accuracy
and special requirements regarding surface finish and functional performance [1–3].
In general, hard machining process is characterized by specific cutting mechanics,
chip formation, tool wear, surface integrity and part accuracy and energy con-
sumption [1, 2]. As a result, many technological problems including unacceptable
surface finish and insufficient part form accuracy occur due to the specific action of
the cutting edge with a high negative rake angle, aggressive thermal influences,
excessive friction, rapid tool wear and higher energy consumption [1, 4]. It is also
distinguished by a lower productivity resulting from a low machining removal rate.
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It is obviously known that the energy consumption increases distinctly due to
extreme high hardness of the material which is machined using CBN cutting tools
with a high negative rake angle. Moreover, total energy consumption increases due
to intensive ploughing effect [5]. This specific effect becomes more important when
machining with CBN cutting inserts with the tool nose radius larger than
800 (1200) lm [6, 7]. It is important from a mechanical point of view that hard
machining is performed with dominating passive force in comparison with con-
ventional turning. In general, the ratio of the passive force to the cutting force is
distinctly higher than 1, whereas in conventional cutting, it is lower than 1 and
typically equal to Fp = (0.3−0.5)Fc. As a result, the excessive passive force changes
the dynamic behaviour of the machining system and causes the tendency to process
instabilities such as chatter [3].

In this study, three components of the resultant cutting force, cutting and specific
cutting energy and corresponding machining removal rate were determined under
the variable cutting speed and feed rate in turning of a 41Cr5 hardened steel. In
addition, the unique cutting characteristic which relates the specific cutting energy
to the machining removal rate was determined for the CNC lathe used.

2 Experimental Details

2.1 Workpiece Materials and Machining Conditions

This experimental study includes a number of hard turning tests in which hardened
EN 41Cr4 alloy steel (equivalent DIN 41Cr4 grade and AISI 5140 grade) with
55 ± 1 HRC hardness was machined using fresh CBN cutting tools under variable
machining conditions. Chemical compositions and mechanical properties of the
hard alloy steel machined are specified in Tables 1 and 2, respectively.

Table 1 Chemical compositions of the workpiece materials used in comparative study

Steel
grade

C % Si % Mn % P % S % Cr % Mo % Al % Cu %

EN
41Cr4

0.38–0.45 max
0.40

0.60–0.90 max
0.025

max
0.035

0.90–1.20 max
0.10

max
0.050

max
0.30

http://www.lucefin.com/en/siderurgia/acciai-speciali-e-al-carbonio

Table 2 Mechanical properties of the workpiece materials used in comparative study

Steel grade HRC UTS in N/mm2 Rp0.2 in N/mm2 Y in GPa

EN 41Cr4 55 2080 1590 210

http://www.lucefin.com/en/siderurgia/acciai-speciali-e-al-carbonio
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CBN cutting tools of CB 7015 grade produced by Sandvik Coromant were
equipped with chamfered TNGA inserts with the corner radius of re= 800 µm. For
this geometrical configuration, the chamfer rake angle ccf = −30° and the average
cutting edge radius rn = 10 µm. Cutting parameters selected for hard turning passes
are specified in Table 3. They were performed on a three-axis CNC turning centre,
Okuma Genos model L200E-M.

2.2 Measurements of Cutting Forces and Cutting Energy

Three components Fc, Ff and Fp of the resultant cutting force (see Fig. 1) were
measured using a three-component Kistler dynamometer (model 9129A).
Concurrently, consumed power/energy was measured using special recording
system installed on the CNC lathe [4]. The measured signals were processed with a
sampling rate of f = 1 kHz and a low-pass filter with a cut-off frequency of
fc = 300 Hz. In addition, the cutting energy Ec was recorded along with other
energy components using a special multichannel measurement system and DAQ
system [4].

Table 3 Specification of machining conditions employed in comparative study

Steel
grade

Cutting speed, vc
in m/min

Feed rate, f in mm/rev Depth of cut,
ap in mm

Tool corner
radius, re in lm

EN
41Cr4

150, 200, 250,
300

0.05, 0.075, 0.1, 0.125,
0.15, 0.175. 0.2

0.2 800

hmax

hmin

h

c

m

Fig. 1 Typical cross section of the uncut chip layer for finish hard turning [5]
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2.3 Computations of the Cutting and Specific Cutting
Energy

Cutting energy was determined using the well-known Eq. (1), and in this study, it
was automatically recorded using Labview software [4]. The relevant Eq. (1) is as
follows [2]:

Ec ¼ FcvcDt ð1Þ

where Fc is the cutting force, and vc is the cutting speed. The time increment Dt was
determined as the ratio of the cutting length lc to the feed rate applied. In this study,
the cylindrical workpieces were prepared with the same length of about 50 mm.

Specific cutting energy ec was calculated as the ratio of the measured value of
the cutting energy force Ec and the volume of the removed layer V or equivalently
the cutting energy force Fc and the cross-sectional area of cut Ac which is calculated
as the product of the equivalent cutting edge of the length lk and the mean uncut
thickness hm shown in Fig. 1. The relevant Eq. (2) is as follows:

ec ¼ Ec

V
¼ Fc=Ac ð2Þ

where V is the material volume removed in one turning pass (V = lc�f�ap).

3 Experimental Results and Discussion

3.1 Cutting Forces and Their Relationships

As reported in Sect. 2.2, three components Fc, Ff and Fp of the resultant cutting
force were recorded during hard turning passes for several variable cutting speeds
and feed rate (see Table 3). In total, 21 different turning passes were performed with
three repetitions for each pass. Simultaneously, the cutting energy Ec was measured
in a real-time mode using a special measurement system [4]. The changes of three
force components resulting from variations of the feed rate and the cutting speed are
presented in Fig. 2. As shown in Fig. 2a, the minimum values of the cutting force
Fc were obtained for the minimum feed rate of 0.05 mm/rev independently of the
cutting speed applied. It is important to note that the relationship between the
cutting force and the feed rate is approximately linear. On the other hand, the
changes of both feed and passive forces are not linear with a visible minimum value
observed at the feed rate of 0.125 mm/rev (Fig. 2b and c). It should be noted based
on Fig. 2a and c that the values of the passive force recorded in the turning of DIN
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Fig. 2 Influence of feed rate and cutting speed on the three components of the resultant cutting
force: a cutting, b feed and c passive forces for 41Cr4 alloy steel at the depth of cut ap = 0.2 mm
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41Cr4 hardened steel are higher than the corresponding values of the cutting force
Fc. In particular, at the lowest feed rate of 0.05 mm/rev, the ratio Fp/Fc is about 2,
but it tends to decrease down to about 1 when the maximum feed rate of
0.2 mm/rev was selected.

3.2 Changes of Cutting Energy Resulting from Variable
Machining Conditions

The changes of the cutting energy Ec defined by Eq. (1) and the specific cutting
energy (SCE) ec defined by Eq. (2) obtained for variable machining conditions are
presented in Figs. 3 and 4, respectively.

Fig. 3 Changes of cutting energy for variable feed rate and cutting speed (a) and pie diagram of
energy distribution (b) for a three-axis CNC turning centre, Okuma Genos model L200E-M for
vc = 200 m/min, f = 0.1 mm/rev, ap = 0.2 mm) [4]
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As shown in Fig. 3a, the cutting energy decreases from about 19 kJ to about
8–9 kJ when the feed rate increases from 0.05 to 0.2 mm/rev. Only small difference
of about 5–10% in energy consumption was recorded for the cutting speed of
200 m/min. Probably for this cutting speed, the thermal softening of the machined
hard steel seems to have predominant influence on the process behaviour.

The pie diagram presented in Fig. 3b shows that in finish hard machining, the
energy consumption strictly for the cutting performance is about 12% of the total
energy recorded, and this percentage is practically independent of the machining
conditions employed. On the other hand, 75% of the electrical energy is consumed
by hydraulic system and control and auxiliary system.

Figure 4 shows that values of SCE depend on both feed rate and cutting speed
selected with a more distinct influence of the feed rate. Typically, its highest values
are determined for lower feed rates, but the increase of cutting speed results in
decreasing of the SCE value. For instance, for the lowest cutting speed of
150 m/min, the specific cutting energy decreases distinctly from about 170 J/mm3

down to about 10 J/mm3 when the feed rate increases from 0.05 to 0.2 mm/rev. On
the other hand, the increase of cutting speed causes that the SCE decreases due to
the thermal softening effect. It is the most intensive (on average the reduction by 3
times, i.e. from 170 to 50 J/mm3) for the lowest feed rate of 0.05 m/min applied. As
a result, as shown in Fig. 4, the minimum specific energy of 3.5 J/mm3 was
determined for the combination of the maximum cutting speed of 300 m/min and
the maximum feed rate of 0.2 mm/rev.

3.3 Relationship Between Cutting Energy
and Machinability Rate

Figure 5 shows the unique relationships between the SCE and the volumetric
material removal rate Qv obtained for a number of machining condition sets specific
for the CNC lathe used. The function of SCE versus Qv has a typical hyperbolic

Fig. 4 Influence of feed rate and cutting speed on the specific cutting energy for 41Cr4 alloy steel
at the depth of cut ap = 0.2 mm
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shape due to a strong dependence of the SCE on the uncut chip thickness
(UCT) and equivalently on the feed rate [3]. It should be noted that the machining
removal rate increases from 1.5 mm3/min (for vc = 150 m/min and f = 0.05
mm/rev) to 12 mm3/min (for vc = 300 m/min and f = 0.2 mm/rev). Its mathemat-
ical model which satisfies all feed rates and cutting speeds applied (f = 0.05–
0.2 mm/rev and vc = 150–300 m/min) with the regression coefficient R2 = 0.9967
is as follows:

ec ¼ 353:96 � Q�1:881
v ð3Þ

where the volumetric machining removal rate can be determined as Qv = vc � f � ap
Equation (3) is a very practical model which allows manufacturers determining

the energy consumption for a range of machining operations with variable
machining parameters performing on a selected CNC machine tool. It is efficiently
used in the energetic analysis of machining processes performed for sustainable
manufacturing [8, 9].

4 Conclusions

1. In this experimental study, the performance of hard machining process was
characterized by cutting characteristics such as components of the resulting
cutting force, specific cutting energy and cutting energy consumption and
material removal rate. This set of cutting characteristic seems to be optimal for
energetic characterization of the machining process.

y = 353.96x-1.881

R² = 0.9967
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Fig. 5 Specific cutting energy versus volumetric machining rate obtained for 41Cr4 alloy steel
and a three-axis CNC lathe, Okuma Genos model L200E-M at cutting speed vc = 150–300 m/min,
feed rate f = 0.05–0.2 mm/rev and the depth of cut ap = 0.2 mm
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2. In hard turning, the passive force (Fp) overestimates both cutting (Fc) and feed
(Ff) forces. For the CBN cutting tool with the corner radius of 800 lm, the ratio
of Fp/Fc changes between 1 and 2 depending on the combination of the cutting
speed and feed rate. It is also influenced by the thermal softening effect.

3. Under the machining conditions used, the energy consumption varies from 8(9)
to 19 kJ depending mainly on the feed rate applied. The main trend is that lower
energy consumption corresponds with higher feed rates.

4. The specific cutting energy (SCE) decreases distinctly from about 170 J/mm3

down to about 10 J/mm3 when the feed rate increases from 0.05 to 0.2 mm/rev.
Similarly, the lowest value of SCE corresponds to higher feed rate due to higher
values of the UCT.

5. It is possible to visualize the energetic process index for the machining condi-
tions and the machine tool used incorporating the SCE and the material removal
rate. For these hard machining tests performed on a Okuma CNC lathe, this
unique mathematical model is expressed in the form of exponential function
ec = Qv

−1.881.
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Application of Principal Component
Analysis and Decision Trees in Diagnostics
of Cylindrical Plunge Grinding Process

Pawel Lajmert, Malgorzata Sikora, Bogdan Kruszynski
and Dariusz Ostrowski

Abstract In the grinding process, information about the process state may be
derived from many measurement signals. As a result of these signals preprocessing,
it is possible to obtain a high number of features of which only a part is related to
the monitored process. This paper deals with the feature selection problem and
modeling of relationships of selected features with grinding process states and
grinding results. Firstly, time–frequency signal processing techniques are analyzed.
Using the Hilbert-Huang transform, force, vibration, and acoustic emission signals
are decomposed into separate intrinsic mode functions, and then the statistical
features are extracted from these functions. Next, principal component analysis is
used to select the most relevant features and to remove redundant data. Finally,
decision trees are applied to additionally decrease the number of features and to
model the grinding process. Using the proposed approach, it is possible to automate
the feature selection process and to effectively diagnose the process state and
predict final part quality parameters.

Keywords Plunge grinding � Diagnostics � Data mining � Classification

1 Introduction

Efficient supervision of any machining process requires an analysis of a number of
measurements signals, containing information about the process and tool state.
These signals may originate from many sensors measuring various physical
quantities related to the machining process, such as machining power, force com-
ponents, vibration, or acoustic emission (AE) [1–3]. As a result of appropriate
signal processing in time and frequency domain, it is possible to obtain data pat-
terns of very high dimensionality. This means that individual groups of data, such
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as vibration or AE measurements have a very large number of attributes. In practice,
it turns out that many of these attributes are quite closely correlated with other
attributes or with the machining kinematic parameters, leading to a redundancy of
information contained in the analyzed dataset. Therefore, to obtain a complete
description of the analyzed phenomena, it is sufficient to consider only a small
subset of the original set of attributes. Since high dimensionality degrades the
effectiveness of many learning algorithms and makes the learning process com-
putationally intensive, there is a need to use dimensionality reduction methods,
which allow selecting the most relevant attributes that would be useful in the
decision process about machining process and tool state. Correctly diagnosed
process and tool state are the basis for the adaptive control system to make deci-
sions concerning tool regeneration or an adjustment of machining kinematic
parameters to maintain the process within the optimal working region and, as a
consequence, meet part quality parameters [4, 5]. In grinding, the need for such data
reduction techniques is even stronger because grinding is stochastic, very complex
process for which still no accurate models can be created [2, 5]. This is also due to
the high cost of super-abrasive wheels, which state has to be properly diagnosed to
make practical and effective use of their cutting abilities [1, 2]. Many approaches to
the diagnostics of the grinding process have been proposed in the literature, among
which the artificial intelligence techniques are the most popular, including genetic
algorithms, neural networks, fuzzy logic, or the rough sets theory [4–7]. These
techniques may be used in modeling and attributes selection tasks. However, their
modeling and attributes extraction abilities significantly decrease with the increase
of a number of model input variables when the correlation between input variables
exists [8]. Additionally, in general, they need a human expert during the attributes
selection process and knowledge discovery.

2 Hardware Setup and Conditions
of Experimental Research

To obtain symptoms of different undesired process states, experimental research has
been carried out for a wide range of grinding conditions, using different cylindrical
grinding machines [3, 9]. These machines were equipped with sensors for the
measurement of grinding force components, vibration, and AE signal. Force
components were measured on the basis of oil pressure changes in the pockets of
grinding wheel spindle hydrostatic bearing [10] or using Kistler piezoelectric
sensors mounted between the body of the wheel headstock and the housing of the
wheel spindle, see Fig. 1. Vibration signals were acquired using piezoelectric
sensors mounted on the grinding wheel headstock and the tailstock center. Raw AE
signal and its RMS value were measured using the piezoelectric sensor mounted on
the tailstock center. After each grinding test, workpiece surface roughness and
waviness errors were measured using a roughness measurement device and a laser
triangulation sensor.
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All these measurements were made by means of specially developed control and
data acquisition software written using the C++ programming environment. The
data acquisition frequency rate and preliminary antialiasing filtering were chosen in
such a way as to measure the signals frequency content up to 2 kHz for force
components, up to 10 kHz for vibration and AERMS signal and ranging from 50 to
500 kHz for raw AE signal. During the tests, 41CrAlMo7-10 (38HMJ) steel
hardened to 50 HRC in the form of 100 mm diameter rings mounted on the shaft
was grounded using 38A60K9V and 38A80K5V grinding wheels. The test was
carried out for different working conditions related to the workpiece thermal
damage and the development of chatter vibrations. Each cycle consisted of 50–
150 lm infeed without spark-out and with rapid wheel retraction. This cycle was
repeated until the end of the wheel life. The material removal rate Q′w was in the
0.5–3 mm3/mm s range and the workpiece peripheral speed vw varied in the range
from 0.1 to 2 m/s.

3 Discrete Time Series Analysis Methods

Signals acquired in data acquisition systems take the form of discrete time series
and require their further preprocessing to find the information related to the ana-
lyzed phenomena. The analyzed signals may contain important information in the
time, frequency, or time–frequency domains. In the case of processing in time

Fig. 1 General view of the test stand with measurement sensors
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domain, determination of attributes (features) may be based on signal statistical
measures, such as the mean value, root mean square value (RMS), standard devi-
ation, kurtosis, skewness [1–3, 5, 6]. These measures may be used to diagnose the
state of the grinding wheel [1, 3, 11], the identification of the workpiece burn or to
estimate residual stress in the surface layer of the workpiece [6, 12]. Signal attri-
butes identified this way, although partially correlated with the analyzed phenom-
ena, may contain information coming from many other sources of information
occurring in various frequency ranges of the analyzed signals. In Fig. 2, changes of
RMS value of AE signal are presented for grinding in the workpiece thermal
damage zone and in the range of optimal grinding conditions. It may be seen that
AERMS value as well as the variance of this measure increases significantly for
operation in the workpiece thermal damage zone.

In the case of frequency decomposition methods, fast Fourier transform (FFT) is
the basic method [1, 3, 13]. It is based on the use of periodic sinusoidal functions,
representing one frequency. This results in a loss of information about the time of
occurrence of individual frequency incidents, since values of signal amplitude are
averaged. To overcome this drawback, the short-time Fourier transform (STFT) or
wavelet transform (WT) is used. In STFT, the Fourier transform is used on a win-
dowed signal within the frame of the analyzed timer series, whereby the window is
moved along the time axis. This allows the observation of short-term changes of
signal in subsequent periods of time. The sensitivity of the STFT method mainly
depends on the window width. Nevertheless, the resolution of the method is constant
in the time domain. A method which is devoid of the mentioned disadvantage is the
discrete or continuous wavelet transform (WT) [14]. In the both methods, the
window width decreases with the increase of the analyzed frequencies, which the-
oretically makes them more sensitive than the STFT. The main area of application of
STFT and WT covers vibration or AE signal analysis to identify grinding burns or
identification of the grinding wheel wear [3, 14]. In Fig. 3, exemplified STFT spectra
of vibration signal are presented during grinding using sharp and worn grinding
wheel due to the regenerative effect on the wheel surface [15]. However, the above
mentioned methods are not well suited for analyzing of nonlinear signals and do not
provide explicit information about signal frequency components.

Fig. 2 Changes of AERMS value at grinding in the workpiece thermal damage zone and within the
optimal grinding conditions
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A very promising method is the Hilbert-Huang transform (HHT), which is an
adaptive method designed particularly for analyzing non-stationary and nonlinear
signals changing even within one oscillation cycle [16]. It uses two signal pro-
cessing techniques:

• Empirical mode decomposition, i.e., signal decomposition into a set of intrinsic
mode functions (IMFs) representing oscillatory modes, which can have variable
amplitude and frequency in the time domain.

• Hilbert transform, which determines variations in the amplitude and frequency
for individual IMF functions in time domain.

Figure 4 presents an application of the method for decomposing a raw AE signal
into IMFs to identify the symptoms of the workpiece thermal damage.

Fig. 3 Short time Fourier spectrum of vibration signal measured on grinding wheel headstock for:
a first grinding cycle, b fourth grinding cycle after removing of about V′w = 230 mm3/mm
(38A60K6V, vs = 35 m/s, vw = 0.3 m/s)

Fig. 4 Application of HHT to raw AE signal analysis: a an exemplified HHT spectrum, b course
of first IMF1 component for optimal grinding conditions (no workpiece burn) and for conditions
when there is workpiece burn (38A60K9V, vs = 40 m/s, Q′w = 2 mm3/mms)
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When grinding is performed at workpiece peripheral speed too low, a large
number of spikes in the first IMF1 component can be observed in Fig. 4b, being the
evidence of the workpiece thermal damage or abrasive grains fracture due to the
high thermal load of the grinding wheel [6].

4 Feature Selection and Data Modeling Methods

A number of techniques can be used for the grinding process modeling, covering
statistical, and artificial intelligence methods. The first group includes multiple
linear and nonlinear regression methods, correlation analysis methods as well as
discriminant and factor analysis methods [8]. The latter cover neural networks,
fuzzy logic methods, decision tree induction methods, or rough set methods [5–7].
However, it is known that the use of knowledge induction algorithms with the data
containing a large number of correlated input variables does not guarantee to obtain
the most appropriate models [8]. Therefore, one of the stages of knowledge
acquisition from the analyzed datasets is a process of input variables selection or
transformation into a new subspace of reduced size, where new variables are
independent of one another.

In the case of feature selection methods, one of the approaches may be the
method called filter approach, which is based on the application of certain measures
(such as correlation, information entropy) to provide statistical information about
significance of the relationship between the predicted output variable and the subset
of the model input variables, selected with the use of an adequate searching
algorithm.

Another approach known as the selection with the use of knowledge induction
algorithms, in the selection process, utilizes such learning algorithms like neural
networks or support vector machines [5, 11] to evaluate the different subsets of
input variables. The currently analyzed subset of input variables is evaluated by
determination of quality factors of model functioning. The method was used in the
paper [17] to select the most significant features of AE signal to identify the
grinding wheel condition. However, in many cases, these methods are impractical
from the point of view of designing automatic systems for grinding process
supervision.

A different approach is the use of decision tree learning algorithms for the best
feature subset selection [18]. At each node of the tree, the learning algorithm
chooses the feature of the dataset that most effectively splits its set of samples into
subsets enriching in one class or the other. The feature with the highest normalized
information gain is chosen to make the decision.

If a very large number of features are analyzed, a much better approach is to use
feature transformation methods which transform the original dataset of features to a
new subspace of reduced size without the loss of information contained in the
original dataset. In this case, the basic algorithm is the principal component analysis
method (PCA) [8]. It is a statistical procedure that uses orthogonal transformation to
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convert a set of observations of possibly correlated variables into a set of values of
linearly uncorrelated variables called principal components. The number of prin-
cipal components is usually much lower than the number of original variables. This
transformation is defined in such a way that the first principal component has the
largest possible variance and each succeeding component in turn has the highest
variance possible under the constraint that it is orthogonal to the preceding
components.

The effectiveness of the PCA method was evaluated on the basis of vibration and
AE signal measurements. A principal component analysis method was applied. In
order to compute principal component matrixes for vibration and AE signals, a set
of statistical features was created for different grinding conditions involving states
for sharp and worn grinding wheel due to the waviness development on the wheel
surface as well as for high and low workpiece peripheral speeds where workpiece
burn occurs. The feature vector was composed of maximum, mean value, standard
deviation, kurtosis, and skewness of real value, instantaneous amplitude and fre-
quency of selected vibration and AE IMF components of HHT transform. Due to
the large size of the feature vector (15 features for each IMF component), a prin-
cipal component analysis was carried out to reduce the dimensionality of data
without any significant loss of information. As a result, the feature vector was
reduced by more than 83% for the vibration data, while for the AE data by 40%.
The selected features and its average weight are shown in Table 1. As may be seen
for the AE signal standard deviation, kurtosis, and skewness of real IMF and IMF
amplitude are potentially the most important features. For vibration signal, mean
value of IMF amplitude and IMF frequency which decreases with the increase of
grinding wheel waviness development is the most important.

In Fig. 5, scatter plots of the scores of the first two principal components for
vibration and AE signal are shown. As may be seen, when using the first two
principal components, almost all the grinding conditions were separated correctly.
The presented results imply that the grinding wheel wears due to the wheel
waviness development as well as process state related to the workpiece thermal
damage or grinding wheel thermal load may be effectively detected using the
features resulting from the HHT.

Table 1 Selected features and its relative importance

Max. 
value

Mean 
value

Standard 
deviation

Kurtosis Skewness 

Real IMF

IMF amplitude 

IMF frequency 

—Vibration signal, —acoustic emission signal
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For classification in the principal component space or the reduced space of original
features a number of methods can be applicable. In the case of decision trees, clas-
sification is performed by recursive partitioning of the data into categories in suc-
cessive tree nodes. At each node, the remaining attributes with the greatest entropy
reduction or highest information gain are selected and used to categorize data as the
next partitioning step in the following nodes of the tree. At the last node, the data are
assigned to one of several data categories which may correspond to different process
or grinding wheel wear states. In the paper, the C5.0 decision tree learning algorithm
and the hybrid approach proposed by Quinlan (Rulequest Cubist) [18] were used,
which combines the C5.0 decision tree algorithm with regression method. In this
method, a linear regression equation for attributes partitioned in a given tree branch is
determined in the last node of the tree. Using this algorithm, regression equationswere
estimated to predict the workpiece quality parameters, i.e., workpiece waviness errors
and surface roughness. Diagnostic rules were generated using the dataset composed of
grinding kinematic parameters and initially selected features (using PCA) including
force components, grinding wheel cutting ability, mean and sum of amplitudes,
standard deviation, energy of force, vibration, raw AE and AERMS signals. Two
datasets were created for training and verification of the decision tree algorithm. For
the waviness errors A20–500 (sum of amplitudes in the frequency range from 20 to 500
waves on the workpiece circumference), the following rules were found:

RULE 1: IF (RAVIB(600–1100 Hz) is Low) THEN A20–500 = 6.45−0.52 Q′w−2.6
vw−3 RARMS EA(10–250 Hz)−1.2 RAVIB(600–1100 Hz)

RULE 2: IF (RAVIB(600–1100 Hz) is Medium or High) THEN A20–500 = 1.84 +
2.56 vw + 3.3 RAVIB(600–1100 Hz)

The most important is the second rule, for medium and high level of vibrations,
which states that the waviness errors increase with the increase of workpiece
peripheral speed and with the increase of sum of vibration amplitudes
RAVIB(600–1100 Hz) in the frequency range from 600 to 1100 Hz. In Fig. 6, the

Fig. 5 Principal component scatter plots for the first two principal components obtained from:
a vibration and b raw AE signal IMF features
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distribution of real and estimated values of workpiece waviness errors A20–500 and
workpiece surface roughness Ra with the use of this method is presented.

For workpiece thermal damage, classical C5.0 decision tree algorithm was used.
Two classes were set, i.e., for no burn and workpiece burn. Only one rule was
generated, which explains all grinding cases:

RULE 1: IF (EIMF1,RMS-EA > 3.4) THEN WORKPIECE BURN
From this rule, it follows that the energy EIMF1,AE-RMS of first IMF component

resulting from AERMS signal is the most important feature.

5 Conclusions

Statistical features of individual measurement signals may have a great potential in
grinding process diagnostics. However, due to the nonlinear nature of the analyzed
signals and the extensive number of resultant signals features, advanced time–
frequency signal decomposition techniques are required, e.g., HHT, and feature
selection methods to expose the most important subsets of features. Based on the
theoretical and experimental analysis, it can be concluded that:

• Hilbert-Huang transform is highly productive as for the separation of continuous
and transient components from force, vibration, and especially AE
measurements.

• The use of PCA allows for a significant reduction in the number of features and
for the identification of grinding wheel wear and workpiece burn using the
inconsiderable number of components in the reduced principal component
space.

Fig. 6 Distribution of real and estimated values of workpiece waviness errors and workpiece
surface roughness
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• The application of decision tree algorithms allows for further reduction in the
number of features and to establish the minimal set of features necessary to
diagnose the considered phenomena.

The presented approach, which combines the use of the PCA method with
decision trees, seems to be a very promising solution for the feature selection tasks,
the identification of process states and the prediction of grinding results.
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Assessment of Deformation Characteristics
on CW004A Copper Influenced
by Acoustically Enhanced Water Jet

Dominika Lehocka, Vladimir Simkulet and Stanislaw Legutko

Abstract Paper deals with copper CW004A deformation characteristics evaluation
after pulsating water jet disintegration. Experimental samples were prepared from
copper CW004A with marking A, B, and C. As variable factors were selected
combinations of pressure of pump pressure and nozzle diameter: A (p = 65 MPa;
d = 1.067 mm), B (p = 49 MPa; d = 1.321 mm), C (p = 38 MPa; d = 1.600 mm).
Surface topography was evaluated using optical profilometry. Microhardness
measurement was measured using Vickers indenter. Hardness measurement was
performed on seventeen points under disintegrated area in distance from 0.1 to
3 mm. Measured values indicate slight increase of strain hardening undercutting
area.

Keywords Pulsating water jet � Strain hardening � Microhardness � Copper

1 Introduction

Destructive effect of water on various materials is recognized in long-term view
Cook [1]. Clean water jet (WJ) or abrasive water jet (AWJ) [2–6] is currently used
for cutting of wide range of materials. High-pressure WJ and AWJ reach techno-
logical and economical limits. Nowadays is known material destruction [7, 8] using
lower pressure, fortified by additional device. Pulsating water jet (PWJ) can by
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applicated in various industry sectors. Numerous ways of approach to create dis-
continual flow are recognized. Modulation of continual flow, which subsequently
starts to form into pulses, is considered as most perspective [9].

Technological modification principle of acoustically excited pulsating water jet
is based in generating of pressure pulses, which affect incoming pressurized water
in resonance chamber. Pressurized pulses cause liquid outflow through the nozzle
with variable speed [10]. Wave formation (liquid clusters) cause speed difference of
water flowing through nozzle. Part of water jet accelerated by ultrasonic exciter
shortens distance between continually flowing liquid, which causes pulses creation.
Authors dealing with possibilities of water jet ultrasound modulation were Vijay
et al. [11, 12], who described principle of pulse generating in pressurized liquid.
Principle consists in vibration generating in ultrasound transducer (Fig. 1), which is
supplied into water inside nozzle by waveguide and ultrasonic tool [12, 13]. Water
jet exits nozzle as continual flow and in specific distance starts creating individual
liquid clusters (Fig. 1). Material is subsequently disintegrated by impacts of water
clusters with high kinetic energy (Fig. 1). It is proven that PWJ disintegration is
more efficient in comparison to continual jet [14, 15].

Destruction potential can be fully used in building industry for disintegration of
rock materials and remediation of concrete constructions Sitek et al. [16, 17], in
mining industry for breaking mineral materials Dehkhoda and Hood [18] and for
surface treatment of ornamental stones Bortolussi et al. [19]. Last research indicates
possibility of PWJ application in orthopedic field for the removal of bone cement
during reimplantation of weight-carrying joints [20].

Experimental investigation described in this paper follows research of authors
Foldyna et al. [14, 15] and Lehocka, et al. [21, 22].

Presented research was focused on the assumption of copper CW004A sub-
surface reinforcement after pulsating water jet disintegration. For verification, were
used the evaluation of deformation characteristics, measured by static method using
Vickers indenter.

Presented results are a part of large research which deals with a new approach to
disintegration metal materials by acoustically enhanced pulsating water jet.

Fig. 1 Acoustically enhanced PWJ technological setup
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Research is focused on examining a various set of factors and technological
setup. The main aim of research is to apply pulsating water jet technology to
practice.

Experiment was held in cooperation with the Faculty of Manufacturing
Technologies in Presov with Institute of Geonics of the CAS, v.v.i. in Ostrava–
Poruba Experimental part of research was realized in Institute of Geonics of the
CAS, v.v.i. in Ostrava and microhardness measurement was performed in the
laboratory of Faculty of Manufacturing Technologies with a seat in Presov and
surface topography identification was performed in the laboratory of Faculty of
Mechanical Engineering and Management, Poznan University of Technology.

2 Experimental Conditions

2.1 Experimental Material

A sample of copper identified as CW004A (CuETP or ECu-57) in the group of
electrically conductive copper. It is characterized by high conductivity, relative high
resistance against erosion, and has high temperature coefficient. It is used for
electrical and electronic applications, by default for the manufacture of thermo-
couples, compensating cables, and for bimetallic heaters. Mechanical properties
and chemical composition of copper CW004A are shown in Table 1.

2.2 Experimental Investigation

Technological conditions of disintegration were chosen based on experiments
described in [21, 22]. Pressure and round nozzle diameter were selected as changing
factors. For determination of significance factor influence on effectiveness PWJ
disintegration was selected combination of higher pressure and smaller nozzle
diameter.

In research [22] was demonstrated slightly subsurface reinforcement of copper
alloy (brass) with using nanoindentation measurements. For verification of this fact,

Table 1 Mechanical properties and chemical composition of copper CW004A

Mechanical properties Chemical
composition [%]

Tensile strength
Rm [MPa]

Yield strength
Rp0.2 [MPa]

Elongation
L0 = 100 mm A [%]

Hardness
HB

Cu + Ag O

395 365 4 114 >99.90 <0.04
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measurements of microhardness under the groove of CW004A copper were per-
formed in this research.

Experiment was realized using cutting head, circular nozzles Stone Age with
required equivalent diameter, hydraulic high-pressure pump Hammelmann HDP
253 (max. operational pressure 160 MPa, maximal flow rate 67 l min−1), ultrasonic
device Ecoson WJ-UG_630-40 for pulse generation and industrial robot ABB IRB
6640-180//2.55 for cutting head manipulation. Technological conditions of disin-
tegration are shown in Table 2.

Three experimental samples of rectangular shape with dimensions (l � w � t)
50 � 20 � 5 mm were prepared. The samples were disintegrated with using
technological conditions listed in Table 2.

Topography measurement was realized using optical profilometry with con-
tactless optical profilometer MicroProf FRT operating with white light.
Subsequently, topography and grooves surface (Fig. 2) were evaluated in software
SPIP 6.5.2.

Table 2 Technological
conditions of experiment

Sample v [mm/s] P [W] f [kHz] p [MPa] d [mm]

A 0.5 410 20.29 65 1.067

B 380 49 1.321

C 510 38 1.600

Fig. 2 Comparsion grooves topography of samples A, B, C with using circular nozzle
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Measured samples were cut on smaller parts and poured into cold acrylic resin.
Subsequently were samples grinded and polished manually using device
MTH KOMPAKT 1031.

Microhardness measurement was performed on microhardness tester CV 400
DAT set to 200 g load for 10 s (HV 0.2). Measurements were realized in increasing
distance below disintegrated surface in one line. First measurement was at a dis-
tance 0.1 mm below disintegrated surface. Each further measurement was displaced
by 0.1 mm in y-axis till distance 1.5 mm (15 measurements). At the end were
realized 2 measurements at a distance 2 and 3 mm (Table 3).

3 Results

Figure 2 shows 2D and 3D profiles of individual grooves of samples A, B, C.
(Figure 2).

According to surface topography (Fig. 2) is shape of grooves inconsistent, but
some shared properties can be find as:

• Absence of strict boundaries of grooves,
• Most of grooves edges have rounded character,
• Contoured surface with protrusions and depressions in random shapes and

destinations,

Table 3 Measured microhardness values HV 0.2

No. Distance from the
cut (mm)

A B C

p = 65 MPa;
d = 1.067 mm

p = 49 MPa;
d = 1.321 mm

p = 38 MPa;
d = 1.600 mm

1 0.1 192.8 187.8 179.6

2 0.2 178.0 180.1 175.2

3 0.3 171.5 171.0 172.3

4 0.4 169.4 169.3 170.6

5 0.5 173.5 166.7 177.7

6 0.6 175.2 159.2 168.8

7 0.7 155.6 166.6 174.3

8 0.8 161.2 166.9 167.4

9 0.9 156.1 160.0 173.2

10 1.0 159.7 161.3 167.1

11 1.1 159.0 158.5 168.3

12 1.2 159.9 165.0 175.2

13 1.3 162.2 155.7 173.8

14 1.4 162.6 164.3 164.4

15 1.5 160.1 160.4 161.8

16 2.0 166.6 156.8 162.7

17 3.0 159.3 161.8 162.4
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• The predominant sharp characteristics of protrusions and depressions,
• Extrusion of material above upper level of the groove.

Graphical dependence shown on Fig. 3 describes measured values of micro-
hardness HV 0.2. Significant changes were observed at small distance below A and
B grooves. Hardness measured in first indent (distance 0.1 mm under disintegrated
area) is 21% higher in comparison to base material for sample A (p = 65 MPa;
d = 1.067 mm) and for sample B (p = 49 MPa; d = 1.321 mm) 17% higher. Not
significant change of hardness was indicated for sample C (p = 38 MPa;
d = 1.600 mm).

Graphical dependence (Fig. 3) shows initial slight increase of hardness HV 0.2
and stabilization of values from certain distance. This indicates formation of sub-
surface reinforcement of material. Slight subsurface reinforcement is indicated to
distance 0.6 mm for sample A and to distance 0.4 mm for sample B. Not significant
subsurface reinforcement was indicated for sample C.

Each sample was disintegrated with different combination of pressure of pump
p [MPa] and nozzle diameter d [mm]. Considering this fact different local strain
hardening was detected. The highest strain hardening was indicated in sample A
(192.8 HV), disintegrated using highest pressure of pump pressure p [MPa] and the
smallest nozzle diameter d [mm]. These findings indicated a significant influence of
higher pressure of pump p [MPa] on strain hardening of copper CW004A.

4 Conclusions

Objective of experimental investigation was to assess the impact of factors
acoustically enhanced PWJ on subsurface reinforcement of copper CW004A. It was
found significantly influences of higher pressure of pump p [MPa] on deformation

Fig. 3 Measured values of microhardness HV 0.2; samples A, B, C
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reinforcement under disintegrated groove. Experimental results obtained using
lower pressure of pump p [MPa] shows only mechanical removal of copper
CW004A, without significant influence on subsurface reinforcement. In the fact of
this can be assumed that using lower pressure p [MPa] causes only material removal
on roughness level. If this assumption is confirmed, it would be possible to find
application of pulsating water jet in practice, for example as a surface treatment
before protective layers application. In this area, a slight surface roughening could
allow better adhesion of applied substances. Cleaning surface from coatings, dirt,
rust, or paints is other area of pulsating water jet possible usage. In future, it is
planned to test of influence of lower pressure of pump p [MPa] on various types of
materials.
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Measuring the Punching Profile of a Punch
And Bind Machine

Joao Sousa, Luis Figueiredo, Jose Machado and Joao P. Mendonca

Abstract In the design process of a manual or electrically actuated punch and bind
machine, the required force to punch a stack of paper sheets is a crucial parameter
that affects ergonomics, product design, power requirements, and ultimately pro-
duct cost. The required punch force profile considered two punch pin geometries,
introducing some innovative aspects. Measurements were performed using a
tensile/compression machine and the punching force profile of the 21 punching pins
arrangement during punching cycle was extracted for both geometries. Results
show a smoother force profile for the double shear angle punching pin arrangement
as opposed to the concave pin geometry pin arrangement with a lower peak
punching force value.

Keywords Paper punching � Punching geometry � Punch and bind machine

1 Introduction

This paper focuses on the measurement and optimization of a binding machine’s
paper punching tool geometry. Force profile measurements were performed to
demonstrate the reduction of the required punching force, and consequently, the
power requirements using a new shear punch geometry improving its efficiency.
Results from measurements using common 80 gsm office paper are presented
showing the variation of a decisive punching parameter such as shearing angle in
punching force requirements.
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Other authors show previous studies about the performance of paper punching
systems. Previous studies of a 34 holes Punch and bind machine used multi-body
dynamics simulation to study the punching system and calculate the total punching
force [1].

A previous study using a punching blade, found an estimated optimal solution,
making great improvements on the performance of the binding machine [2].

Punch pins used in comb-binding machines were also previously studied eval-
uating the comb-binding machine’s punching performance. The influence of some
parameters such as size and depth of the punch in shear forces was also evaluated
[3].

Cutting force is affected by numerous factors such as: the shear strength of the
workpiece material, thickness, die clearance, length of the cutting line, geometry of
the cutting line, tool wear, surface condition of the tools, and guides lubrication [4].
Punch and die radii influence the cutting force as well, according to Bierzer and
Schmidt [5] work.

The presented above parameters, valid for a sheet metal punching operation, can
be related to a paper punching operation. Parameters like the punched hole profile
quality are also affected by the punching operation [6].

In the vast majority of binding types which require the punch operation, holes
can present three different geometries: rectangular, square, and round. The
dimensions of each hole, geometry, and the spacing between them are related to the
binding spine configuration. To achieve the described punching types, there are
several types of punchers with different pin geometry. These different geometries
aim to reduce the required force to punch the document along with a quality hole
finishing (burr free). This force reduction helps to increase punching capacity,
keeping the same required force or equipment cost reduction, lowering power
requirements [6].

Among the used punching pin geometries, the most relevant configurations are
the concave geometry (Fig. 1) and the double shear angle geometry (Fig. 2). These
pin geometries may be used in various types of punching.

Fig. 1 Concave punching geometry [7] (left), double shear angle geometry [8] (right)
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2 Experimental Procedures

The required force for completely punch a stack of paper sheets was measured
using an Instron® compression/tensile machine, with a custom support to drive the
punching pins. Tested geometries are presented in Fig. 2. The F2 geometry
(original) has a concave geometry with a radius “C.” The F1 geometry (optimized)
has a double shear angle presented as “A” and “B.” Presented pins result in a
rectangular hole and the measured arrangement has a total of twenty-one punch
pins, which is a common number for binding machines designed to be used with
stacks of A4 paper.

Each pin has a different length. The rationale is that during a punch stroke, only a
single pin of the twenty-one pins will initially contact the stack of sheets at a time as
the punching system is displaced in the punching direction [6].

The pins arrangement was compressed against a stack of ten paper sheets, in
punching direction at a loading rate of 4 mm/s and using a total displacement of
13 mm. The used displacement guarantees that all twenty-one holes are totally
achieved/perforated.

3 Results and Discussion

Figure 3 shows the punching force profile for the F2 original concave geometry.
Presented profile has a very irregular punch stroke, the force and vibration which
are transmitted, through the punching system’s actuating handle, to the user pro-
vides a disjointed and rough operational feel.

Fig. 2 Original geometry F2 (left) and optimized geometry F1 (right)
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Figure 4 shows the punching force profile for optimized F1 double shear pin
geometry. Presented profile shows a lower peak force to complete the punch stroke,
but also shows a punch stroke with a smooth, even force profile. The even force
profile results in a more ergonomic touch for the user operating a manual binding
machine. Additionally, for motor-actuated applications, [9] the smooth force profile
during the punch stroke can offer advantages as well.

As seen in Fig. 3, the punch force firstly increases to a first peak force value.
After the initial maximum has been reached, the force value lowers, likely after
some of the punch pins have pierced through the stack of paper sheets. Then, the
punch profile shows a succession of upper and lower values in force as displace-
ment of the punch pins arrangement continues during the punch stroke until the
final maximum peak is reached. After that, the force lowers to zero at the end of the
punch stroke with a small variation due to the friction as the punch pins pass
through the punched holes in the stack of paper sheets. The smoother punch profile
provided by the optimized geometry F1 (Fig. 1—right) is defined by the small
percentage change in force between the first peak force value and the final peak
force value. This small percentage change results in a smoother feel the user
experiences when using a manually actuated binding machine.
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4 Conclusions

The optimized geometry F1 (Fig. 1—right) provides both a lower peak punching
force value (30% less), as well as a smoother punch force profile. The total area
under the curve in Fig. 3 represents the required energy, by sum of punch pins, to
complete the punch stroke. Once the punch force profile is determined, for this
particular punch pins arrangement, the transmission mechanisms can be redesigned
to provide the appropriate force at the required displacement of the punch pin. This
will result in a correspondence between the required force input and the force that
the user must provide if a manually actuated machine is used or the required force
of the electrical actuator in electrically actuated machines. Adjustments made to the
pin’s tip geometry and to the length, orientation, and positioning of the pins can
also result in different punch profiles that can be optimized for a specific binding
application.
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Influence of the Inlet Nozzle Diameter
on the Air Gauge Dynamics

Michal Jakubowicz, Miroslaw Rucki, Gyula Varga
and Radomir Majchrowski

Abstract In the paper, the experimental results of the study on the dynamic charac-
teristics of the air gauges are presented. Dynamical properties of the air gauge are
dependent mainly on the pressure transducer type and also on the geometry of its
flow-through elements. The present investigations focused on the diameter of the inlet
nozzle and its impact on the time constant and the frequency at which the dynamic error
would not exceed 5%. It was proved that in the most common configurations of the air
gauges, those two parameters may vary up to 100%, and the dynamics of the air gauges
worsened with smaller inlet nozzles. The results are of high practical importance in
industrial measurement systems where the air gauges are applied, because the multipli-
cation of the air gauge is typically set by the adjustment or replacement of the inlet nozzle.

Keywords Air � Gauge � Dynamics � Time constant � Sine input response

1 Introduction

The evolution of machines and methods of their manufacture in the industrial
economy is clearly aimed at economic factors [1]. The air gauges as a cheap and
precise measurement devices are known for almost a century, and investigations on
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the improvement of their dynamic characteristics were undertaken as long ago as in
the middle of the twentieth century worldwide [2, 3]. It was commonly assumed
that their dynamic characteristics are rather poor, but the recent studies proved that
it was almost entirely dependent on the pressure transducers’ dynamics [4]. New
applications, new pressure transducers [5], and new computational capacities [6]
stimulate further investigations on air gauge dynamic characteristics.

At present, most of the working air gauges are of the back-pressure type shown
in Fig. 1. The slot width s between the measuring nozzle 3 (its diameter is dp) and
the measured surface 4 is represented by the corresponding change of the
back-pressure pk = f(s) in the measuring chamber 2 of certain volume Vk. The inlet
flow of the feeding pressure pz is restricted by the inlet nozzle 1 of the fixed
diameter dw or by the adjustable restrictor of any type. After leaving the
flapper-nozzle area, the pressure drops down to the atmospheric pressure pa. In the
certain range zp, the function pk = f(s) is almost linear, and it is used as a measuring
range of the air gauge.

2 Dynamic Mass Flow and Back-Pressure in the Air
Gauge

Relations between static and dynamic characteristics of the flapper-nozzle type air
gauge are presented graphically in Fig. 2.

In the dynamic conditions of measurement, the sudden change of the slot width s
(t) results in a drop or a jump of the measuring chamber pressure pk(t). In Fig. 2,
there are graphs of the air gauge dynamic work when the step input Ds (left) causes
the step response of the back-pressure pk(t) (right) in line with the static charac-
teristics pk = f(s).

When the slot s becomes smaller, the pressure pk rise up, while the mass flow
drops down. So it may be written:

Fig. 1 Typical back-pressure air gauge [7] (left) and its static characteristics (right)
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_mwðtÞ � _mpðtÞ ¼ dð _mkÞ
dt

ð1Þ

where

_mwðtÞ mass flow through the inlet nozzle,
_mpðtÞ mass flow through the measuring nozzle,
_mk mass of the air inside the volume Vk.

After the introduction of the mean mass flow corresponding with the steady state
_m0, the Eq. (1) may be rewritten as follows:

_mwðtÞ � _m0 þ _m0 � _mpðtÞ ¼ dð _mkÞ
dt

; ð2Þ

or in the other form:

D _mwðtÞ � D _mpðtÞ ¼ dð _mkÞ
dt

ð3Þ

where:

D _mwðtÞ ¼ _mwðtÞ � _m0 and D _mpðtÞ ¼ _mpðtÞ � _m0 represent the increase in the
mass flow compared to the mean steady stream.

The back-pressure pk(t) in the measuring chamber is bound with the mass flow
by the following equation:

Fig. 2 Step response of the air gauge [8]
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_mwðtÞ ¼ awAwwc1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PkðtÞ
Pzc

� �2
j

� PkðtÞ
Pzc

� �jþ 1
j

s
; ð4Þ

where

aw flow-through coefficient of the inlet nozzle,
Aw flow area of the inlet nozzle,
Pk(t), Pzc absolute pressures: back-pressure and feeding pressure, respectively,
wc1 auxiliary function that includes the absolute temperature Hzc of feeding

air and gas constant R:

wc1 ¼
Pzcffiffiffiffiffiffiffi
Hzc

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

j
Rðj� 1Þ

r
: ð5Þ

However, the theoretical unsteady value of the back-pressure Pkt(t) is different
from the actually measured one because of the second critical parameters [9]. The
stream contraction in the flow-through elements causes certain losses of pressure;
therefore, the actual pressure ratio for maximal mass flow differs from the theo-
retical one. This ratio is called the second critical pressure ratio bkr2. The corre-
sponding flow coefficient is:

akr2 ¼ _mrzmax

_mtmax
; ð6Þ

where _mrzmax; _mtmax represent maximal values of the mass flow, actual and theo-
retical ones, respectively.

3 Experimental Apparatus

In order to perform the experimental evaluation of the dynamic characteristics of
the air gauges, the sine input test rig described in previous works [9–11] was
modernized and improved. Figure 3 presents its view, and Fig. 4 shows its block
scheme.

The measurement equipment presented in Fig. 3 consists of: 1—piezoresistive
pressure transducer Kistler 4043A2; 2—physical model of the air gauge; 3—re-
ducer with the filter SMC AW20-A; 4—pressure calibration unit Fluke 717 30G; 5
—power supply PS3003; 6—pressure stabilizer SMC IR2000-F02; 7—computer
with the software LabVIEW SignalExpress; 8—eccentric of diameter Ø50 mm and
known eccentricity e; 9—amplifier Kistler 4618 A2; 10—air gauge positioning
screw; 11—position indicator; 12—motor for eccentric rotation Maxon DC;
13—microprocessor system NI-DAQ-9172 with the measurement module NI 9234.
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The flapper surface was chosen because the typical measurement with the air
gauges is the assessment of the rounded surfaces (diameters). In fact, usage of flat
surface would make it necessary to introduce some correction for the rounded ones
[12]. Based on the previous experimental research, it was assumed also that it is
unnecessary to perform repetitions for different diameters of the eccentric.

Fig. 3 Experimental rig for the amplitude–frequency characteristics of the air gauges (described
in the text)

Fig. 4 Scheme of the amplitude–frequency characteristics experimental rig
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The air gauges of the back-pressure type with the chambers of volume Vk below
5 cm3 perform the characteristics of the inertial first-order dynamic system [13].
Accordingly, its amplitude in a sine input response depends on time constant T and
multiplication K:

Apk fið Þ ¼ Kffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ fiTð Þ2

q : ð7Þ

During the measurement, for the air gauges with various inlet nozzles, the sine
input was generated using a series of frequencies. The registered normalized
amplitudes were:

Au fið Þ ¼ Dpki
Dpk f¼0ð Þ

; ð8Þ

where

Δpki back-pressure value corresponding with ith value of applied frequency fi;
Δpk(f=0) back-pressure value for the static measurement, when f0 = 0 Hz.

From the obtained data, the time constants were calculated using well-known
formula [14]:

T ¼
Pn

i¼1
1�A2

ui fið Þð Þ
A2
ui fið Þ

Pn
i¼1 fi

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1�A2

ui fið Þ
p

Aui fið Þ

: ð9Þ

Then, the frequency f0.95 that generates dynamic error 5% was calculated for
each set of the collected data.

The air gauges with the measuring nozzle dp = 1.391 mm but with different inlet
nozzles (dw = 0.720; 0.830; 1.020 and 1.210 mm) were tested. In order to assess
the approximation error, its mean square value dAu was calculated from the formula
[15]:

dAu ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn
i¼1

Aui � Autið Þ2
s

� 100%; ð9Þ

where

ith normalized amplitude of the experimental characteristics,
Aui ith normalized amplitude of the experimental characteristics,
Auti ith normalized amplitude of the theoretical characteristics.
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Figure 5 presents the graph of the approximation errors.
The approximation error for the air gauge with the inlet nozzle dw = 1.210 mm

is almost twice larger than that with the dw = 0.720 mm. This result is consistent
with the expectation on dynamics of the air gauges with larger inlet nozzles.

4 Measurement Results and Discussions

Figures 6, 7, 8, and 9 present the results of the measurement with dots representing
the experimentally obtained amplitudes for each frequency, and the curves repre-
senting theoretical amplitude–frequency graphs.

From the graphs, it is seen that the experimental results are much more scattered
for the larger diameters of inlet nozzles, which explain the rise of the approximation
error noted in the previous chapter. For the air gauges with larger inlet nozzles, the
5% dynamic error frequency is larger and reaches the value of f0.95 = 8 Hz for the
air gauge with dw = 1.210 mm. Naturally, the time constant should be smaller for
the larger inlet nozzles, as it is seen in Fig. 10.

Fig. 5 Amplitude
approximation error dAu for
the air gauge with different
inlet nozzles dw

Fig. 6 Amplitude–frequency
characteristics of the air gauge
with dw = 0.720
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The influence of inlet nozzle diameter on the static characteristics means that for
larger dw, the measuring range zp becomes longer, but the multiplication
K decreases. The investigations show that the time constant and critical frequency
vary substantially, even more than 100%, dependent on the inlet nozzle diameter.

Fig. 7 Amplitude–frequency
characteristics of the air gauge
with dw = 0.830

Fig. 8 Amplitude–frequency
characteristics of the air gauge
with dw = 1.020 mm

Fig. 9 Amplitude–frequency
characteristics of the air gauge
with dw = 1.210 mm
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In the industrial practice, when the dynamic measurement is performed, the
response time variations should be taken into consideration. Otherwise, despite the
better sensitivity of the air gauge with smaller inlet nozzle, its response time T could
be too long to perform correct measurement.

On the other hand, when the air gauge is exposed to the periodical changes of the
measured value, e.g., in the roundness assessment, the critical value of f0.95 should
not be crossed. The operator must be aware of its dependence on the respective inlet
nozzle diameter.

5 Conclusions

Industrial practice demands accurate measurement with high resolution also in the
dynamic conditions. The air gauges meet this requirement providing reasonably
accurate measurement at relatively small expenses. In the most typical configuration
of the back-pressure air gauges, the time constant T between 0.04 and 0.13 s is
reachable, with the 5% dynamic error f0.95 at the frequencies between 8 and 3 Hz,
respectively.

However, the study proved that the exchange of the constant diameter inlet
nozzle as well as the changes of the regulated inlet restriction unequivocally leads
to the substantial changes of its dynamic parameters. Both the time constant T and
the critical frequency f0.95 may be changed even 100% of its previous values.

Increase in the inlet nozzle diameter causes improvement of the dynamic
characteristics (shorter T, larger f0.95). The air gauge operator must take it into
consideration in the adjustment process, when the inlet restriction diameter is
changed. Moreover, this fact must be challenged when the air gauge is projected, in
the same degree as the dependence of the measuring range and the multiplication on
the inlet nozzle diameter.

Fig. 10 Amplitude–
frequency characteristics of
the air gauge with
dw = 1.210 mm
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Accuracy of Hysteresis Modeling in Smart
Actuator with MSMA

Bartosz Minorowicz, Grzegorz Pittner and Frederik Stefanski

Abstract This paper is focused on hysteresis modeling in actuator with magnetic
shape memory alloy, briefly MSMA. MSMAs are new group of active materials
which change shape in external magnetic field. Active element is made of
Ni2MnGa, and it is very suitable to use in actuators for positioning, because this
alloy combines great strains (up to 6%) and good dynamic properties. On the other
side, it is distinguished by nonlinear behavior. In this case, it is wide saturated
asymmetric hysteresis. Reason for that is a kind of internal friction called twining
stress. Such drawback does not allow to precise position control in open-loop
control system. Described in this paper method for hysteresis modeling is based on
mathematical formulation, which utilizes so-called phenomenological models.
Hysteresis modeling is provided by generalized Prandtl-Ishlinskii model (GPIM)
where hyperbolic tangents were used as envelop functions in play operator. This
paper describes modeling accuracy for different GPIM structures. Actuator is
designed for high-strain applications up to 1 mm. Data acquisition was provided by
dSPACE system.

Keywords Hysteresis � Generalized Prandtl-Ishlinskii model � Magnetic shape
memory alloy � Actuator � Smart materials

1 Introduction

Actuators and transducers play very important role in each engineering system.
They convert and amplify energy, e.g., hydraulic servo valve converts electrical
command signal, which power is expressed in mW into flow rate where power is
expressed in kW. Common feature of most devices is their operation principle
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based on electromagnetic force (classical solution). In the other hand, a group of
unconventional actuators can be mentioned [1], where movement and force are
generated by so-called smart materials. The most interesting feature of these
materials is the fact that they actively respond for changing state of surrounding
(electric field, magnetic field, temperature, pressure, etc.) Smart materials unlike
other materials can convert energy between many physical domains. They provide
smaller size, better energy efficiency, better dynamics, better positioning accuracy.
It perfectly fits to needs from advanced engineering branches such as aerospace,
bioengineering, precision machining.

Significant disadvantage of smart materials is their nonlinear behavior, where
hysteresis is strongest one. Sometimes, this hysteresis can be saturated and asym-
metrical. All these things make that control issue of smart actuators becomes a big
challenge. Practically, open-loop control system is impossible for the implemen-
tation in these actuators. For this reason, special techniques of nonlinear control can
be adapted. Basic element of compensation system is proper hysteresis model and
its inversion. Literature survey shows that phenomenological models, such as
Preisach, Krasnoselski-Pokrovskii or group of Prandtl-Ishlinskii models can be
effectively used in control systems. Structure of these models consist superposition
of weighted operators (mathematical models without consideration of physics
phenomenon’s). Hysteresis compensation is based on inversion of hysteresis model.
If hysteresis model has significant error, it affects accuracy in open-loop control
with cascade compensator.

Contribution of this paper is research on accuracy of hysteresis modeling with
generalized Prandtl-Ishlinskii model. Structure of this model allows for some
modifications because it is assumed that for hysteresis modeling should be used
four hyperbolic tangent functions. In this paper, authors check and compare what
happens when two external hyperbolic tangent functions will be removed.

1.1 Magnetic Shape Memory Alloys—MSMAs

In this paper, author presents actuator with magnetic shape memory alloy, described
first time by Ullakko et al. in 1996 [2]. This material, similarly to other shape
memory alloys such nitinol consists of martensitic structure, but mechanism of
shape memory is quite different. In nitinol, shape changes with temperature, which
affects internal structure (phase transformation between austenitic and martensitic
structures). Because it is thermal stimulation, dynamic properties are very weak, but
the scope of possible strain is unusual compared to other active materials, up to
10%. In MSMAs, memory effect occurs only in martensitic phase, where external
magnetic field can rearrange structure described as magnetically induced reorien-
tation (crystal lattice deformation), and this results in strain up to 6%. Significant
difference is dynamics, because MSMA reacts in milliseconds to a step change in
external magnetic field strength. Interesting property of MSMA is its relative
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permeability which changes linearly with elongation [3]. Magnetic core combined
with permanent magnets and MSMA element as a part of core gives the easiest way
to design energy harvester for energy recovery in vibrating systems. MSMA pro-
vides variable reluctance which gives alternating magnetic flux. Described prop-
erties show that MSMA is multifunctional material which wide range of possible
engineering applications. Wider description of MSMA, its properties and rear-
rangement of crystal lattice in magnetic field can be found in [4, 5].

2 Hysteresis Modeling

Generalized Prandtl-Ishlinskii model is the special case of Prandtl-Ishlinskii model
(PIM). Structure of PIM and shape of play operator allow only for modeling
symmetric unsaturated hysteresis shapes which is very rare in case of active
materials characteristics. For this reason, two models based on PI were proposed.
First one is modified PI model (MPIM), which is cascade of PIM and scalar,
memory-free function described by weighted one-side dead-zone operators [6].
First idea of generalized play operator is shown in [7]. This proposition is deeply
investigated by Janaideh [8–10]. GPIM and its inversion are used to compensate
hysteresis in thermal shape memory alloys [11], magnetostrictive actuators [9].

Advantages of models derived from Prandtl-Ishlinskii model are: analytical
inversion, simple structure and easy implementation, significantly lower number of
operators needed for hysteresis modeling than in case of Preisach and
Krasnosel’skii-Pokrovskii models.

2.1 Generalized Prandtl-Ishlinskii Model

Classical Prandtl-Ishlinskii model is a superposition of weighted play operators. In
contrast to operators form Krasnosel’skii-Pokrovskii and Preisach models, output of
play operator is not limited by interval from −1 to 1. Operators presented below in
Fig. 1a, b connect input v with output w or z. Distinguished parameter is threshold
r. Total width of operator is expressed as 2r. Elementary Prandtl-Ishlinskii play
operator Fr can be represented as backlash block in Simulink, which is also
mechanical clearance in systems such as gear boxes or lead screw drives.

Mathematical description of backlash is (1). Let us consider v(t) as an input
function, which belongs to space Q[t0, tS]. This space represents piecewise
monotone functions in range from t0 to ts. Function v(t) satisfies monotonicity
condition in each time interval [ti, ti+1].
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Fr v½ � tð Þ ¼
max v tð Þ � r;w tið Þð Þ ^ v tð Þ[ v tið Þ
min v tð Þþ r;w tið Þð Þ ^ v tð Þ\v tið Þ

w tið Þ; ^ v tð Þ ¼ v tið Þ

8<
: ð1Þ

In generalized case, play operator is defined as Gr (2). In this new defined
operator, it is possible to choose envelope functions to describe better shape of
hysteresis. Moreover, it is possible to define two separate functions to describe
rising (cl) and decreasing (cr) edges of operator. Generalized operator meets the
same conditions as classical play operator.

Gr v½ � tð Þ ¼
max cl tð Þ � r; z tið Þð Þ; ^ v tð Þ[ v tið Þ
min cr tð Þþ r; z tið Þð Þ; ^ v tð Þ\v tið Þ

z tið Þ; ^ v tð Þ ¼ v tið Þ

8<
: ð2Þ

Depending on shape of hysteresis, different functions can be chosen. The most
appropriate functions for MSMA characteristics shape are hyperbolic tangent which
can describe saturation effects (3) and (4).

cl ¼ a0 tan h a1vþ a2ð Þþ a3 ð3Þ

cr ¼ b0 tan h b1vþ b2ð Þþ b3 ð4Þ

Last important parameter is density function p(r) (5), which depends on the
value of j-th threshold r. At the same time, threshold is positive multiple described
by operator number (6).

p rj
� � ¼ qe�srj ð5Þ

rj ¼ a j ð6Þ

Generalized model output Y is single integral of threshold function. This can be
simplified to finite sum of play operators weighted by density function (7), where
n is number of play operators.

(a) (b)

r-r

w

v v

z

γr γl
ζ2 ζ1

Fig. 1 Play operators for
Prandtl-Ishlinskii model and
its generalized version
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Ypc tð Þ ¼ X v½ � tð Þþ
Xn
j¼0

p rj
� � � Grj v½ � tð Þdr ð7Þ

External shape function Ω[v](t) consists of two additional functions activated for
increasing or decreasing input (8). They can also be hyperbolic tangents [8, 12].

X v½ � tð Þ ¼ c0 tan h c1vþ c2ð Þþ c3 ^ dv
dt � 0

d0 tan h d1vþ d2ð Þþ d3 ^ dv
dt \0

(
ð8Þ

3 Actuator and Test Stand

Examined actuator is a second device with MSMA designed, assembled, and cal-
ibrated in the Institute of Mechanical Technology. In this case, magnetomotive
force is generated by two coils connected in parallel. Excitation current equals 3 A.
MSMA element is distinguished by dimensions: 3 � 10 � 32 mm3 is placed in air
gap in magnetic core. Width of air gap is slightly bigger and equals 3.2 mm.
Relative permeability of MSMA when it is fully compressed equals 2. This is the
main reason why one of MSMA sides is significantly shorter than another. Core is
made of low carbon soft magnetic steel (steel grade 04 J), very similar in chemical
composition to ARMCO iron. Magnetic field generated in coils causes martensite
variants reorientation and pushes rod to move forward. Actuator works in spring
returned mode. It means that backward movement is provided mechanically by
spring. Processes of assembling and calibration of MSMA actuator are associated
with setting proper value of spring preload by its preliminary compression. It is very
important because preload force reduces maximum scope of strain to 3–4%.
Alternative solution is actuator with two MSMA samples, which work oppositely.
Advantage of this design is keeping by push-push actuator adjusted position
without coils excitation. Reason of that is internal friction occurred in crystal lattice
on twin boundaries. Negative effects of this friction are hysteresis and heat gen-
eration in fast switching systems. Rising temperature causes increase in austenite
phase, which decreases max. strain of actuator. MSMA actuator similar to described
in this paper is presented in paper [13], where authors proposed magnetic core
containing permanent magnets.

Composition of prepared test rig is presented in Fig. 2. The most important parts
which are actuator and examined push rod are presented in right part of photograph.
Position measurement is provided by µEpsilon triangular laser displacement sensor,
which is mounted by adjustable in three-axis tables. Heavy steel plate is a base
of test rig; additionally, it is supported on steel legs with damping elastomer.
Structure of actuator is separated from steel plate by holder made of aluminum. PC
computer is central part of data acquisition and control system. Models are prepared
in MATLAB/Simulink software and implemented by Control Desk on dSPACE
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board with ADC and DAC connections. Coils are energized by programmable DC
power supply.

4 Hysteresis Models and Results

First step in hysteresis modeling is static characteristics registration. For this pur-
pose, damped sine function was used. Characteristics features of this function are
maximum amplitude of applied current (1.5 A) plus 1.5 A of bias, which gives
current changes from 0 to 3 amperes. After two cycles from 0 to 3 A, current
asymptotically decreases to 1.5 A. Thanks to this input signal, detailed hysteresis
shape can be registered. Obtained results are used in Simulink model, where
parameters estimation is made. Hysteresis modeling in this case includes two
scenarios. First model is based on Eq. 7, where it can be noticed that four hyper-
bolic tangent functions were used, and second scenario assumes that Eq. 8 equals 0
so hysteresis model is simplified and shape functions are reduced to two hyperbolic
tangent functions.

Response of Simulink models with estimated parameters for the same current
input signal is shown in Figs. 3 and 4.

It can be noticed that model with more hyperbolic tangent functions covers
better hysteresis shape. For accuracy evaluation, another plot was made, where
errors are shown (Fig. 5). Detailed presentation of modeling errors is in Table 1. It
is clearly visible that original model is much more precise than reduced one. In next
pictures (Figs. 6 and 7), authors indicated places, where maximum positive and
negative errors are located.

Fig. 2 Test stand and MSMA actuator, where 1—examined push rod, 2—MSMA actuator, 3—
triangular laser displacement sensor µEpsilon ILD-1700-10, 4—fast calibration mechanical
system, 5—mechanical steel breadboard
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Fig. 3 Major and minor hysteresis loops registered on test rig and obtained in examined models
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Fig. 4 Measurement and modeling results presented in time domain
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Fig. 5 Modeling errors for GPI original and reduced models
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Table 1 Modeling errors

Reduced model
errors

Original model errors

(µm) % (µm) %

Measured strain 1074.5 100 1074.5 100

Max. positive error 39.73 3.70 26.91 2.5

Max. negative error −37.45 3.49 −22.47 2.09

Max. positive + |Max. negative| errors 77.18 7.18 49.83 4.64

Max. absolute error 39.73 3.70 26.91 2.5

Mean error 2.58 0.24 -0.0533 0.005

Absolute mean error 11.71 1.09 4.37 0.41

RMSE 13.9 1.29 5.99 0.56
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Fig. 6 Indication of places with a maximum negative error and b maximum positive error for
model described in Eq. 7 (four hyperbolic tangents)

(a) (b)

20 20.1 20.2 20.3
100

120

140

160

180

200

Time (s)

St
ra

in
 (µ

m
)

Max. negative
error -37,45 μm

57 58 59 60 61

320

340

360

380

Time (s)

St
ra

in
  (
µm

)

Max. positive
error 39.73 µm

Fig. 7 Indication of places with a maximum negative error and b maximum positive error for
model without external shape functions (two hyperbolic tangents)
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5 Conclusions and Discussion

Based on the analysis of simulation results, it can be stated that despite which
model of hysteresis is used, modeling errors are in acceptable range (shown in
Table 1). Model with four hyperbolic tangents needs eight parameters more than
simplified one, and it means that estimation time is longer. It is much more com-
plicated to use complex model for hysteresis compensation by inverse model, and
whole process needs much more computing power. Compared to the literature in
both cases, modelling errors are lower. For example, modified Prandtl-Ishlinskii
model has errors 11.2 [14] and 14.5% [15]; in case of Krasnoselskii-Pokrovskii
model, this error is also bigger and equals 8.16% [16, 17].

Acknowledgements The presented research results, executed under the subject of
02/22/DSPB/1389, were funded with grants for education allocated by the Ministry of Science and
Higher Education in Poland.

References

1. Janocha, H.: Adaptronics and Smart Structures. Springer, Berlin (2007)
2. Ullakko, K., Huang, J.K., Kantner, C., O’Handley, R.C., Kokorin, V.V.: Large

magnetic-field-induced strains in Ni2MnGa single crystals. Appl. Phys. Lett. 69(13), 1966–
1968 (1996)

3. Gabdullin N.A., Khan S.H.: Application of change in permeability of magnetic shape memory
(MSM) alloys for optimization of magnetic circuit in actuators. In: Computation in
Electromagnetics (CEM 2014), 9th IET International Conference on, IET, pp. 1–2. (2014)

4. Schiepp, T., Maier, M., Pagounis, E., Schluter, A., Laufenberg, M.: FEM-simulation of
magnetic shape memory actuators. IEEE Trans. Magn. 50(2), 989–992 (2014)

5. Jokinen T., Ullakko K., Suorsa I.: Magnetic Shape Memory materials-new possibilities to
create force and movement by magnetic fields. In: Proceedings of the Fifth International
Conference on Electrical Machines and Systems, ICEMS, vol. 1, pp. 20–23 (2001)

6. Kuhnen, K.: Modeling, identification and compensation of complex hysteretic nonlinearities:
A modified Prandtl-Ishlinskii approach. Eur. J. Control 9, 407–418 (2003)

7. Brokate, M., Sprekels, J.: Hysteresis and Phase Transitions. Springer, New York (1996)
8. Al, Janaideh M., Rakheja, S., Su, C.Y.: A generalized Prandtl-Ishlinskii model for

characterizing the hysteresis and saturation nonlinearities of smart actuators. Smart Mater.
Struct. 18(4), 045001 (2009)

9. Al Janaideh, M., Rakheja, S., Su, C.-Y.: An analytical generalized Prandtl-Ishlinskii model
inversion for hysteresis compensation in micropositioning control. IEEE ASME Trans. Mech.
16(4), 734–744 (2011)

10. Al, Janaideh M., Rakheja, S., Su, C.Y.: Experimental characterization and modeling of
rate-dependent hysteresis of a piezoceramic actuator. Mechatronics 19(5), 656–670 (2009)

11. Sayyaadi, H., Zakerzadeh, M.R.: Position control of shape memory alloy actuator based on
the generalized Prandtl-Ishlinskii inverse model. Mechatronics 22(7), 945–957 (2012)

12. Minorowicz, B., Nowak, A., Stefanski, F.: Hysteresis modelling in electromechanical
transducer with magnetic shape memory alloy. Przegląd Elektrotechniczny 11, 244–247
(2014)

13. Matsunaga, K., Niguchi, N., Hirata, K.: Study on starting performance of Ni-Mn-Ga magnetic
shape memory alloy linear actuator. IEEE Trans. Magn. 49(5), 2225–2228 (2013)

Accuracy of Hysteresis Modeling in Smart Actuator with MSMA 751



14. Riccardi L., Naso D., Turchiano B., Janocha H.: Adaptive approximation-based control of
hysteretic unconventional actuators. In: Decision and Control and European Control
Conference (CDC-ECC), IEEE, pp. 958–963 (2011)

15. Riccardi L., Naso D., Turchiano B., Janocha H., Adaptive modified Prandtl-Ishlinskii model
for compensation of hysteretic nonlinearities in magnetic shape memory actuators, In: 37th
Annual Conference on IEEE Industrial Electronics Society, pp. 56–61 (2011)

16. Riccardi, L., Ciaccia, G., Naso, D., Janocha, H., Turchiano, B.: Position control for a
magnetic shape memory actuator. IFAC Proc. Vol. 43(18), 478–485 (2010)

17. Riccardi, L., Naso, D., Janocha, H., Turchiano, B.: A precise positioning actuator based on
feedback-controlled magnetic shape memory alloys. Mechatronics 22(5), 568–576 (2012)

752 B. Minorowicz et al.



Application of Scanning Techniques
in the Analysis of the Wear Forging Tools

Marek Hawryluk, Jacek Ziemba and Marcin Rychlik

Abstract The work concerns the possibility of the use of modern non-contact
measurement techniques in a die forges. In particular, the possibility of using
measuring arms with integrated linear scanners to analyze wear of forging instru-
mentation. The research was divided into two phases. The first step was to analyze
tool wear based on direct scanning of their surfaces, then develop a wear-loss curve
of the geometric material. In the second step, a selected area of cyclic retrieved
forgings from the forging process was scanned for use of an intermediate scanning
method—reverse 3D scanning. On this basis, an analysis of the progressive material
growth on the selected surface of forgings was made, which was also a loss of
material on the tools. The performed analyses showed a good agreement of the
geometrical properties of the surfaces (of the selected forgings representing the
proceeding wear of the tool) and the geometrical defect of the working impression
of the tool, based on the direct measurements during the production process. The
obtained results allow for a fast analysis of the forging tool life with respect to the
quality and the quantity forging instrumentation.
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1 Introduction

The digitization of real objects is of fundamental importance in various fields of
science and industry. Industrial processes like assembly or product manufacturing
are complicated, highly automated, and usually based on CAD data (Computer
Aided Design). So, optimal operation of such processes is afforded by the appli-
cation of various quality assurance systems. This concerns both machines and
devices, as well as tools and the product itself. In particular, the geometry of
assembled parts and subassemblies or of a manufactured product must be checked
thoroughly in order to ensure that the dimensions are correct and other quality
specifications are met. Effective measurement and analysis of shape using static and
mobile 3D scanners, and more and more frequently, measuring arms with integrated
3D scanners, can provide this [1, 2].

3D scanners on measuring arms serve for performance of precise scans and
measurements. They are ideally suited for inspection and comparing point clouds
with CAD data, rapid prototyping, reverse engineering, and 3D modeling. They are
mounted on rigid arms made from strong and resilient materials like aluminum,
titanium, or carbon fiber, as well as on rotating high-accuracy encoders. At the
beginning, scanners of this type served solely as measuring arms, using probes for
contact measurements, but over time, the range of their capabilities was vastly
expanded by functions such as contactless scanning, which meant that these
scanners could be successfully applied in reverse engineering. 3D scanning can be
performed by means of various technologies; however, each of them has its limi-
tations and advantages. For example, optical technologies make it more difficult to
scan glossy or transparent objects. This problem can be solved by covering an
object with a matting agent. A well-established classification [3] divides digital
technologies for acquiring the shape of a three-dimensional object into two cate-
gories: contact and contactless. Contactless solutions can be divided into two
additional subcategories: active and passive. Measuring arms with integrated 3D
scanners are currently equipped with white light and scanning heads that employ
either laser scanning (cheaper version) or structured-light scanning (more expensive
version) to capture a three-dimensional image of the entire object. Structured-light
scanning is still a very active field of research, with new scientific articles published
on this subject every year [4–7].

3D scanners are currently finding applications in many branches of industry,
including in construction and civil engineering for building measurements and
documentation, in medicine for capturing shape for the purposes of designing
orthoses, prostheses, or dental implants, in coordination of product manufacturing—
using parts from multiple sources, and within the broad scope of reverse engineering,
as well as in quality assurance and industrial metrology. This last field of applica-
tions, in particular, is finding the increasing recognition, e.g., in controlling the
geometry of forging tools and forgings. Die forging processes are one of the most
difficult manufacturing processes to perform. Despite the fact that the technology is
relatively well known, proper manufacturing of forgings with complicated shapes,
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that will meet requirements concerning accuracy and quality posed by customers,
require much experience from process engineers and operators. Wearing of forging
tools and other instrumentation causes a change of the manufactured product’s
geometry, and any surface defects on tools (cracks, losses) are reflected on the forged
product, affecting the quality of the ready product [8–10].

The main and most common destructive mechanisms include abrasive wear,
mechanical cracking, plastic deformation, and thermal and thermal-mechanical
fatigue [11]. The classical measuring methods applied at forges do not allow for
rapid and comprehensive evaluation of the quality and accuracy of an entire object.
This is why this situation is changing more and more often, particularly in modern
forges, and greater emphasis is now placed on the application of more accurate
measuring tools and instruments and on employing new measuring methods,
including contactless scanning techniques [2]. 3D scanning technology is mainly
used for final quality control of products [12, 13], and decidedly, less frequently
used for evaluation of the condition of tools used to manufacture a given product or
similar applications [12, 14, 15]. Such measurements are usually based on evalu-
ation of shape errors according to a defined contour and surface [16]. An example
of such an application of the 3D scanning method is using an optical scanner to
determine shape errors of a defined surface, and then, based on obtained data,
determining the geometric specifications for the regenerative padding process [12,
18]. Another application of spatial scanning methods is to use shape error analysis
of a defined surface to evaluate the wear of forging tools, nitrided or coated with
hybrid coatings [19, 20]. Interest in such applications inclines toward analysis of
scanning techniques from the perspective of the possibilities of their application and
development in the forging industry, including for analysis of tool geometry
changes over the course of the forging process and for continuous assessment of a
forging tool’s condition based on cyclically acquired and scanned forgings, as well
as for more advanced analyses and applications.

1.1 Goal and Scope of the Paper

The goal of this paper is to design and develop a contactless measuring method—
spatial scanning for analysis and assessment of forging tools’ wear using a mea-
suring arm with an integrated linear scanner.

2 Measuring Method and Description
of the Measuring Station

The ROMER Absolute ARM 7520si with an integrated RS3 scanner and
Polyworks software, enabling scanning in Real Time Quality Meshing technology,
was selected for tests for applying a contactless measuring method to scan tools and
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forgings over the course of the forging process. This machine makes it possible to
perform contact measurements using an additional measuring probe as well as
contactless measurements using an RS3 laser scanner integrated with the arm,
which provides the capability of collecting up to 460,000 points/s for 4600 points
on a line at a linear frequency of 100 Hz with the scanning system accuracy SI
0.058 mm in relation to B89.4.2. To conduct measurements for the purposes of the
developed measurement technology, a laboratory measuring station was built, as
presented in Fig. 1.

Measurements employing contactless techniques, including with the application
of a measuring arm and integrated scanner, are most commonly used for two groups
of objects: both forgings and ready forged products, as well as for measurements of
forging tools and instruments. In the case of mobile measuring equipment (mea-
suring arms and scanners), measurements of forging apparatus are decidedly more
popular thanks to their mobility and the capability of measuring large-size and
heavy dies, often directly on the production line.

3 Scanning of Forging Tools

The authors conducted wear measurements of a selected forging tool after an
increasing number of forgings and compared obtained scans of increasingly worn
tools with the scanned image of a new tool (Fig. 2).

The presented results of superpositions of the images of worn tools onto the
image of a new tool (after an increasing number of forgings) indicate progressing
wear. In the initial period, for inserts after a low number of forgings, up to 1850
pieces, no material loss is visible. However, starting from 2500 forgings onward,
wear can be observed clearly in the central part and increasingly on the tool’s
bridge. For an insert that has produced 12,500 forgings, the loss of the face exceeds
1.8 mm, and the loss of the bridge is approx 1.6 mm. It can be seen that for the

Fig. 1 The measuring station with the ROMER Absolute Arm 7520si with an integrated RS3
laser scanner for measurements of: a insert die, b forging
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majority of tools, wear on the insert’s face is clearly asymmetrical, while more
uniform loss can be observed on the bridge. The analysis presented in Fig. 2 may
prove to be insufficient, so on the basis of collected scans of tools after an
increasing number of forgings, a wear characteristic of a given tool can be deter-
mined as a function of numbers of forgings from 0 to 12,500 pieces. Based on the
presented chart (Fig. 3), resembling a classical wear (Lorenz) curve, interesting
dependencies can be observed, and several wear ranges (periods) can be distin-
guished. However, the presented analysis concerns volume loss on all working
surfaces of the selected tools, which may result in certain differences between
individual scans in Fig. 3.

Fig. 2 Tool scanning results after different numbers of manufactured forgings: a 550, b 1850,
c 2500, d 4300, e 5000, f 6900, g 9500, h 11,000, i 12,500

Fig. 3 Material loss (volume change) on dies as a function of the number of forgings
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As seen on the chart (Fig. 3), based on analysis of scans, material loss for a
given tool/die insert grows very rapidly at the beginning of the forging process, up
to about 2000 forgings (period I). This is related to the “adaption” of the entire
system, during which the initial condition of the surface layers of contacting ele-
ments (tool and forging) is worn down to its optimal condition.

After reaching the optimal condition, meaning more than 3000 pieces, the
so-called normal operating condition (period II) begins, characterized in approxi-
mation by a stabilized intensity of the aforementioned destructive phenomena,
which lasts until approx 9500 pieces in the analyzed case. The volume change in
this forging number range spans from 3000 to 6200 mm3 and starting from 9500
pieces until the end of a tool’s lifetime (over 12,000 pcs.), the volume change
reaches up to 4000 mm3. On this basis, it can be concluded that the stabilized wear
condition can be accepted to last within 3000–9500 forgings, the latter value of
which can be accepted as the beginning of wear period III. In the case of the
analyzed tool, this condition lasts until the end of lifetime, i.e., 12,000 pcs., and
ends when the maximum tool shape change is exceeded, and the tool is withdrawn
from further production. A similar situation takes place for the classical Lorenz
curve, which usually transitions into an accelerated wear condition at the end of
normal operation. It should be clearly stated that the shape of the wear curve may
differ for other tools, as confirmed by the authors’ studies, presented in work [1].

4 Development of Reverse 3D Scanning Methods

The next stage of development for tool wear analysis methods was to build a wear
characteristic without interfering in the ongoing forging process.

In this case, the 3D scanning method was applied for indirect quality control and
monitoring of geometric changes of forging tools (without the need to dismount
them) through direct measurement of geometry changes in periodically acquired
forgings. On this basis, a wear characteristic with a result comparable to the curve
obtained on the basis of tool scans can be determined. The essence of the developed
die wear assessment technology is to employ the forging’s shape changes, occur-
ring as a result of die wear over the course of the forging process, in measurements.
For this purpose, the observed similarity (reflection) of the tool’s working surface
on a selected surface of the forging was employed, by which the decrement of tool
material is equal to the increment of material on the forging. Figure 4 presents an
example of a die surface before and after operation along with the forging surfaces
corresponding to these conditions.

Figure 5 presents measured values of material decrements on the tool and the
corresponding material increments on the analyzed forging. The presented reverse
3D scanning concept utilizes the reflection of changes on the tool onto the selected
area of the forging.

The developed method is based on measurement of progressing wear of a selected
forging tool (in the form of its material loss) using a scanner, on the basis of shape
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changes of forgings periodically acquired from the process (in the form of material
increments on the forging) (Fig. 5). A color map of deviations on the surface of the
forging scan is the result of the comparison, illustrating the deviation of the scanned
surface from the nominal dimension given by the scan of the 100th forging. Based on
the obtained point cloud, a polygonal surface consisting of elementary triangles was
generated, representing the geometry of the measured object. To reconstruct the
progression of die wear, forgings selected from a series were scanned (100th pc. and
every 1000 pcs.) out of a total of 12,500 pcs. for the selected die.

Figure 6 presents scans of forgings (every 1000 pcs.) in the form of shape
change of the defined surface in comparison with the scan of the 100th forging,
which was acquired according to the measurement technology described above.
The results indicate that progressing tool wear can be observed for as the number of
forgings increases thanks to the employment of the reflection of the tool image on
the surfaces of successive forgings and comparing it to the “un-worn” 100th
forging.

(a) (b)

Fig. 4 Example of a die insert: a new—before operation along with forging from the beginning of
operation (500 pcs.), b worn—after forging 7500 forgings along with the last forging

Fig. 5 Comparison of scans of the die and final forging, in the form of surface shape change
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Wear is located in the central part, near the pusher hole in the area of the
forging’s face, and is irregular in the initial phase of the forging process. At the end
of the die’s lifetime, radial grooves in a deep ring are visible (Fig. 6). Scans also
show wear in the area just in the front of the bridge (flash area) in the form of an
asymmetrical wear ring. The results presented in the form of the shape error of
periodically acquired forgings only allow for simplified analysis. Such analysis
makes it possible to determine the areas of the die where wear occurs as well as the
sites with the greatest material loss. Such reconstruction of the progression of wear
makes it possible to conduct analysis at an interval equal to the frequency of forging
acquisition.

The presented results of wear analysis, calculated on the basis of forging anal-
ysis, are very similar to the results of typical die wear analysis at the end of the
forging process (Fig. 7). So, it can be assumed that employing the reflection of tool
changes over the course of the forging process onto periodically acquired forgings
yields results that are consistent and allow for wear analysis.

Fig. 6 Comparison of scans of forgings forged using the die in the form of shape change of the
captured surface compared to the 500th forging, after: a 1000, b 2000, c 3000, d 4000, e 5000,
f 6000, g 7000, h 8000, i 9000, j 10,000, k 11,000, l 12,000 pieces
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5 Comparison of the Wear Curve Determined on the Basis
of Scanned Tools and Reverse 3D Scanning

Figure 8 presents a comparison of the Lorenz curve determined on the basis of
scanned tools after increasing wear (Fig. 3) and on the basis of the reverse 3D
scanning method, by measurement of systematically acquired forgings (their scans
are presented in Fig. 6).

The comparison of both charts presented in Fig. 8, which allows for determi-
nation of dependencies describing tool wear over the course of forging (determi-
nation of tool life), indicates high coincidence between their results. The greatest
divergences can be observed at the very beginning, i.e., from 0 to 2500 forgings,
and within the range from 4500 to 9500 forgings. Differences in the initial range are
most probably the result of stabilization of the process (the entire system), meaning
stabilization of the proper tool working temperature and of optimal lubricating and
cooling conditions—tribological conditions. However, differences in the later per-
iod can be explained by the studies conducted by the authors, which demonstrated
that in this process, within the range of approx 4000–5000 forgings, destructive
mechanisms are intensified, which are linked to detachment of increasingly large
particles of the nitrided layer and tool material from the areas under the highest
load. Other causes of slight discrepancies between both curves may be the fact that
tools selected for wear determination were taken from several, identical processes
but after increasing numbers of manufactured forgings. This was dictated by the
need to maintain similar process conditions (elimination of tool cooling for scan-
ning analysis and reheating before continuing the production process). Moreover,

(a) 

(b) 

Fig. 7 Comparison of 3D
scanning results: a final
forging, b die at the end of the
forging process
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every tool was not used again after scanning analysis but rather cut into specimens
for further tests: microstructural, SEM, microhardness measurements, etc. Other,
less significant causes of slight discrepancies may be the measuring accuracy of the
scanner itself (+−0.035) and oxidation and scaling of measured forgings, which
were cleaned before measurement, as well as errors arising from the computation
algorithm in volume analysis. With an awareness of the above, the presented
comparison confirms that determining wear on the basis of scanned forgings
periodically acquired over the course of the production process (without the need to
disrupt the process) is an effective and economically justified method. It should also
be emphasized that determining wear on the basis of tool scans is an impractical
method that generates additional cost, often causing difficulties in production
continuity, breaks in production and changes of process and tribological conditions.

6 Summary

This paper presents methods for monitoring the wear of a forging tool using con-
tactless 3D scanning techniques, which make it possible to conduct both simple and
comprehensive analyses. Based on the research conducted, the most important
conclusions were drawn up:

1. Research has shown the use of contactless measurement technology for indirect
and direct quality analysis and tool change design (without disassembly of the
forging equipment). As a result, a wear analysis of forging tools became possible
directly during production.

2. The use of the arm and integrated laser scanner for wear analysis enabled the
development of a 3D reverse scanning method based on the measurement of the

Fig. 8 Comparison of wear curves based on tool scans (green) and forging scans (blue) as a
function of number of forgings
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shape changes of subsequent forgings. Analysis of the volume increment of
subsequent forgings on the basis of measurements allows to precisely determine
the loss of material of the forging tool in subsequent phases of its operation.

3. The innovative approach to assessing the state of the forging tool proposed by
the authors allows the decision to prolong or shorten the life of the forging tool
based on the actual (current) wear and not on the basis of the rigidly fixed tool
life (maximum number of forgings).

4. The advantages and disadvantages of the tool developed for tool wear analysis
using 3D scanners allow for longer tool life and significantly lower production
costs.

5. Further research with the objective of developing and improving the reverse 3D
scanning method is currently underway.
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Comparison of Geometrical Accuracy
of a Component Manufactured Using
Additive and Conventional Methods

Witold Habrat, Maciej Zak, Jolanta Krolczyk and Pawel Turek

Abstract This chapter describes three different methods of manufacturing a vac-
uum cleaner connector made of ABS and NECURON plastic material. Basically,
the part is produced on an injection molding machine; however, with the help of
manual laser scanner analysis, it is possible to compare two other methods: part
manufactured by milling is 0.04 mm and part manufactured by injection molding
machine is −0.15 mm and 3D-printed part is −0.20 mm. All the above-mentioned
methods of producing the connector have their advantages and disadvantages. The
fabrication time of all elements (under 1 min for injection molding machine, 1.5 h
for milling machine and ca. 7 h for 3D printing) and costs of machines and tooling
are decisive factors for manufacturing technique selection.

Keywords Manufacturing technology � Reverse engineering � 3D printing � 3D
scanning

1 Introduction

The development of CAD and CAM software has become the basis of aiding
engineering efforts. This technology has enabled achieving better quality products
at lower manufacturing prices, thus contributing to production optimization [1–3].
More and more often finished products are being processed to electronic models.
This method is known as reverse engineering. Rapid prototyping enables the cre-
ation of physical models and prototypes based on a 3D-CAD model. 3D pro-
filometry as a method of surface geometry inspection enables the monitoring of
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metrological changes of machine parts or processes [4, 5]. The machine part defects
are very often caused by the inappropriately selected input parameters and manu-
facturing processes [6–8]. Additive manufacturing of components becomes effec-
tive in single-piece production or low-volume production [9], and it eliminates the
need to use specially designed tooling (e.g., dies or molds). It possesses a big
advantage compared to conventional fabrication methods, as well as presents a
particular advantage over machining processes [10]. Additive manufacturing
methods, however, do not ensure adequate elements accuracy in case of small- and
micro-sized components. Rapid prototyping methods in combination with reverse
engineering make a good tool for producing prototypes.

Along with industry development, new machines and manufacturing methods
being developed. Moreover, the significant increase of application of polymer
plastics in production is being observed. The ability to adjust properties to user
requirements in particular applications is the main feature of mass and common
application in different areas of the economy. In the past decade, the global demand
for plastics has grown by 62% while the manufacturing of steel shrunk by 21%
[11]. Plastics are characterized by the ease of forming and coloring. Injection
molding of plastics is commonly used for manufacturing household articles com-
ponents, packaging, machine components, tools, prostheses and other models used
for serial production. The general property of plastics is their lower density com-
pared to metals, corrosion resistance, moisture resistance and very low heat con-
ductivity as well as very good dielectric properties.

The purpose of this paper is to compare the geometrical accuracy of a selected
component manufactured with the use of three basic fabrication methods:
machining, injection molding and 3D printing (rapid prototyping). The geometry
was verified using manual laser 3D scanner.

2 Materials and Methods

The model used for research is a connector used to join the suction nozzle with a
telescopic tube of a Zelmer vacuum cleaner (Fig. 1). After creating the geometry in
CAD software, it was vital to save the data in a neutral format enabling further data
processing in rapid prototyping system.

The file was created in Creo Parametric 2.0 software in PRT format (Fig. 1).
Additionally, the generated STL file was analyzed in 3D-Tool software. A relevant
density of triangular mesh resembling the surface controls the exported model
accuracy. The solid model was generated and described by a triangular mesh of
0.01 resolution (Fig. 2).

The verified model was sent to Insight Stratasys software responsible for
preparing the STL model to be fabricated by the 3D printer. Optimum parameters in
configurational option are shown below:
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– 3D printer model—Fortus 360mc Small,
– Single-layer height set to 0.254 mm,
– head model used to build the component—T16,
– modeling material—ABS-M30,
– head model used to build supports—T12,
– support material—SR30,
– interior design—solid—normal,

Fig. 1 Surface CAD model of a connector for the vacuum cleaner

Fig. 2 High-resolution triangular grid of STL model
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– visible surface—reinforced,
– support design—columns.

Subsequently, the program performed relevant calculations simulating the view
of supports (gray), part (red) and approximate fabrication time. Different settings
were selected aiming to achieve lower support material consumption, improved
surface finish of the surface used to fit the telescopic tube of the vacuum machine
and optimum printing time. Optimum model is depicted in Fig. 3. The verified
model was transmitted to software synchronized with the 3D printer. The printer
model is Fortus 360mc (Fig. 4), which utilizes the FDM technology to create the
prototype. This method consists in applying “liquified” thermoplastic material onto
a particular modeling support and self-hardening of the material.

The system is equipped with a 355 � 254 � 254 mm workspace, two heads
and four material feeds—two for model material (ABS-M30) and two for the
so-called support (T12SR30). Each layer is 0.254 mm thick. The material feeding
nozzle is heated to material melting temperature in order to prevent solidification in
the nozzle. Easily melting wax is used as a supporting material for the printing
process to enable effortless disposal when the task is finished. It is an easy and safe
method which does not damage the model. The supports were dissolved in PADT
cleaning device, model SCA-1200. The final view of the printed connector is shown
in Fig. 5.

Fig. 3 Model for 3D printing
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Fig. 4 3D printer Fortus 360mc

Fig. 5 Model of the connector performed on a 3D printer
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The second component used for comparative analysis was processed by
machining. A 6-mm-diameter end mill with 40-mm holder length was used. The
stock value at sidewalls was set to 0.2 mm, and tolerance values were set to
0.003 mm. Tool paths generated and the machined model are presented in Fig. 6.

Next, a 3-mm-diameter ball end mill with 40-mm holder length was utilized for
semi-finish machining of the connector’s cavity. The subsequent stock was set to 0,
and inner and outer wall tolerances were set to 0.003 mm. Afterward, three other
tools were added—12-mm-diameter and 6-mm-diameter end mills and a
3-mm-diameter ball end mill.

Machining was performed on a vertical machining center HAAS Mini Mill on a
Necuron material workpiece. Necuron is a polyurethane material possessing a
uniform structure and good machinability, taking into account its hardness and
strength. The final stage of machining is depicted in Fig. 7.

Fig. 6 View of toolpaths and machined model

Fig. 7 Final machining stage of the connector on the milling machine
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Last part has been manufactured using injection molding technology, and this is
a manufacturing process for producing parts by injecting material into a mold.

The models obtained were subject to dimensional verification using a digital
contactless NIKON laser scanner, model K-scan MMD100 mounted on an MCA II
measurement arm (Fig. 8) and using Focus Handheld software. The width of the
laser beam equals 100 mm, measurement error is 10 lm and a number of scanned
line points is 1000 at 33–150 Hz scanning frequency.

3 Results

Scanning was performed by adjusting the power of the laser beam to the character
of the scanned object surface. For a white, brown and black connector, the power of
the laser was consecutively set to 18, 36 and 98. This resulted in best possible
resemblance of scanned surface of the model. The scanner enables precise and fast
measurements when scanning shiny and polished surfaces. The Focus software
ensures data processing with minimal involvement of the operator. The CAD model
creation process consists in scanning the surface of the object with the laser beam
followed by importing and preprocessing of a cloud of points or a triangular mesh
in the program. Subsequently, curves surrounding the scanned component are
created and then a mesh is created on the measured part. Before comparing the
scanned model with the base CAD model of the connector, undesirable surfaces

Fig. 8 Station for laser
scanning
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that could interfere with the results of the measurements were cut off. Next both
models were opened in Inspection software and overlaid onto each other with “Best
Fit” option enabled along with 1-lm-fit tolerance. For each component, two reports
were presented: a chromatic map of 3D deviations and surface inspection results
achieved by cutting the model with a 2D plane. Analysis results are shown in
Table 1 and graphically in Figs. 9, 10, 11 and 12. Measurement results are depicted
with colors: red—the feature value of the measured component is above tolerance
limit, green—the feature value of the measured component is within tolerance, and
blue—the feature value of the measured component is below tolerance limit.

The highest number of points was managed to be collected on the machined part
model, i.e., 82,271 points. The maximum positive deviation for all three connectors

Table 1 Deviation data for model connector created with different processes

Milling machine FDM printing
in a 3D printer

Injection molding machine

Number of points 82,271 71,698 51,399

Maximum deviation (mm) 1.59 1.63 1.39

Minimum deviation (mm) −1.10 0.79 −1.87

Range (mm) 2.69 2.42 3.25

Mean deviation (mm) 0.04 0.20 −0.15

Fig. 9 Chromatic map of deviations of the connector fabricated using machining on the milling
machine, including 6 representative points
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Fig. 10 Cross-section and chromatic deviation map including the number of points within the
given range for the connector fabricated using machining on the milling machine

Fig. 11 Chromatic map of deviations of the connector fabricated using FDM method on the 3D
printer, including 5 representative points

Comparison of Geometrical Accuracy of a Component … 773



equaled approximately the same reaching, and the highest value for 3D-printed part
is +1.63 mm, for machined part, the value is +1.59 and the injection molded part
has the value of +1.39 mm. The negative deviation was the biggest for injection
molded component −1.87 mm, for the machined component, it is −1.10 mm and
for the 3D printer, it is −0.79 mm. The most precisely manufactured component
was the part with smallest mean deviation of all points measured compared to the
base model, i.e., the machined part of 0.04 mm, followed by injection molded part
of −0.15 mm and 3D-printed part of −0.20 mm. The injection molded part
achieved the highest range of cross-section deviation of 1.68 mm based on 480
points, followed by 3D-printed part with 0.63 mm based on 825 points and the
machined part proved again to be the most precisely fabricated part with deviation
range of 0.37 mm based on 1242 points.

4 Conclusions

1. Model fabricated using 3D printing showed the lowest manufacturing accuracy
with a mean deviation of −0.20 mm. However, one has to consider that the print
was performed with high accuracy available for the machine, i.e., 0.25 mm,
which is in agreement with the result received. In order to achieve more precise
results, it is necessary to use a more accurate machine.

Fig. 12 Cross-section and chromatic deviation map including the number of points within the
given range for the connector fabricated using injection molding
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2. The connector fabricated on injection molding machine was black with a shiny
surface, which was an obstacle in the precise scanning of the model and resulted
in a low number of points collected in comparison with other methods i.e.,
51,399, about 1/3 points less. It effected in the fact that the injection molding
method appeared to be the second least effective with a mean deviation of
−0.15 mm. Additionally, the manufacturing inaccuracy could result from
problems present during forming, i.e., contaminated mold, too high/too low
injection speed, moist granulate.

3. The machined model turned out to be fabricated with the highest quality and a
mean deviation of only 0.04 mm. The result could be even better if tools with
smaller diameters were utilized—unfortunately, they were not available in the
storage room. The color of the printed part (brown and matt) was favorable for
laser scanning. This resulted in the collection of a highest number of points and
a low number of scanning repetitions which aided achieving trustworthy results
for further analysis.

4. All presented methods have their strengths and weaknesses. The connector
fabricated on the molding machine presented an average manufacturing preci-
sion, and it is adequate, however, for household equipment. Additionally, its
main advantage was short-cycle time (under 1 min) for producing a single
part. The disadvantage of this method is the cost of injection molding machine
and the mold. The connector manufactured with the use of FDM proved to be
the less accurate and its time of fabrication reached approximately 7 h, which is
disqualifying for high-volume production. The advantage of 3D printing is the
low cost of the machine and project preparation and relatively fast fabrication of
a prototype. An additional strength of RP technology is the ability to manu-
facture parts of complex geometry and free surface shapes which cannot be
produced using other techniques. The surface of the machined model was the
most precise. The fabrication time reached about 1.5 h which is a result by far
worse than achieved by injection molding but better than the result presented by
the FDM method. Manufacturing of the part involves the purchase of an
expensive machine, specialized tooling and preparation of a program to machine
the part. Fabrication of a wide spectrum of shapes depends on available cutting
tools, fixturing and collision-free access to the machining area which is usually
hindered by design complexity.
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Studies of Geometric Accuracy of Polygons
Machined by Polygonal Turning
Technique

Michal Regus, Bartosz Gapinski, Piotr Czajka and Piotr Jablonski

Abstract In this paper, characterization of shape and dimensional accuracy of
polygons manufactured by polygonal turning were investigated. The theoretical
value of maximum value of outline error was calculated and compared with real
sample shape deviation. The data obtained from geometrical measurement of
manufactured samples, geometrical characteristics, allowed to evaluate the influ-
ence of cutting parameters on machined part accuracy.

Keywords Polygons � Polygonal turning � Geometrical accuracy � CNC lathe

1 Introduction

Modern machine tools and mechanisms that are used in industry these days consist
of components which are frequently characterized by a very complex geometry.
Axisymmetric elements with flat or polygonal surfaces, which may be used as a part
of shape connection in assembly processes or serve as work surface to operate a
device, are good examples of such a complex geometry [1].

In the past, implementation of the flat surface in the axisymmetric components
required use of the milling machine equipped with rotary table after turning process
[2]. Today, thanks to the great development of technology that has taken place in
the last decades in the field of technological machines; manufacturing such parts is
possible in one operation with the use of special milling-turning centers. However,
it should be noted that manufacturing flat or polygons surfaces using milling
technology is still very inefficient and labor-intensive process [3]. Therefore, in case
of necessity to manufacture such parts in bulk production, it is worth considering
application of polygonal turning technique in machining process.

The technique of polygonal turning (known also as polygon turning) is a
machine process that allows for machining non-circular forms like polygons or flat
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surfaces by use of universal turning machines equipped with C axis and turret with
tool drive system. According to the work of art [3], this technique is several times
more efficient as compared to conventional milling. The concept of polygonal
turning is based on the synchronization of the rotary motion of the tool with lathes
spindle. During machining process, this tool makes parallel movements to the
spindle axis. The kinematic diagram of this process is shown in Fig. 1.

The shape of polygon manufactured with polygonal turning technique is spec-
ified by two factors: ratio of tool rotary speed to spindle speed and the number of
cutting edges. Relationship between these factors is described by the following
equation [4]:

p ¼ z � ntool
nspindle

ð1Þ

where p stands for the number of machined flat/polygons surfaces, z is the number
of cutting edges, and nTool and nSpindle are respectively rotary speed of tool and
lathe spindle. Based on this equation it can be stated that obtaining a polygon with a
specified number of sides is determined by different combinations of cutting edges
and ratio of tool to spindle rotary speed. These two factors have significant influ-
ence on accuracy of machined polygons [2]. Therefore, this aspect will be further
discussed in next section of this paper.

Although the use of polygonal turning technique in machining polygon surfaces
can bring many benefits, it should be emphasized that this technology is not free of
drawbacks like component dimension limits and surface shape deviations [5, 6]. As
it is described by Razumov in [2], the machined surfaces are not flat, and their
outline in cross-section is elliptical. An example of the theoretical shape of a
hexagonal obtained by polygonal turning is presented in Fig. 2.

The mathematical basis formulated by Razumov and Grechukhin in [2, 3] allows
for calculating the trajectory of the tool and also determines the theoretical shape
together with its deviation. In Fig. 2, the maximum deviation of shape is described

Fig. 1 Kinematic diagram of polygonal turning process
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as segment AB = D. The mathematical formula that allows to estimate the maxi-
mum deviation (D) of shape of any polygon with even number of sides is [2]:

D ¼ jr � 1� sin arctg
2Aþ r

r
� ctg u0ð Þ

� �� �� �
ð2Þ

where A is distance between axes of tool and spindle and r stands for radius of
circle inscribed in a polygon. In the formula (2), the value of u0 angle is calculated
by the following correlation [2]:

u0 ¼
p
2
: z ð3Þ

According to the Eq. (2), it can be noticed that the theoretical value of maximum
polygon shape deviation (D) is determined by polygon dimensions, tool diameter,
ratio of tool speed to spindle speed, and also number of cutting edges. However, it
should be noted that the indicated formula (2) is correct only in case of polygons
with even number of sides that would be machined with ratio of tool speed to
spindle speed equal to 2:1.

In general, it can be stated that accuracy of polygons machined by polygonal
turning technique is dependent on both geometrical and technological factors and
also occurrence of following error between spindle drive and tool drive [6]. In
Fig. 3, the relationship between these factors is shown.

Fig. 2 Theoretical shape of
hexagon machined by
polygonal turning technique
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2 Research Problem

Former research on the field of polygonal turning technique was focused on
mathematical basis that allows to determine a theoretical shape of polygon.
Razumov and Grechukhin in their paper presented such a mathematical model, but
they did not verify this theory.

Aim of the presented study was to compare theoretical geometry of polygons
calculated with use of Razumov [2] mathematical theory with real characteristic of
polygons made by polygonal turning. In order to obtain necessary data, hexagons,
tetrahedrons, and samples with two parallel faces were machined with different
configurations of speed ratio and number of cutting edges. Measurement of the
geometrical features of manufactured samples allowed to:

• compare the theoretical calculated shape of polygons with the real ones,
• evaluate correctness of used mathematical model,
• designate the influence of cutting parameters on polygons shape error.

3 Results

Basing on Eq. (2), theoretical profile error for polygonal turned elements, varying
in polygon size and tool diameter, was evaluated. Constant ratio of spindle speed to
tool speed was assumed, as well as number of cutting edges (depending on polygon
type). Results were presented with graphs: D = f(D).

Fig. 3 Factors that determine accuracy of polygons machined by polygonal turning
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Overview of presented graphs proves that profile deviation rises along with
increasing polygon size and decreases with increasing tool diameter. Essential
observation is that in case of square shape, deviation of profile was nearly 3 times
greater than in case of hexagonal shape (Fig. 4).

In order to designate profile errors of polygonal turning under real manufacturing
conditions, tests with CLX 350 V3 lathe were conducted. This machine offers
possibility of spindle and live tool synchronization. Polygonal cutter L381.
G090.22.04 with inserts L314.MK50.20 made by HORN was used [4].

Conducted research covered manufacturing of polygons that are most common
in mechanical engineering applications. As a raw material, bars from aluminum
alloy EN AW-5083 were used. Constant total cutting speed was assumed during
tests. It is important to consider polygonal turning kinematics as consisting of two
opposite rotational movements. Because of that, total cutting speed is:

vc ¼ vtool þ vspindle
m
min

h i
ð4Þ

Assuming constant speed ratio:

ntool
nspindle

¼ b ð5Þ

Equation (4) can be stated as:

vc ¼ p � ntool
1000

� SWþD � bð Þ m
min

h i
ð6Þ

Turning tests were conducted with numerous configurations of speed ratio and
number of cutting edges. These data were presented in Table 1. Green color was
used to indicate tool manufacturer—recommended specifications [4]. Machined
samples were measured with coordinate measuring machine DEA Global Image

Fig. 4 Theoretical shape error of polygons made by polygonal turning a for tetragons and b for
hexagons
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Clima 7.7.5 and PC-DMIS 2016 software-equipped computer station. Maximum
permissible error of applied measurement equipment is equal to:

MPEE ¼ 1; 5þ L
333

½lm� ð7Þ

Tables 2, 3, and 4 present the results of conducted tests. Results of flatness and
parallelism included in the tables are equal to averaged measurement data for each
profile shape—e.g., in case of hexagonal, presented result is equal to average for
measurement of six planes (Fig. 5).

Table 1 Configurations of speed ratio and number of cutting edges for various polygons

Polygon
Number of cutting edges

[z]

2:1 1 

1:1 2 

2:1 2 

4:1 1 

2:1 3 

3:1 2 

Fig. 5 Overview of measured dimensions and geometrical features on machined samples.
a hexagon, b tetragon, and c two parallel planes
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Table 2 Results of measurement for hexagons made with following configuration b ¼ 2 and z=3

Nominal size Measured geometric features [mm]

SW

1–4 2–5 3–6 Range

13 12.961 12.993 13.028 0.067 0.015 0.015 0.062

17 16.947 16.976 17.010 0.063 0.024 0.025 0.092

21 20.934 20.962 20.996 0.062 0.045 0.048 0.141

27 26.921 26.960 26.988 0.067 0.051 0.055 0.206

32 31.890 31.922 31.952 0.062 0.080 0.085 0.273

36 35.852 35.900 35.920 0.068 0.089 0.088 0.322

41 40.850 40.898 40.919 0.069 0.124 0.149 0.430

Table 3 Results of measurement for tetragons made with following configuration b ¼ 2 and z=2

Nominal size Measured geometric features [mm]

SW

1–3 2–4 Range

13 12.961 12.971 0.010 0.024 0.024 0.108

17 16.938 16.952 0.014 0.039 0.041 0.177

21 21.162 21.141 0.021 0.102 0.101 0.272

27 26.804 26.847 0.043 0.154 0.127 0.534

Table 4 Results of measurement for samples with 2 parallel planes made with following
configuration b ¼ 2 and z = 1

Nominal size Measured geometric features [mm]

SW

13 12.957 0.025 0.026 0.108

17 16.947 0.039 0.037 0.178

21 20.935 0.042 0.042 0.169

27 26.905 0.066 0.066 0.233

32 31.897 0.073 0.074 0.285

36 35.885 0.096 0.097 0.303

41 40.850 0.131 0.138 0.364
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It was observed that polygons created with parameters marked on red in Table 1
have significant shape error. It can be seen in Fig. 6a–c.

4 Discussion

Analysis of the results presented in the previous section allowed to formulate the
conclusion that use of the mathematical formula (2) to determine theoretical shape
of machined elements was correct. As expected on the basis of the mathematical
model, surfaces of machined polygons were convex; however, the values of
occurred deviations were bigger than calculated one. The main reason for these
differences was that the used formula did not take into account the influence of
machined material deformation during the process and occurrence of following
error of drive systems.

The nominal diameter of polygonal cutter was 90 mm. Before the machining
process was started, the tool had been measured on the pre-setter. The deviation
between three cutting edges—this configuration of edges was used for machining of
hexagon—on diameter reached 0.070 mm. The same deviation between the sur-
faces was observed during the process of measuring distance (SW 1–4, SW 2–5,
and SW 3–6).

It was proved that cutting speed, cutting depth, and feed rate are relevant
parameters that affect the accuracy of polygons. The producer of the tool which was
used during the research recommends the following parameters for the aluminum
alloys: vc = 500–1000 m/min and f = 0.1–0.2 mm/tooth. Cutting depth ap is not
defined by the producer, despite the fact that it pays a significant role in the quality
of the obtained polygons. It was observed that to reach an acceptable quality of
surfaces, it is necessary to split the machining process into rough and finishing
operations. Otherwise, high deformation of the surfaces was observed (Fig. 6d.). To
reach good quality of polygons made of EN AW-5083, it is recommended to use
the following parameters in the finishing operation: vc = 400–500 m/min, f = 0.03–
0.05 mm/tooth, and ap=0.5–1.0 mm.

Fig. 6 Shape error of samples made with not recommended configurations of “b” and “z” (a, b,
and c) or with too high cutting parameters—lack of finishing turning (d)
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5 Conclusions

In this paper, the geometric accuracy of polygons machined by polygonal turning
technique was taken under investigation. The data that were obtained during con-
ducted research allowed to compare the calculated theoretical values of maximum
deviation (D) of polygons shape with the real ones. As a result of the measured
parameters analysis, it could be stated that use of the mathematical formula that
Razumov had proposed in [2] is correct. However, measured values of the devia-
tions were different from the calculated ones, as Razumov’s formula (2) determines
the shape deviation only on the basis of the tool trajectory ignoring the influence of
machined material deformation during the machining process and occurrence of
following errors of drive systems.

Another factor that significantly contributed to the value of observed deviation
was application of a tool head which did not have possibility of adjusting the
correct radial and axial position of cutting inserts. To improve the accuracy of
machined polygons, it is necessary to design the tool head with special positioning
cartridges in which the inserts are mounted. The cartridges should be adjusted
independently in radial and axial positions.

The intermittent work of the cutting tool was also determined as the factor that
caused occurrence of shape error. The reason for this was the influence of cutting
resistance on change of cutting speed. When cutting edge got into material, the
speed of tool decreased, and when the edge went out of the material, the speed
increased to the value which was higher than the nominal one. The impact of
cutting speed oscillation on machined surfaces can be seen in Fig. 7b.

Fig. 7 Shape error of samples made by polygonal turning a hexagon: b ¼ 2 and z = 3, b tetragon:
b ¼ 2 and z = 2, c 2 parallel planes: b ¼ 2 and z = 1, d hexagon: b ¼ 3 and z = 2, e tetragon:
b ¼ 4 and z = 1, and f 2 parallel planes b ¼ 1 and z = 2
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In the course of the research, the correlation between machining parameters and
machined object was also investigated. It was proved that cutting speed, cutting
depth, and feed rate are relevant parameters that affect the accuracy of polygons.
According to the research results, split of the machining process into rough and
finishing operations was found to be necessary requirement in order to produce
high-quality polygons.

The results of conducted research allowed to classify polygonal turning tech-
nique as the technology that should be intended for machining polygons, the sur-
faces of which do not need to fulfill high geometric shape accuracy requirements.
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Ensuring the Reliability of the Car Body
Controls by Controlling the Current
Inspection of Measuring Machines

Robert Koteras, Michal Wieczorowski, Piotr Znaniecki
and Lidia Marciniak-Podsadna

Abstract Coordinate measuring machines are one of the most often used mea-
surement devices in modern industry. Keeping high level of their accuracy
parameters becomes then a critical issue. In the paper, some aspects regarding
CMM reverification in production conditions and periodical check were discussed.
A method of periodical check was elaborated in order to obtain regular information
about changes in accuracy parameters. Possible risks and consequences of lack of
knowledge regarding current CMM accuracy status were indicated. The results of
current research conducted on 6 CMMs with single and double column construction
were shown. One common measurement program for all machines working in CNC
mode was developed for repeatability. During 6 months, 106 studies were per-
formed and 7326 points were collected. The paper presents also some extreme
results of the check together with the discussion. The presented method was
adapted to production conditions. Its use is associated with a small 15 min break in
a working time of a coordinate measuring machine.

Keywords Coordinate � Measuring machine � Calibration � Reverification

1 Introduction

Coordinate measuring machines are most often checked once a year. Then a
periodic review and calibration are performed. However, the period of one year
between CMM calibration is long, especially since many coordinate measuring
machines operate in production conditions often in three-shift mode. They are

R. Koteras (&) � P. Znaniecki
Volkswagen Poznań Sp. Z o.o., Poznan, Poland
e-mail: Robert.Koteras@vw-poznan.pl

M. Wieczorowski (&) � L. Marciniak-Podsadna
Faculty of Mechanical Engineering and Management,
Poznan University of Technology, Poznan, Poland
e-mail: Michal.Wieczorowski@put.poznan.pl

© Springer International Publishing AG 2018
A. Hamrol et al. (eds.), Advances in Manufacturing, Lecture Notes in Mechanical
Engineering, https://doi.org/10.1007/978-3-319-68619-6_76

787



exposed to accidental collisions which potentially might affect their geometry, and
as a consequence also their accuracy. Therefore, in addition to receiving and
periodic tests, current checks on used measuring machines should also be carried
out. This is to maintain the reliability of the measurements taken. These checks are
performed according to user procedures. ISO 10360-2 [1] recommends that current
(temporary) inspections were carried out in schedule that takes into consideration
all of environmental conditions, the type of measurement task, and any event that
may affect CMM performance. In addition, the standard recommends the use of
patterns with a thermal expansion coefficient similar to those of typical CMM
objects [2]. It is also possible to use items subjected to previous calibration mea-
surements. Comparing results obtained during the calibration of these items with
results of the current check, a difference which should be less than the assumed
extended uncertainty for such measurement is obtained [3–5]. During the tests, the
CMM operator should use the instrument he/she most often uses. The ideal situ-
ation would be to check all measuring heads together with their extension cords.
However, if this is not possible due to the high workload, it is recommended firstly
to check the most used equipment and stay at less frequent interval.

2 Aspects of Current Inspections

The most important goal of conducting this type of CMM tests is to maintain a
steady and high level of knowledge of the machine operator about its technical
condition. Conduction of current checks adequately leads to ability of the operator
to prove that the quality of measurements has not deteriorated since the last periodic
test. Another important reason for the purpose of these activities is the ability to
identify many CMM faults before they can immobilize the machine. If the operator
observes a result that is significantly different from the expected result or if the
results are successively deteriorating, there is a possibility of preventive repair or
adjustment of it.

Current knowledge of the CMM accuracy allows to avoid risks with possible
economic or even legal consequences. Its lack can lead to the following potential
situations:

• in the case of delivery control, defective items may be allowed for further
processes and parts fulfilling requirements—classified as defective. This gen-
erates unnecessary costs for fixing or scrapping products;

• in the case of manufactured components, the measurement results are used to
control production processes, which may lead to erroneous corrections as a
result of defect production;

• in the case of inspection of finished products, there is the risk of giving the
customer a faulty product which can lead not only to losing his trust, but also
may have legal consequences;
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• lack of supervision over the condition of the machine can lead to unexpected
failure and downtime for number of information on the production process;

• in extreme cases, it is possible to question the quality management system’s
compliance.

In the case of no proper control at the beginning of the production process, it will
have to be prepared to pay for the costs, and manufacturer should be prepared to
pay for costs, which would increase adequately to the stage of the process when the
problem would be discovered. If such a product leaves the factory and due to its
malfunctioning an accident involving a customer will take place, we may also be
liable for this.

3 Artifacts Applied to Research

This example uses spatial patterns resembling tetrahedron. The tests use models
with nominal distances between the centers of balls of 500 and 1000 mm of
Unimetrik (Fig. 1).

In each corner of the pattern there is a ceramic research ball situated. Distances
between these balls are calibrated and given with the expanded uncertainty U, what
is shown in Table 1.

Frame of the patterns is made of carbon fiber rods, which provide a low linear
expansion factor and a small mass of the whole pattern. CMM 4 was tested using
pattern # 1, the rest of CMM using pattern # 2 (Fig. 1).

Fig. 1 Spatial patterns with nominal distances between the centers of balls of 500 mm
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4 Coordinate Measuring Machines

Research was carried out on six CMM with movable column and horizontal arm, of
different construction and different sizes of measurement space. CMM1 and CMM4
machines have less measuring space, while pairs of CMM 2 and 3 and CMM 5 and
6 allow to work in dual mode operation. The following is a summary of the data
concerning the tested machines (Table 2) [6].

Table 1 Values given in calibration certificate for pattern no 1 and 2

Distance between centers of balls with its numbers L [mm] U [µm]

Pattern no 1
U [µm] = (1.0000 + 0.0010*L [mm]), k = 2, a = ±1.15*10−6*K−1, u(a) = ± 0.5*10−6*
K−1, t = 20 °C ± 1 K

1–2 495.9557 1.5

1–3 496.5097 1.5

1–4 495.7294 1.5

2–3 495.7412 1.5

2–4 496.0336 1.5

3–4 496.1294 1.5

Pattern no 2
U [µm] = (1.0000 + 0.0010*L [mm]), k = 2, a = ±1.15*10−6*K−1, u(a) = ± 0.5*10−6*
K−1, t = 20 °C ± 1 K

1–2 1000.4593 2.0

1–3 1001.2585 2.0

1–4 999.9936 2.0

2–3 1000.6894 2.0

2–4 1000.5781 2.0

3–4 1000.7625 2.0

Table 2 Data of checked CMMs [6]

CMM number Maximum permissible
error EL,
MPE = ± minimum
from (A + L/K) and
B [lm]

Measurement volume CMM X/Y/Z [mm]

CMM1 30 + L/50 80 3000/1600/2100

CMM2 25 + L/100 60 6000/1600/3000

CMM3 25 + L/100 60 6000/1600/3000

CMM4 25 + L/50 70 2000/1200/1500

CMM5 60 + L/40 120 7000/1800/2700

CMM6 60 + L/40 120 7000/1800/2700

790 R. Koteras et al.



All CMMs were equipped with RDS-CAA rotary-tilting heads. Depending on
the machine, the TP20 probe system from Renishaw or the Zeiss RST (Fig. 2) was
used. Tables 3 and 4 summarize the technical data of the used heads provided by
the manufacturers.

Fig. 2 Left picture presents RST-P [7], right picture presents TP20 [8]

Table 3 Technical specification of probe with modules MF and EF [8]

Measurement direction Module ± X, ± Y, +Z

Variability of switching path MF ±1.00 µm

EF ±2.00 µm

Unidirectional repeatability MF ±0.50 µm

EF ±0.65 µm

Repeatability of stylus changing Manual exchange ±1.00 µm

Module Marked with a color Trigger force

MF—medium force XY: 0.1 N

Z: 1.9 N

Stylus: 25 mm

EF—extended force XY: 0.1 N

Z: 3.2 N

Stylus: 50 mm
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5 Measurements

The study was conducted over a period of six months to observe deviations from
the patterns dimensions. In total, 106 studies were conducted in which 7326
measurement results were obtained.

According to ISO 15530-3: 2011 [3], in order to maintain consistent conditions
of the experiment, the machine should move between the same positions, thus
giving the possibility of minimizing the effect of systematic error on the mea-
surement result l9, 10]. For this purpose, one common program for all measuring
machines was written. Machines worked in CNC mode, and the probe always had
the same angular position which is most commonly used in daily measurements
[11].

The aforementioned assumptions of the measurement program have enabled,
thanks to the automatic mode, to eliminate the impact of the CMM operator,
eliminate the maximum permissible error of the rotary tilt sensor position PLTE as
well as systematic errors due to differences in programs [6, 12].

6 Results

A survey of six measuring machines was conducted over 6 months provided a lot of
information about their technical condition and behavior during this period. Only
two extreme results have been shown in the paper to indicate the validity of such
checks.

The tests conducted for machine No. 2 (Fig. 3) showed overrun of EL, MPE for
the distance between balls 2 and 4. The periodic inspection and routine test were
carried; however, the deterioration of results has already occurred within 8 weeks
and was also noticeable for other distances. Using the spreadsheet trend function,

Table 4 Technical specification of probe RST-P [7]

Measurement direction ±X, ±Y, +Z

Unidirectional repeatability ±0.30 µm

Fig. 3 Results for machine no. 2
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the linear function of the trend line (y = 0.0006x + 24.97) was determined for the
three worst-case series (Fig. 4). The result of prediction in this situation was similar
to the change in the arithmetic mean of the series, which would allow us to predict
the date of the necessary periodic and routine inspection.

However, some machines have retained their accuracy throughout the test period
(Fig. 5).

7 Conclusions

Standards do not specify exactly how and how often a user is expected to perform
current checks. Therefore, there is a need for practical research to determine the
time frames for checking and developing new solutions ready for easy imple-
mentation in machines monitoring. The presented method is an idea that considers
some limits of the availability of industrial CMMs. So far, researches have con-
firmed the usefulness of the presented method of current checks in production
conditions. In one position, the tetrahedr pattern was measurable in six different
directions, both in one-column and multi-column mode. In the tested CMM ten
repetitions were realized, the machine performed the tests in one standard position
within 15 min. Extension uncertainty U did not exceed 10% of maximum per-
missible error EL / MPE. This is undoubtedly the greatest advantage of the method,
allowing for ongoing checks with negligible effect on the availability of CMM in

Fig. 4 Determination of CMM no. 2 accuracy loss function

Fig. 5 Results for machine no. 6
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production processes. Similar parameters cannot be achieved using, for example,
reference plates because of the need to change their positions during the test [6].
Results of the study were analyzed in terms of the possibility of determining models
of accuracy loss on examined CMM and their approximation by means of linear
functions. This provides the ability to use loss of accuracy models for determining
safe periods of technical reviews and periodic inspections. When there is no clear
trend regarding the loss of CMM accuracy, there is an option to make a decision
whether to perform or to postpone the review and study. However, if there is a
systematic error with value similar to EL, MPE or the machine’s indication is too
affected by the influence of accidental or unknown factors, the presented method
will record the moment of exceeding the tolerance limit.

The method presented along with the measurement programs prepared for its
needs are ready to use solution for the CMM for which the extended calibration
uncertainty will not exceed 20% of the maximum permissible error. It also allows
simultaneously collecting data needed to determine the uncertainty of the mea-
surement process, taking into account the component of error resulting from the
inaccuracy of the positioning of the rotary-tilting heads. It should be also noted that
this component is not included in the specified parameter EL, MPE.

Based on the conducted research, it was found that

1. The semi-annual period of the current checks was long enough to make a clear
visualization of accuracy changes of the examined CMMs in time. The method
complies with the guidelines of the standards and allows for the evaluation of
the technical condition of the machines. This allows to determine a model for
CMMs accuracy change and to forecast the need for a review and periodic
inspection, or record a sudden deterioration of CMM accuracy and close it down
for service or repair. Uncertainty of calibration according to the proposed
method does not exceed 10% of EL, MPE which is good result.

2. It has been shown that model of the accuracy loss is unique to each CMM, even
in the case of machines capable of working in pairs, operated for the same time
period and similarly operated.

3. There were the following cases describing the accuracy of CMM:

– the use in different degrees tolerance of error E without a clear trend of loss
the accuracy;

– the use in different degrees tolerance of error E with a clear trend of loss the
accuracy which can be quite easily approximated in 4th or 8th week with
linear function;

– a systematic error near the tolerance limit represented by EL, MPE, where the
overflow is sudden and unpredictable.

4. Determination of fixed time limits for reviews and periodic inspections is
incorrect. This is confirmed by the occurrence of EL, MPE overflow for several
machines in the course of the study cycle and the lack of a clear trend in the
other CMMs. Only the analysis of the actual technical condition of the CMM
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allows for proper planning of the necessary maintenance and designation in
economically justified way.

5. In industrial conditions, checks shall be performed at steps that enable to
observe the trend of loss of accuracy in at least three series of measurements, but
not less frequently than the acceptable time and duration of inadequate mea-
surement results.

6. It is impossible to predict the time after which the EL, MPE is exceeded, when a
systematic error value is close to EL, MPE. Such prediction is also impossible in
the situation of CMM which indication errors are too sensitive to random,
unknown disturbances.

7. On the basis of results of tested CMMs, it is concluded that the optimal check
frequency once per week will enable determination of a linear function for a
trend that goes on at least 4 weeks and at the same time makes a negligible
impact on the availability of CMM as well as on the cost of functioning of the
entire laboratory.

8. It is possible to develop universal measuring programs dedicated to the used
patterns and their application on the CMM for which the size of the measure-
ment volume allows it. It is possible to eliminate the accidental error resulting
from an unintentional change in the control file and to use less experienced
employees in the CMM test.
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Application of Industrial Robot
as a Measuring System

Ksenia Ostrowska, Robert Kupiec, Malgorzata Kowalczyk,
Pawel Wojakowski, Halszka Skorska and Jerzy Sladek

Abstract Robotics is currently one of the fastest developing technical fields.
During the last decade, the industry transformed. After the introduction of auto-
mated and robotized manufacturing solutions, factories face a new challenge—the
Fourth Industrial Revolution. Industry 4.0 is a trend that applies to automatization
and exchange of data in manufacturing technologies. Therefore, it was decided by
the Laboratory of Coordinate Metrology (Cracow University of Technology)—
LMW PK—to use Kawasaki RS10N industrial robot as a coordinate measuring
system. Heidenhain’s scanning probe head was installed. Programs and software
allowing the use of PC-DMIS measurement software were written.

Keywords Industrial robot � Coordinate measuring technique � Database
Metrological software � Industrial revolution 4.0

1 Introduction

Nowadays, robotics is one of the fastest developing technical fields. The number of
robotized stations on production lines is growing on a daily basis. It is assumed that
the degree of development of an enterprise depends on the number of robotic and
metrological systems installed [1–5]. Industrial robots are currently replacing
people at hazardous workplaces or work as their assistants in the machine industry,
building industry, transportation, farming, metrology, or even medicine. According
to the International Federation of Robotics, the number of industrial robots globally
sold in 2014 broke the record—a total of 225,000 units. The developing trend in
robotics is establishing safe co-working for both humans and robots at the work
place. The number of unconventional applications of robots is still increasing.
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Single machine can perform many tasks simultaneously. The Kawasaki industrial
robot (courtesy of Astor, located in Cracow) was integrated with scanning probe
head and metrological software at LMW PK [6, 7]. Introduced system consists of
many elements and is the basis for the construction of the virtual measuring robot.
The following programming languages and programs are used to integrate the entire
system: AS language (language of the robot’s driver), KTerm (software that
cooperates with the robot), Python programming language (software integration,
file transfer, searching the files intended for export), Transact SQL (the language of
SQL Server database), Visual Basic (PC-DMIS’ collaboration scripts) and metro-
logical software—PC-DMIS. The number of elements used may be considered
large but was deemed necessary by the authors.

2 The Object of the Research

The Kawasaki RS10N industrial robot is the object of the research. It is a 6-axle
robot with a lifting capacity up to 10 kg (Fig. 1-1). The fastest rotary pair of the
robot is characterized by the speed of 700°/s. It has 17-bit encoders. Its range is
1450 mm. This robot has kinematic chain and is redundant. The control is done
using teach pendant with a touch screen. Direct use of the computer to control the
robot is possible with the help of the KTerm software.

Fig. 1 Redundant
measurement system: 1 the
Kawasaki measuring robot, 2
the scanning probe head, 3 the
driver of the robot, 4 the
measured element
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The accuracy of unidirectional positioning (linear motion) is the deviation
between the set point and the average value of the actual positions reached by the
robot when it is approaching the set point from one direction. It equals to
0.024 mm.

Repeatability of unidirectional positioning (linear motion) is the measure of the
scattering of the actual positions when approaching the set point for n-times from
the same direction. It equals to 0.036 mm. The given data was determined
according to the norm PN-EN ISO 9283—Manipulating Industrial Robots—
Performance criteria and related test methods [8]. The laser tracker was used to
check the readings from a retroreflector mounted on the last kinematic pair of the
robot.

A five-way touch-trigger Heidenhain’s probe with Ø8-mm measuring tip made
of ruby was attached to the robot (Fig. 1-2). The probe was attached to robot’s
mechanical interface and connected directly to its driver (Fig. 1-3). Thus, at the
moment of detecting the tilt of the stylus, the signal is sent to the input of the driver.
The driver informs then that the tip of the measuring head has touched the measured
element (Fig. 1-4).

3 Modules of the Measurement System

After installing the scanning probe head on the robot, it was necessary to integrate it
with the driver device. The basic assumption was made that when the measuring tip
touches the measured element the robot should stop in place. This was needed to
avoid collision that would cause the destruction of the scanning probe head. Firstly,
the program was written in AS Language so it can be understood by the driver and
then sent to it. Afterward, the driver reads the coordinates of the measuring tip, the
Euler angles, and the configuration coordinates. Those readings were received from
the encoders. The data is sent to the computer via TCP/IP Protocols and processed
by the KTerm software, responsible for cooperating with the robot. The KTerm
software generates a text file with the data (Fig. 2).

The first thing that was necessary for the proper use of the Kawasaki RS010N
industrial robot as a measuring device was to determine the coordinate system of
the tool. The six-point method was used, as recommended by the manufacturer
(Fig. 3). In this method, six positions for the tool are defined in relation to a
stationary point (according to certain rules). An inner cone was used to perform this
operation. It allowed the reproducibility of the measuring tip’s point of contact.
This was allowed to determine the displacement and rotation of the scanning probe
head in relation to the last pair of the robot.

Another module is based on the Python programming language: it allows the
continuous search for changes in the file generated by the robot’s software.
Changed or overwritten files are recognized as a new measurement. The results are
later sorted and exported to a database created by using Microsoft SQL Server.
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At this stage, the basic geometric elements are distinguished, e.g., whether a
circle or sphere was measured. This stage was prepared so the needs of the industry
were met as the large quantities of measurements need to be stored. Furthermore, in
this stage the elements of the measurement simulation are to be connected using the
Monte Carlo method—thus the creation of the Virtual Measuring Robot (Fig. 4).

Metrological software PC-DMIS runs scripts written in the Visual Basic, so any
additional subprograms can only be integrated by using it. The user of the
PC-DMIS sees only one additional Integrator icon. The Integrator communicates
with the SQL Server database to gain access to the readings of the measurements.
Some of those are prepared for the PC-DMIS’ evaluation and the rest are measured
using PC-DMIS. Both are done separately. This particular layout of the modules
allows measurements to take place directly on the production line. Afterward, the
processing of the results and reports by the quality engineer is possible. The pro-
cedures do not need to be processed at the same place and time.

Fig. 2 Module responsible for the integration of the scanning head with the robot
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The measurement that uses the presented system can be done in either automatic
or manual mode. Unfortunately, the measurement performed in automatic mode
requires writing subprograms for a given feature.

4 Execution of Verifying Measurement

To verify the correctness of the presented system, we measured the industrial
element according to the multi-position method [9] (Fig. 1). The diameter of the
cylinders was measured with the denominations 100,008 mm, 149,998 mm and the
distance within planes with the denomination 488,839 mm. Next, we measured
the ring gauge and the length gauge (Ball Bar type). In the article [6, 7], robot
calibration was performed according to ISO standard 10360- [10]. Maximum
permission error (MPE) was set on level 0.17 ± 0.25 * 10−3 L mm [11].

The measurement results were given with the extended uncertainty (for coverage
factor k = 2.5) and are shown in Table 1 and Fig. 5.

Fig. 3 All six positions of tools in relation to a point [6, 7]
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Fig. 4 Module linking data received from the robot and metrological software PC-DMIS

Table 1 Measurement results

Measured feature Diameter of cylinder
100 mm

Diameter of cylinder
150 mm

Distance within planes
489 mm

Average 100.011 149.957 488.645

Uncertainty
extended

0.011 0.019 0.036

Difference 0.003 0.041 0.194
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5 Conclusion

The presented measurement system can be used to measure large elements. The
results have no correction. The assembled head was the one used for the machine
tool measurements. Errors that occurred were due to the deflection of the stylus
head and the switching time of the head.

In further research some corrections of the measuring head will be made, using
neural networks. All of the robot’s errors will be determined and their correction
matrix CAA will then be modeled.
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National Centre for Research and Development No: LIDER/024/559/L-4/12/NCBR/2013.
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Surface Roughness of Graphite
and Aluminium Alloy After
Hydro-abrasive Machining

Jan Carach, Dominika Lehocka, Stanislaw Legutko, Sergej Hloch,
Somnath Chattopadhyaya and Amit R. Dixit

Abstract The paper compares the quality of machined surface of graphite and
aluminium alloy by abrasive waterjet using the focusing tube with a diameter of
df1 = 0.5 mm and df2 = 0.78 mm. The machining was carried out using the tech-
nology of rotating workpiece disintegration by abrasive waterjet. Abrasive tan-
gential waterjet was used to carry out the experiment (water pressure
P = 400 MPa). Workpieces were clamped in the rotating chucking appliance with
rotation frequency n = 300 min−1. The change in focusing tube diameter caused the
change in values of roughness parameters and also caused the change of resulting
shape of workpieces. Values of roughness parameters were measured using the
MicroProf FRT optic profilometer.

Keywords Abrasive � Waterjet � Machining � Roughness parameters

1 Introduction

Cutting of materials by abrasive waterjet currently represents a very effective and
frequently used process for the preparation of flat semi-finished products [1–4].
Hydro-abrasive disintegration of rotating workpieces represents the technology
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connecting abrasive waterjet (AWJ) and rotation movement of workpiece [5–7].
Hydro-abrasive disintegration of rotating workpieces [8, 9] does not compete with
the conventional turning of metals [10] for the time being, but suitable applications
can be seen mainly in the machining of composite materials, glass [11], rock
materials, abrasive wheels [12] and ceramics [13]. These are represented mainly by
very hard and brittle materials causing problems in conventional turning associated
with a high degree of wear of the tool and effectiveness of machining. Material
removal without thermally affected zone [14, 15] and the option of machining a
wide range of materials are advantages, such as cutting flat materials by AWJ [16].
Correct adjustment of values of technological factors plays an important role in
AWJ machining from the point of view of achieving high accuracy of shapes and
low values of roughness parameters [17]. Correct adjustment of cutting head tra-
jectory and adjustment of movement corrections (disintegration of AWJ with
increasing distance from the mouth of the focusing tube) [18] are also very
important. The experience of the operator, accuracy and technological parameters
of the machine also plays an important role [19, 20]. Low cutting force (approxi-
mately 40 N) acting on the material during the material removal process is also an
advantage of hydro-abrasive disintegration of rotating workpieces. When cutting
and machining materials using AWJ, it is necessary to take into account the contact
of abrasive water with material from the point of view of the possible origin of
corrosion and clogging functional parts of the machine with abrasive [21]. In this
study, circular bars of graphite and aluminium with diameter of dw = 12 mm were
used for the experiment. The objective was to demonstrate the option of machining
small diameters of brittle (graphite) and ductile (aluminium alloy) material, using
hydro-abrasive disintegration of rotating workpieces. Graphite machining is the
process of material removal in the form of very small dust particles. Chips of visible
dimensions are not formed like in the case of classical machining of steels using a
tool with defined cutting edge. Material properties of graphite deteriorate the
manufacture of these shapes, because brittle failures occur when machining them.
In contrast, the material properties of aluminium alloys allow its easy machining
using conventional technologies. Aluminium alloys are used mainly in the auto-
motive industry due to their low weight and sufficient strength. Graphite machining
deteriorates the quality of the working environment and has an unfavourable impact
on the human organism. In the case of hydro-abrasive cutting of graphite
semi-finished products, dust particles are absorbed by water, so abrasive waterjet
could represent an alternative to roughing operations. Graphite is used mainly in the
manufacture of electrodes for electro-erosive hollowers.

2 State of the Art

Material removal (micro-erosion process) in abrasive waterjet technology is carried
out by scouring, breaking off and creation of microchips at the point of contact of
workpiece with AWJ [22]. Waterjet is generated in the cutting head, where
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high-pressure water (P = 400–600 MPa) is transformed to high-speed water
(v = 900–1000 m s−1). Abrasive particles are added into the waterjet in the mixing
chamber. The resulting abrasive waterjet is formed by passage through the focusing
tube (Fig. 1), [23].

The erosion process caused by water and abrasive particles impinging on the
workpiece surface is the basic principle of hydro-abrasive disintegration of rotating
workpieces. The cutting head performs a translation movement (movement in axes
X, Y and Z), and the workpiece clamped in the chucking appliance performs a
rotating movement (the workpiece can move both in the same direction and
opposite direction of the outgoing AWJ) (Fig. 2).

Fig. 1 3D model of cutting
head

Fig. 2 3D model of
technological assembly for
hydro-abrasive disintegration
of rotating workpieces
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3 Experiment

The objective of the experiment was to describe the impact of focusing tube
diameter (df1 = 0.5 mm and df2 = 0.78 mm) on the quality of machined surface of
workpiece from graphite and aluminium alloy when machining small diameters.
Two different materials were selected for comparison of effect AWJ with using
same technological factors. Tangential waterjet with the addition of Australian
garnet as an abrasive was used for the experiment. Adjustment of values of tech-
nological factors is illustrated in Table 1.

Different values of abrasive mass flow rate are based on the maximum admis-
sible quantity for addition to waterjet of the given orifice. Grain size of abrasive
mesh was the same for both diameters of focusing tube. Semi-finished products of
graphite and aluminium with the diameter of d = 12 mm were used for the
experiment. Figure 3 explains the identification of technological factors.

Rotating shape of workpieces with three diameters was proposed for the
experiment. Trajectory for CNC control of machining technological process was
developed on the basis of 2D design (Fig. 4). The design takes into account AWJ

Table 1 Experimental
conditions

Factors Values

Pressure p (MPa) 400

Orifice diameter do (mm) 0.2

Size of abrasive particles (MESH) 120

Revolution n (rpm) 300

Standoff distance z (mm) 13

Traverse speed v (mm min−1) 10

Focusing tube diameter 1 df1 (mm) 0.5

Focusing tube diameter 2 df2 (mm) 0.78

Abrasive mass flow rate—df1ma (kg min−1) 0.15

Abrasive mass flow rate—df2 ma (kg min−1) 0.4

Depth of cut ap (mm) 1–4

Fig. 3 Graphical
identification of technological
factors
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diameter for different diameters of focusing tube in the form of equidistance from
required trajectory. Equidistance for focusing tube with the diameter of df1 = 0.5
mm is depicted with the dashes line, and equidistance for focusing tube with the
diameter of df2 = 0.78 mm is depicted with the dotted line (Fig. 4). Start, direction
and end of machining are depicted in Fig. 4.

The water pressure was generated by the PTV 75-60 pump with two pressure
multipliers (the pump allows operational pressure of 40 � 415 MPa and a maximal
water flow of 7.8 l min−1). The machined piece was attached to a power chuck
operated by an electric motor that provided the main working movement. This
accessory was attached to the technological device for the disintegration of flat
materials (2D X-Y cutting table PTV WJ2020-2Z-1xPJ). The experiment was car-
ried out at the Institute of Geonics CAS in Ostrava (Czech Republic), and surface
topography identification was performed in the laboratory of Faculty of Mechanical
Engineering and Management, Poznan University of Technology, Poland.

4 Measurement and Results

Measurement of values of roughness parameters Ra, Rz, Rq was carried out using the
MicroProf FRT optic profilometer. Optic measurement was carried out in parallel
with the axis of workpiece in sections of 8 mm (for each diameter), because
scouring occurred at the boundaries of passages between seats during machining.
The sensor carried out measurement on five lines (Fig. 5). Graphs of primary
surface profiles were prepared for all lines (Fig. 6) that were used for statistics. The
arithmetic average of measured values of roughness parameters was selected for the
description of change in surface quality.

The last part of the graphite workpiece with diameter of Ød1 broke off during the
experiment (Fig. 5), so it can be stated that the direction of start and end of
machining should be reversed. The material properties of aluminium provided
sufficient strength, so such breaking off did not occur. Average values of roughness
parameters are stated in Tables 2 and 3.

Fig. 4 2D design of workpiece shape with trajectories of cutting head movement
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Fig. 5 Proposal of measurement using the optic MicroProf FRT profilometer

Fig. 6 Primary profile of aluminium alloy surface, point of measurement—Ød2 focusing tube
diameter df2 = 0.78 mm

Table 2 Values of roughness parameters of graphite

Measurement
position

Focusing tube diameter
df1 = 0.5 mm

Focusing tube diameter
df2 = 0.78 mm

Diameter Ra

(µm)
Rq

(µm)
Rz

(µm)
Diameter Ra

(µm)
Rq

(µm)
Rz

(µm)

d1 – – – – – – – –

d2 4.7 13 16 93 5.1 13 17 101

d3 7.9 9 12 73 8.2 9.4 12 74

Table 3 Values of roughness parameters of aluminium

Measurement
position

Focusing tube diameter
df1 = 0.5 mm

Focusing tube diameter
df2 = 0.78 mm

Diameter Ra

(µm)
Rq

(µm)
Rz

(µm)
Diameter Ra

(µm)
Rq

(µm)
Rz

(µm)

d1 2.1 40 55 342 1.8 16 21 140

d2 5.5 13 17 113 5.2 10 12 80

d3 8.3 6 8 50 8.3 6 7 50
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Figures 7 and 8 depict a visual comparison of samples in the case of a change in
focusing tube diameter and the given adjustment of technological parameter values.

5 Conclusions

From the measured values of roughness parameters, it can be concluded that the
change in focusing tube diameter has affected the quality of machined surfaces of
graphite and aluminium alloy. During the gradual increasing of depth of cut (during
passage along the movement trajectory), values of roughness parameters were
increased in the machined graphite. This is valid for the focusing tube with the
diameter of df1 = 0.5 mm and df2 = 0.78 mm. A similar condition can also be seen

Fig. 7 Comparison of
graphite samples in the case
of change in focusing tube
diameter (FTD—focusing
tube diameter)

Fig. 8 Comparison of
aluminium alloy samples in
the case of change in focusing
tube diameter (FTD—
focusing tube diameter)

Surface Roughness of Graphite and Aluminium … 811



in the machining of aluminium alloy. Changes in both materials can be seen from
the point of view of the values of machined diameters. At focusing tube diameter
df1 = 0.5 mm and df2 = 0.78 mm, the precise required diameter was not achieved
during machining, which was caused by the disintegration of abrasive waterjet with
increasing distance from the orifice mouth. Increasing depth of cut in material
removal also caused the reflection of AWJ from the wall of unmachined material.
On the basis of a smaller number of abrasive grains (focusing tube with diameter of
df1 = 0.5 mm), substantially larger rounding of machined graphite and aluminium
alloy can be observed during passages (Figs. 7 and 8). Abrasive waterjet did not
have sufficient quantity of abrasive particles for the quick removal of material, so a
larger reflection of jet and machined points scouring occurred for a longer period of
time. This difference can be observed mainly in the case of aluminium alloy.
Differences in shape can be observed mainly in the case of aluminium alloy, so
finally it can be stated that properties of machined material and the quantity of
abrasive particle dispersed in waterjet mostly affect the resulting shape. For further
research, it is necessary to carry out the experiment (machining of brittle, ductile,
elastic and hard materials) using focusing tubes of different diameters (df = 0.5;
0.78 and 1.2 mm) and with equal quantity of abrasive added to waterjet. The end
part was broken off during the machining of graphite in both cases, so it can be
stated that the direction of start and end of machining was not selected correctly.
However, by the suitable adjustment of values of technological parameters, cor-
rections and trajectories of movement, it would be possible to prepare simple shapes
of workpieces for subsequent finishing using conventional methods.
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Measurement of Surface Topography
Using Computed Tomography

Bartosz Gapinski, Michal Wieczorowski, Lidia Marciniak-Podsadna,
Alejandro Pereira Domínguez, Lenka Cepova
and Anton Martinez Rey

Abstract Computed tomography is a new field of coordinate measuring metrol-
ogy. For this reason, many areas of its application are not yet completely known.
The paper presents reproduction possibilities of geometrical structure of a surface
by computer tomography. Results are combined with data from a classical tactile
profilometer to measure surface topography. Comparison of the obtained values
makes it possible to confirm the usefulness of computer tomography to reconstruct
the surface geometry. This is especially important when indoor surfaces are
indispensable. Such measurement with any other device than computer tomograph
is not possible or requires damage of the element being measured. As a result of the
measurement by means of a computer tomograph, from the same measurement data
we obtain not only information about the surface and shape of the element, but also
—as an additional advantage—ability to evaluate internal structure of material, for
example its porosity or fibre distribution in case of composites.

Keywords Computed tomography � Surface topography � Accuracy of measure-
ment � Micro-CT

1 Introduction

Every object that surrounds us is bounded by surfaces. Their diverse structure is
responsible for their appearance and nature of cooperation with another surface.
However, in every case, it is necessary to measure the surface and to select the
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parameters that properly characterize it in order to assess the surface. It is also
indispensable to provide appropriate conditions for the measurement of constant
temperature, vibration reduction, etc. [1–3], that is to ensure that measurement
and/or control system is a reliable source of information [4].

There are two main groups of measurement methods: scanning and surface.
Scanning methods can be also divided into profile scanning and image scanning.
Profile scanning methods evaluate the roughness on the basis of the set of profiles,
while image scanning is based on the sequence of images. Surface methods, on the
other hand, measure roughness based on averaging and accepting a model
describing measured irregularities [5]. The assessment of surface topography based
upon a set of profiles means realizing horizontal scans and traditionally comes
down to stylus or optical profilometry including a series of profiles most often in
parallel directions. Among the profile methods, those which are especially worth to
be pointed are tactile profilometry, self-focusing point profilometry, use of pro-
filometric confocal probes, scanning tunnelling microscopy and atomic force
microscopy. When mapping surfaces by means of profile methods, the measuring
tip has significant influence on reliability of the obtained result, and whether it is
contact made of synthetic diamond or optical is based on interferometry or confocal
phenomenon [6].

All of previously mentioned methods are used to reproduce the surface, but have
also one additional common attribute. It is necessary to have access to the measured
area and physical contact with the surface or to observe it. Unfortunately, in some
cases, it would be necessary to destroy the test piece by cutting off the appropriate
sample. In recent years, however, an alternative method has appeared—computed
tomography. It allows you to evaluate the structure of the surface, including the inner
areas closed without destroying the element. Computed tomography, however, has
some limitations due to the ability to penetrate the X-rays of the object measured and
the effect of radiation power on the accuracy of the measurement [7, 8].

2 Computed Tomography

The word tomography comes from the Greek words “tomé” (cross section) and
“gráfein” (save). As a result of combining the measured object projections from
different directions, it is possible to create cross-sectional (2-D) and spatial (3-D)
images. Analysis and processing of individual projections are done using a com-
puter—hence the name computed tomography (CT) [9, 10]. Measurement tomog-
raphy is a type of X-ray tomography, based on X-rays discovered by Röntgen. The
test is performed by directing the X-ray beam to the object and recording its
intensity on the detector on the other side. Its intensity is weakening when passing
through the object under investigation, what is a function of radiation energy and
the type and thickness of the material under investigation [11–13]. The volume of
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the object is divided into small cells, called voxels, in which the linear absorption
coefficient of radiation is the same. Reconstructed cross-sectional image is a
quantitative map of the linear absorption coefficient in voxels that are integral with
in the scanned layer (Fig. 1) [14, 15].

The source of the X radiation in the tomograph is the X-ray lamp. There are two
basic types of lamps: transmission and directional. The transmission lamp allows
for a larger magnification, while the directional one allows for possessing the higher
directional power (Fig. 2) [16–19]. In order to obtain a better resolution of the
measured image in tomograph, microfocus and nanofocus lamps are used [20].

Fig. 1 Steps of generating a tomographic image—measurement of a cylinder: a one projection;
b two measurement projections spaced every 90°; c multiple measurement projections at different
angles of 360° range; d final result of the measurement—3-D image—the effect of reconstruction
of multiple projections

Fig. 2 Lamps used in
measuring tomograph:
a directional, b transmission
[20]
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3 Equipment Used During the Test

GE Phoenix v|tome|x s240 tomograph is equipped with two X-ray tubes. The
high-power directional light allows to operate up to 240 kV and achieve a beam
power of 320 W with a maximum magnification of up to 100�. The second one is a
transmission-type nanofocus lamp. It is characterized by lower power—up to 15 W,
but its design allows for a significantly smaller spot in the focus and magnification
up to 200�. This lamp allows for detail detection at the level of 0.5 lm. The
measuring volume of the tomograph allows to measure elements whose outer
dimensions do not exceed 260 mm in diameter and 420 mm in high. However, it
should be taken into consideration that as the density of the material to be measured
increases, the thickness of the cross-sectional area is reduced. An example of a CT
used in our research is shown on Fig. 3.

Contact profilometer Hommel-Etamic T8000 is equipped with a table for
topography measuring surface. It is also equipped with measuring head that allows

Fig. 3 GE Phoenix v|tome|x
s tomograph in the laboratory
of the Poznań University of
Technology

Fig. 4 Hommel-Etamic
Profilometer T8000 in the
laboratory of the Poznań
University of Technology
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for measurement in a vertical range of 800 lm at 1-nm resolution. The measure-
ment pressure of a diamond tip with a radius of 2 lm and a 90° angle is 1.6 mN
(Fig. 4).

4 Studied Objects

Two surfaces that were made using a fused deposition modelling (FDM) 3-D
printer were subject of analysis. The material used to print the elements was ABS.
During printing, the base surface is perpendicular to the axis of the printhead. The
first surface (surface A—Fig. 5a) was positioned perpendicularly to the base surface
so that further layers of applied material are visible on the surface. The second
surface (surface B—Fig. 5b) was located parallel to the base surface. No further
layers are visible on it, and since the last applied outer layer is being measured, it
has a very regular and repetitive character.

Both samples were tested on a traditional surface topography equipment and CT
scanner.

In the case of contact measurement, the area under investigation may be spec-
ified very precisely. The study was conducted on a 5 � 5 mm area. For this pur-
pose, 501 profiles of 5 mm length were measured. Such profiling arrangement
allows for accurate surface mapping. For its correct location, a marker is affixed to
the surface, and the edge of the measuring area is offset by 1 mm in each axis.
Measurement carried out on computer tomography also allows to define the area to
be measured, and it may be only a slice of the controlled part. However, the exact
dimensions and location of the analysed area were only possible at reconstruction
and spatial processing of measured data. Computer tomography measurements were
made for the transmission light, at a voltage of 100 kV and a current of 300 lA.
The voxel size was 40.6 lm, and the geometric magnification was 4.92�.

Fig. 5 Surface made for testing on a 3-D printer: a surface A; b surface B
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Results of the measurement are two surfaces obtained by two different mea-
suring devices. Processing of measured data leads to obtain corresponding surfaces
on both components. Figure 6 shows the surface A measured by the profilometer
and the tomograph, and on Fig. 7 the surface B.

On the basis of data presented in Figs. 6 and 7, it can be observed that in this
case, data obtained from the CT scanner have lower resolution, and the image of
this surface is less accurate. However, while observing the nature of the deviation
distribution and the vertical scale, it can be pointed that these data are identical. For
the surface B, a peak can be clearly observed that is significantly higher than the
surrounding surface. Likewise is the groove running alongside the peak over the
entire length of the surface to be tested. In both cases, the distribution of deviations
and their values in individual axes are identical.

Further analysis of the measurement result leads to the determination of
parameters convergence for individual surfaces. Differences in the resulting
numerical value can be noticed but it comes from the lower resolution of the image
obtained by the tomograph. This results in a worse acceleration of the sharp edges
of the tops. Then, the average line according to which some of the parameters are
calculated is shifted, what effects in change of the values. In the case of computer
tomography, the spatial image is obtained as a result of the reconstruction of a
number of X-ray pictures. The next step is to determine the boundary of the
material and the surrounding air. As result of this process, for many cases, the
calculated edge is deeper, and the valley is wider at the base than in the case of
contact measurements with a specialized tactile device. Those factors as well as
worse resolution of the tomograph than the tactile device also reflect problems with
the correct mapping of the slope, which can be observed by analysing the Sdq
parameter, which is smaller, which corresponds to the tendency to produce sharper
edges of the measured surface. Selected parameters characterizing the measured
surfaces are summarized in Tables 1.

Fig. 6 Measurement result of surface A for profilometer (a) and computed tomograph (b)
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Based on the analysis of presented results, significant correlation between the
surface measured by the tomograph and the tactile profilometer can be noticed. This
is also very well visible on spatial maps of the measured surfaces. Clearly, it can be
observed that the surface of a computer tomograph (Fig. 8b) is less regular and that
the peaks are not so reproduced as in the case of contact measurements (Fig. 8a).

As for surface A, surface B is also reproduced more irregularly at the peak of the
image obtained from the computed tomograph (Fig. 9b) than those obtained from
the profilometer (Fig. 9a). However, it can be observed that the nature of the surface

Fig. 7 Measurement result of surface B for profilometer (a) and computed tomograph (b)

Table 1 Summary of parameters characterizing the topographic parameters for surface A and
surface B

Topography parameter [] Surface A Surface B

T8000 CT T8000 CT

Sq µm 6.11072 6.96361 12.46730 9.96744

Ssk – −0.18012 0.03681 −0.15926 0.41488

Sku – 2.72179 2.69414 3.16372 5.37617

Sp µm 19.37500 27.18280 62.16300 66.38620

Sv µm 20.72200 25.41110 53.42100 59.60190

Sz µm 40.09700 52.59390 115.58400 125.98800

Sa µm 4.96067 5.65380 10.17790 7.74940

Sk µm 10.92590 12.58150 27.47520 22.73810

Spk µm 2.93702 3.14181 8.35668 10.38910

Svk µm 4.91989 4.24278 12.83620 7.21083

Smr1 % 7.73765 7.30479 5.71747 10.58880

Smr2 % 85.58410 89.76610 80.76120 93.22200

Sal µm 124.96400 158.00800 38.80260 57.74890

Str – 0.08859 0.05236 0.01546 0.02302

Std ° 43.50650 47.72610 89.47570 87.98210
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and the single vertex, as well as the position of the groove on the centre of the
surface, has been reconstructed correctly for both surfaces. By analysing in detail
both the surface parameters and cross-sectional transverse to the groove, we obtain
information that the apex-to-bottom distance is 127.7 lm for the profilometer and
124.8 lm for the CT scanner. These are therefore corresponding values.

5 Conclusions

Computer tomography is a new group of measurement methods within the coor-
dinate measuring technique. Technical applications have been used recently. As
shown in this paper, it is suitable not only for the qualitative assessment of the
tested elements but also for the quantitative assessment.

Surfaces obtained by the CT scan not only are similar to the surfaces obtained
using a standard device such as a tactile profilometer, but also are corresponding in
terms of the value of the parameters acquired. It can also be observed that the results
achieved by computer tomography are worse at resolution, which translates into the

Fig. 8 Measurement result for 3-D surface A on the profilometer (a) and computer tomograph (b)

Fig. 9 Measurement result for 3-D surface B on the profilometer (a) and computer tomograph (b)
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ability and accuracy of mapping of peaks and valleys. This has a direct impact on
the value of the calculated parameters.

The results present the high usefulness of the new technique of computed
tomography. The ability to use it for topography evaluation is justified, and if it is
not possible to access directly to the controlled surface, then it may prove to be an
indispensable technique.

Despite different resolution of the two methods described above, one can see
quite good correlation between the results obtained from various surfaces. This can
be a very important feature in additive manufacturing, when it is necessary to merge
surfaces and data files obtained with different measurement devices. Thus, it would
be possible to connect macro- and micro (or even nano)-scales for certain features
on the same surface and perform a sophisticated multiscale analysis.
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Cylindricity Measurement
on a Coordinate Measuring Machine

Nermina Zaimovic-Uzunovic and Samir Lemes

Abstract A set of different parameters affect the measurement of cylindrical pro-
files on a coordinate measuring machine (CMM). This paper presents the influence
of measuring strategy and different types of styli on the results of cylindricity
measurement. Experiments with three different styli and three different strategies
were performed and the results are presented in this paper. The lowest results were
achieved with smaller stylus tips and strategy with lines, while the most stable
result, the closest to the reference measurement, is the strategy with parallel circles.

Keywords Coordinate measuring machine (CMM) � Cylindricity � Measuring
strategy

1 Introduction

Some standards (ASME/ANSI, ISO, BS) define how form, location, orientation and
runout should be controlled. However, the standards do not define how to actually
measure these features. NPL collected the end-user and CMM manufacturer
experience on such measurements and recently published them in NPL’s Guide of
best practices [1]. The guide covers some, but not all, of the deviations that could
occur due to poor selection of measuring strategy.

Souza, Arencibia and Costa in [2] discussed the procedures for estimating
measurement uncertainty when both circular and cylindrical deviations exist. They
concluded that, although procedures are similar, the related mathematical models
are different, due to variations in properties and working principles of different
systems. Chajda et al. [3] designed a software which could help in strategy selection
for cylindrical gear measurement. Adamczak et al. [4] used Legendre–Fourier
coefficients to quantitatively compare strategies of cylindricity measurement by
approximation of cylindrical surfaces. Dovica and Vegh [5] presented measurement
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and estimation of cylindrical deviation of rotational symmetrical workpieces, by
using standard Gaussian cylinder. Pawlowski et al. [6] used CMM’s to analyse
cylindricity deviation. They created an expert system to analyse the measurement
uncertainty. Simulation was compared with CMM experiments and with reference
measurements on specialized measurement devices. Vrba et al. [7] presented the
influence of measurement strategy on cylindricity error measured on the CMM.
They concluded that the sampling strategy is significantly more influential than the
evaluation method. They also observed that the highest error values are present with
helix path sampling method and LSQ evaluation method. Danish [8] explained that
most standards are based on minimum zone concept, but none of them prescribes
the method how to determine the minimum zone. He suggested the new algorithm
which provides the minimum deviation.

Adamczak et al. [9–15] performed a number of researches on cylindrical profile
measurement. They explained the parametric method of measurement and experi-
mentally verified the concept of reference measurement. Gapinski et al. [16]
explained how deviation of roundness is measured on CMM. They analysed the
influence of the number of probing points and type of roundness deviation on the
final result. They proved that minimum number of probing points is never sufficient
for measurement, while too big number of points does not make measurement any
better, and they finally gave some recommendations about the number of probing
points. Ollison et al. [17] tried to investigate the quality of Rapid Prototypes and
came to the conclusion that the results of cylindricity measurement with
touch-trigger and scanning probe have different accuracy. Petrò [18] examined a
number of strategies for roundness evaluation: blind, adaptive, sample-based,
signature-based strategies. He concluded that the uncertainty of measurement lar-
gely depends on so-called manufacturing signature; the manufacturing technology
largely influences the number and distribution of sampling points. Rossi and
Lanzetta [19] optimized the sampling strategy for the roundness evaluation of
circular profiles using the minimum zone tolerance method. They concluded that
there is an optimal value for the dataset size and the search-space providing the
highest accuracy and lowest computation time. Wen et al. [20] used adaptive Monte
Carlo and GUM methods for the evaluation of measurement uncertainty of cylin-
dricity error. They established the mathematical model of cylindricity error based
on the minimum zone condition and proposed a quasi-particle swarm optimization
algorithm (QPSO) for searching the cylindricity error. They found adaptive Monte
Carlo method more applicable to evaluate the measurement uncertainty of cylin-
dricity error. Salah [21] used the Flick standard to evaluate the measurement
accuracy of dimension and roundness form of a coordinate measuring machine for
particular measurement tasks. The author observed that there are proportional
relationships between each of uncertainty and error potential of the empirical error
formulae in measurement.
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2 Cylindricity Measuring Strategies

The minimum number of points for cylindricity measurement is defined in ISO
12180-2 [22]. The standard describes four limited measuring strategies: the strategy
for measurement of roundness profiles, the strategy for measurement of generatrix
lines, the “bird-cage” strategy (which is a combination of measurement of round-
ness profiles and generatrix lines) and the point strategy. These measuring strategies
are shown in Fig. 1.

Measuring strategy using roundness profiles uses the intersections with planes
perpendicular to the cylinder axis [23]. The main feature of this method is the high
density of points in volume, compared to the density of points per axis. In addition,
this method can combine probe angles.

Measuring strategy along lines parallel to the cylinder axis includes a series of
straight trajectories set in the vertical direction parallel to the axis of the cylinder.
Adjustments can be made, such as the number of lines per cylinder or the density of
points on the lines.

Bird-cage measurement is based on a combination of the first two strategies.
This strategy informs the operator about the shape of a cylinder. The disadvantage
of this strategy is that measurement lasts longer. Cylinders with interruptions in its
geometry are not suitable for this measuring strategy.

The points measuring strategy uses arbitrarily taken points across the complete
cylinder. The density of points in this method is limited, and therefore, it limits the
analysis of the content of harmonic components.

In addition to these strategies, there is another strategy, often used in practice,
the measuring along the helix. This measurement strategy includes the helix path
around a cylinder with a spiral movement. This method requires the simultaneous
movement of the probe in both Z- and X-axes together with spindle-like movement.
The adjustable parameter of this measuring strategy is the number of revolutions.

The goal of this research is to compare the results of different measuring
strategies, in order to provide recommendations for practical measurements of

Fig. 1 Standard measuring strategies [22]: a strategy for measurement of roundness profiles;
b strategy for measurement of generatrix lines; c “bird-cage” strategy; d points strategy
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cylindricity when this form is required by technical documentation: which stylus
size to use, which strategy, and how many points are optimal for cylindricity
measurement.

3 Experimental Setup

An experiment was performed in order to analyse the effect of different probes and
different measuring strategies on the results of cylindricity measurement. The
experiment was carried out on a calibrated cylinder gauge with the following
dimensions: nominal diameter d = 89.996 mm, outside diameter D = 140 mm and
height h = 24 mm (Fig. 2).

Measurements were performed using probes with different stylus tip radii
(Table 1), combined with different measuring strategies (circles, generatrix lines
and helix). The experiment was performed on a coordinate measuring machine
Zeiss Contura G2 (MPE_E = (1.8 + L/300 lm, MPE_P = 1.8 lm).

In order to eliminate the influence of scanning resolution and speed, all mea-
surements were performed with step width of 0.1 mm and speed about 25 mm/s.
Table 1 summarizes the geometry of the styli probe used. Figures 3, 4 and 5 show
how strategy is set-up within the CMM software Zeiss Calypso. Figure 3 shows the
example of strategy with set of four parallel circles. Figure 4 shows the example of
strategy with 12 parallel vertical lines, and Fig. 5 shows an example of helix with
four revolutions.

Figure 6 shows the coordinate measuring machine used for this experiment.

Fig. 2 Calibrated cylinder gauge used for the experiment
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Table 1 Geometry of styli used

Stylus A Stylus B Stylus C

DK (mm) 2 5 8

L (mm) 44 75 114

DG (mm) 11 11 11

MG (mm) 19 65 101

DS (mm) 1.5 3.5 6

Weight (g) 5 5 10

Fig. 3 Setting-up a measuring strategy in CMM software; measuring cylindricity with circles
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Fig. 4 Setting-up a measuring strategy in CMM software; measuring cylindricity with lines

Fig. 5 Setting-up a measuring strategy in CMM software; measuring cylindricity with a helicoid
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4 Results

The results of the experiment are summarized in Table 2 and Fig. 7. The table
provides the details of strategies used, the number of points acquired for each case,
standard deviation of all measured points and the cylindricities. The final result
represents the reference measurement, performed with high resolution (the scanning
step is 0.01 mm, measuring speed is 2.5 mm/s, the strategy is helix with 10 rev-
olutions, and the number of points acquired is 257,589). The measuring time varied
from 20 s to 2 min, while the reference measurement took about 18 min, due to
high number of points and low speed.

The lowest results were achieved when generatrix lines were used, but one
should have in mind that the cylinder is rather short, therefore, the probe path was
the shortest, and this strategy gives the best result in terms of straightness mea-
surement. In addition, this strategy is the least sensitive to stylus tip size.

If one compares the other two strategies, the strategy with circles seems to be
better than the helicoidal strategy. The most probable cause of bigger deviations in
helicoidal strategy could be that it combines the influence of both stylus positioning
error and stylus leading error in all three coordinate axes.

Concerning the stylus tip size, Table 2 and Fig. 7 surprisingly show that the
probe with smallest stylus tip gives the lowest results, while the stylus with the
biggest tip has the biggest results. In addition, the smallest stylus tip size also has
the smallest standard deviation (0.0003 mm, which is less than maximum per-
missible error of the machine). One possible explanation is that although larger

Fig. 6 Coordinate measuring machine zeiss Contura G2
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stylus tip diameter is less sensitive to surface roughness (Fig. 8), it will express
larger standard deviation and result in higher values of cylindricity, because it does
not reach the most distant points on the surface being measured, which in turn
compensate the peaks at the surface. But, anyway, this requires deeper analysis in
order to give the proper explanation.

Table 2 Measurement results for combinations of the parameters

Stylus Measuring
strategy

Number of
elements

Number of
points
acquired

Standard
deviation

Cylindricity
(mm)

Stylus A (Ø
2 mm)

Circles 2 circles 5,879 0.0003 0.0040

4 circles 11,753 0.0003 0.0055

7 circles 20,572 0.0003 0.0053

Lines 4 lines 522 0.0003 0.0020

8 lines 1,041 0.0003 0.0025

12 lines 1,562 0.0003 0.0023

Helix 2 revolutions 5,503 0.0003 0.0031

4 revolutions 11,065 0.0003 0.0031

8 revolutions 22,190 0.0003 0.0080

Stylus B (Ø
5 mm)

Circles 2 circles 5,880 0.0008 0.0067

4 circles 11,756 0.0008 0.0072

7 circles 20,577 0.0007 0.0086

Lines 4 lines 521 0.0007 0.0025

8 lines 1,041 0.0008 0.0029

12 lines 1,561 0.0006 0.0033

Helix 2 revolutions 5,289 0.0006 0.0043

4 revolutions 10,632 0.0006 0.0064

8 revolutions 21,316 0.0007 0.0165

Stylus C
(Ø 8 mm)

Circles 2 circles 5,876 0.0008 0.0116

4 circles 11,755 0.0008 0.0113

7 circles 20,569 0.0008 0.0105

Lines 4 lines 520 0.0006 0.0016

8 lines 1,041 0.0006 0.0022

12 lines 1,560 0.0004 0.0036

Helix 2 revolutions 5,101 0.0008 0.0052

4 revolutions 10,252 0.0008 0.0071

8 revolutions 20,558 0.0013 0.0251

Reference Helix 10 revolutions 257,589 0.0013 0.0106
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5 Conclusions

This experiment showed that the most appropriate method for cylindricity mea-
surement is the circles method, and it is recommended to use the smallest available
stylus tip. However, the generatrix lines method is the least sensitive to number of
lines used for measurement, while the helicoidal method is very sensitive to
changes in parameters and should not be used for cylindricity measurement.

The standard deviation of the results (variations of coordinates of all points being
measured) was smallest for stylus with smallest tip diameter, and it did not vary for
different strategies. This was an unexpected result, and it should be investigated
more in further researches.

Fig. 7 Graphical representation of the measurement results

Fig. 8 Stylus tip with larger diameter is less sensitive to surface irregularities
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Improvement of Acceptance Sampling
Inspection for the Operation of Sealing
Packages

Agnieszka Kujawinska, Michal Rogalewicz, Magdalena Diering,
Marcin Luczak, Mariusz Bozek and Sachin D. Waigaonkar

Abstract One of the many purposes for which data are gathered frommanufacturing
processes is assessment of these processes against predefined criteria. Assessment
results are often used for monitoring and supervising the process based on a devel-
oped statistical model. This paper looks at the issue of selection of sample size for
sampling inspection in the process of packaging medical products. Packaging is an
important stage of manufacturing medical products, since the package ensures safety
and sterility of the product. In the process of packaging medical products, the
operation of sealing the package is of key importance in terms of following medical
procedures. Tensile strength of the seal is the critical feature. This paper presents a
case study in which an efficient statistical sampling plan was executed for the process
of sealing medical packages which led to the saving of time as well as cost.

Keywords Acceptance sampling inspection � Packaging process � Quality
improvement

1 Introduction

One of many sources of industrial data, used in the monitoring and supervision of
manufacturing processes, is the quality inspection. It is defined as assessment of
compliance of a product or process with the predefined requirements, on the basis
of observation or measurement [1, 2].
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Considering the method of conducting quality inspection, it can involve
assessment of measurable (quantitative) or immeasurable (qualitative, assessed
alternatively) features. Measurable features are inspected through direct or indirect
measurement. The output of the inspection is a numeric value of the measured
feature. Alternative features are assessed—a decision is made to classify the product
to one of the possible states [3].

The form of quality inspection depends on the stage at which it is carried out. At
the stage of product design, it is in fact verification of the design against
designer-predefined requirements (based on expectations of prospective users). At
the next stage of designing the manufacturing process, quality inspection comes to
verification whether the existing methods or means of manufacturing permits to
obtain the manufacturing quality matching the design quality. At the stage of
manufacturing, quality inspection permits to assess whether the quality of a
semi-product or a part of it meets the requirements specified in the design or
technological documentation [2, 4, 5].

At the design stage, quality inspection is usually conducted offline, unlike
quality inspection during the manufacturing processes, which is online. Quality
inspection of a given operation may be repeated on many occasions, and being
well-planned and organized, it permits to monitor the operation in time and alert of
situations in which certain corrective, preventive or improvement measures.

The method of quality inspection depends on the characteristics of the manu-
facturing process [6–8]. In the case of single-unit or low-series production, 100%
quality inspection is conducted; i.e., every product is assessed (against the adopted
criteria). In mass production, assessment of every product is economically unjusti-
fied or even impossible for technical reasons (destructive tests, long duration of the
assessment, etc.). Instead, statistical methods are used. On the basis of data gathered
from a random sample, conclusions are drawn concerning the entire lot1 [9].

The most commonly used statistical methods of quality control are the statistical
process control, the measurement system analysis and the design of experiments
[10, 11]. The literature describes analyses of data collected from manufacturing
workstations, artificial intelligence techniques (e.g. artificial neural networks,
genetic algorithms, fuzzy logic, grey systems) [11–14].

One of the types to make critical decision based on the data and finally making
inferences about the manufacturing process of statistical quality inspection is referred
to as sampling inspection. Its main objective is to eliminate from the manufacturing
process, any products (materials, semi-products, parts) which do not meet predefined
requirements. Considering the method of assessment of sampled items, sampling
inspection can be the number of features which do not meet the requirements or the
number of incompliant items in the sample or even a numerical value (where the
decisive value is the statistics obtained from measurements of sampled items).

1However, sometimes long series or mass production requires 100% quality inspection, if delivery
of products incompliant with the requirements may result in serious consequences (e.g. in the food,
pharmaceutical, medical or aviation industry).
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Acceptance sampling inspection is conducted on a random sample of products
from the assessed lot. The sample is 100% tested, and on the basis of the results,
a decision is made to accept or reject the entire lot. The inspection permits to assess
whether the tested lot of products meets the predefined quality requirements. The
lot of products may be, e.g., supplied to the user, received at the warehouse or
passed on to the next manufacturing station.

The inspection plan includes the number of sample items n and the maximum
permissible number of incompliant items in the sample Ac.

One of its flaws is that the manufacturing process cannot be corrected, based on
its results, in real time or on an ongoing basis, as the acceptance sampling
inspection is usually conducted once the manufacturing process is completed.

Each form of inspection, also the acceptance sampling inspection, generates
costs [15]. Improperly planned, quality inspection may generate unnecessary costs
of manpower and materials, if the tests are destructive. Results of assessment of
acceptance sampling inspection in the operation of packaging of medical products
were presented in the following part of the paper.

2 Research Problem

Medical package has an important role in the manufacturing of medical products.
Safety of medical procedures largely depends on the quality of packages of medical
products. Sterile medical instruments which require temporary storage or trans-
portation must be protected by a package which keeps the contents sterile from the
moment the sterilization process is completed until the instrument is used.

Medical packages which go through the process of sterilization are designed in a
way which permits the ingress of the sterilizing agent into the package. They
commonly consist of two layers: a foil laminate, which provides barrier protection,
and medical paper, which permits the ingress of the sterilizing agent.

A critical factor for maintaining sterilized instruments aseptic is the method of
packaging. Medical products must be packaged in a way which prevents damage of
the package and facilitates aseptic removal of the contents.

The process of packaging has been analysed at a company manufacturing sur-
gical instruments. One of the final operations of packaging is sealing, and the
critical feature of the package is the tensile strength of the seal. Low tensile strength
poses a risk of accidental damage to the package, e.g. during transportation.

The company uses two types of packages for the surgical instruments under
analysis—“small” and “big”, with the size as the only differentiating feature. Both
types of packages are made of the same material. “Small” packages are sealed three
at a time to form a collective package. “Big” packages are sealed into collective
packages of two units.

Within three months, 221,766 items of “small” packages and 91,730 items of
“big” packages were sealed at the workstation under analysis, with the average of
41 orders per month. The manufacturer is obliged to control the tensile strength of
the seal. Its minimum permissible value is 1.2 N. Having gone through a tensile
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strength test, the product is classified as compliant or non-compliant. The inspection
plan provides testing tensile strength of 65 items of each order. Sampling is per-
formed according to the DIN ISO 2859-1 standard, taking into consideration the
second control level and the indicator AQL = 0.65. Application of the
above-mentioned control plan is not provided in the contract with the client. The
plan ensures that no package of tensile strength lower than required is classified as
compliant.

In order to increase efficiency, the process was modified through the purchase of
a new sealing machine and implementation of a new sealing technology. However,
the technological changes were not accompanied by changes in the organization,
and the previously applied quality inspection plan was adapted to the new process.
An initial analysis of tensile strength test results suggested that the process effi-
ciency is improved. Action was taken to reduce process inspection.

An analysis of the tensile strength volatility model developed for the data col-
lected within three months (5997 samples of the “small” package—2.6% of the lot,
and 3224 samples of the “big” package—3.3% of the lot) (Fig. 1—data presented
before and after reduction of outliers and errors) leads to a conclusion that there is
little risk of a seal which does not meet the requirements.

Considering that the average monthly cost of quality inspection is ca. PLN 4000
(covering mainly the cost of manpower, which is much higher than the cost of
material loss in the destructive tensile strength test), the research team verified the
quality inspection plan to see whether the decision to minimize the testing was right.

3 Research Methodology and Analysis of Results

In order to verify the inspection plan, tensile strength test was carried out on
a sample of n packages.

Fig. 1 Distribution of probability of tensile strength for the “small” package (left) and the “big”
package (right) before and after reduction
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Tensile strength was tested in four areas of the package (Fig. 2), taking into
consideration the location of the areas in the collective package.2 The objective of
the test was to verify whether the areas varied significantly in strength. The areas
were numbered in the clockwise direction (Fig. 2). Fifteen measurements for each
area of the “small” package and eleven measurements for each area of the “big”
package were taken. Statistical results of the tensile strength test are shown in
Table 1.

On the basis of measurement results, tensile strength of packages A, B and C (for
the collective package of “small” packages) and packages A and B (for the col-
lective package of “big” packages), as well as of areas 1, 2, 3 and 4 for both
collective packages, was compared.

3.1 Analysis of Results for “Small” Packages

An analysis of differences between mean tensile strength of packages A, B and C of
a collective package of “small” packages, performed by means of the ANOVA test
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Fig. 2 Numbering of areas
of tensile strength
measurement for a “small”
packages and b “big”
packages

Table 1 Tensile strength test results [N]

Small
package

A1 A2 A3 A4 B1 B2 B3 B4 C1 C2 C3 C4

Mean 2.56 2.82 2.43 3.20 2.53 2.62 2.49 2.89 2.58 3.01 2.59 3.21

Standard
deviation

0.36 0.44 0.33 0.52 0.29 0.15 0.30 0.23 0.33 0.54 0.39 0.40

Big package A1 A2 A3 A4 B1 B2 B3 B4

Mean 2.61 2.96 2.59 2.87 2.70 2.85 2.60 2.88

Standard deviation 0.32 0.31 0.24 0.39 0.29 0.40 0.25 0.24

2The relevant inspection plan did not define areas of assessment or sampling method.
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and Tukey’s post hoc test, shows that there are significant differences between the
tensile strength of packages B and C (Fig. 3).

Next, the hypothesis of equal tensile strength within the areas of packages was
verified by means of the variance analysis (lA1 = lB1 = lC1/lA2 = lB2 = lC2/l
A3 = lB3 = lC3/lA4 = lB4 = lC4). It turned out that areas 1, 3 and 4 have equal
tensile strength. However, the ANOVA for area 2 showed the occurrence of sig-
nificant differences between the packages (Table 2). The differences in tensile
strength for area 2 are shown in a boxplot and by means of confidence intervals for
differences between packages (Fig. 4; Table 2). A material difference between
packages B and C for this area is evident.

Fig. 3 Results of comparison of mean tensile strength of packages A, B and C—boxplot and
Tukey’s test results

Table 2 Variance analysis results for areas 1, 2, 3 and 4 and packages A, B and C

F value p-value F value p-value

Area 1 0.08 0.925 Package A 10.13 0

Area 2 3.36 0.044 Package B 7.94 0

Area 3 0.91 0.410 Package C 8.36 0

Area 4 3.19 0.051

Fig. 4 Confidence intervals for differences in tensile strength between packages in area 2 and
boxplot for the tensile strength under analysis
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At the next stage of the research, differences in tensile strength between areas 1,
2, 3 and 4 for a given package were analysed. It turned out that tensile strength is
different in different areas of packages A, B and C (Table 2; Figs. 5 and 6).

3.2 Analysis of Results for “Big” Packages

An analysis of the differences between mean tensile strength of packages A and B
of a collective package of “big” packages, performed by means of the ANOVA test
and Tukey’s post hoc test, shows that there are no significant differences in tensile
strength (Fig. 7).

(a) (b)

Fig. 5 Results of comparison of mean tensile strength for areas 1, 2, 3 and 4 of packages: A
(a) and B (b)—boxplot and Tukey’s test results

Fig. 6 Results of comparison of mean tensile strength for areas 1, 2, 3 and 4 of package C—
boxplot and Tukey’s test results
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Next, the hypothesis of equal tensile strength within the areas of packages was
verified by means of the variance analysis (lA1 = lB1/lA2 = lB2/lA3 = lB3/l
A4 = lB4). It turned out that no statistically significant differences occur between
tensile strength of the areas (Table 3).

Similarly as for “small” packages, at the next stage of the research, differences in
tensile strength between areas 1, 2, 3 and 4 for a given package were analysed. It
turned out that areas of package A have different tensile strength (Table 3; Fig. 8),
while no differences were observed for areas of package B (Fig. 8).

Fig. 7 Results of comparison of mean tensile strength of packages A and B—boxplot and
Tukey’s test results

Table 3 Variance analysis results for areas 1, 2, 3 and 4 and packages A and B

F value p-value F value p-value

Area 1 0.52 0.480 Package A 3.86 0.016

Area 2 0.57 0.458 Package B 2.09 0.116

Area 3 0.01 0.905

Area 4 0.01 0.928

(a) (b)

Fig. 8 Results of comparison of mean tensile strength for areas 1, 2, 3 and 4 of package A (a) and
B (b)—boxplot and Tukey’s test results
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4 Conclusions and Recommendations

The results of the experiment were used to determine the parameters of a model of
tensile strength volatility in areas 1–4 for “small” packages (A, B, C) and “big”
packages (A, B). An analysis of the volatility model for “small” packages led to the
following conclusions: the risk of a package of tensile strength smaller than 1.2 N is
less than 0.00135 and thus may be considered low for the process under analysis;
tensile strength of “small” packages A and B is comparable; however, package C
has materially different tensile strength. Tensile strength of area 2 is considerably
different from that of other areas. What is more, area C2 shows the highest tensile
strength volatility (it has the lowest Cpk indicator of 1.12). Considering the above,
the following recommendations were made for “small” packages: reduction of the
size of analysed samples from 65 to 15, sampling of packages in equal time
intervals and testing packages in the same area—C2.

The risk of a “big” package with tensile strength lower than 1.2 N is ca. 0.00135
and may be considered low. Tensile strength of packages A and B is comparable.
What is more, there are no considerable differences in tensile strength of particular
areas of packages A and B. Area B2 has the lowest value of the Cpk indicator—
1.46 (the highest volatility). Considering the above, the following recommendations
were made for “small” packages: reduction of the size of analysed samples from 65
to 15, sampling of packages in equal time intervals and testing packages in the same
area—B2.

Implementation of the changes reduced the costs of quality inspection. The main
component of the cost was the labour cost of quality inspectors—it constituted more
than 95% of the total cost (the remaining 5% was attributed to the cost of destroyed
material and electricity used). The cost was reduced by a whopping 75%. What is
more, considering the reduction of inspection activities, some employees could be
delegated to perform other tasks. The new acceptance sampling inspection was
implemented in early April 2017. No complaints, internal or external, have been
reported within the last month. In June 2017, effectiveness of the changes will be
verified.
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I Spy, with My Little Eye: Quality
Standards of Different Target Groups

Beatrice M. Rich, Jane Worlitz, Stefan Peplowsky and Ralf Woll

Abstract According to the Kano model, companies would be required to use a
continuous adaptation of audit criteria. If the ever-changing customer necessities are
not neglected, the relevancy of defined audit criteria and the framework conditions
of the production start for product audits cannot be permanently ensured. For this
reason, companies should compare and adjust the quality standards of all con-
cerning employees with that of the customer, so that the audit criteria can also be
reconciled and adjusted accordingly. In this respect, a procedure for matching
quality standards has been developed together with a vehicle manufacturer and a
feasibility study has been carried out. The focus of the study was on possible
differences regarding the detection of defects between the employees, dealers, and
customers, as well as the recording and analysis of the visual focus areas. For the
study, the participants had to complete a written questionnaire and make a practical
defect detection directly on the vehicle. The study results have shown a variety of
potentials for action that can be applied at other companies. These include the
regular internal matching of the quality standards, the continuous training of the
employees as well as the integration of the customers and their changing product
requirements after the start of product production.

Keywords Product audit � Quality standards � Feasibility study � Customer
requirements

1 Introduction

In the introduction and implementation of auditing systems and certification in this
context, companies are supported by national and international standards
(ISO 9001/ISO 19011/ISO/TS 16949) (eg, AIAG/VDA/SMMT/, etc—national
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associations of the supplier auto industry) and guidelines. The information base is
particularly diverse in system audits (process/process audits) and certification
audits. The product audit is much less noticeable in the literature. A VDA directive
of 1983/1998 or the revised requirements deals more closely with the development
and implementation of product audits [1–3]. Continuous adjustment of the product
audit, due to changing customer requirements, will not be dealt with in detail.

Based on concepts such as the Kano model, it can be assumed that the customer
requirements for the same product change over time [4, 5]. In addition, innovations
and the continuous development of technology direct the demands on products in
new directions. In a past study, the research needs of the subject could be confirmed
by literature review and three expert interviews [6].

The current literature of the past years is focused around the credibility and
independence of auditors and various corporate settings as well as the corre-
sponding relationship between management and auditors. No publications were
found for product audits. The lack of the literature review on product appraisals,
and their continuous development, and integration of changing customer needs is an
indication of a need for more present research. Rainer Göppel also calls for
attention to the lack of support from companies in the implementing of regulations,
especially within the field of auditing [7]. VDA and DIN regulations point to the
need for continuous development (the What?) but neglect the aspects of imple-
mentation (the How?) [6].

This requires the development of a procedure for the adjustment of the product
audits at regular intervals in order to ensure the customer relevance of the features
tested.

For these reasons, a procedure was developed together with a vehicle manu-
facturer to compare the current product audits with the current requirements of the
customers. The aim is to find out whether the customer requirements correspond to
or differ from the audit criteria of a product that has been in production for a long
time. The procedure, the implementation, and the resulting findings are presented
below. Confidential data is not dealt with in more detail to protect the company.

2 Objectives and Research Question of the Feasibility
Study

In relation to the life cycle of a product, indifferent features can create delight, fulfill
performance needs, and ultimately become basic needs [8]. A comparison of the
change in the customer requirements with the once-defined standard is therefore to
be assumed. A vehicle approved by the employee according to the standard does
not have to correspond to the quality standard of the customer. In addition to
answering the core question, the study also carried out the derivation of recom-
mendations for action in the following areas:
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• The product audit,
• The end-of-line (EOL)/production, and
• The interpretation of the company’s standard.

3 Methodology

A three-day workshop was held for data collection. Within the framework of the
workshop, three vehicles were audited by different target groups. For this, defects
were previously made on the vehicles.

The target groups can be roughly differentiated into plant internal and external.
The group consisting of workers, auditors, Q-specialists, and EOL employees are
grouped together. The plant external group is composed of dealers and customers.
In order to ensure statistical evaluation, the minimum number of participants was
set to 30 [9]. The composition of the participants can be taken from Fig. 1.

The selection of the vehicles was based on various criteria. The customer
complaint rate, the internal complaint rate, and the problem areas in general had an
influence. Regarding the latter, particular attention was paid to the various defects in
the different life phases of the vehicles. The focus was on optical and haptic defects.
Functional defects were not relevant. Subsequently, the defect preparation was
carried out. The prepared customer-relevant characteristics (PCCs) were selected,
and faulty components were mounted on the respective vehicles. The PCCs were
installed in three different visual areas (A, B, C).

The course of the workshop was divided into three parts and is shown in Fig. 2.
Each participant received a briefing at the beginning. Subsequently, each test

person individually audited the three vehicles one after the other. Each participant

Fig. 1 Composition of the participants
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was allowed to walk around the vehicle, use seating possibilities, and touch it. The
participant then marked all noticed defects by sticky notes. An interviewer also
recorded the angle of view and the pathway of the subject and noted when a defect
was found. Following each of the three audits, the interviewee was asked in a
personal interview to evaluate the defect relevance of all recognized and unrec-
ognized PCCs. The rating was on a scale of 1 to 10, where 1 is an “absolute no go.”
Defects found by the participant, which were not pre-prepared, were recorded as
additional marks of participants (AMPs) and were also evaluated by the test person.
Finally, the respondent was asked to answer a questionnaire.

Figure 3 outlines the spatial structure of the workshop.

4 Data Analysis and Implications

Three hypotheses were investigated to answer the core question. Table 1 summa-
rizes the null hypotheses with the corresponding alternative hypotheses. It is pos-
tulated that H0a–H0c are discarded in favor of alternative hypotheses.

Fig. 2 Course of the workshop

Fig. 3 Spatial structure of the workshop
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The results of the data analysis are shown below for H0a–H0c. Based on the
results, recommendations were made for the company.

4.1 Influence of the Target Group Type on Defect Detection
(H0a)

It was analyzed how many of the PCCs were recorded by the different target
groups. A Chi-square test was used to determine whether there was a difference
between the target groups with respect to the percentage of detected defective units.
The test showed a significant difference (p < 0.001). Table 2 shows the target
groups whose percentages of detected defective units differ from each other. The
comparison chart in Fig. 4 shows the results graphically. Red non-overlapping
intervals represent differences.

The null hypothesis H0a is rejected in favor of the alternative hypothesis H1a.
There is a difference between the target groups regarding error detection.

In the interpretation, it should be kept in mind that the time for defect detection
was limited to 15 min for all subjects. Furthermore, it should also be kept in mind
that the light conditions in the rooms for the subjects could not be kept constant due
to solar irradiation.

The following recommendations for action are derived for the company. The
internal auditors recognized in 15 min almost 80% of the PCCs. There is no need
for training by the auditors. Internal EOL employees, Q-specialists, and assembly

Table 1 Hypotheses with the corresponding alternative hypotheses

H0a There is no difference between the target groups (internal/external) with regard to
defect detection

H1a There is a difference between the target groups (internal/external) with regard to defect
detection

H0b There is no difference between the viewing areas with respect to the detection of defects

H1b There is a difference between the viewing areas with respect to the detection of defects

H0c There is no difference between the target groups (internal/external) and a given standard
with regard to the evaluation of the defects relevance

H1c There is a difference between the target groups (internal/external) and a given standard
with regard to the evaluation of the defects relevance

Table 2 Deviating target
groups regarding defect
detection (H0a)

Number Target group Deviate from

1 External customers 2, 3, 4, 5, 6

2 External dealers 1, 6

3 Internal EOL associates 1, 6

4 Internal Q-specialists 1, 6

5 Internal production associates 1, 6

6 Internal auditors 1, 2, 3, 4, 5
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staff recognize an average of 30% fewer defects. In order to raise awareness by
these employees to defects, additional training should be carried out. With a total of
20%, the external customers recognized the fewest PCCs. The relevance of the
PCCs for the external customers should be checked. Under certain circumstances,
testing and corrective efforts can be reduced.

4.2 Influence of Viewing Areas on Defect Detection (H0b)

It was analyzed how many of the PCCs were recorded in the different viewing
areas. A distinction has been made between the following areas of vision:
A—“Main vision range,” B—“Mid-vision range,” C—“Secondary vision range.”
From the company side, it is assumed that a defect in the visual field A is perceived
as more severe than the same defect in visual field B or C. The Chi-square test was
used to examine whether there is a difference between the visual areas with respect
to the percentages of detected defective units. The test showed a significant dif-
ference (p < 0.001).

Table 3 shows the viewing areas whose percentages of detected defective units
differ from each other. The comparison diagram in Fig. 5 shows the results
graphically. Red non-overlapping intervals represent differences.

Viewing areas A and C do not differ from each other. In both areas, approxi-
mately 42% of the errors were discovered. In visual field B, approximately 25% of
the defects were discovered. The null hypothesis H0b is discarded in favor of the
alternative hypothesis H1b. There is a difference between the viewing areas with
regard to defect detection.

Fig. 4 Comparison chart—percentage of detected PCCs by target group (H0a)
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When interpreting the results, it should be kept in mind that the subjects were
specifically looking for defects in the entire vehicle.

The following recommendations for the company are derived for the company.
Unexpectedly, there was no difference between vision areas A and C. Thus, not
only defects are detected in the defined main vision range. The classification of the
visual areas should be considered. The influence of the visual areas on the evalu-
ation of the error irrelevance should be taken into account.

4.3 Influence of the Target Group Type on the Evaluation
of Defect Relevance Compared to the Standard (H0c)

It was analyzed whether the assessment of the defect relevance by the target groups
coincides with the standard. The investigation was carried out by means of attuned
coincidence analysis. The evaluation of the defects relevance of the PCCs by the
target groups was compared with the company standard.

Fig. 5 Comparison chart—percentage of detected PCCs by viewing areas (H0b)

Table 3 Deviating viewing
areas regarding defect
detection (H0b)

Number Viewing area Deviates from

1 Viewing area_B 2, 3

2 Viewing area_C 1

3 Viewing area_A 1
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The results suggest a low consistency. The total Kendall coefficient between the
target groups is 0.397 (p < 0.001). The Kendall coefficient for all target groups vs.
the standard is 0.411 (p < 0.001). The following diagram in Fig. 6 shows the
individual results graphically.

Apart from the assessment of the auditors, the assessment of no target group is
more than 70% consistent with the standard. The target groups rate on average is
more stringent than the standard. The null hypothesis H0c is discarded in favor of
the alternative hypothesis H1c. There is a difference between the target groups and a
given standard with regard to the evaluation of the defect relevance.

When interpreting the results, it must be taken into account that the subjects may
have assumed a more critical attitude by concentrating on the search for defects.
The following recommendations for action are derived for the company. In com-
parison to the standard, the target groups evaluate the defect relevance of the
majority of the PCCs on average. An adaptation of the standards of the relevant
PCCs should be made. Assuming that the standard coincided with the evaluation of
the target groups at the time of product introduction, it can be concluded that a scale
adjustment is necessary during the product life cycle.

5 Discussion

The present study is a first experimental set-up. For that reason, it is plausible that a
number of limitations could have influenced the results. As already mentioned, for
further studies, same light conditions for all subjects should be considered to avoid

Fig. 6 Comparison chart—percentage match of the target groups to the standard (H0c)
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the possibility of affected perception of surface defects. Furthermore, by focusing
the subjects on defect searching, it is assumed that the subjects were more critical
regarding the product quality than they would be in everyday life. In this respect, a
more realistic framework must be created for further studies.

Future studies should also consider a higher number of participants. This is
associated with a higher effort, but could lead to a better validity and more pos-
sibilities of evaluation.

Additional experimental investigation needs to be done to establish whether the
developed procedure is transferable to other products and industries. Furthermore,
based on the present study findings, the usability of rated defects by a scale from 1
to 10 needs to be investigated. One question is whether the chosen interval is too
minor or too major.

The current study provides the basis for a range of further investigations. Some
of the theme is already in progress.

6 Conclusion

The research question: “Do all employees and customers, irrespective of position
and work area, apply the same quality standards to the vehicles?” can be answered
with “no.”

In order to meet customer requirements as best as possible, companies should
periodically reconcile internal quality standards with those of customers. This
implies a regular adjustment of the product audits as well as a corresponding
training of the employees. The present study shows how a procedure for the
identification of quality scale differences can look like. In follow-up studies, it is
necessary to investigate the intervals at which a quality scale calibration should be
carried out. In order to standardize the procedure for other companies, the procedure
is revised, improved, and re-executed on the basis of the experience gained in this
study.
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Reduction of Errors of the Conformity
Assessment During the Visual Inspection
of Electrical Devices

Krzysztof Knop, Manuela Ingaldi and Marta Smilek-Starczynowska

Abstract Visual inspection is the quality control with a significant share of human
labor, so that it is prone to errors and mistakes during the assessment of compliance
of product features with the requirements. In the visual inspection, controllers can
commit two types of errors. Type I error means that a controller detects a defect that
does not exist. This category is called the risk of the producer, as the producer runs
the risk of rejection of good product. Type II error means that control does not
detect a defect. This category is called the risk of the supplier, because the customer
runs the risk of receiving a defective product. In the paper, results of research for
identification and assessment of errors of conformity assessment of the product—
electric switch—were presented. In the research to assess a visual inspection, the
coefficient Attribute GR&R was used. Corrective actions in order to reduce the
possibility of occurrence of these errors in the visual inspection of the device were
proposed and implemented.

Keywords Visual inspection � Inspection errors � Attribute GR&R � Improvement

1 Introduction

As Seneca Elder said “to err is human.” Everyone makes mistakes. Errors and
mistakes happen in even the best, the most stable process and among the most
experienced and skilled employees. In production processes, the greater the share of
human work is, the greater the chance of error is. The same observation applies to
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quality control processes. The more “human” in the process of quality control
appears, the greater the risk of error is; the greatest risk is in case of an organoleptic
control (inspection with the senses, e.g., visual inspection) and manual control (e.g.,
inspection with the use of go/no go gauges) [1]. The complete elimination of
“human” from the control will not guarantee that only good products will be
delivered to the customer. In some cases, humans still outperform machines in most
attribute inspection tasks [2]. None quality control is free from errors, none control
will guarantee that the nonconforming product is delivered to the customer [3, 4]—
it is better to accept this fact or to work toward maximizing the risk reduction of
errors by undertaking targeted improvement actions.

Quality inspection of attributes is a chronic problem for many organizations [5].
The quality of process of quality control, including alternative control processes, as
revealed by studies so far, is affected by many factors including types of noncon-
formities, workplace organization, monotony, ergonomics of workstation, work
shift, environmental factors [6–9]. The influence of these factors and their strength
must be taken into account in assessing the quality control process and then in
proposing improvement actions. Improvement of the alternative control process can
also be a complex, multistage process [10, 11], the result of which should increase
the efficiency and effectiveness of such a process [12, 13]. It should be stressed that
quality inspections should be a source of considerable value-added activity [14],
and activities that do not create added value should be eliminated [15].

In the alternative control, inspectors can make two types of errors in assessing
conformity with the requirements of the product features: type I and II errors [16,
17]. Type II error means that the control does not detect a defect. This category is
called the risk of the supplier, because the customer runs the risk of receiving a
defective product. Type I error means that a controller detects a defect that does not
exist. This category is called the risk of the producer, as the producer runs the risk
of rejection of good product [18]. These errors can be measured and decreased by
using different approaches and indicators [19–23]. For this purpose, the procedures
proposed by the automotive industry association called AIAG can be used MSA
reference manual [24]. These procedures allow to estimate (among others) the level
of type I and II errors, which allow to take targeted actions to improve the alter-
native inspection system.

2 Research Problem

The aim of the research was to identify and to reduce errors of the conformity
assessment—type I and type II errors—during the visual inspection and to improve
the effectiveness of this inspection in relation to the research product—electric
switch. The product comes from the assortment group including automatic switches
and switching power supply systems. It is used among others in business plants,
sewage treatment plants, hospitals, and in the maritime industry on the ships. Its
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task, after adapting the accessory, is to disconnect power supply in case of an
overload in the electrical network. It may be installed in switch cabinet.

Quality controls performed by the operator at the electric switch are the visual
inspection, combined with manual, with use of a feeler gauge. The operator uses
two feeler gauges in case of doubt about the quality of the product, i.e., the feeler
gauges 0.05 and 0.3 mm. According to the stand documentation, the operator
determines whether the controlled chamber has retained requirements for gaps on
the entire surface. According to the requirements described in the technical docu-
mentation, in case of every rivet in the proper distance from the center of the rivet,
the operator looks for places where halves of casings are in contact over a distance
of 2 mm—which means that at the distance of 2 mm the feeler gauges 0.05 cannot
fit. In other places, the gap cannot be greater than 0.3 mm. Performing control of
the switch, the operator relies on the picture showing controlled zones of the
product (Fig. 1).

The reason for research in term of improvement of the visual inspection was to
lower the cost of nonconformities by 4%. The major cost was generated by the
defective semi-products in form of chambers. The most common cause for the high
cost of nonconformity non-quality costs (NQC) was crushed rivet. As a result of
conducted analyses, there is a suspicion of inconsistent assessment of the permis-
sible gaps in the chambers. Inconsistent related to (all) three areas of conformity
assessment with the requirements: Compact line, Chambers line, and quality
inspection station. The consequences of a lack of consistency in the conformity
assessment of the gaps were: recognition of correct products to be non-correct, and
vice versa, causing false alarms and stopping production, overshoot of the riveting
tool, and consequently high NQC.

Fig. 1 Range of the permissible gaps verified by the operator
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The decision was made to perform the research of the gap only in the front part
of the chamber, because it was an aspect controlled in each area. Twenty-two
samples of the chambers with gaps were prepared, and then they were assessed by
operators according to the guidelines set out in the inspection instructions. Between
all the chambers, 11 pieces had correct gaps, while another 11 non-correct (Fig. 2).

Each chamber was marked in such a way that it was not visible to the operators.
Each of the respondents had at his disposal the documentation and the feeler gauge
0.5 mm. The research involved a total of 40 people. Each of the research operators
assessed the chambers in random order, and the results were recorded by the leader
of the analysis. The operators repeated twice the series of part measurements,
controlling them at random.

In order to determine the number of errors in conformity assessment of the gaps
in the chambers, the Attribute GR&R coefficient was chosen to be used [3, 8].

3 Results and Discussion

The results of the conducted research of the Gage R&R analysis showed divergence
between operator assessments (overall error rate was 11%). The level of the GR&R
coefficient was 89%, what indicates the generally high capability of the control
system of the correct quality classification of the chambers. The results were pre-
sented in Fig. 3.

Fig. 2 Example of chambers:
a correct (without gap) and
b defective (with gap)
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Percentage of the correct chambers assessed as non-correct was 18.2% (type I
errors), percentage of non-correct chambers assessed as correct (type II errors) was
3.9%, while percentage of chambers assessed in different way in two turns was 6.5%.

Analyzing each research group in detail, it turned out that there are people
(controllers) who were too restrictive in their assessment (they made too many type
I errors) or too hasty (they committed too many type II errors). During the research,
it was noted that not all operators were using a feeler gauge in case of any doubt,
while those who used the feeler gauge, did it in different way—one group of
controllers inserted the feeler gauge gently and at the moment of the emergence of
resistance they stopped further evaluation, while other group tried to move the
feeler gauge through the entire length of the halves of casings connection. In aim to
detailed analysis the research group was divided into: quality inspectors, leaders of
the Compact line, leaders of the Chambers line, trainers of the Compact line,
trainers of the Chambers line, and setters of the Chambers line.

Results of research by the use of Gage R&R coefficient for quality inspectors
were presented in Fig. 4.

Fig. 3 Overall result of Gage R&R analysis
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Fig. 4 Results of Gage R&R for quality inspectors
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On the basis of the detailed analysis of results from the quality inspectors, it can
be concluded that the quality controller No 5 assessed the chambers too restrictively
(she rejected correct chambers), while the controller No 1 too hasty (she accepted
non-correct chambers). The quality inspectors No 1, 3, and 4 in case of 15% of
chambers, and the quality controller No 6 in case of 5% of chambers did not repeat
their first qualitative classification. The quality controller 3, 6, and 7 had average
accuracy coefficient above 93%, while the quality controller No 5 only at 77.3%.
The average result for the whole group of the quality inspectors was 89%.

Results of research by the use of Gage R&R coefficient for leaders of the
Compact line were presented in Fig. 5.

On the basis of the detailed analysis of results from leaders of the Compact line,
it can be concluded that the leaders treated all control too restrictively. If it comes to
the leaders No 8 and 7, lots of chambers were assessed as non-correct, while the rest
of leaders made the conformity assessment in too hasty way and the non-correct
chambers were assessed as correct. Most of leaders of the Compact line (except
leaders No 4 and 8) noted inconsistent assessments between the first and second
series of assessments. Between all leaders of the Compact line, one of them, the
leader No 3, had average accuracy coefficient at 95.5%. Leaders No 6 and 8 had
results at 79.5 and 77.3%. The average result for the whole group of the leaders of
the Compact line was 85.9%.

Results of research by the use of Gage R&R coefficient for leaders of the
Chambers line were presented in Fig. 6.
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Fig. 5 Results of Gage R&R for leaders of the Compact line
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Between leaders of the Chambers line, the leader No 2 was too hasty during the
conformity assessment of the chambers, as the only one she assessed all chambers
as correct, and at the same time she made more mistakes with serious consequences,
i.e., type II errors. The leader No 7 had the biggest differences between the two
series of assessments. The most correct and repetitive assessments were given by
the leaders No 4, 5, and 6. Taking into consideration the coefficient GR&R, the
worst results were noted in case of the leaders No 1 and 5 (below 80%), while the
highest results were observed for the leader 6 (95.5%). The average result for
Chambers line was 85.7%.

Results of research by the use of Gage R&R coefficient for trainers of the
Compact line were presented in Fig. 7.

From the detailed analysis of assessments given by trainers of the Compact line,
it results that all the trainers, except the trainer No 7, assessed correct chambers as
non-correct. The trainer No 7 had very low inconsistency of assessments, because
she assessed most of the chambers as correct. Between all trainers of the Compact
line, only the trainer No 6 repeated her assessments in both series. The trainer No 6,
as the only one, achieved an overall result below 80%. The trainer No 8 achieved
the average accuracy coefficient at 93.2%. The average result for the whole group of
the trainers of the Compact line was 87.5%.

Results of research by the use of Gage R&R coefficient for trainers of the
Chambers line and setters were presented in Fig. 8.

From the analysis of the last research group, it appears that the trainer No 3, who
assessed most of the correct chambers as non-correct, was the most restrictive if it
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comes to conformity assessment of the chambers. Only the setter No 2 and the
trainer No 4 assessed all correct chambers as correct, but their assessment was too
hasty, because they also assessed non-correct chambers as correct. Between all the
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Fig. 7 Result of attribute Gage R&R for trainers of the Compact line
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groups, only the setter No 3 and the trainers No 5 and 6 gave repetitive assessment
in each of attempts. The worst result was observed in case of the trainer No 3 (result
at 75%). The best results over 90% were reached by the trainers No 5 and 6. The
average result for the whole group was 87.4%.

Summing up the results of all researches of the coefficient Attribute GR&R, it
turned out that in each group, there is the weakest person and people who can in the
best way interpret requirements included in the technical documentation. The worst
result was observed in case of the leaders of Chambers line, among which 20.8% of
correct chambers were assessed as non-correct, thus generating high NQC costs.
After the presentation of the results, it turned out that this assessment results from
the fear of rejecting the dubious chambers on the main assembly line. While
between the leaders from Compact line, the situation was opposite, because up to
18.7% non-correct chambers were assessed as correct, that is, more chambers were
allowed for further production than they should.

4 Conclusion

After the analysis of the results of the Attribute GR&R, in order to standardize
assessments in all areas of control, people who took part in the research were
interviewed to answer the question: “What is the most difficult for them to decide
whether to assess the chamber as correct or non-correct, according to the guide-
lines contained in the technical documentation?”. It turned out that a large group of
people could not specify the exact distance where the feeler gauges 0.05 should
stop. In addition, the rejection of doubtful chambers was also a result of fear of their
rejection at the next stage, so:

– the Chambers line workers were afraid of rejecting the doubtful chamber by the
Compact line workers what, after reporting, lowered their score and conse-
quently reduced the value of the quarterly bonus,

– the Compact line workers preferred to reject the doubtful chamber, because were
afraid of the negative assessment by the quality controller at the final inspection,
which resulted in report as nonconformity device, and then lowering the result in
the quarterly bonus. The detection of the error during the final inspection also
resulted in obligation of 100% control of the entire pallet with the order, and the
same it was resulted in the lowering the quarterly bonus,

– while the quality control workers were afraid of the return of the device by the
distribution center, and, as a result of sending nonconformity device to the
customer, of the loss of good reputation and effectiveness.

All three groups found it easier to assess the dubious chamber as non-correct and
to disassemble it generating losses in NQC. In case of chambers with gaps present
already on the Chambers line, operators, to eliminate the gaps, tighten the rivet
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several times, what resulted in cracking of the chambers casings and increased costs
of NQC.

In order to reduce the conformity assessment errors during the visual inspection
of the switch, preparation of a visual model (Fig. 9) with marked zones in which a
length of at least 2 mm long without gap should be found was proposed.

After the preparation of the model for all lines and training of all 40 people on
joint training—to avoid the lack of answers to occurring questions, NQC costs have
dropped significantly. Also during the training, one principle on the method of
performing control with the feeler gauge was established, and people responsible
for exchanging used feller gauges for new ones were chosen.

When the research on the evaluation of the effectiveness of alternative control
with coefficient Gage R&R and employees’ training were finished, the annual NQC
output has been reduced to 0.8% level.
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Possibilities and Limitations of Passive
Experiments Conducted in Industrial
Conditions

Michal Rogalewicz, Pawel Smuskiewicz, Adam Hamrol,
Agnieszka Kujawinska and Luis P. Reis

Abstract Experimenting is one of the basic tools for design and improvement of
products and manufacturing processes. Experiments conducted in industrial con-
ditions should marginally interfere with course of a studied process. These
expectations are fulfilled in the best way by so-called passive experiments, in which
data is gathered using records obtained from processes conducted in their natural
environment and real conditions, without any alteration of set-up parameters.
However, it is difficult to control interference originating from variability of studied
factors during course of such experiments. That is why use of passive experiments
in practice is limited. It is probably caused by distrust regarding credibility of
obtained results. Aim of the paper is to compare results obtained from passive and
active experiments, conducted in comparable conditions during a process of man-
ufacturing of a selected product and presentation of guidelines for application of
passive experiments, developed on the basis of the obtained results.

Keywords Design of experiments � Active experiment � Passive experiment

1 Introduction

A set of methods making it possible to prepare and conduct studies aimed at
determination of influence of many (usually several, less often—over a dozen)
factors, and their mutual interactions are known as the design of experiments (DOE).
In industrial applications, experiments may be used, for example, to optimize
manufacturing processes, to select the best parameters of a machine and to obtain
design processes immune to disturbances [1–3]. In general, they can be considered,
similarly to other approaches [4, 5] as a method supporting decision process.
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In a specific case, aim of the DOE is to plan an experiment, which allows
obtaining as many information about a studied object (a structure, a product, or a
process) with the least possible time and expends, thanks to possibility of opti-
mization of a selected property (e.g., accuracy, durability, energy consumption).
Developing a plan of an experiment consists mostly in: determination of an output
quantity (a criterion of process assessment), selection of input quantities, known as
the examined factors, determining a number of combinations in which the exam-
ined factors can be present at the input of the process (each combination is a
separate sub-experiment), defining a range of variability of the examined factors
and levels, at which they will be set in the experiment, and assumption of a number
of repetitions (replications) of each sub-experiment [6–8].

Experiments are usually conducted in a form of active experiments, meaning that
examinations are conducted out as in a laboratory and levels of examined factors
are set “on purpose” to certain values for the needs of an experiment. The opposite
of active experiments is passive experiments, in which the “historical” data is used,
obtained from a process not subjected to any operations related to purposeful
(planned) change of values of factors. It can be stated that a passive experiment
consists in studying a process in its “natural conditions.” Levels and ranges of
factors in a passive experiment are selected post-factum, on the basis of results
obtained, for example, during “standard” production.

Such approach was suggested by Box [9] who used the evolutionary operation
method (EVOP) in the 1950s. It consisted in use of data originating from already
realized processes to determine a direction of change of a result of a process and
identification of factors, which have an influence on that change. On the basis of
this knowledge, Box conducted further experiments using the active approach and,
on the basis of results obtained in this part of experiment, changed values of process
parameters. Then, he repeated the study cycle—gathering of data occurred, as well
as its division, analysis, testing, and improvement. As apparent, such a way of
experimenting contained elements of both passive and active experiments.

In analysis of the literature in scope of passive experimenting, the authors who
made attempts at optimization of experiment plans [10] to obtain specific benefits,
such as decreased labor consumption or accuracy of experiment results, should not
be omitted. Such attempts consist of a number of sub-experiments and a number of
their repetitions (replications), which should be as high as possible from the sta-
tistical point of view and as small as possible for the economic reasons. Chu and
Han [11], for example, change a number of tests in the classic EVOP method to
decrease time of experiment, with simultaneous increase of number of the con-
sidered factors.

Troyanovskyi and Serdyuk [12], on the other hand, emphasize a problem of
results of a passive experiment being affected by process disturbances. They
underline a possibility of occurring trends and process instability, which may have
an impact on incorrect interpretation of results of a passive experiment.

Another group of publications pays specific attention on a way of data prepa-
ration for a passive experiment. Holmes and Mergen [13] suggest to analyze the
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examined factors using control charts before experimenting with the EVOP method,
to check their stability and observe their variability in time. Measurement system
analysis for analyzed factors is also suggested [14].

A key stage of experimenting, both active and passive, is selection of appropriate
levels of the studied factors. In the active approach, the quantitative (numerical)
factors are assigned determined values. In the passive experimenting, it is necessary
to assume levels of numerical factors in a certain range (Fig. 1). It is a result of the
historical data (i.e., data obtained from processes realized before designing the
experiment) not always containing constant, set point values of input factors. In
such cases, a certain level of variability of a given factor is assumed as its level and
treated as a kind of label. In other words, a quantitative factor is changed into a
qualitative one.

It needs to be noted that during planning of passive experiments, to avoid
problems with selection of range of input factors, exact values of their levels are
selected instead. However, it limits a number of factors subjected to examination
and decreases amount of data possible to use in an experiment.

Conduction of a passive experiment in the “everyday” conditions of a process
and acceptance of a certain range of the examined factors (not assuming single
point values) causes the experiment results being affected by two kinds of vari-
ability: One caused by “instability” of a factor at a given point of experiment and
the other—natural variability of the process.

2 Comparison of Active and Passive Experiments Results
on Example of Industrial Studies

To find out if passive experiments can replace the active ones—as more econom-
ically efficient and considering nature of a studied process in a better way—the
authors have conducted suitable comparative studies. The studies were conducted in
an automotive company, manufacturing gearbox elements. A subject of experiment
was a process of building of a subassembly consisting of a tube and a connector,
and a premise to conduct it was a problem of low strength of connection of these
two elements (Fig. 2). A measure of strength is a force of ripping the connector

passive 
experiment

Range 2
higher level

Range 1
lower level

ac ve
experiment

factorfactor

moment of experiment planning and data gathering

me

higher levellower level

Fig. 1 Change of a factor from quantitative into qualitative
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from the tube. Minimal ripping force defined in requirements by the client is 25 N.
Because of high requirements of the client, regarding process capability, the
manufacturer strives for finding a process setting which would maximize the rip-
ping force. However, it can be no less than 40 N.

Process of assembling the tube with the connector consists of several stages:

(1) Input inspection—the following values are checked: tube outer diameter,
connector internal diameter, batch of material, out of which both elements are
produced, as well as connector width and outer diameter,

(2) Heating the tube and drawing a steel cord through it, which is then cut, bent,
and kneaded,

(3) Screwing the connector onto the tub—operator sets parameters deciding
about course and results of the screwing process (the connector cannot be
screwed too hard, as it can damage the tube; it cannot be screwed to weak,
either, as it could slide off the tube): machine pressure, which decides about
rotary speed of screwing and number of rotations of connector around the tube.
Operator also decides about placement and positioning of the connector in the
machine,

(4) Assembly, cut, bending, and kneading of the second end of the steel cord,
(5) Final inspection and packing. Destructive measurement of the force ripping

the connector off the tube is performed selectively.

In planning of the experiment, factors related both to parts of the built sub-
assembly and the process settings were taken into consideration. On the basis of
knowledge and experience, five factors were eventually selected and given desig-
nations of A, B, C, D, and E: outer tube diameter (A—the tube diameter), inner
connector diameter (B—the connector diameter), number of a mold socket, in
which the connector was produced (C—the mold socket number), pressure set on
the machine (D—the machine pressure), number of rotations of the device screwing
the connector onto the tube (E—the number of rotations).

Tube

Connector

L

Threaded joint

Fig. 2 Scheme of examined
subassembly
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2.1 Experiment 1—Conducted with Passive Approach

In the passive experiment, the historical data was used as the input data (this data
was recorded because of client’s requirements). They were gathered in a process
realized through three months preceding a moment of developing a plan of the
passive experiment.

Selection of ranges of quantitative (A, B, D, and E factors) and qualitative
(C) factors was preceded with a preliminary data analysis, in which selection cri-
terion was assumed as ability to differentiate influence of a factor on force of
ripping the connector from the tube. They are as follows:

• Tube diameter (A): Two ranges were assumed as levels of the A factor: A �
5.55 mm (level −1) and A � 5.6 mm (level +1). Analyzing data on Fig. 3a, it
can be observed that the average ripping force at A � 5.55 mm is lower by
app. 4 N than the average ripping force for B � 5.6 mm (difference of averages
is significant on the p level = 0.096),

• Connector diameter (B): Two ranges were assumed: B < 5.15 mm (level −1)
and B > 5.18 mm (level +1). Difference between average values for these ranges
is 0.03 N (difference of averages is definitely not significant because p level =
0.981) (see Fig. 3b),

• Number of the mold socket (C): On the basis of a box diagram (Fig. 4), it can
be stated that the average ripping force for all sockets changes in range of 56.4–
58.5 N. Hence, it is of similar values—the ANOVA analysis shows that there is
no significant difference between the sockets (p level = 0.817). Besides, vari-
ability of the ripping force is not significantly different between all molds
(p level for the Levene’s test = 0.775). However, two groups of sockets were
distinguished to the further analysis. These are the following groups: {6, 8} and
{1, 2, 3, 4, 5, 7}. For them, levels of (−1) and (+1) were assumed, respectively,
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Fig. 3 a Interval plot of influence of tube diameter on the ripping force (85 observations).
b Interval plot of influence of connector diameter on the ripping force (119 observations)
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• Pressure on the machine for the connector screwing (D): It could be set on a
continuous scale from the range (1.75; 6.25) but is set in a standard way,
according to the instruction manual. That is why it was assumed that this factor
is changed on a low level (−1), which is a standard setting, or on a high level
(+1). Analyzing data on Fig. 5a, it can be observed that the average ripping
force at low level is higher by app. 13 N than at high level (difference of
averages is significant on the p level < 0.001),

• Number of connector rotations (E): It was set for 10–14 rotations (for lower
tube diameters—level +1) and 7–9 rotations (for higher diameters—level −1).
Difference between average values for these two levels of the factor is 3.82 N
(difference is significant on the p level = 0.112) (see Fig. 5b).

On the basis of the results and assumptions from preliminary analysis, a study
plan was developed. Even if some factors seemed to be insignificant, they were left
together with set levels to find out if there is any interaction between factors.
Considering necessity of conducting an active experiment in the second phase of
the studies, requiring more expenditures and time than the passive experiment, the
25−1 fractional design was decided to be used.
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Consequently, out of the data base which stored more than 1000 data records
gathered during permitting measurements and tests, a selection was made to find
records matching the assumed factor combinations. Thanks to such an approach, for
each 16 combinations, 10 to 25 replications were obtained. Presentation of factor
levels and average values of the dependent variable is presented in Table 1. Pareto
diagram of results is presented in Fig. 6a.

Analysis of results shows that a factor having the decisive influence on the
ripping force is the number of rotations (E). Change of rotation number from (−1)
to (+1) level improves strength of connection by 19 N. The strength is also sig-
nificantly influenced by the CE interaction, Fig. 6b. Influence of the number of
rotations on strength of connection is higher, when the machine pressure is lower. It
confirms that the biggest potential for increase of the ripping force of the analyzed
product is not in the material, but in setup of the screwing machine and ensuring its
appropriate service.

Table 1 Plan and results of the passive experiment—a fragment

No. of
sub-experiment

Factors Dependent variable

Tube
diameter
“A”
[mm]

Connector
diameter
“B” [mm]

Machine
pressure
“C” [set
level]

Socket
no.
“D”

Number
of
rotations
“E”

Average
ripping
force [N]

Standard
deviation
[N]

1 + + – – + 55.5 2.42

… … … … … … … …

16 + – + + – 33.8 1.87

−up to
5.55

−up to
5.15

−low −(6, 8) −(7–9)

+from
5.6

+from 5.18 +high +(1, 2,
3, 4, 5,
7)

+(10–4)

Term

AC
DE
D

BE
AE
A

AB
AD

C
CD
BC
BD

B
CE

E

20151050

A Outside conduit dim
B Fitting - inside dim
C Fitting cavity no.
D Machine pressure
E Spin on length

Factor Name

Effect

Statistical significance level

Number of rotations
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Machine pressure
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Fig. 6 a Pareto diagram for main factor significances and interactions—passive experiment.
b Character of CE interaction
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2.2 Experiment 2—Conducted with Active Approach

The second experiment was conducted with an active approach—in this case, also
the 25−1 fractional design was applied. It needs to be emphasized that the qualitative
factors D and E were changed into quantitative ones.

A fragment of the experiment plan and results of the conducted sub-experiments
are presented in Table 2. To make it possible to compare the obtained results,
selection of the value levels in this experiment is based on the previously conducted
passive experiment.

Pareto diagram presenting influence of particular factors on the average ripping
force is shown in Fig. 7. It confirms that the most important factor and interaction
are, similarly as in the passive experiment, the number of rotations and interaction
between it and the machine pressure.

Table 2 Plan and results of the active experiment—a fragment

No. of
sub-experiment

Factors Dependent variable

Tube
diameter
“A”
[mm]

Connector
diameter
“B” [mm]

Machine
pressure
“C” [set
level]

Socket
no.
“D”

Number
of
rotations
“E”

Average
ripping
force [N]

Standard
deviation

1 + + – – + 78.5 2.02

… … … … … … … …

16 + – + + – 32.94 1.06

−5.50
+5.65

−5.15
+5.18

−2.5
+6

−3
+4

−9
+13

Fig. 7 Pareto diagram for
main factor significances and
interactions—active
experiment
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Results of the both experiments—active and passive—are comparable. Both
indicate the same critical factor (E) and the same critical CE interaction (it is easy to
find out that its effect is the same as in the passive experiment—influence of
the E factor on the connection strength is higher, when the machine pressure factor
—C—is lower).

3 Summary of the Passive and Active Experiments

The conducted experiments prove the far-reaching equivalence of passive and
active experiments. The same critical factors were identified in both, although in the
passive experiment, one of them was hidden in an interaction with the other.

To generalize the study results and conducted considerations, it can be con-
cluded that using the historical data to conduct a passive experiment is, admittedly,
burdened with some disadvantages, but they are by far compensated by advantages.
In particular, the following aspects need to be emphasized:

Table 3 Comparison between passive and active experiment

Comparison
criteria

Passive experiment Active experiment

Time and labor
consumption

“Quick” and cheap. Empirical phase
not necessary, as experiment is based
on historical data

It is necessary to conduct experiments
planned on purpose. It consumes
additional time and requires certain
expenditures

Process
interference

The data is taken from the processes
even before developing an experiment
plan—no process interference

Requires interfering with a process
(usually resulting in excluding it from
the current manufacturing process)

Danger of
interferences
during experiment

Does not allow controlling of
conditions, in which the data is
created. Susceptible to uncontrolled
interferences

Allows controlling the experimental
conditions to a large degree

Possibility of
selection of factor
variability range

Does not allow definition of variations
of studied factors outside a range in
which a process operates

Allows definition of factors’ levels
outside a range, in which a process
operates

Accuracy of
setting of factor
levels

Allows accurate determination of
levels of quantitative factors, but lack
of certain combinations of the factor
levels in the historical data base can be
a premise to use ranges of values

Allows accurate determination of
levels of quantitative factors, without
need of using value ranges

Flexibility Limits possibility of selection of
methods (plan) of experiment and
reduction of influence of interferences
on a process result

Gives a possibility of selection from a
wide range of methods of
experimenting and reduction of
influence of interferences on a process
result
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– In passive experiments, it is necessary to select value ranges for the quantitative
factors, as it allows to obtain a higher number of “repetitions” from the historical
data base.

– Because of selection of ranges for the quantitative factors, possibility of finding
an optimal setting of factors in a process through a passive experiment is limited,
as labels are used instead of numerical values.

– Passive experimenting is particularly advisable for processes described mainly
by the qualitative factors.

Summary of comparisons between passive and active experiments is shown in
Table 3.

Limitations of passive experiments mentioned in Table 3 are a probable reason
for their infrequent use in industrial practice. Still, it needs to be emphasized that it
is a wastage of valuable data gathered while realizing processes in a company. This
data could be used for improvement of these processes. Although drawing con-
clusions on the basis of a passive experiment requires certain level of caution, such
approach can be an invaluable tool preceding application of an active experiment
and making it possible to use it more effectively.
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A Study of Raters Agreement in Quality
Inspection with the Participation
of Hearing Disabled Employees

Beata Starzynska, Karolina Szajkowska, Magdalena Diering,
Alvaro Rocha and Luis P. Reis

Abstract This paper presents results of a study of the level of agreement of
assessments and decisions made by quality controllers in a sensory inspection. The
study subjects included persons with hearing disability. The study was conducted in
an automotive manufacturing company. The employees with hearing loss perform
product quality inspection which includes, among other things, visual inspection of
the goods. The measurement system analysis (MSA) procedure for attributes, with
the use of Gwet’s AC1 coefficient, was applied to estimate the level of agreement of
decisions made by the raters. The study results show that the quality of work
performed by employees with hearing disability is at least as good as that of
able-bodied employees. Based on the knowledge possessed by the authors, this
approach to the problem is characterized by novelty.

Keywords Quality control � Sensory inspection � Hearing disability
Measurement system analysis (MSA) � AC1 coefficient

1 Introduction

Increasing interest in the problems of disabled people in the workplace has been
observed in the last few decades all over the world, and in the last ten or more years
in Poland. The way the disabled and their participation in social life are perceived
has changed. The major driving force behind the changes is the social policy aimed
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at breaking down social, economic, and physical barriers to provide employment
support for the disabled [1].

In the context of health experience, the World Health Organization
(WHO) distinguishes three concepts of chronic disease [2]: impairment, disability,
and handicap. An impairment is any loss or abnormality of psychological, physi-
ological, or anatomical structure or function. A disability is any restriction or lack
(resulting from an impairment) of ability to perform an activity in the manner or
within the range considered normal for a human being. A handicap is a disad-
vantage for a given individual, resulting from impairment or a disability that limits
or prevents the fulfilment of a role that is normal (depending on age, sex, and social
and cultural function) for that individual.

In the EU Member States, the issue of employment of the disabled is regulated
under the European Employment Strategy [3]. All EU countries are required to
apply the policy of equal treatment in employment [4]. The new EU legislation
establishes a general framework for equal treatment in employment and occupation,
and forbids discrimination based on disability, among other things [5]. Under
Directive EU 2000/78/EC and other legal acts on equal opportunities for the dis-
abled [6, 7], the policy of employment activation of the disabled, i.e. providing
employment opportunities to the disabled by supported employment enterprises and
enterprises without this status, is in effect.

One of the types of disability is hearing loss. According to Hoffman [8], a person
with impaired hearing is someone who, due to difficulties in unassisted language
and speech acquisition caused by defective auditory analyser, requires special
assistance in learning, upbringing, and adoption to social and working life.

According to various sources, there are ca. 4.5 m disabled people in Poland [9],
i.e. 12.2% of the total population, of whom ca. 2 m are at working age. An esti-
mated 100,000 have a hearing disability, 44% of whom are at working age [10].

Owing to the efforts made among the wider public to raise awareness of dis-
ability and opportunities to reduce or break down the barriers faced by disabled
people, knowledge of these issues is increasingly often used when creating jobs or
scheduling and organizing the scope of work at organizations employing disabled
people. The process concerns employees with hearing disability [11].

The actions mentioned above are also taken in the enterprise where the study
presented in this paper was conducted. The study objective was to measure the level
of agreement of assessments made by quality controllers in a sensory inspection.
The key objective of quality inspection is early detection of irregularities in the
process and their causes, and application of corrective and/or preventive actions.
Such an approach makes improves the opportunity to maintain the desired quality
level [12].

The aim of the study was to verify whether disabled employees are able to provide
the same quality of work as their able-bodied colleagues. The study was conducted in
an automotive manufacturing company, which has the status of a supported
employment enterprise. Employees with hearing disability carry out quality
inspections that involve, among other things, visual inspection of goods. In order to
assess whether the level of agreement of assessments made by disabled inspectors is
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acceptable, the study covered a reference group of able-bodied employees. The level
of agreement of decisions made by the inspectors was estimated by the measurement
and control system analysis (MSA) procedure for attributes (MSA for attribute
system), but with the use of Gwet’s AC1 coefficient [13, 14].

2 Research Problem

The study was conducted in operational conditions, at the final quality inspection
workstation. The workers carry out 100% quality inspection of plastic goods with a
decorative galvanic coating applied by the electrochemical method. The goods are
inspected against templates of acceptable and unacceptable defects, detail inspec-
tion instructions, and catalogues of errors and defects. In a visual inspection, the
employee classifies the products as: “meeting the requirements” or “not meeting
the requirements”, “compliant” or “incompliant”, “good” or “bad”, OK. or NOK.
The empirical studies which have been conducted so far usually assess the level of
agreement of decisions made in visual inspection processes by able-bodied
employees. In the case under analysis, the inspection was performed by able-bodied
and hearing disabled employees.

Decisions made by quality inspectors were validated and quality of their work
within the scope of inspection processes compared, taking into consideration the
characteristics of the inspected items, with the use of MSA procedures for attribute
features, with the use of Gwet’s AC1 coefficient.

AC1 is applied for determining the level of internal agreement and agreement
among decisions of particular raters in the control and measurement system for
qualitative characteristics (for attributes).

Internal agreement provides information whether the subjects provide the same
assessment of certain products in consecutive assessment series (a study of
repeatability). However, there is no reference to the predefined requirements
(assessment criteria included e.g. in the catalogue of errors and defects) [13].

Agreement among raters, i.e. reliability of assessments made by various raters,
permits to determine the regularity of obtained classifications (assessments) [13].

The value of Gwet’s AC1 coefficient is determined with the following formula
[14]:

AC1 ¼ Pa � Pe

1� Pe
;

and:

pa ¼ 1
n

Xn

i¼1

Xq

k¼1

rikðrik � 1Þ
riðri � 1Þ ; pe ¼ 1

q� 1

Xq

k¼1

pk 1� pkð Þ and pk ¼ 1
n

Xn

i¼1

rik
ri
;
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where:

AC1 Gwet’s coefficient of decision level of agreement,
r number of raters,
q number of categories,
k category,
n total number of objects in the study,
n′ number of objects in the study assessed by at least two raters,
pa share of consistent decisions in the total number of possible decisions by the

team of raters,
pe probability of random agreement,
rik number of raters who classified object i to category k,
ri number of raters who assessed object i,
pk probability of classifying any object to category k by any rater.

Other approaches for estimating the level of raters agreement can be also found
in [13–16].

Regarding the study, a range of 30–50 objects is assembled, representing all the
discrepancies described in the catalogue of errors and defects. The study sample
contains at least 30% of objects explicitly defective, 30% of objects of explicitly
good quality, and at least 30% of objects difficult to assess, with defects that can be
acceptable or rejectable [16].

Each object is numbered before the study. The numbers are unique, invisible to
the assessors, and visible only to the person in charge of the study.

The study is conducted in conditions most similar to real-life conditions in terms
of the lighting, noise level, temperature, and work rate.

Before commencement of the study, each rater is acquainted with the catalogue
of acceptable and unacceptable defects. Next, the study is conducted in three series.

After completion of each series, the person in charge of the study changes the
sequence of samples to ensure that the rater cannot remember their previous
assessment. Pauses between series minimize the effect of tiredness and drop in
workers’ productivity.

The rater uses the nominal dichotomous scale 0–1 (0—rejectable, 1—accept-
able). Prior to each series, expert decisions are taken to determine the reference
values for the examined objects.

The results of the study are summarised in a report on the level of agreement (the
value of the AC1 coefficient) (total for all raters, total for all raters with the reference
value, internal—for each rater separately, for each rater with the reference value).
The data included in the report is obtained based on the acceptance criteria for the
level of agreement level (Table 1).

The value of AC1 coefficient is in the range 0–1. According to the guidelines for
the application of the AC1 coefficient, if the level of agreement is lower than 0.4, it
is necessary to implement corrective actions with respect to the inspection process.
For higher values of the AC1 coefficient, preventive and/or improvement actions are
recommended. Taking into consideration the objective of the study, it is especially
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interesting for the authors to compare the values of the AC1coefficient for the
distinguished groups of raters.

3 Results

The study, aimed at validating the measurement and control system for
non-measureable characteristics (attributes), covered three hearing disabled
employees, marked as Inspector A(ON), Inspector B(ON), and Inspector C (ON),
three able-bodied employees, marked as Inspector D, Inspector E, and Inspector F,
and the Expert (manager of the Quality Assurance department).

The employees assessed the quality of plastic goods with galvanized coating. To
minimize the impact of such factors as job seniority, experience, or age, the study
was conducted on employees of similar competences (with their consent). The
hearing disabled employees participating in the study had a similar degree of
hearing loss. Additionally, support of a sign language interpreter was used in the
preparation of the disabled employees for the study.

Prior to the study, the employees familiarized themselves with the catalogue of
product defects. The catalogue contains a list of all possible product defects that
may occur, together with their assessment (OK or NOK).

The study sample included 45 knobs, selected in compliance with the method-
ology described above.

On the basis of the obtained results, first the internal level of agreement between
the raters made by the expert and the inspectors was estimated (Table 2).

It results from calculations based on the criteria described in Table 2 that internal
level of agreement for the disabled inspectors A (ON), B (ON) and C (ON) was
good (in the range of 0.68–0.74). The level of internal level of agreement for
able-bodied raters D, E, F was also good, although lower than that for the disabled
raters.

Next, the level of agreement of the decisions made by the raters and the expert
was estimated. The level of agreement with the reference value (REF), obtained for
the disabled inspectors A (ON), B (ON) and C (ON), was good or very good: 0.77
for A (ON) with the Expert, 0.74 for B (ON) with the Expert, and 0.69 for C
(ON) with the Expert. For the able-bodied inspectors (D, E, and F), the level of

Table 1 Acceptance criteria for the level of agreement among the raters [13]

AC1 value Level of
agreement

Recommendations

0 < AC1 < 0.4 Low
(insignificant)

Corrective actions are necessary

0.4 � AC1 < 0.75 Good Preventive and improvement actions should be
taken

0.75 � AC1 � 1 Very good Improvement actions are recommended
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agreement was lower and amounted to: 0.62 for D with the Expert, and 0.65 for E
with the Expert and F with the Expert. Here, the level of agreement for the
able-bodied inspectors is also lower than that for the disabled employees.

4 Discussion

The study was aimed to verify whether the quality of work performed by disabled
employees is the same as that performed by their able-bodied colleagues.
A comparison of the results obtained for the group of raters under analysis show
that the level of agreement for the decisions made by hearing disabled employees is
good and higher than that for decisions made by able-bodied employees.

The results may follow from the training system dedicated to disabled
employees, among other things. Experience in working with hearing disabled
people shows that they are faced with various difficulties in the working environ-
ment caused by impeded communication and understanding with able-bodied
employees [17]. For this reason, hearing disabled and able-bodied employees
receive training in different training systems. The main difference is the duration of
training. Training on product quality assessment provided to hearing disabled
employees is longer, as well as their preparation for carrying out tasks related to
inspection operations in the company under analysis. All types of defects and their
degrees of acceptability must be explained on examples (approved templates), with
the participation of a sign language interpreter. All the contents of presentations,
procedures, and training instructions must be presented in sign language. Training
able-bodied employees does not require explanation of defects on examples, as they
obviously understand the spoken language and voice communication (in speaking
and writing).

The same difficulties may occur in any new situations, such as starting a new job
or new product introduction, etc. Communication problems may isolate hearing
disabled people or even impede their ability to work [18]. Persons with hearing

Table 2 Study results—consistency among assessors

Rater
(inspector)

Internal level of
agreement

Level of raters agreement
with REF

Total level of agreement
(with REF)

A (ON) 0.68 0.77 0.59

B (ON) 0.74 0.74

C (ON) 0.74 0.69

D 0.55 0.62

E 0.63 0.65

F 0.47 0.65

Expert
(REF)

1.00 –

886 B. Starzynska et al.



disability must have a clear understanding of their job requirements so that they are
able to meet the expectations of their superiors [19].

5 Conclusions

This paper presents results of a study of the level of agreement of assessments made
by raters in a sensory inspection. The study subjects included able-bodied and
hearing disabled employees. Employees with hearing loss perform product quality
inspection that includes, among other things, visual inspection of goods. The MSA
procedure for attributes, with the use of AC1 coefficient, was applied to estimate the
level of agreement of decisions made by raters.

The study results show that the quality of work performed by hearing disabled
employees is at least as good as that of able-bodied employees.

Keeping in mind the study results, it is worthwhile to develop quality engi-
neering and work organization methods and tools [20] for the creation of working
conditions for disabled people, for example dedicated control charts [21] or Virtual
Reality programs and applications [22], as they facilitate employment activation of
this social group.

Therefore, further study on other factors that have an impact on adequacy and
effectiveness of quality inspection [23–25], as well as on improvement of working
conditions of employees with disability, would be recommendable. Such factors
include training systems, job aptitude, skills of interpreting results and drawing
conclusions, perceptiveness, ability to focus, and personality features. Moreover,
environmental factors related to workstations of hearing disabled employees are
also worth analysing. Based on the knowledge possessed by the authors, this
approach to the problem is characterized by novelty.
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Assessment of Quality Management
System Maturity

Marta Grabowska and Josu Takala

Abstract Quality management in a manufacturing company is manifested by
specific activities, which can be less or more efficient. The authors of this paper
assume that level of efficiency is an indicator of the maturity [1] of a quality
management system (QMS). The aim of this paper is to present a technique
developed by the authors to assess the maturity of a quality management system.
The technique is based on an original, generalized model of quality costs in which
the QMS maturity is a variable and quality costs are an output quantity. This
procedure provides a strategy to assess the maturity of processes and indicate areas
and potential of improvement.

Keywords Quality management � Maturity of quality management system
Quality costs

1 Introduction

Quality management in a manufacturing company is manifested by specific
activities, which can be less or more efficient. The authors of this paper assume that
level of efficiency is an indicator of the maturity [1] of a quality management
system (QMS). Quality management processes are characterized by maturity—a
certain level of development, which is manifested by a range of activities related to
prevention and assurance of quality. Maturity manifests itself through a range of
quality assurance activities as well as prevention and correction of
non-conformances. The higher the ratio between the level of efficiency and any
indications of non-conformance are, the high the class of maturity is. In the top
class, activities to assure product quality that aligns with the client’s requirements
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are an inherent element of employees’ daily routine. In contrast, the least mature
quality management processes are characterized by continual attention to product
and process quality control as well as correction of any non-conformances with
resulting higher non-conformance and evaluation costs.

2 Maturity of Quality Management System

The relations between different activities between company management and pri-
orities initiated by clients and/or by managers have been changing over many years.
The authors have assumed that it is possible to indicate areas of management,
processes, or groups of activities (further named collectively “aspects of company
operation”—ACO), features of which correlate well with dependencies character-
izing the particular class of maturity of quality management systems. On the basis
of the TQM philosophy and own observations, the following ACOs were selected
for juxtaposition (Table 1):

• leadership/engagement of top management,
• engagement of employees, tools, and methods of management,
• character of manufacturing processes,
• client relations (client-centered approach to management),
• relations with stakeholders, including suppliers,
• revision of operation effects, decision-making process, communication, con-

tinuous improvement,
• inspection processes, including inspection and measuring equipment,
• material resources for realization of processes.

The least mature processes of quality management are characterized by a
dominance of actions related to product quality control (Table 1). Such a situation
is manifested by high costs of incompatibility and evaluation.

The mature quality management processes consist mostly of activities related to
ensuring compatibility of products with customers’ requirements. These activities
are elements of daily tasks of employees and are realized throughout the whole
product lifecycle. Monitoring of the quality costs boils down to analysis of causes
of incompatibility occurrence [2].

Symptoms of maturity of the quality management processes in a company can be
evaluated by values and relations between costs of:

• conformance (compatibility)—understood as expenditures,
• non-conformance (incompatibility)—understood as losses resulting from

improper realization of tasks [3].
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Table 1 Maturity of quality management processes

QMS maturity
ACO

Class I Class II Class III

Immature processes Processes of average
maturity

Mature processes

Engagement of
top management

Top management
does not or begins to
use rules of quality
management and
promote continuous
improvement

The Top
Management applies
rules of quality
management and
promotes prevention

Engagement of the
Top Management
present, ability to
formulate mission
statement based on
quality

Engagement of
employees, tools,
and methods of
management

Concentration on
quantity of produced
goods starts to be
replaced by striving
for assuring their
quality. Training
focuses on
possibilities of
processes
improvement

There is an
awareness of client’s
meaning for the
organization.
Training focuses on
possibilities of
process
improvement, aimed
at increase of
awareness

Possibility of
integration of
personal goals with
the organizational
culture. Modern
management
methods are applied,
training sessions are
used to raise
awareness,
qualification, and
skills

Character of
manufacturing
processes

Processes related
with assessment and
monitoring of quality
are mostly automated

Processes are
monitored and stable

All stages in the
product lifecycle are
based on the rule of
prevention and are
aimed at generation
of added value

Client relations
(client-centered
approach to
management)

Large amount of
discards and
complaints,
beginning of
introduction of
actions related to
assurance of
fulfillment of client’s
requirements, their
motive being a wish
of avoiding losses

Client at the center of
attention—at the
input to the system,
client’s requirements
are investigated, with
his satisfaction
checked at the output

Striving for fulfilling
requirements of
widely understood
client (also
stakeholders)

Relations with
stakeholders,
including
suppliers

Purchase is decided
mostly by price, but
partnership relations
with suppliers and
other contractors are
beginning to be built

Wide definition of a
client, taking
employees and
suppliers into
account as internal
clients. Relations
with suppliers
realized according to
standards for other
internal processes

Processes of
management of
external relations
(e.g., with suppliers,
influence on natural
environment and
society) and internal
resources are
realized. Suppliers
are stakeholders of a
company

(continued)
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3 Quality Costs in the Context of Company
Operation—ACO

There are different definitions of quality costs in the literature, eg.:

– narrow view - quality costs are limited to the cost of non-conformance,
– quality costs are the sum of the costs of compliance and non-compliance.
– broad interpretation, quality costs are higher than those ones recorded in the

accounting system [4].

Therefore, an overview of definitions, classifications, and models of quality costs
was made [5–9].

One of the first quality cost models, proposed by Juran and Gryna (1974) [10],
described manufacturing processes which conformed to standards from the 1950s to
the 1970s. In this model, value of quality costs per a qualified unit of product was
defined by conformance with requirements.

The basis of this model was the assumption that manufacturing processes,
though automated to some degree, were still dominated by human labor. Because a

Table 1 (continued)

Revision of
operation effects,
decision-making
process,
communication,
continuous
improvement

Quality assessed on
the basis of data
about number and
types of complaints.
Gathering and
analysis of data
about manufacturing
processes.
Information in form
of orders, without
interpretation and
influence of
employees

Gathering and
analysis of data
about internal
processes.
Determination of
common aims on
that basis

Results assessed on
the basis of financial
indexes, including
quality costs, as well
as non-financial
indexes, built on the
basis of stakeholders
satisfaction. Analysis
of changes in
environment.
Determination of
problem-solving
procedures

Inspection
processes,
including
inspection and
measuring
equipment

Possible final
inspection, gradual
implementation of
procedures of
interoperation
inspection

Monitoring in the
whole product
lifecycle, feedback
present

Self-control
processes
dominating,
awareness of
responsibility for the
product is present

Material resources
for realization of
processes

Lack or unfulfilled
procedures of
supervision of
material resources,
resources inadequate,
or insufficient for
effective realization
of processes

Analysis of adequacy
of resources and
measuring and
inspection equipment
for effective process
realization

Resources adequate
to realized processes.
Conducted analysis
of risk and
possibilities of
implementation of
newer solutions,
monitoring critical
points of processes
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human is unreliable by nature and is not able to maintain concentration and full
psychophysical capability, he/she makes mistakes. Thus, the highest costs are costs
of evaluation, i.e., detection of non-conformances. This model illustrated a model
based on evaluation costs. It should be emphasized that this model was developed
in a time when quantity of supplied goods was more important than their quality.
The silent assumption was that “it suffices to check quality.”

The price of this model was the high costs of extensive inspection systems. Less
attention was paid to quality (process capability), as reducing the defectiveness of
final products increased of the evaluation costs, and total elimination of defective
products increased of prevention and assurance costs to infinity [11]. As a result, at
least in theory, a certain optimal defectiveness higher than 0% of production
remained, determined by an optimal value of total quality costs. On both sides of
this optimum, there were zones for potential cost reduction by prevention of defects
or by reduction of quality control costs [10]. Based on this model, a curve of total
quality costs can be divided into three zones [11]: status quo, improvement of
projects, and perfection.

By the 1970s, the definition of quality included meeting client requirements,
determined not by final inspection, but rather by improvement of manufacturing
processes. Developed in the era of mass production, this was a beginning of a
process of integration of both internal quality, focused on methods of evaluation of
products and processes, and external quality, focused on perception and evaluation
of a product by a client. Previously, determination of quality had been limited solely
to conformance with the design; communication with the client, known as mar-
keting, had been mostly limited at the stage of distribution and sales, aimed at
encouraging clients to buy manufactured products. Over time, marketing tasks were
now expanded so that communication with the client occurred before the product
was manufactured. Moreover, activities perceived as separate up to this point—
marketing and quality assurance—became integrated.

This generated an increase in activities to prevent non-conformance and foster
continuous improvement. Schneiderman (1986) [12] presented continuous
improvement as a never-ending effort to eliminate all wastage, such as modifica-
tions, decrease of productivity, downtimes, work-related accidents, or less visible
factors related to unexploited individual or team potential. Later, researchers found
that a program of continuous improvement is not necessarily cause an infinite
increase of costs. Instead, the minimal level of total quality costs was present at the
point where conformance with requirements was 100%, as the zero defect rule can
be realized with finite costs. This is the model of continuous improvement costs.

Changes and advancements, both in technology and management, were also
noted by Juran and Gryna, who proposed a similar interpretation of relationship
between different groups of quality costs. In the models presented by Juran and
Gryna or by Schneiderman, quality costs are analyzed in the coordinate system,
where the Y-axis represents costs per unit of a product, while the X-axis represents
conformance with requirements (expressed as a percentage of defective products).
However, quality costs can also be considered in function of time, corresponding to
the time of existence and development of a company, or a time of product life.
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Researchers such as Bank [3] found that activities related to prevention could have
a long-term result of cutting of total quality costs by as much as half. A model of
costs describing such activities can be considered a model of prevention costs.

In this model, it is assumed that increase of prevention costs is related to con-
tinuous improvement of quality by investing in training, prevention, correction of
systems, and economic processes. As the awareness and qualification level of
employees increases, a portion of these costs stabilizes. Taking preventive actions
lowers the costs of internal and external errors, the costs of exceeding requirements,
as well as the costs of lost possibilities [3]. One method of decreasing such costs is
focusing attention on client’s requirements and considering his/her input while
designing products and manufacturing processes. The value of this method is
confirmed by the fact that most errors—as many as 75%—occur at the initial stage
of design and planning of products [13].

Thus analyzing the costs of quality in an entire product lifecycle is a key
problem. Such an analysis enables a producer to plan the costs of manufacturing a
product and assess whether it is necessary to incur them and whether they can be
reduced. However, such analysis requires application of an integrated system of
tools, methods, and trainings, incorporating improving as a goal in all processes
within an organization [14]. In such a system, quality becomes one of the basic
characteristics of a company, along with management of finances, personnel,
logistics, etc. [4]. This approach, management through quality, is well-known as
total quality management (TQM).

In the late 90s, some researchers predicted that future social and economics
conditions—such as focusing on the client, developing new technologies, or cre-
ating different organizational methods—would make prevention a part of every-
body’s work, and self-management would be the only method of quality control
[15]. General and simply intuitive prevention of errors would result in
non-conformance costs decreasing to zero, as conformance costs would become
synonymous with operational costs in the company.

Today, activities related to assurance of quality have become standard practice.
Based on this model, the problem of quality costs will cease to exist at some point
in time [16].

Considering this reality, quality assurance should be treated as an ultimate
model.

4 Technique to Evaluate QMS Maturity

Conclusions drawn from analysis of development of the quality cost concept and
described characteristics of companies corresponding to particular models of the
quality costs have become a basis for preparation of technique of evaluation of
quality management system maturity in a manufacturing company. For its purposes,
four models of quality costs were integrated (Fig. 1).
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To connect the models, it was a key factor to indicate differences between them
and their characteristic features (Table 2). The integrated model of quality costs was
joined with a prepared description of conditions of functioning of companies during
the years when models of costs of evaluation, improvement, prevention,
super-prevention were developed [17], [18].

The integrated quality cost model (Fig. 1) in connection with the indicated ACO
(Table 1) are basic elements of a technique developed by the authors for the
assessment of maturity of quality management processes. The procedure consists of
four stages.

The first stage is identification of values of conformance and non-conformance
costs in a studied company. To conduct the studies on technique of evaluation of
quality management processes maturity, a classification of quality costs according
to the PAF (prevention, appraisal, failure) model was assumed.

Depending on the level of company’s advancement in maintaining an account of
quality costs, three situations can be distinguished:

• in the companies in which there is a quality cost account, review of its adequacy
to the current operation conditions must be made,

• in the companies in which a classic cost account is run (without separation of the
quality costs), the quality costs must be separated, with division into confor-
mance and non-conformance,

• in the companies in which there is neither cost account nor a quality cost
account, a procedure of gathering data about conformance and non-conformance
costs must be introduced.

Fig. 1 Integrated model of quality costs
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The second stage of the method is monitoring values of quality costs in time and
monitoring relations between conformance and non-conformance costs (Table 3).

In the third stage of the method, results of observations of relations between the
conformance and non-conformance costs (Table 3) must be compared with the

Table 2 Comparison, characteristics, and integration of models of the quality costs

Evaluation costs Continuous
improvement

Costs of
prevention

Super-prevention

Model of quality costs

Relations between costs of compatibility and incompatibility characteristic for models

Decrease of values of the incompatibility costs
with insignificant increase of the compatibility
costs. Tendencies of changes between groups
of costs are opposite: if compatibility costs
increase, then incompatibility costs decrease
and vice versa. Gradual stabilization of
compatibility costs occurs

Decrease of values
of the
incompatibility
costs is
accompanied by
small increase of
the compatibility
costs.
Stabilization of
compatibility
costs occurs along
with step of step
decrease of
incompatibility
costs

Both compatibility
and incompatibility
costs go to zero

Table 3 Guidelines for analysis of relations between types of quality costs

Type of
costs
Class

Costs of conformance Costs of non-conformance Total quality costs

Class I Value increases
insignificantly, then
stabilizes

Value decreases Value decreases

Class II Value is constant, then it
decreases

Value does not change or
insignificantly decreases

Value does not change or
insignificantly decreases

Class III No separation, identical
with operational costs

Value decreases then
stabilizes

Value does not change or
insignificantly decreases
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integrated model of quality costs (Fig. 1) and on that basis, the quality management
processes should be assigned to maturity classes I, II, III.

The fourth stage of the methodology consists of the analysis of weak points of a
quality management system and indication of areas for improvement. Guidelines
for accomplishment of these tasks are descriptions of management areas (Table 1).

On this basis, the integrated model of quality costs was proposed and its parts
were assigned to various classes of quality management processes maturity. Based
on the findings of research carried out in production companies, it was found that a
critical factor in the cost of quality is the human error [19, 20]. This observation led
to combine quality costs with the learning curve. As product lifecycles shorten
because manufacturers are trying to adapt to customer’s changing requirements the
pace of learning is a critical factor in the success of the company. This is a problem
from the standpoint of standardizing manufacturing processes and reduces the cost
of their implementation because the system always includes products that are in the
phase of design and development. In the first phase of the product lifecycle is
generated relatively high cost, including the cost of quality. That is why quality
costs analysis should be conducted according to products, not to entire enterprise.
Quality costs depend on skills and knowledge about product and processes [21].
Continuous improvement can be realized without high investment because pre-
vention in mature quality management processes. Improvement of processes can be
implemented with the involvement of relatively small investments or no cost, due to
the fact that prevention in enterprises with mature management systems becomes
part of each employee’s work.

5 Conclusion

The proposed technique to assess QMS maturity can be a useful tool for man-
agement of a company in terms of indication of areas for improvement. This
technique may be also used to facilitate communication between auditors,
employees, or external consultants as well as the management of a company or
owners of processes. Transferring information about immature or averagely mature
processes using numerical data and data visualization tools is more credible and
does not leave an impression of being solely a subjective opinion and feelings of an
evaluator.
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Organization of Visual Inspection and Its
Impact on the Effectiveness of Inspection

Agnieszka Kujawinska, Katarzyna Vogt, Magdalena Diering,
Michal Rogalewicz and Sachin D. Waigaonkar

Abstract The research presented in this paper was aimed to analyse and evaluate
the impact of organizational factors on the effectiveness of visual inspection in the
manufacturing of electronic systems for the automotive industry. The study was
carried out according to the authors’ own methodology consisting of three stages:
detailed description of the process, developing a study plan and analysis of the
results. The experiment was conducted and influence of three factors: type of
inspection, shift and type of defect, was taken into consideration and evaluated.
Recommendations were made to improve the quality of such inspections that will
lead to the improvement in the final quality of the product.

Keywords Visual inspection � Effectiveness of inspection � Organizational factors

1 Introduction

Quality inspection is defined in the literature as assessment of compliance of
selected product features or process parameters with the predefined requirement on
the basis of observation or measurement [1, 2]. It is expected from quality
inspection that it actively improves the production and quality as well as reduces the
costs [3]. The key characteristics of the inspection should be in accordance with the
KPI of the process and/or product [4].
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The method of quality inspection depends on the nature of the manufacturing
process. Unit inspection involves a series of measurements for the assessment of
each product on an individual basis. In large-series production, evaluation of each
product is often economically unjustified or even unfeasible. For the purpose of
quality inspection, techniques of statistical analysis of random sample data are used
instead, which provide information for quality assessment of the entire lot (or
process, respectively). In some cases, however, 100% quality inspection is applied
in mass production, where delivery of products incompliant with the requirements
may result in serious consequences, for example, in the food, pharmaceutical,
medical, aviation or automotive industry.

Considering the method of conducting quality inspection, it can involve
assessment of measureable (quantitative) or qualitative (assessed alternatively)
features [5]. The latter type of quality inspection is applied where direct or indirect
measurement is unfeasible, impeded or uneconomic. Alternative assessment does
not provide data on the degree in which the examined feature meets predefined
requirements, but rather serves as a basis for a decision whether the product under
analysis should be accepted or rejected as defective. Typically, as a result of the
inspection, the product is assigned to one of two (or—less frequently—a larger
number) possible states [5, 6].

Alternative assessment can be carried out with the use of specialized equipment
which classifies products automatically (e.g. equipment for the assessment of
location and orientation of components, optical systems for identification of
impurities on the surface). However, it can also have the form of sensory testing.
One type of sensory evaluation is visual inspection [7, 8].

Visual inspection is commonly believed to be economic as it does not require
any costly equipment and is not destructive. However, it has its downsides—no
matter how diligently performed, it is never 100% reliable and does not guarantee
proper assessment [9].

As any type of inspection, visual inspection must be appropriately prepared and
planned. The inspection plan should specify the timeframes (before, during or upon
completion of a process), the feature under examination and its characteristics
(whether it is measurable or evaluated alternatively) and the purpose of evaluation
(quality estimation, acceptance or rejection of products on an individual basis) [10].
Information quality is very important to use and improve quality inspection [11].
The inspection plan has a large impact on the effectiveness of the inspection and
maintenance management [12], also on cost of the quality control [13].

Effectiveness of visual inspection is determined by various technical, organi-
zational, work environment and human-related factors [14, 15]. Technical aspects
concern the physical process of inspection and include the product features under
evaluation (their availability for visual assessment), the standards (templates)
against which the product is assessed, availability of assessment tools, etc.
Organizational factors may include the type and number of inspections, availability
of decision-making support, information on efficiency and effectiveness of past
inspections, the work shift on which the inspection is carried out, etc. Work
environment-related factors may be physical, such as lighting, noise level, ambient

900 A. Kujawinska et al.



temperature, as well as organization of the workstation at which the inspection is
carried out. Human-related factors are the sex, IQ level, character, health and type
of motivation of the inspector.

Effectiveness of a visual inspection is determined by effectiveness of each of its
components. While work environment, organization of the workstation and work
itself, and technical condition of equipment are all controllable and can be corrected
or improved, human mental and physical condition, for example the biorhythm
(daily cycle), remains constant or changes only slightly [16].

The impact of a selected group of organizational factors on the effectiveness of
visual inspection in the manufacturing of electronic systems for the automotive
industry was examined in the paper. It presents a three-stage procedure adapted by
authors to assess the visual inspection procedure in the organization. It was eval-
uated scientifically and the factors affecting the quality of evaluation are discussed.

2 Methodology of the Study

The organizational factor on the effectiveness of visual inspection was identified by
means of an experiment. The study was carried out according to the research
methodology consisting of three stages.

STAGE 1: Description of the process: development of a process map specifying
the operations of visual inspection; identification of the number of inspectors;
identification of work shifts; identification of possible defects and their location.

STAGE 2: Study plan: development of the study sample—number and types of
defects (known to the expert); selection of inspection operations for evaluation;
determination of the study schedule taking into consideration work shifts at the
manufacturing facility; appointment of quality inspectors; development of data
acquisition forms.

STAGE 3: Analysis of study results: analysis of the results of evaluation, by:
type of inspection, shift, type of defect.

At stage 1, the process under examination is presented as a map specifying the
operations performed as part of the visual inspection, number of inspectors, number
of shifts and possible defects (based on value stream mapping analysis [17]). At
stage 2, a detailed plan of the experiment is developed, specifying timeframes,
product samples with the number and types of defects, work shifts at the manu-
facturing facility and location of the defects. At stage 3, the study results are
analysed and conclusions are formulated.
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3 Results (Case Study)

A case study of the process of mass production of electronic panels was conducted
in order to assess the impact of the above-mentioned factors on the effectiveness of
visual inspection.

3.1 Stage 1: Description of the Process

At stage 1, visual inspection operations were identified. In the process under
analysis, the operations are conducted upon completion of soldering of components,
during the functional test and during the final inspection upon completion of the
operation of cutting the panel (Fig. 1).

The process under analysis is carried out from Monday to Friday on three work
shifts: the morning shift from 6:00 am to 2:00 pm, the afternoon shift from 2:00 pm
to 10:00 pm, and the night shift from 10:00 pm to 6:00 am. Visual inspection is
carried out by 14 operators. Electronic circuit boards are inspected in panels or on
trays. One panel or tray contains 56 boards (Fig. 2).

The possible defects include a cracked seam, the diode pulled out of the seam, a
scratched board, exposed copper, a scratched resistor, cracked component, damaged
component, damaged pad (Fig. 3). Locations of some defects are identified, for
example the capacitator or the diode. However, a large number of defects do not
have an assigned location.

Most of the defects can be detected “with the naked eye”—e.g. a missing
component (pulled out of the seam) or scratches/exposed copper on the circuit
board (pellets or stains of solder). Some defects, however, can be identified only
with the use of a magnifying glass.

There are three visual inspection operations in the process: inter-operative (no.
1), intra-operative (no. 2) and final (no. 3) [18]. The first inspection is aimed to
evaluate the circuit board upon completion of the soldering process.1 According to
the workstation instruction, the worker’s task is to evaluate the quality of the
soldered seam and the position of components on the surface of the printed circuit
board, as well as to verify whether the soldered components are free from
mechanical defects. The second visual inspection is carried out during the func-
tional (electric) test. The operator performs visual assessment of the panel once it is
taken out of the tester bed. If any errors are detected, the operator’s task is to look
for potential defects of the components on the board, resulting from improper
mounting or soldering of components.

Before the final inspection, the panels cut at a milling centre and automatically
placed on trays. In the final inspection, the operator verifies the quality of mounting
and soldering of components. Additionally, they check for any mechanical defects,

1Soldering is done using the “pick and place” technology.
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which may occur mainly as a result of inter-operational transport and handling of
panels or single boards in the inspection process. The most common mounting
errors include improper polarization of components and displacement of compo-
nents relative to the soldering pads. The most common soldering errors are pellets

VISUAL OPERATION  1:
SOLDERING 

OPERATION  2:
FUNCTIONAL TEST 

OPERATION  3:
CUTTING 

OF THE PANEL 

VISUAL 
INSPECTION 1

VISUAL 
INSPECTION 2

INSPECTION 3 -
FINAL

Fig. 1 Process diagram specifying the visual inspection operations

Fig. 2 The panel (multi-block) with 56 boards [source own work]

Fig. 3 Example defects a exposed copper b a component pulled out [source own work]
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of solder, short circuit and stains of solder. While in the first and second inspection
entire panels are evaluated, the final inspection consists in one-sided evaluation of
single boards. In the case of any doubts, the operator takes the board in their hand
and evaluates it on both sides. Evaluated boards are put away onto a transporting
tray (56 boards per tray). If a board is considered defective, it is put away for repair
or scrapping.

Figure 4 shows a diagram of the conditions in which boards are inspected in
visual inspections 1, 2 and 3 (final).

3.2 Stage 2: Study Plan

The experiment was scheduled for 11 weeks on three work shifts in the real
manufacturing process. In total, 20 work shifts were included in the study, of which
6 were morning shifts, 11—afternoon and 3—night shifts. The study was conducted
on Mondays (the beginning of the week), Wednesdays (the middle of the week) and
Fridays (the end of the week).

Fourteen operators, men and women of 25–51 years of age and various work
experience, participated in the study.

It was agreed that at each shift, a fixed (repeated) number of defected boards
with a known structure of defectiveness would be admitted to the lot on which the
experiment was conducted. Each sample contained 16 defective boards on 6 panels.
To avoid the delivery of a defective product to the end customer, serial numbers of
defective boards were blocked in the IT system.

Table 1 shows the structure of defectiveness in a 16-component sample, with the
location of defects.

Locations of defects of the boards were the same in each lot under analysis. The
operators received a transportation basked with 21 panels of which 6 had the defects
listed in Table 1. The defective panels constituted 28.6% of the transportation unit.
The operator took the components out of the transportation basket for the operation
of soldering, functional test and cutting. The operators noted down the detected
defects on dedicated forms.

3.3 Stage 3: Analysis of Results

The analysis of the results collected within 11 weeks and across 20 experiments
took into consideration the type of inspection, work shift and type of defect.

The type of inspection depends on where it is conducted in the process. Two
types of inspection were identified: in-process (online) and upon completion of the
process (offline). Inspections no. 1 and 2 are online—conducted on an ongoing
basis during a technological operation (soldering of components and the functional
test). The offline inspection is a separate stage of the process which does not
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accompany any technological operation. In the case under analysis, inspection no.
3 is offline.

An analysis of effectiveness of the three inspections, expressed as percentage
values of detected defects in proportion to all the defects at a given stage of the
process (Fig. 5), leads to a conclusion that inspection no. 2 is ineffective. No defects
were found as a result of inspection no. 2; probably due to the fact that the
inspection is treated by the operator as additional to the functional test.

Effectiveness of the final inspection no. 3 is also low—defects were spotted only
in 3 out of 20 cases. What is more, the percentage of identified defects is very low
(10–36%). The circuit boards are evaluated after the panel is cut and the boards
were placed on a tray. The fact that manipulation with the boards on a tray is
restricted has a negative impact on effectiveness of the evaluation. The highest rate

Single board

Fig. 4 Conditions of board inspection: inspection 1 and 2—boards in a panel (left); inspection 3
—boards on a tray (right)

Table 1 List of defects and their locations in the study sample

Defect Board number Panel designation Location of defect

Cracked seam 52 A Capacitator

Exposed copper 13 A N/A

Seam pulled out 42 A Diode

Exposed copper 56 B N/A

Exposed copper 7 B N/A

Exposed copper 1 B N/A

Damaged component 2 C Capacitator

Exposed copper 3 C N/A

Exposed copper 4 C N/A

Scratched resistor 5 C Resistor

Exposed copper 50 D N/A

Cracked component 49 D Capacitator

Damaged component 56 E Capacitator

Damaged pad 55 E Diode

Exposed copper 50 F N/A

Exposed copper 7 F N/A
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of error detection was noted for inspection no. 1, upon completion of the soldering
operation (mean effectiveness at 23%).

The company works on a three-shift system. An analysis of the impact of the
shift system on the effectiveness of visual inspection was not statistically significant
between the morning and afternoon shift (Fig. 6). Limited effectiveness on the night
shift (18%) in comparison to the morning and afternoon shifts most likely results
from variability of the mental and physical aptitude of operators during the daily
cycle.

A comparison of the defect detection rate with the type of defect (Fig. 7) shows
that location of the defect on the circuit board has no material impact on the
detection rate.

Defects located randomly on the board did not pose any problem to the oper-
ators, although, in principle, they should be more difficult to detect. Defects of
known location, on the other hand, for example pulled out seams or cracked
components, went unnoticed.

On the basis of the of the conclusions presented above, further study was
conducted and improvement actions were undertaken, including training sessions
for inspectors and changes in the organization of visual inspection operations.

4 Discussion and Summary

The complexity of the issue of effectiveness of visual inspection carried out by
human beings results from the fact that it is influenced by many human-related
factors, such as the physical and mental aptitude of the operator, their personality,
character, motor abilities, level of motivation and knowledge, experience,

Fig. 5 Effectiveness [%] of inspections no. 1, 2 and 3 in particular experiments
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mindfulness, ability to focus, ability to solve complex issues, ability to process
information, perception, intelligence, memory, as well as cultural aspects and
behaviour standards.

Factors related to work environment and work organization are equally
influential. In order to identify their impact on the effectiveness of visual inspection,
a study was conducted of three visual inspection operations in the process of
manufacturing printed circuit boards for the automotive industry.

The following factors were taken into consideration in the study, scheduled for
11 weeks: timeframes of inspections within the manufacturing process, types of
defects and work shifts at the manufacturing facility.

An analysis of visual inspection expressed as percentage values of detected
defects in proportion to all the defects at a given stage of the process leads to a
conclusion that inspection no. 2 is ineffective. Incorporation of control activities

Fig. 6 Effectiveness [%] of visual inspection on shift 1, 2 and 3

Fig. 7 Detection rate [%] of defect types in visual inspection (results of the functional test are not
taken into account)
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(so-called self-control) in the operator’s basic duties failed. They treated them as
additional activities and probably did not perform them. The lack of proper training
of employees is often a factor that diminishes the effectiveness of ongoing controls.
The effectiveness of the operator training process is reflected in the repeatability and
reproducibility of the decision taken considering quality of controlled products.

Visual inspection can be performed on individual pieces, but also on a package
of products. In the described experiment, the effectiveness of ongoing visual
inspection on a package of products was analysed. Described studies have con-
firmed that the chances of its success are low (between 10 and 36% of defects
detected).

Moreover, the low effectiveness of the detection of nonconformities was also
characterized by a final control. The high value of this indicator was expected
because the rate of final evaluation is not enforced by the production cycle as in the
case of ongoing inspection. At the end of the inspection, the operator usually can
spend more time on inspection than on the ongoing inspection.

For the final inspection, even the aspect of the background contrast on the tile
was taken into account in the experiment being performed—after cutting, the panel
was placed on a black tray. It turned out, however, that cutting the panel deprived
the operator of the ability to rotate the tiles in space. Placing parts (already sepa-
rated) in the tray reduced the rating to a 2D rating. This was the main reason for the
low effectiveness of final control.

Correct organization of the control post is just as important as the selection and
training of visual inspection staff, control methods or assessment aids. The relia-
bility of any of these elements directly affects the effectiveness of the visual
inspection.
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On the Formation Features and Some
Material Properties of the Coating Formed
by Laser Cladding of a NiCrBSi
Self-fluxing Alloy

Oleg Devojno, Eugene Feldshtein, Marharyta Kardapolava
and Nikolaj Lutsko

Abstract In the present paper, the influence of laser cladding conditions on the
powder flow conditions as well as the microstructure, phases, and microhardness of
a Ni-based self-fluxing alloy coating is studied. The formation regularities of a
coating microstructure with different cladding conditions as well as patterns of
element distribution over the coating depth and in the transient zone are defined.
The microhardness distribution patterns by depth and length of a coating for various
laser cladding conditions have been studied. It was found that the laser beam speed,
track pitch, and the distance from the nozzle to the coated surface influence the
changes of the coating microstructure and microhardness.

Keywords Laser cladding � Ni-based self-fluxing alloy � Powder flow � Coating
microstructure � Microhardness

1 Introduction

Laser cladding is one of efficient methods to deposit different coatings on machine
parts. In this method, the powder melting and solidification processes lead to the
fabrication of single- or multi-layer coatings. Generally, laser cladding can be
affected by very large number of factors, and several groups can be identified
among them [1–9]. These groups include the following:

• a dependence on laser radiation conditions (laser power, pulse energy, pulse
duration, pulse frequency, laser wavelength, laser beam spot diameter, focal
distance),
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• a dependence on conditions of layer forming (laser scan speed, scan strategy
rotation, number of spots, scanning space, stripe width, stripe overlap, hatch or
track distance, layer thickness, gas content control),

• a dependence on characteristics of powders that was used (size of the powder
particles, powder mass flow, temperature of the powder).

A number of studies have been carried out to investigate the properties of single
tracks, as well as the coating layer as a whole. In [10], the surface morphology and
microstructure of the layer of 316L steel after introduction of a NiB additive were
described. The microstructure and nano-mechanical properties of the layer of
AlSi10 Mg alloy after selective laser melting were researched in [11], and the
density, roughness, and microstructure of AlSi10 Mg layer were described in [12].
The microstructural and mechanical properties and surface quality of CoCrMo alloy
and their relationship with some of the selective laser melting parameters were
studied in [6, 13] for the surface.

The cladding of self-fluxing alloys on different substrate materials is widely
applied. Three groups of these alloys are known now: Fe-based, Ni-based, and
Co-based self-fluxing alloys [7, 14–22]. The Ni- and Co-based self-fluxing alloys
are characterized by wettability, deoxidization, and by a fluxing effect as well as
high physical and mechanical properties, and a good resistance to wear, oxidation,
and high-temperature corrosion.

The aim of the present investigation is to study the formation features,
microstructure, chemical composition, and microhardness of a NiCrBSi self-fluxing
alloy coating formed on AISI 1045 steel’s substrate by laser cladding.

2 Experimental Procedure

The research was carried out with Ni-based self-fluxing hard alloy. The chemical
composition of the powder and the hardness of the material are shown in Table 1.

The coatings were applied to a substrate of AISI 1045 steel (EN 10277-2-2008
C45 steel). The starting powder was sieved to appropriate granulations using a set
of sieves and then was dried in an electric furnace at 200 °C for two hours.
Cladding was performed using a continuous-wave CO2 laser “Comet 2” with the
power of 1 kW (Fig. 1). Powder was fed to the work area through a lens with a
nozzle for spot coaxial laser cladding which can operate with the CO2 laser in the
range of focal lengths 100–200 mm. The lens can work in conjunction with dif-
ferent gas-powder feeders and provides a simultaneous or programmable flow of up
to four different components. The powder components are mixed in a special

Table 1 Powder composition and the material hardness

C (%) B (%) Si (%) Cr (%) Fe (%) Ni (%) Hardness

0.3–0.6 1.7–2.5 1.2–3.2 8–14 1.2–1.3 The rest HRC 35–40
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chamber and supplied to the laser target area with the nozzle channels. The lens has
an air-cooled lower part of the nozzle and a body that ensures its long service life.
The compressed air is used as a transporting gas. The focal length was of 200 mm,
and a focused spot was of 1.0 mm.

To determine the optimal particle sizes, the segregation of an in situ powder
(Fig. 2) was performed and three fractions were used: less than 20 l, 20–80 l and
80–100 l.

Cladding layers of the Ni-based alloy were tested in the speed range of 40–
120 mm/min when the distance between the nozzle and the surface of sample was
of 10–14 mm. The diameter of the laser spot was of 1 mm, which corresponds to a
power density of 1.27 � 105 W/cm2.

The powder flow was measured by powder blowing through the feeder nozzle
per unit of time when operating the laser, and then samples with deposited powder

Fig. 1 Scheme of coating
deposition

Fig. 2 In situ NiCrBSi
powder
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were weighed on a CITIZEN CY-124 analytical balance. Compressed air flow was
measured with a P5 rotameter with precision ±4%. The air pressure was regulated
by a feeder control system. All measurements were repeated three times.

The coating height was measured using an optical microscope with accuracy of
0.001 mm.

The microstructure, morphology, and chemical composition of coatings were
analyzed by a scanning electron microscope “Mira.” The microhardness was
measured using a MICROMET II Hardness Tester. The indenter for Vickers tests
with the load of 100 gf was used (further the designation HV 100 was applied).

Statistica 12 software was used for a graphical interpretation of some results.

3 Results and Discussion

3.1 Powder Flow When Passing Through the Nozzle

The research results of the powder passage through the nozzle of the lens are shown
in Fig. 3. With increasing gas pressure and gas flow, the flow rate of self-fluxing
powder increases, but the behavior of this influence depends on the particle size. In
the case of the fraction with particle sizes of 80–100 lm, the effect of the pressure
increases, but the intensity of the gas flow effect decreases. For the fraction having
particle sizes less than 20 lm, the significant gas flow inhibits the flow rate of
particles and the pressure is not affected. This is probably due to packetizing
particles in the feeder, which prevents the particles exit from the nozzle. Thus, the
powder with the size of 20–80 lm was the best and was accepted for further studies.

Fig. 3 Efficiency of the powder particles passage with dimensions less than 20 lm (a), 20–80 lm
(b), and 80–100 lm (c) through the lens nozzle depending on the pressure and flow of the
transporting gas
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3.2 Microstructure and Phase Composition of Single-Layer
Coating

The analysis of the deposited coating layer (Fig. 4) showed that a clear tendency for
reducing dimensions of the structural components and the depth of the heat-affected
zone is observed with increasing the deposition rate. Favorable conditions for the
carbide eutectic c-Ni–(Cr3C2 + Cr7C3) formation, as well as the formation of a
low-melting eutectic c-Ni–Ni3B, whose crystallization occurs in the interdendritic
space during cooling, are created in this case.

Fig. 4 Microstructure of a coating layer
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The cladding distance affects the coating microstructure similarly. Dimensions
of the dendrites decrease with its increasing, and their direction is clearly defined
only in the upper part of the coating layer.

The differences in the microstructures are caused by the conditions of the heat
exchange between the molten coating layer and the substrate. An additional time is
required for the reduction of the oxide films when cladding tracks. It includes the
recovery time of an oxide film between the substrate and the deposited layer, the
recovery time between the powder particles as well as the recovery time of oxides
between the tracks. Areas adjacent to a neighboring layer are subjected to the
double thermal effect, whereby the sizes of the solid solution dendrites adjacent to
the track edge are somewhat increased. The heat-affected zone with the depth of
40–100 lm, depending on deposition conditions, indicates the presence of a
chemical bond between the clad layer and the substrate.

With the increase of a laser beam speed and a distance from the nozzle to the
coated surface, structural components are crushed, transforming into quasi-eutectic
structures. Most of the close-packed planes of a crystal lattice are located on the
surface, because dendrites are crystallized at an angle of 45° to it.

As it was noted above, the alloy microstructure consists of two kinds of
eutectics: c-Ni–Ni3B, whose melting point is 1000 °C, and c-Ni–(Cr3C2 + Cr7C3),
which crystallizes at higher temperatures and is a strong coating corset. Secondary
borides crystallize in the form of small nucleuses and have no time to grow.
According to our researches and other investigations [23, 24], the strong coating
corset contributes to a high corrosion resistance in alkalis and acids, and
low-melting eutectic heals the pores, cracks, and other single defects.

3.3 The Distribution of Elements Over the Depth
of a Single-Layer Coating

The results of the study on the elements distribution over the depth of a single-layer
coating are shown in Fig. 5. The stable content of the elements was observed
practically all over the depth of the coating. The nickel content is about 50% all
over the depth of the coating and is much lower than in the in situ powder. At the
same time, 40% of the iron is contained in the coating and is also uniformly
distributed over the entire depth.

This indicates a significant diffusion of the iron from the substrate since the iron
content of the in situ powder does not exceed 1.3% (see Table 1). Chromium and
silicon are also uniformly distributed across the depth of the coating and their
content corresponds to the in situ powder. The uniform content of elements by
coating depth indicates uniform mixing of materials in the melt pond and the same
conditions of coating material heating throughout the depth. Nickel, chromium, and
silicon do not penetrate from the coating into the substrate.
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The finding that the coating elements do not penetrate the substrate is also
supported by Fig. 6, which shows the distribution of the elements in the transient
zone from the substrate to the coating. Nickel, chromium, and silicon contents are
equal to zero already at a depth of 4.5 lm under the interface, and the Ni content
was 4% and the Fe content was 95% on the interface. At a height of 4.5 lm above
the substrate, the content of elements in the transient zone corresponds to their
content all over the depth of the coating.

3.4 Microhardness of the Coating

Microhardness changes by depth and along the coating are shown in Fig. 7. It is
easy to notice that the microhardness increases in the “substrate—coating” inter-
face, and then for each cladding condition, it is about at the same level throughout
the coating depth (Fig. 8a). Microhardness fluctuations are of HV 100 = 200.
Points with an extremely high or extremely low value of microhardness also occur,
i.e., HV 100 = 1280 and HV 100 = 200. These changes are caused by the
microstructure changes in different areas of the coating.

It is seen from the results of microhardness measurements in the longitudinal
direction (Fig. 7b) that for each condition of laser cladding, the microhardness is

Fig. 5 Distribution of
elements at a depth of a
coating

Fig. 6 Distribution of
elements in the transient zone
of a coating
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approximately at the same level all over the length. Fluctuations of microhardness
as well as its maximum and minimum values are similar to those in the depth of the
single-layer coating.

The effect of laser cladding conditions (speed of the laser beam v, pitch K, and
the distance from the nozzle to the sample surface L) on the average microhardness
has a complicated character (Fig. 8).

It is known that the crystal growth rate is always less than the nucleation rate and
does not depend on the cooling rate and rate of cladding. At the same time, the rate
of nucleation of crystals increases with increasing the cooling rate and cladding
rate. For this reason, with an increase of the cladding rate from 80 to 120 mm/min,
a decrease in the grain sizes and microhardness growth is observed. It is due to the
growth of a crystal nucleation rate and to the essentially constant crystal growth
rate. With a further increase of the cladding speed to 160 mm/min, despite the
continuing reduction in the grains size, the lack of laser power input and a reduction
of the fusion strength of grains cause a decrease of the microhardness.

Fig. 7 Changes of microhardness by depth (a) and length (b) of a coating: 1 – v = 80 mm/min,
L = 10 mm, K = 1.0 mm; 2 – v = 120 mm/min, L = 12 mm, K = 1.5 mm; 3 – v = 160 mm/min,
L = 12 mm, K = 2.0 mm

Fig. 8 Effect of laser cladding parameters on the microhardness of coating layer for the distance
from the nozzle to the sample surface of L = 10 mm (a) and L = 12 mm (b)
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4 Conclusions

Coatings of a Ni-based self-fluxing alloy have been formed by laser cladding using
the CW CO2 laser. The optimal granulation of a self-fluxing alloy powder and the
relationship between the flow of powder of various fractions and the flow rate and
pressure of the transporting gas have been determined for conditions of coaxial
laser cladding. The formation regularities of a single-layer coating microstructure
with different cladding conditions as well as patterns of element distribution over
the coating depth and in the transient zone are defined. The microhardness distri-
bution patterns by depth and length of the coating for various laser cladding con-
ditions have been studied. It was found that optimal powder grain sizes are of
20–80 l and reducing dimensions of the structural components and the depth of the
heat-affected zone is observed with increasing the speed of the laser beam. The
effect of speed of the laser beam, track pitch, and the distance from the nozzle to the
coated surface on the average microhardness has a complicated character depended
on the cooling conditions.
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Fracture Toughness of Plasma
Paste-Borided Layers Produced
on Nickel-Based Alloys

Magdalena Frackowiak, Natalia Makuch, Piotr Dziarski,
Michal Kulka and Sukru Taktak

Abstract The boriding treatment is the suitable process which caused an increase
in surface hardness and wear resistance of nickel and its alloys. However, the phase
composition of boride layers strongly influences on layer properties—especially
hardness and brittleness. The method of plasma paste boriding was used in this
study to produce the hard boride layers on nickel-based alloys: Ni201, Inconel 600,
and Nimonic 80A. This process was carried out at 800 °C (1073 K) for 3 h. The
chemical composition of substrate material was the reason for producing of layers
which were characterized by different thickness: 55 lm for Ni201, 42 lm for
Inconel 600, 35 lm for Nimonic 80A. The lowest hardness (1000–1400 HV) and
the highest fracture toughness (up to 2.6915 MPa m1/2) were measured for layer
produced on Ni201. In this specimen, only nickel borides were detected. However,
due to high content of chromium, in case of Inconel 600-alloy and Nimonic
80A-alloy, the higher hardness (in the range of 1000–2450 HV) and higher brit-
tleness (average value of Kc = 0.77 MPa m1/2 for Inconel 600-alloy and
Kc = 0.67 MPa m1/2 for Nimonic 80A-alloy) were calculated. This situation was
caused by the appearance of hard ceramic phases (chromium borides CrB and
Cr2B) in borided layer. Simultaneously, at the cross section of each sample, the
strong fluctuation of hardness occurred, due to the variable participation of chro-
mium and nickel borides.
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1 Introduction

In the widely known industry, it is obvious for technology or production methods to
change trying to follow the progress in knowledge. This process applies further-
more to materials’ properties as a natural consequence of transformation. The most
common procedure of material modification is a surface treatment as a faster and
cheaper way. It also could be provided to elements that are already formed and
shaped or those in need of slight renovation of surface.

In a wide range of different surface procedures, the most common is the
thermo-chemical treatment wherein beside the heat energy also chemical reactions
are involved because addition of other material like media containing carbon- [1],
nitrogen- [2, 3], or boron-source [4] depending on the demanded result. Nickel
alloys are unique due to the combination of their very good mechanical properties
[5–8] and an excellent corrosion resistance [9, 10] in so many media. From com-
mon use of nickel alloys are restrained by serious disadvantage which is their low
hardness and as a consequence of this also very poor wear resistance and therefore a
surface treatment must be involved. For nickel alloys, only nitriding and boriding
can be brought, not the carburizing because of very low solubility of carbon in
nickel and therefore non-effective treatment [11].

The layers characterized by high hardness can reveal the tendency to cracking,
chipping, and delamination in the working environment of high stress or dynamic
loads. In order to investigate the fracture toughness of boride layers cracking
examination, including Berkovich and Vickers marks was proposed by Anstis and
others [12, 13]. All of these techniques can be summarized as a procedure con-
sisting of few steps—producing indentation marks, measurement of necessary
parameters like cracks length, hardness, or Young’s modulus, and finally applying
these values to appropriate equation. As a result of this calculation, the stress
intensity factor (Kc) is provided to describe material behavior under stress condition
—the lower is this value the more brittle is investigated material.

In this paper, three different Ni-based alloys were subjected to the process of
plasma boronizing using borax paste as a boron source. The influence of chemical
composition of substrate on layer properties like thickness, microhardness, and
fracture toughness was investigated.

2 Experimental Procedure

Samples used in the plasma boriding process were featured in flat slices with the
thickness of 7 mm and diameter of 25 mm. They were made of Ni201, Inconel 600,
and Nimonic 80A alloys. The chemical composition of materials used for this study
is shown in Table 1.

Prior to the treatment, all of the samples were prepared by polishing (using paper
gradation in presented order: 60, 120, 240, 360, 600). After polishing, it was
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necessary to purify the sample surface with alcohol and dry thoroughly. The next
step included covering samples with the paste (consisting of borax and ethyl
alcohol) that was thick enough to keep the demanded feature of layer during the
whole time of paste drying. The thickness of this layer was kept in the range of 1–
1.5 mm. The last stage of preparation was to let the paste dry for about 24 h. The
devices, applied to the plasma boriding process, consisted of the vacuum chamber,
turbomolecular pump, vacuum meter, rotational pump, gas mixing chamber, and
cylinders with the gases used during the process. The prepared samples were placed
into the vacuum chamber, and the pressure was set to 0.01 Pa. The samples were
plasma paste boronized at 800 °C (1073 K) for 3 h in a gas mixture of 70% H2–

30% Ar under a constant pressure of 400 Pa. After the process finished, the
specimens were cooling in the chamber in the atmosphere of argon.

Directly after plasma paste boriding process, the investigation of phase com-
position was carried out by PANalytical EMPYREAN X-ray diffractometer using
Cu Ka radiation. Then the samples were cut perpendicular to the top surface in order
to reveal the cross section of the produced layer and a matrix. The next step was
preparing the samples to optical microscopy (OM) observation by grinding and
polishing with aluminum oxide suspension. The last step was etching using the
Marble’s reagent, which consisted of HF, HNO3, and H2O mixed by volume ratio
of 2:1:47. Microhardness test was carried out using the Vickers indenter with load
(F) of 0.49 N (HV 0.05) by 15 s, according to PN-EN ISO 6507-1. In this study,
the diamond pyramid with the a-angle of 136° was used as an indenter to produce
the indentation marks. In order to determine the microhardness value, the following
relation was used:

HV ¼ 1:891
F
d2

� �
ð1Þ

where F—load, N; d—the arithmetic average of the length of two mark’s diagonals
d1 and d2, mm.

In order to evaluate fracture toughness of plasma-borided layers, the Vickers
indenter was applied to obtain indentation marks with cracks that were measured as
shown in Fig. 1. The indentation marks were placed on polished and etched cross
section. The load value was set on 0.98 N, and the time of load was 15 s. This
method uses a model of elastic–plastic behavior of the material under the impres-
sion—a system of the central and radial cracks is a result of the tensile stresses

Table 1 Chemical composition of substrate materials used in this study (wt%)

Material Cr Mn Cu Fe Ti Si C Al Ni

Ni201 – � 0.35 � 0.25 � 0.40 – � 0.40 � 0.02 – Balance

Inconel 600 15.72 0.16 0.04 8.63 – 0.18 0.078 0.06 Balance

Nimonic
80A

19.52 � 0.01 0.01 0.25 2.55 0.09 0.085 1.44 Balance
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caused without load. In this study, the fracture toughness of borided layer produced
on Ni-based alloys has been determined based on the measurements of KC factor
according to equation [14]:

KC ¼ A
P

c
3
2

MPa m1=2
� � ð2Þ

A ¼ 0:028
E
H

� �1
2

ð3Þ

where P—load, N; c—the radial crack length, m; A—residual indentation coeffi-
cient; E—Young’s modulus, MPa; H—hardness, MPa.

3 Results and Discussion

The microstructures of borided layers, produced on Ni-based alloys, obtained by
optic microscopy are shown in Fig. 2a–c. Microstructure analysis showed that all of
the layers were dense, very fine-grained, and porous-free. Layer thickness depended
on the chemical composition of the substrate, because of its influence on the phases
that could be formed in layer and hence a different growth kinetics of these phases.
In case of Ni201 material, the characteristic shape of the transition zone between the
layer and the matrix was noticeable—the needle-like structure coming from the
nickel borides. For Nimonic 80A and Inconel 600 alloys, the transition zone fea-
tured as a way more smooth, flatline. This situation was caused by the high con-
centration of chromium in Inconel 600-alloy and Nimonic 80A-alloy. Moreover,
the high concentration of chromium was the reason for difficult diffusion of boron
atoms during boriding process as assumed. Therefore, the thickness measured for
borided layers produced on Nimonic 80A-alloy and Inconel 600-alloy was lower
(average value of 35 and 42 µm, respectively) when compared with borided Ni201
(55 µm).

Fig. 1 Schematic views of
the obtained indentation mark
with cracks
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In case of borided Ni201, the presence of nickel borides (NiB, Ni2B, Ni3B, and
Ni4B3) was detected. The high concentration of chromium in Inconel 600-alloy and
Nimonic 80A-alloy caused the appearance of chromium borides (CrB and Cr2B).
Moreover, the nickel borides (NiB, Ni2B, Ni3B, and Ni4B3) were also identified.
The microhardness profiles of plasma paste-borided nickel-based alloys are pre-
sented in Fig. 3. The boriding process caused the significant increase in hardness of
the surface layer for all of the samples. The lower values of hardness were char-
acteristic of borided layer produced on Ni201. The obtained microchardness was in
the range of 1000–1400 HV. Ni201 contained only nickel without chromium or
iron addition. Therefore, in this case, only the nickel borides occurred in the pro-
duced layers. These results confirmed also the papers [15, 16]. The higher micro-
hardness was obtained for borided Nimonic 80A-alloy. The maximal hardness of
2450 HV was measured near the top surface. However, in the compact borides
layer, the high differences between the lowest and the highest hardness occurred.
The fluctuation of hardness through the cross section of plasma paste-borided layer
produced on Nimonic 80A-alloy probably was caused by a change in volume
fraction of chromium borides. According to earlier paper [4], the lower values
(1000–1500 HV) corresponded to the measured area in which the amount of nickel
borides was higher, whereas the higher hardness (1600–2450 HV) was character-
istic of areas in which higher content of hard chromium borides occurred. The same
effect can be observed for plasma paste borided Inconel 600-alloy. However, the
lower concentration of chromium in this alloy could be the reason for the

Fig. 2 Microstructure of plasma paste-borided layers formed on a Ni201, b Inconel 600-alloy,
and c Nimonic 80A-alloy; 1–compact boride zone; 2–substrate (base material), obtained from
optic microscopy
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diminished amount of chromium borides in borided layer. Therefore, the slightly
lower hardness was measured in this layer.

The fracture toughness measurements were carried out through a cross section of
the specimens at the distance from the surface of about 15 lm. As a result of the
Vickers hardness test, the indentation marks with cracks were generated. For the
fracture toughness calculation, the Young’s modulus was necessary. In case of
borided layer produced on Ni201 substrate, it was obvious that the value typical for
nickel borides could be used. Therefore, according to earlier study [17], for Kc

calculation, the E value of 287.91 GPa was taken. In case of borided layers pro-
duced on high-chromium alloys (Inconel 600 and Nimonic 80A), the average value
of Young’s modulus was evaluated. These layers consisted of nickel and chromium
borides mixture, which suggested that the higher E value should be taken for
fracture toughness measurements. The Young’s modulus of chromium borides
evaluated in paper [17] was equal to 355.11 GPa. Therefore, in this study, the
average value of E was used for calculation (321.51 GPa). The OM micrographs of
the indentation marks with visible microcracks are presented in Figs. 4, 5 and 6.
First, it should be noticed that the cracks were generated only in a direction parallel
to the surface. Some authors reported [18] that the strong influence on brittleness
has stress distribution across the borided layers. The presence of compressive
stresses in the normal (perpendicular to the surface) direction caused that the growth
and propagation of microcracks produced by an indentation in this direction were
blocked. As a result, the cracks appeared only in the direction parallel to the surface.
The chemical composition of substrate material doesn’t influence on this behavior.
However, the differences in cracks length were observed. In case of borided layer
produced on Ni201 (Fig. 4), the cracks’ length was lower when compared to those
obtained in case of layer produced on Inconel 600-alloy (Fig. 5) or Nimonic
80A-alloy (Fig. 6). The longest crack length was measured for Nimonic 80A-alloy.
Obviously, the higher crack length caused diminished fracture toughness. In
Table 2, the Kc values for all the samples were compiled. The six indentation marks
were performed for each specimen. Due to the anisotropy of the borided layer, it
was possible to calculate the fracture toughness only for the microcracks, obtained

Fig. 3 Microhardness
profiles of plasma
paste-borided layers formed
on Ni201, Inconel 600-alloy,
and Nimonic 80A-alloy
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Fig. 4 OM images of Vickers indentation marks with cracks generated in borided layer produced
on Ni201

Fig. 5 OM images of Vickers indentation marks with cracks generated in borided layer produced
on Inconel 600-alloy

Fig. 6 OM images of Vickers indentation marks with cracks generated in borided layer produced
on Nimonic 80A-alloy
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in the direction parallel to the surface. The chemical composition of substrate
material strongly influenced the brittleness of borides layers. In case of Ni201 layer
consisted only of nickel borides. Such a phase composition was the reason for lower
hardness and higher fracture toughness (average value Kc = 1.73 MPa m1/2). The
more brittle were layers contains nickel and chromium borides. The presence of
hard chromium borides caused a decrease in fracture toughness for borided layers
produced on Inconel 600-alloy (average value Kc = 0.77 MPa m1/2) and Nimonic
80A-alloy (average value Kc = 0.67 MPa m1/2). After analysis of data compiled in
Table 2, it can be found that for each material the differences in Kc values occurred.
The lowest fracture toughness for borided layer produced on Ni201 was equal to
1.022 MPa m1/2, whereas the higher Kc for the same sample was equal to
2.6915 MPa m1/2. Similar behavior was noticed in the case of nickel–chromium
alloys examined in this study. These differences between the lowest and the highest
value of fracture toughness could be related to the variable phase composition
across the borided layers and stress distribution in the cross section of layers.

4 Summary and Conclusions

Plasma paste boriding at temperature of 800 °C (1073 K) for 3 h was used to
produce the hard borided layers on Ni-based alloys, which differed in chromium
content. The following conclusions can be formulated from the obtained results:

• All of the produced layers were compact and porous-free. The fine-grained
microstructure was the characteristic of these layers.

• The chemical composition of substrate material strongly influenced on layer
thickness. The higher thickness of 55 lm was measured for layer produced on
Ni201 (alloy without the addition of chromium). The high content of chromium
in Inconel 600-alloy and Nimonic 80A-alloy was the reason for diminished
layer thickness, 42 and 35 lm, respectively.

• The phase composition of the produced layers was the reason for differences in
hardness and fracture toughness.

• The presence of chromium borides caused an increase in hardness (up to
2450 HV in case of Nimonic 80A-alloy).

Table 2 Results of Kc

measurements for borided
layers produced on Ni-based
alloys

Indentation mark Kc (MPa m1/2)

Ni201 Inconel 600 Nimonic 80A

1 1.0220 0.4929 0.3046

2 1.1116 0.6146 0.4899

3 1.2057 0.6616 0.5211

4 2.1261 0.7117 0.7607

5 2.2298 1.0334 0.8277

6 2.6915 1.1105 0.9821
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• Simultaneously, the higher participation of chromium borides caused a decrease
in fracture toughness (for Nimonic 80A-alloy, the lowest value Kc of
0.3046 MPa m1/2).
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Effect of Residual Stresses in Surface
Layer of Nickel-Based Alloy—Inconel 718
on the Safety Factor of Construction

Joanna Krajewska-Spiewak and Jozef Gawlik

Abstract Characteristics of the surface layer of difficult-to-cut materials have been
presented in the article. Residual stresses generated in the material during
machining process can be distinguished among many other properties of the surface
layer. The main goal of the research was to determine the influence of peripheral
milling on residual stresses state in the surface layer of the workpiece made out of
Inconel 718. In order to determine safety factor of construction (based on stochastic
dependence), residual stresses and exploitation stresses were taken into account.

Keywords Inconel 718 � Residual stresses � Safety factor of construction

1 Introduction

Development of new constructions is associated among others with increasing
demand for new engineering materials. These materials, in general, belong to the
group of difficult-to-cut materials and are most commonly used in following types
of industries: aerospace, maritime, petrochemical, and biomedical engineering. The
increasing demand of these materials is justified through their unique properties,
which include high strength at relatively low density, creep resistance, and resis-
tance to fatigue failures.

Ezugwu in his work [1] suggested the division of difficult-to-cut materials into
four main groups: titanium-based alloys, nickel-based alloys, ceramics, and ferrous
alloys. Additional type of material (composite materials) has been added to this
division which is presented on Fig. 1.
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2 The Characteristics of the Surface Layer Formed
in the Cutting Process

Machining is an oriented and controlled process of cracking which is accompanied
by progressive separation of the material in form of the chip with the use of wedge
blade [2]. The cutting tool is a carrier of focused, external mechanical energy. The
energy inside the material increases with the increase of plastic deformation. Crystal
lattice is subjected to the increasing value of plastic deformation which alters
properties of the workpiece.

During machining process, new stress state is generated which results in energy
changes in the cutting zone. Stresses which are present in the material during
external load and stresses present in the material in the absence of the influence of
external forces can be distinguished [3]. Another division of stresses is based on the
area of size in which they balance. According to Davidenkov’s classification,
stresses can be divided into:

• Macro-residual stresses (1st type of RS) appear in the area where their size is
compared with the size of the workpiece. The existence of these stresses can be
determined based on the displacement of diffraction lines in proper direction.

• Micro-residual stresses (2nd type of RS) appear in the area where their size is
compared with the size of the grain. These residual stresses can be further
divided into oriented residual stresses which arise as a result of oriented plastic
deformation, and they cause an angular shift of diffraction lines. Unoriented
residual stresses cause diffraction line broadening.

• Sub-residual stresses (3rd type of RS) appear in the area of the few atomic
distances. The force and moment equilibrium exist in sufficiently large parts of a
crystallite. These stresses are caused by numbers of deformations in crystal
lattice (e.g., delamination and dislocations).

Stresses can be also distinguished based on the cause of their formation.
Thereby, following types of stresses can be given: mechanical, thermal, and

Fig. 1 Division of difficult-to-cut materials
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structural. Structural stresses arise from volumetric changes [4, 5]. They are gen-
erally caused by phase transitions and are determined by temperature and time. In
case of increased specific volume, compressive stresses are present, otherwise
tensile stresses occur. The uneven heating or cooling process of particular layers of
the material leads to thermal stresses. After reaching a temperature below core
temperature, compressive residual stresses are formed, while tensile stresses occur
inside of the core. During machining process, mechanical stresses arise as a result of
uneven deformation of the surface layer of the workpiece.

3 Impact of Cutting Conditions on Stress State
in the Surface Layer of Inconel 718

Research was carried out on samples made out of nickel-based alloy—Inconel 718
through the wide range of its industrial applications. The main goal of the research
was to determine the influence of peripheral milling on residual stresses state in the
surface layer of the workpiece. During machining process, cutting forces were
recorded by a Kistler three—component piezo dynamometer. The scheme of the
workstation is presented on Fig. 2. The course of cutting forces was registered to
correlate the obtained data with calculated values of residual stresses. After milling
process, residual stresses were determined by X-ray diffractometer. Measurements
were performed at the Institute for Sustainable Technologies—National Research
Institute in Radom.

Table 1 presents scheme of the research program, while Table 2 contains ranges
of variable parameters during milling process of Inconel 718.

The values of calculated residual stresses are presented in Table 3. Residual
stresses were identified in samples made out of nickel-based alloy—Inconel 718
after peripheral, down-cut milling. Research was carried out on a diffractometer
(Brucker’s company), where rr—stresses calculated in the parallel direction toward
milling process, rp—stresses calculated in the perpendicular direction toward
milling process.

Fig. 2 Scheme of the work station and dimensions of the test sample [6]
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Carried out research confirms that a texturization of crystal lattice occurs in the
surface layer during machining process in the direction of feed motion. Tensile
stresses occurred in the surface layer of nickel-based alloys after milling.

The function of the research object was developed in order to determine the
dependence between cutting parameters and residual stresses. Second degree of a
polynomial function was created with interaction for three input parameters (vc, f,
and ap). Obtained results are shown in a graphical form in Figs. 3, 4, and 5.

4 Safety Factor in Terms of Construction Reliability

Heterogeneity of the structure of materials, dispersion of values of strength char-
acteristics, and instability of exploitation conditions are factors which justify con-
sideration of safety factor of construction. Based on the research developed by
Loladze [7] and Betanelego [8], safety factor ð#Þ can be presented as followed:

Table 1 Scheme of the research program

No. Code

x1 x2 x3

1. −1 −1 −1

2. +1 −1 −1

3. −1 +1 −1

4. +1 +1 −1

5. −1 −1 +1

6. +1 −1 +1

7. −1 +1 +1

8. +1 +1 +1

9. −a 0 0

10. +a 0 0

11. 0 −a 0

12. 0 +a 0

13. 0 0 −a

14. 0 0 +a

15. 0 0 0

Table 2 Variable cutting parameters used during milling process

a = 1.215 Rotation speed n (rot/min) x1 Feed f (mm/min) x2 Depth of cut ap (mm) x3
−a 955 100 0.2

−1 1485 280 0.35

0 1978 550 0.5

+1 2470 820 0.65
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# ¼ Xr

Xg
ð1Þ

where Xr—determines the stress state in the material; Xg—determines the limit of
ultimate strength of the material.

Table 3 Calculated stresses values generated in the surface layer of Inconel 718 [6]

No. rr
(MPa)

rp
(MPa)

No. rr
(MPa)

rp
(MPa)

No. rr
(MPa)

rp
(MPa)

N1-1 545 439 N33-1 639 618 N6-1 352 199

N1-2 582 452 N33-2 706 654 N6-2 549 370

N1-3 588 547 N33-3 737 693 N6-3 611 448

N1-4 604 558 N33-4 680 640

N11-1 489 376 N4-1 833 792 N66-1 703 658

N11-2 369 369 N4-2 890 813 N66-2 893 755

N11-3 365 365 N4-3 850 804 N66-3 870 724

N11-4 425 346 N4-4 795 815

N2-1 677 720 N44-1 986 928 N7-1 544 418

N2-2 856 820 N44-2 1002 933 N7-2 536 375

N2-3 841 827 N44-3 919 860 N7-3 549 393

N2-4 733 774 N44-4 956 904 N7-4 625 462

N22-1 767 762 N5-1 719 693 N77-1 585 747

N22-2 822 766 N5-2 721 712 N77-2 823 803

N22-3 770 773 N5-3 486 475 N77-3 845 837

N22-4 750 730 N5-4 N77-4 820 816

N3-1 513 546 N55-1 538 564 N8-1 766 733

N3-2 703 615 N55-2 820 748 N8-2 814 716

N3-3 638 597 N55-3 689 594 N8-3 786 734

N3-4 550 568 N55-4 674 626

Fig. 3 Relationship between residual stresses and variable values of cutting parameters—feed and
depth of cut (f, ap) at constant cutting speed vc = 62.1 [m/min] [6]
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Strength characteristics of construction materials can be usually described by
normal distribution. For a given quantile percentage (c), the safety factor of the
construction can be presented as followed:

# ¼ 1� xr � cR
1� xd � c1�R

ð2Þ

where xr ¼ DXr
Xrs

—variation coefficient of stresses xd ¼ DXg

Xgs
—variation coefficient

of the limit of ultimate strength of the material; cR� R—quantile percentage of
normalized normal distribution and c1�R (1−p) quantile percentage of normalized
normal distribution for determined level (p) of construction reliability (s); DXr—
standard deviation of stresses dispersion and DXg—standard deviation of the limit of
ultimate strength of the material; Xrs average value of stresses and Xgs—average
value of the ultimate strength of the material.

The analysis of Eq. 2 indicates the safety factor of the construction that strongly
depends on the dispersion of mechanical properties of the material and

Fig. 4 Relationship between values of residual stresses and variable values of cutting
parameters—cutting speed and depth of cut (vc, ap) at constant feed f = 550 [mm/min] [6]

Fig. 5 Relationship between residual stresses and variable values of cutting parameters—cutting
speed and feed (vc, f) at constant depth of cut ap = 0.5 [mm] [6]
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assumed/established level of construction reliability [9, 10]. To simplify (the model,
the calculations), the authors assumed x ¼ xr ¼ xd . Figure 6 shows the change of
safety factor #.

The results obtained from carried out research show that residual stresses arise
after machining process and are present on the surface layer of the workpiece.
These stresses affect the behavior of the element and they have an impact on the
construction reliability. Stresses arise in the material as a result of external load.
Generated residual stresses can add up and cause number of undesired effects (e.g.,
delaminations, cracing, tribological wear). Therefore, residual stresses should be
taken into account during determination of safety factor.

With the use of chi-square test v2 authors demonstrated that in significance level
equal to a ¼ 0:05, there is no reason to reject the hypothesis of the normal distri-
bution of residual stress in the surface layer of Inconel 718 alloy. The dependence
of safety factor takes the following form:

# ¼ 1� xrw � cR
1� xd � c1�R

ð3Þ

where xrw ¼ DXr þDXr
Xrs þXrr

—variation coefficient of combined stresses in a material,

(Xr) exploitation stresses, (Xr) residual stresses, DXr—standard deviation of residual
stresses and Xrr—average value of residual stresses.

5 Conclusions

Multi-blade milling process of Inconel 718 alloy generates residual stresses in
formed surface layer of the workpiece. The possibility of residual stresses sum-
mation must take into account during strength calculations when structures are
subjected to external loads at the allowable level. Therefore, in order to ensure
reliable operation of construction determination of the proper safety factor is
necessary.

Fig. 6 Dependence between
safety factor ð#Þ; reliability
level (R); and coefficient of
variation x for two values of
probability (p) of achieving
assumed reliability (R);
1 p = 0.90; 2: p = 0.975
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Influence of Preparation Conditions
on Final Dielectric Properties of Pure
and Ca-Doped BaTiO3 Ceramics

Izabela Szafraniak-Wiza, Anna Włódarkiewicz, Ewa Markiewicz,
Bozena Hilczer, Kamil Feliksik and Lucjan Kozielski

Abstract Improvement of dielectric properties of commonly used electroceramic
materials plays an important role in the development of modern electronics. This
paper has described the preparations and properties of lead-free BaTiO3-based
ceramics obtained from mechanochemically synthesized powder. Ba1−xCaxTiO3

powders with different calcium contents (0 � x � 0.20) have been successfully
obtained by mechanochemical synthesis directly at room temperature (without any
additional thermal treatment). Mechanochemically triggered reaction, leading to the
formation of perovskite phase, has been monitored by XRD at different stages. Pure
and Ca-doped barium titanate powders have been consolidated (1) by pressing and
subsequently conventional sintering or (2) by hot pressing. The influence of the
sintering method on the dielectric properties of the ceramics has been investigated
by dielectric spectroscopy in the temperature range from 25 to 180 °C. Both the
sintering method and the doping with Ca have a strong effect on the dielectric
permittivity and dielectric losses of barium titanate ceramics.
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1 Introduction

Ferroelectric ceramic materials play a very important role in modern technology.
Broad range of applications comprises devices based on dielectric, piezoelectric,
pyroelectric, or electro-optic properties of ferroelectric materials, to list just a few
[1–3]. For a long time, lead zirconate titanate (PZT) has been the most widely used
piezoceramic material because of its excellent properties and low cost. Recently, the
awareness of the environmental and health hazards caused by the toxicity of lead is
increasing, and as a result, several regulations limiting the usage of this element are
introduced and lots of scientific research are focused on the development of
lead-free materials [4–6]. Despite the fact that the candidates, considered as the
future replacements for lead-based piezoelectric, are not as versatile in properties as
PZT, it should be possible to find a set of different materials tailored to the specific
applications. One of the most attractive lead-free materials for devices operating
mainly at room temperature, like X7R multilayer ceramic capacitors, is barium
titanate (BaTiO3) [2]. Doping with calcium has been found to be an effective way to
improve the thermal stability of its properties [1, 7, 8].

Growing demands for higher performance and more efficient devices, as well as
for less time- and energy-consuming manufacturing processes, are directly con-
nected to the properties and quality of the materials. In the case of perovskite-type
piezoelectric ceramic powders, conventional solid-state synthesis is the most
commonly used preparation method. Nevertheless, there are several problems
arising from the high-temperature treatment. Volatilization of some elements can
lead to the changes in the stoichiometry, chemical inhomogeneity of the material,
and formation of secondary phases. The grain growth and the agglomeration of the
powder particles, obtained by conventional solid-state synthesis, lead to poor
material sinterability. Mechanochemical synthesis is the novel processing technique
that allows the preparation of crystalline piezoceramic powders at room temperature
or at least significantly decreases the thermal treatment, at which the reaction occurs
[9–11].

Pure and Ca-doped barium titanate has been successfully obtained directly after
milling, without any additional calcination step [11–13]. In the mechanochemical
synthesis process, thermal activation of the diffusion, necessary for the reaction to
proceed, is replaced by the mechanical activation originated from the high energy of
the collisions between milling balls, powder particles, and the walls of the vial. The
generation of many structural defects and the increase in the specific surface area of
the powders are the main factors that accelerate the diffusion rate. The product
layer, formed at the interface of the reactants, is repeatedly crushed, and the new,
fresh surfaces are created. As a result, the powders become much more reactive and
the desired phase can be obtained directly at room temperature [9–12].

In this work, Ba1−xCaxTiO3 nanopowders with different calcium contents
(0 � x � 0.20) have been obtained directly by mechanochemical synthesis at
room temperature. The calcium content has been selected to be below the solubility
limit of Ca at A-site of BaTiO3 which is x * 0.23 [14]. The influence of milling
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time and calcium content on the formation of perovskite phase and on the mor-
phology of the nanopowders has been investigated. The effect of the sintering
method has been determined with respect to final physical properties of the mate-
rial, including dielectric permittivity, dielectric loss tangent, and Curie temperature.

2 Experimental Procedure

The high-purity oxides (BaO, CaO, and TiO2-anatase, Aldrich, 99% purity or
higher) in the stoichiometric ratio were used for the synthesis of pure and Ca-doped
barium titanate Ba1−xCaxTiO3 (0 � x � 0.20) nanopowders. The starting mate-
rials were loaded into the stainless steel vial with stainless steel balls
(ball-to-powder weight ratio BPR = 6:1) and milled in the high-energy shaker-type
mill SPEX 8000 for different periods up to 100 h at room temperature.

The formation of the perovskite crystal structure as a function of milling time
and Ca content was monitored by XRD studies using PANalytical Empyrean X-ray
powder diffractometer (CuKa radiation, 45 kV, 40 mA). The pure BaTiO3

nanopowders were uniaxially pressed to form the pellets. The Ca-doped barium
titanate powders were cold isostatically pressed at 2.5 GPa into cylindrical pellets
and conventionally sintered at 1300 °C for 2 h in the air. For the comparison, pure
barium titanate nanopowders milled for 70 h were hot pressed at 1250 °C for 2 h
under the uniaxial pressure of 20 MPa. The hot-pressing conditions were deter-
mined on the basis of the observation of dimensional changes of the sample during
heating using heating stage microscope, Leitz, Version 1A, at a heating rate of
10 °C/min.

The microstructure of the powders and ceramic samples was investigated by
scanning electron microscope (SEM). The chemical homogeneity of the hot-pressed
ceramics was evaluated by energy-dispersive X-ray spectroscopy (EDS). For
dielectric measurements, silver paste was applied on the both sides of the pellets
and fired at 150 °C for 30 min to form the electrodes. Temperature dependence of
dielectric permittivity and dielectric loss tangent at different frequencies, between
1 kHz and 1 MHz, was determined in the temperature range from 20 to 180 °C.

3 Results and Discussion

3.1 X-Ray Diffraction

XRD studies performed at different stages of the milling process revealed that the
perovskite phase with the tetragonal crystal structure is formed directly in the
milling process, after 10 h or 5 h of mechanochemical synthesis in the case of pure
and Ca-doped barium titanate, respectively. For all of the compositions,
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investigated in this work, the perovskite phase formation during milling proceeded
similarly. Figure 1a shows the XRD patterns of starting oxides and of the
Ba0.9Ca0.1TiO3 composition obtained after milling time between 2 h and 70 h. At
the initial stage of the process, after 2 h of milling, complete amorphization of the
reactants occurred. Upon further milling for 5 h, new, well-visible peaks emerged
on the XRD pattern, indicating that the perovskite tetragonal phase was formed.
Longer milling, up to 70 h, resulted in the gradual changes in the width and
intensity of the diffraction peaks.

The course of these changes was slightly dependent on the Ca content in the
Ba1−xCaxTiO3 powder, and for x = 0.1, the highest crystallinity of the material was
obtained after 20 h of milling (Fig. 1b). After longer milling time, the diffraction
peaks became broader and their intensity decreased. For x = 0.2, the most intensive
XRD peaks were observed in the milling time range between 20 and 50 h. XRD
patterns of the Ba0.8Ca0.2TiO3 powders milled for longer than 50 h revealed sig-
nificant broadening and decreased intensity of the diffraction peaks. The changes in
the diffraction patterns observed at different stages of the milling process can be
explained as follows. Initially, as the perovskite phase content increases, diffraction
peaks become more intense. For longer milling times, the refinement of the crys-
tallite size and the generation of many structural defects are the dominant phe-
nomena affecting the XRD pattern of the powder.

XRD patterns for pure and Ca-doped Ba1−xCaxTiO3 powders (0 � x � 0.20)
are shown in Fig. 2. An increase in the Ca content results in the slight shift of the
diffraction peaks to the higher values of 2h angle, which can be explained by the
decrease in the interplanar spacings because of the substitution of some Ba2+ ions
with the smaller Ca2+ ions.
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mechanochemical synthesis (a) and XRD pattern of 20 h mechanochemically synthesized
Ba0.9Ca0.1TiO3 (b)
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3.2 Hot-Pressing Conditions

In order to determine the appropriate hot-pressing conditions of pure BaTiO3

ceramics obtained from the 70-h milled powder, dimensional changes of the pellet
during heating were measured using the heating stage microscope (Fig. 3). It was
found that the shrinkage of the sample takes place in two steps. The first one is very
slight and occurs in the temperature range from 400 to 780 °C. Then, a plateau is
observed on the shrinkage curve up to 1150 °C. At this temperature, the main
shrinkage step begins, occurring from 1150 to 1350 °C. The total shrinkage of the
sample in the temperature range from 400 to 1350 °C is 13.9%. Based on these
results, temperature of 1250 °C was chosen as the most suitable for the hot pressing
of pure barium titanate.

3.3 Microstructure of the Powders and Ceramic Samples

The morphology of the mechanochemically synthesized powders and ceramic
samples obtained from these powders by conventional sintering and by hot pressing
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was investigated using scanning electron microscopy. The SEM images of
Ba0.8Ca0.2TiO3 powders milled for 1, 50 and 100 h are shown in Fig. 4a–c. The
powder particles have irregular shapes and form agglomerates of different sizes.
After longer milling time (100 h), agglomerates are composed of smaller particles
with a narrower size distribution. Figure 4d shows the microstructure of
Ba0.8Ca0.2TiO3 ceramic sample obtained from the powder milled for 50 h by
conventional sintering at 1300 °C for 2 h.

Pure BaTiO3 powders prepared by 70 h of mechanochemical synthesis were
consolidated by hot pressing at 1250 °C. Conditions of the process were chosen on
the basis of shrinkage behavior of the sample during heating (see Sect. 3.2). As
shown in Fig. 5, well-densified ceramics with a low porosity content was obtained
(note the difference in the magnification between Figs. 4 and 5).

5μm5μm

5μm 100μm

(a) (b)

(c) (d)

Fig. 4 SEM images of Ba0.8Ca0.2TiO3 nanopowders after a 1 h b 50 h, c 100 h of
mechanochemical synthesis and SEM image of conventionally sintered Ba0.8Ca0.2TiO3 ceramics
derived from powder milled for 50 h (d)
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In order to determine the chemical homogeneity of the hot-pressed ceramics,
EDS analysis was performed on these areas. It was found that there is a difference in
Ba/Ti ratio between dark and bright regions of the sample (Fig. 5). The chemical
composition of the bright regions is almost equal to the nominal one, calculated due
to the stoichiometry of the compound. In the dark regions, decreased concentration
of Ba and increased concentration of Ti were detected, resulting in the lowering of
Ba/Ti ratio. This compositional inhomogeneity of the sample may be attributed to
some chemical segregation processes that occur at the sintering step.

3.4 Dielectric Properties

The temperature dependence of dielectric properties of pure and Ca-doped barium
titanate ceramics derived from the powders milled for 70 h was investigated at
different frequencies of the electric field, in the range between 1 kHz and 1 MHz. It
has been stated that both the sintering method and the compositional modification
with calcium significantly affect the dielectric characteristics of barium titanate
ceramics. The pressed, unsintered powder of pure BaTiO3 exhibits poor dielectric
properties (Fig. 6), as evidenced by very high dielectric losses.

The temperature dependence of dielectric permittivity has shown one very broad
maximum, only at the lowest frequency (1 kHz). Dielectric anomaly disappears
almost completely when the measurement is performed at higher frequencies. The
lack of a distinct maximum of the dielectric permittivity at the temperature of
transition from ferroelectric to paraelectric phase indicates that the pressed,
unsintered BaTiO3 does not possess the typical ferroelectric properties. Such
behavior is closely related to nature of materials. The mechanochemically synthe-
sized powders usually exhibit the core–shell structure with well-crystallized cores
that are surrounded by amorphous layers [15]. The presence of the amorphous
phase suppresses the ferroelectric response of the material.

Fig. 5 SEM image of
hot-pressed BaTiO3 ceramics
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The hot pressing of pure barium titanate results in the significant change of
dielectric properties of the ceramics (Fig. 7). The single anomaly of the dielectric
permittivity appears at 120 °C, which is known as the Curie point of pure barium
titanate. The dielectric permittivity of hot-pressed barium titanate ceramics
decreases as the frequency increases, but the temperature of the peak permittivity is
independent of the frequency of the electric field. The hot pressing allows the
preparation of barium titanate ceramics with substantially lower dielectric losses as
compared to the pressed, unsintered samples. Dielectric losses of hot-pressed bar-
ium titanate are below 0.1 in the whole temperature range. The improvement of
dielectric properties of hot-pressed samples can be attributed to the higher densi-
fication of the ceramics. Moreover, the temperature treatment, taking place during
hot-pressing stage, allows the crystallization of amorphous part of sample [16].
Since the ferroelectric properties are very closely connected to perovskite phase, the
improvement of dielectric properties of hot-pressed sample has been observed.

In order to investigate the influence of calcium on dielectric properties of barium
titanate, composition with Ca content of x = 0.2 was selected for the measurements.
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The Ba0.8Ca0.2TiO3 ceramic pellets were obtained by conventional sintering at
1300 °C of mechanically synthesized powders. The Ca-doping greatly improves
dielectric properties of barium titanate (Fig. 8). The dielectric permittivity of
Ba0.8Ca0.2TiO3 ceramics is much higher in comparison with the results obtained for
pure BaTiO3. The temperature dependence of dielectric permittivity exhibits one
sharp maximum at 125 °C. This anomaly related to the Curie temperature is
observed slightly higher than in the case of undoped barium titanate. The value of
the dielectric permittivity above Tc decreases slightly with increasing frequency and
is almost independent of the frequency when the material is in the ferroelectric
phase. Dielectric losses of Ba0.8Ca0.2TiO3 are very low, especially at the higher
frequencies of the electric field, which confirms excellent dielectric properties of
Ca-doped ceramics.

4 Conclusions

The tetragonal perovskite phase formation at room temperature, directly during
mechanochemical synthesis of pure and Ca-doped barium titanate, has been con-
firmed by XRD studies. The doping with calcium significantly improves the
dielectric properties and thermal stability of barium titanate ceramics. In the case of
pure barium titanate, better properties, especially in terms of lower dielectric losses,
can be obtained by hot-pressing method. The compositional modification and
optimization of the processing conditions of barium titanate allow the improvement
of the functional properties of the material.
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Wear of Solid Carbide Ball Nose End Mill

Iwona Lapunka, Piotr Wittbrodt and Katarzyna Marek-Kolodziej

Abstract The cutting tools are an important part of the production process and
represent a significant share in the costs of manufactured products. Evaluation of
their condition is an important task, and efficient use of cutting abilities is one of the
ways to reduce production costs. This paper outlines the methods for determining
the tool life and wear level of solid carbide ball nose end mills. There have been
considerations of the wear of the ball nose end mill’s cutting edge involved in the
machining process. We demonstrate the need for developing a computer system for
the prediction of wear of ball nose end mills operating under variable (random)
technological and geometric machining parameters.

Keywords Durability and wear � Monitoring � Prediction

1 Introduction

Turning, milling, and drilling are typical and most commonly applied machine
cutting operations in the metallurgical and mechanical engineering industry. Owing
to the modern computer solutions for computer-aided design and computer-aided
manufacturing (CAD/CAM) and to the use of open architecture controller (OAC),
such operations can develop dynamically in large companies. Recent improvements
in the field of production organization, such as adaptive machining and agile
manufacturing, allowed, to a degree, to transfer innovative machine cutting
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solutions into the sector of small- and medium-sized enterprises (SMEs). Modern
economy is largely based on these enterprises, which naturally creates an incentive
to implement novel industrial solutions with the aim of improving their technical
standing.

Despite the continued adoption of modern organization and technological
methods by enterprises, many technical issues remain to be solved. One of the
outstanding issues is to ensure a high level of the use of machines and manufac-
turing equipment of an enterprise. Continuity of operation can be disrupted by
mechanical failure, resulting in machine stoppage. Machine stoppage is understood
as a period of time, during which no machining takes place. Reasons for machine
stoppage include the following:

• organizational and logistics issues of the manufacturing system, e.g., the
diversity of manufactured assortment, which increases machine retooling rate;

• technical issues, e.g., periodic equipment maintenance needed to ensure its
continuous operation, or excessive wear or breaking of a tool.

Machine stoppage can often be mitigated or eliminated. Some organizational
issues are known in advance, making it possible to employ, e.g., clustering meth-
ods, whereby assortment is grouped according to its technological features; this
allows manufacturing similar elements without the need for machine retooling.
More difficult to manage are the technical issues leading to machine stoppage, in
particular the excessive wear or breaking of a tool under stochastic conditions of
machine cutting.

2 Cutting Tool Wear

The main reason for the unplanned stoppage in a technical environment is the wear
and breaking of a cutting tool during machining, often leading to severe machine
breakdowns. Such stoppage is expensive, not only because of the lost time, but also
due to the cost associated with having to replace the tool. Excessive wear has a
detrimental impact on the cutting conditions (e.g., increased cutting force, increase
in temperature and vibration level), resulting in quality deterioration of the work-
piece. Mean machine stoppage rate due to a broken tool has been estimated as 6.8%
[1] (or as much as 20% [2]). Studies carried out as early as twenty years ago [3, 4]
demonstrated that the use of reliable systems for monitoring the condition of the
tool nose can increase cutting speed by 10–50%, reduce total costs by 10–40%, as
well as predict the condition of the tool, which can reduce machine stoppage. The
quoted improvement rates remain valid today, and an accurate assessment of cutting
tool wear is considered crucial to increase productivity and effectiveness of the
entire manufacturing process.

Tool wear is a continuous process, with its intensity, along with machining
conditions significantly influencing the dynamics of every machining process. The
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increase in tool wear during machining, particularly on the tool flank, leads to
increased friction, in turn causing an increase in the cutting force [5]. Tool wear,
apart from its direct impact on tool durability, also affects the microhardness of
work surface [6].

Currently, milling is considered the dominant machine cutting process. The
literature review demonstrates that the particularities of end mill wear are not fully
understood. This is due to the fact that milling is widely used in the manufacturing
of molds and dies with a large number of 3D surfaces. To machine these, ball nose
end mills are used, for which the tool wear has not been thoroughly researched.
Whether a ball nose end mill is used also depends on the choice of machining
strategy as well as on the inclination angle [7]. These parameters have a significant
impact on the machining time, quality of the machined surface, and tool life [8].

The challenging conditions of machining 3D surfaces decrease tool life through
intensive wear, which is stochastic in nature. Studies have demonstrated the
dependence of tool life and cutting parameters [e.g., 7, 8]; however, the tool wear of
the entire ball nose edge under random machining conditions has not been com-
prehensively investigated to date. The abundance of input data is an obstacle to
diligent analysis, making computer systems for the prediction of tool wear a
noteworthy option [9].

3 Nose Tool Life Under Variable Machine Cutting
Conditions

At present, milling is the most common technique of manufacturing 3D elements.
In contrast to machining 2D elements with typical end milling cutters, where
machining conditions are constant, determining the conditions of machining 3D
elements is often challenging. This is due to the specifics of the operation of a ball
nose end mill, which is typically used for this kind of machining. It is possible to
minimize their impact when assessing tool’s operating conditions by using a 5-axis
computer-numeric-controlled (CNC) machines (this allows machining with the
same tool part); however, due to the costs of purchase and maintenance of such
equipment, this approach is not viable in the SME sector.

Instead, SMEs typically use 3-axis machines, where the tool is perpendicular to
machine tool table, leading to the high variability in machining parameters.
Figure 1 shows a typical setup (machining diagram) for a ball nose end mill in a
3-axis machine, highlighting typical local features in machining. It is assumed that
milling local features (a, c, d, e in Fig. 1) accounts for ca. 40% of the manufacturing
time of the entire form [10].

The contact point between the ball nose end mill and the workpiece is denoted
with a thick line. The manner in which the tool comes in contact with the worked
material during machining is non-deterministic. Certain parts of the cutting-edge arc
(those closer to the rotation axis of the tool) work with greater intensity compared

Wear of Solid Carbide Ball Nose End Mill 953



with the parts closer to the cylindrical section (is it related to the variable cutting
forces?). Practical observations of operating conditions reveal that the ball-shaped
section of the tool is subjected to maximum use when machining protrusions (c, d
in Fig. 1). With other features, in most cases in practice, the fragments of the
cutting edge of the tool operate under variable machining conditions.

During the operation of the tool, the local contact point of the ball nose end mill
with the machined object moves along the arc of the cutting edge. This results in a
change of local operating conditions of the tool, which leads to varying intensities
of its wear, making the determination of tool life under non-stationary machining
conditions very difficult. Figure 2 shows a graphical interpretation of tool nose wear
for alternating variable cutting parameters. Assuming that the curves 1–4 represent
the tool’s wear at constant but different variables of the machining parameters
(speed, depth, and the machining width), and the horizontal lines represent different
variables of the wear, the wear curve may be determined according to the alter-
nately changing machining parameters. In order to determine this relationship,
curves 1–4 must be translated horizontally, giving rise to a combined curve 5. In
doing so, we obtain a plot representing wear with alternating variable cutting
parameters.

Determining the contact point between the ball nose end mill and the workpiece,
and obtaining a wear curve, is possible under laboratory conditions. Under indus-
trial conditions, however, this process is overly time-consuming. Moreover, the
motion of the contact point along the arc of the cutting edge depends on the chosen
milling strategy, which significantly hinders the assessment of the condition of the
tool nose.

Fig. 1 Types of features machined using a ball nose end mill: a downward slope, b plane,
c, d convex protrusion, and e upward slope
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4 Mill Tool Life and Wear with Alternating Variable
Cutting Parameters

The aim of the study was to determine the wear distribution of the spherical part of
a ball nose end mill for alternating variable cutting parameters. The change in
parameters was obtained through a suitably prepared study sample. The machined
material was quenched and tempered with 55NiCrMoV7 steel (according to EN
96-79), HRC 42 ± 2.

The experiment was conducted using a 3-axis CNC milling machine, with the
program controlling the machine generated by CAM.

The operation of a 4-flute solid carbide ball nose end mill [6 mm diameter, h10
tolerance ([60�0:048)] was studied. Table 1 presents the basic specification of the
tool. Table 2 presents the technological and geometric machining parameters
employed during the tests. The values recommended by the tool manufacturer are
shown for reference.

Based on the definitions of selected tool wear indicators [12], procedures for
their determination were elaborated for ball nose end mills (Fig. 3). The following
wear indicators were evaluated for the flank face: VB—flank wear, and for the rake
face: KB—crater width, KF—distance from the crater to the primary cutting edge,
KT—crater depth.

Ball nose end mill wear was measured using a microscope equipped with a
measuring head with an accuracy of 0.001 mm.

Fig. 2 Tool nose wear with alternating variable cutting parameters
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5 Measurement Results

Several measurements were obtained in the course of studies on the selected wear
indicators. We observed that the wear of ball nose end mill teeth is variable and
random; i.e., the changes in wear indicators for individual edges are different.
Figures 4, 5, 6, and 7 show changes in wear indicators as a function of cutting time
(separately for each tooth). Points represent the accomplished measurement, and
color—the examined blade. The solid line indicates mean values from the obtained
measurements. The curves are qualitatively similar, with only minor differences
between them. The values of indicators increase for mean values (for four tool teeth
a, b, c, d, Figs. 4, 5, 6, and 7). However, it is impossible to determine the tool (or

Table 1 Specification of the ball nose end mill for machining forming [11]

Table 2 Technological and geometric parameters—recommended and actually employed values

Steel
grade

Values Parameters

Technological Geometric

Cutting speed
[m/min]

Rate of feed
[mm/min]

Cutting
depth [mm]

Cutting
width [mm]

55NiCrMo
V7

Recommended <95 1400 0.3 0.3

Actually
employed

25–60 200–500 0.15–6 0.15–6

Fig. 3 Wear indicators for ball nose end mills
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individual tooth) condition from the mean value alone (e, Figs. 4, 5, 6, and 7).
A detailed analysis confirms that tool teeth wear occurs at random. Moreover, at
any given time, one of the teeth (e.g., tooth 1) experiences higher wear relative to
the other teeth. At the same time, the remaining teeth (e.g., 2, 3, 4) do not par-
ticipate in the cutting process. When the first tooth becomes worn out, e.g., due to
excessive abrasion or crumbling, the next one (e.g., 2) takes over and so on.
Importantly, the subsequent teeth work with different, more demanding geometric
and technological parameters. In addition, an increase in cutting speed (during the
machining of 3D elements, the changes in speed are frequent) increases the
intensity of tool teeth wear.

The results of direct observations of ball nose end mill teeth are in line with the
above discussion. The observed KF index decreases, as with the progress of
machining time, the blade’s wear occurs increasingly closer to the rotation axis of
the mill (the measurement rule of the KF index, see Fig. 3).

Fig. 4 Changes in the VB indicator as a function of cutting time (solid line corresponds to mean)
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A detailed analysis demonstrates that the values of wear of individual teeth and
corresponding indicators show significant variance. It is impossible to unify them
and identify common features or even similarities. This explicitly demonstrates the
necessity to approach the analysis of selected teeth indicators and established
geometric and technological parameters on a case-by-case basis.

6 Summary and Conclusions

Our results confirm the lack of repeatability in the wear of ball nose end mills under
alternating variable machining conditions. The analysis reveals no explicit inter-
dependence between wear and cutting parameters, nor any correlation between the
wear and the feature shape at the mill-workpiece contact point. Therefore, the wear
of individual teeth is random and cannot be predicted in a traditional, direct manner.
The evaluation of tool condition under the transient industrial conditions is
time-consuming and often infeasible.

Fig. 5 Changes in the KB indicator as a function of cutting time (solid line corresponds to mean)
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We indicated the need to employ ball nose end mills when machining curvilinear
surfaces, therefore, from the perspective of machining economics, and it is
important to minimize stoppages in the cutting process. Increasing useful tool life is
extremely challenging, especially under the industrial conditions of SMEs, which
are not equipped with computer-aided systems, such as expert systems.

A further difficulty lies in the lack of suitable norms that would standardize the
measurement of ball nose end mill wear. Developing an appropriate study
methodology is necessary.

As it was mentioned before, the wear of multi-flute tools is random and its
intensity is different for each tooth. Mean values are not representative of actual
wear, leading to excessive machine stoppages. To mitigate the unplanned stoppages
caused by replacing a tool whose remaining useful tool life is nonzero, an effective
computer system for the prediction of the wear of ball nose end tools must be
analyzed anew and elaborated.

Fig. 6 Changes in the KF indicator as a function of cutting time (solid line corresponds to mean)
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The above considerations are a part of wider studies, which focused on elabo-
rating an integrated computer system for aiding the production process based on
tool use diagnostics. The main principles of the system under construction were
presented, e.g., in [13, 14].
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