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Preface

There is no question that contemporaneous demographic developments, notably
ageing and international migration, exert a decisive influence on the level and growth
of welfare in all countries, regions and cities. These two mega-trends, the structural
rise of the share of elderly people and the rapid increase in cross-border (temporary
or permanent) movements of people, have led to intensified interest—from both the
scholarly community and policymaking bodies—in the system-wide implications
of these two mega-trends for our societies. The rise of the ‘silver generation’ has
far-reaching labour market participation effects and induces an intensive discussion
on compensating mechanisms such as migration.

In recent years, we have witnessed unprecedented spatial-demographic dynamics
in many parts of the world as a result of political tensions, war conditions, income
and employment disparities, ageing societies or fortune-seeking behaviour. The
resulting migration flows—in the form of job migrants, refugees, asylum seekers,
illegal migrants, or temporary migrants—have had far-reaching consequences for
labour markets and regional welfare conditions in the receiving countries. The
phenomenon of the ‘homo mobilis’ has at times also prompted public and political
resistance against open orders and has played a critical role in the outcomes of
recent democratic choice situations (such as the presidential elections in the USA or
the Brexit referendum in the UK).

The Regional Science Academy (TRSA)—a recently established scholarly institu-
tion in the field of the spatial sciences with the aim to act as a catalyst for innovative
thinking in regional science and related disciplines—has made an ambitious attempt
to address these issues by organizing a so-called Advanced Brainstorm Carrefour
(ABC) in May 2016 at the Tinbergen Institute in Amsterdam. Several well-known
scholars expressed their views on the issues concerned at this scientific gathering.
These presentations and discussions formed the source of inspiration for the present
volume on Modelling Aging and Migration Effects on Spatial Labor Markets,
supplemented with editorial contributions by other scholars. The additional wish
to thank the Tinbergen Institute for providing hospitality for this meeting, the
Institut fuer Arbeitsmarkt- und Berufsforschung (IAB—Institute for Employment
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Research) in Nurnberg for its support for this meeting and the secretaries Elfie
Bonke and Jenny Wiersema for their unrivalled help in organizing this unforgettable
scientific venue.

Arlington, USA Roger R. Stough
Stockholm, Sweden Karima Kourtit
Amsterdam, The Netherlands Peter Nijkamp

Nuremberg, Germany Uwe Blien
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Chapter 1 )
Geographic Labor Markets, Aging Shethie
and Migration: A Panoramic Perspective

Roger R. Stough, Karima Kourtit, Peter Nijkamp, and Uwe Blien

1 Introduction

Older population cohorts are growing disproportionately faster than younger
cohorts. This is a trend that is affecting countries and regions to different extents.
At the same time, another demographic process that is also impacting on many
regions is migration. Today, many migration movements are episodic and thus more
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unstable than in the past (e.g., from famines, war, political turbulence and natural
disasters), as illustrated by the growth of return, circular and temporary or chain
migration. In fact, at the same time these growing and emerging types of migration
are occurring the distinction between migration and commuting is blurring, e.g.,
those who are commuting across continents and intercontinentally might also be
viewed as temporary migrants. As with aging, there are great differentials in the
manifestation of these processes across places, regions and nations and in turn in
their impact on regional labor markets.

The dynamics of these major demographic and population processes (aging and
migration) have become topics of considerable concern for researchers and policy
makers (Turchin 2003). This book provides not only summary and descriptive
contributions about these trends and labor market stability/instability, but also
modelling and policy-centric empirical chapters that includes new and expanded
knowledge about their effects on geographic labor markets. The contributions are
focused in part on the European context, however they also provide broader insight
from empirical analyses drawing on data from North and South America, and
Australasia.

Aging has become a universal megatrend in many countries, with far-reaching
consequences for the welfare state, public finance, consumption and mobility
patterns, and labour force participation (Guerin et al. 2015 and UNICEF 2015).
It is increasingly recognized that the consequences of an aging society may exhibit
different patterns on a regional system, depending on the demography, quality of
life and economic resilience of these regions. For example, declining labour force
participation as a result of the aging process may be compensated for through
other demographic factors such as international migration, extended participation
of older cohort members, higher productivity of younger cohorts and application of
productivity enhancing new technologies.

It is noteworthy that the spatial distribution of migration flows shows also hetero-
geneous patterns in national-regional and regional systems, so that migration is not
by definition a panacea for solving the aging issue. For a regionally heterogeneous
labor market, aging and migration may sometimes be mutually complementary
and sometimes mutually conflicting phenomena. Overall the research presented
underscores findings that show the current and future powerful driving force that
migration and aging are having on spatial labor markets; but the nature of the effects
is heterogeneous across nations and subnational regions.

The aging and migration megatrends and their impact on spatial—regional and
local—labor market performance is the core theme of this book and thus together
define its scope and range. A number of basic thematic efforts appear in the various
contributions. These are:

* An informed and broad inventory of aging and migration issues in various
countries.

* Analysis of the heterogeneous impacts of these developments in regional labor
markets.

» Systematic examination of data bases and related empirical analyses that enable
mapping out the complex and dynamic nature of these developments.
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e Utilization of various contemporary economic and modelling techniques to
analyse the above referenced complex regional labor market developments.

* Critical review and assessment of various policy measures that are or may cope
with the effects of aging and migration effects on regional labor markets.

At the same time, while these themes are prominently represented, there are
two additional recurring themes that also cut cross the contributions and their
findings: technological change and forced migration (International Organization
for Migration 2016 and Turchin 2003). Technological change in such areas as
IT, biotechnology, and robotics are impacting and will continue to affect not only
the structure and performance of regional labor markets but also many real-world
elements of society, e.g., transportation and logistics, social relations, shopping and
procurement, work, retirement, entrepreneurship and innovation. Forced migration
from war, political turbulence and natural disasters, the second recurring theme in
this volume is creating major impacts on labor market performance and dynamics
in both emerging and developing economies as well as in developed economies.
Most of the forced migration effects will continue to be negative. So, technology
and technological change, and forced migration are also factors that may be seen as
intervening variables in a world where aging and migration are impacting regional
labor market performance and stability.

The idea and motivation for this book stem from various systemic and general
changes in demographic structure and migration patterns and the unprecedented
effect these changes are having and will have on regional labor markets. Two
general demographic structural changes that are occurring broadly in the world
are considered in the various contributions in this volume. The first of these is a
disproportionate growth of seniors in the populations of many countries. This aging
trend means that other cohorts, usually the working age cohorts, are experiencing
relative contraction. Such change alters the structure of labor markets and thus
can lead to major disturbing effects which in turn can impact a host of other
processes including labor supply and demand, economic development, employment
and unemployment, welfare, health, public finance, consumption, mobility and
immigration. The other structural change is the growth of large youth (ages 18-29)
cohorts, especially in developing countries (and to some extent also in developed
countries) that are underemployed or unemployed. Clearly, this pattern is of huge
importance, but it is not the primary focus of this book, although several of the
contributions consider related issues.

The importance of migration is, among other things, its potential to offset effects
of aging in regional labor markets. While migration can be a policy focus for
managing labor market effects of aging, its ability to do this must be viewed in the
context of the nature of migration in contemporary times where its forms include
temporary, circular, return and chain migration. The motivation for this book is
then to examine the effects of aging (and to some extent growing youth population
cohorts) on regional labor markets and the role migration is playing and may play in
softening the disruptive effects of demographic structural changes in regional labor
markets.
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Gaining an improved understanding of the impact that aging is having on
regional labor markets and how migration may be a mitigating factor are the
primary motivations for this book. However, given the relatively unique nature
of the potential aging impact, it also seeks to bring new and creative conceptual
frameworks and methodologies to facilitate greater insight into the aging impact
and migration. Along with new theoretical and conceptual views and methodologies
and new empirical findings policy lessons were also envisaged. In short, the editors
expect that the aging impact on regional economies and migration themes would
not only motivate, but also lead to new developments, methods, insights, policy and
management views on regional labor market functionality.

2 Organization of the Book

The reader will find a rich inventory of the various aging and migration issues
and their expression in the opening chapters of the book, Part A of this volume.
Their heterogeneous impacts on regional labor markets are analysed in subsequent
chapters. Furthermore, many of the papers in this volume systematically map out
the complex and dynamic nature of these impacts and their related public policy
implications. In Part B, the focus of the chapters narrows, as these contributions
employ contemporary economic and statistical modelling techniques to bring
greater analytical clarity to the range and diversity of the impacts of aging and
migration effects on regional labor markets. Moreover, in Part C, the chapters
provide empirically based policy analyses and proposals for coping with the impacts
of changing aging and migration behavior. In short, the book provides a descriptive
and definitional inventory of aging and migration driven problems and modelling
and empirical analyses of the driving effect of aging and migration on regional
labor markets along with an assessment of relevant public policies on regional labor
markets.

The book is organized around three major topical areas in a total of 16
chapters including this Introduction. First, Part A offers a general framing of
issues and addresses aging and migration problems (the aging-migration nexus)
as well as the implications these processes are having in particular on regional
labor markets. Short summaries of the two chapters that contribute to and define
this part of the book are presented hereafter. Next, Part B addressing intriguing
issues on advanced modelling of modern population geography focuses specifically
on modelling approaches and associated statistical analyses in six chapters. These
offer contemporary—and/or adaptations of more traditional modelling—approaches
for examining the impacts of aging and migration, often from a policy perspective,
on spatial labor markets and spatial development. Finally, six papers provide the
content of Part C which consists of empirical analyses of aging and migration
and their impact on geographic labor markets and relevant policy issues. Abstracted
versions of each of the chapters for Parts A, B and C appear below. The title and
authors’ names for each chapter are also presented.
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3 The Century of Migration and Aging: A Review of Labor
Market Effects

The first paper in Part A, Chap. 2, is by Bruce Newbold and is entitled “Aging
and Migration: An Overview”. Newbold argues that aging is a growing global
phenomenon, with some countries already seeing dramatic aging, and others just
starting to see their populations age. With older cohorts representing an increasingly
large proportion of the world’s population, the implications of aging societies
include a diverse set of issues and processes such as economic development,
welfare, public finance, consumption, mobility patterns, migration and immigration.
This chapter covers the demography of aging before moving on to consider the
linkages between migration, immigration and aging along with policy options
associated with aging societies. As societies age, larger numbers of the old will
be mobile, although it is unlikely that the mobility rate will increase. Although
internal migration can redistribute older populations across space, with implications
for sending and receiving regions, Newbold concludes that this will not change the
overall population profile of a country. Instead, immigration is the most likely option
to reduce or slow the aging of a population, but it too is limited in its effect.

The second paper, “Fortunado’s, Desperado’s and Clandestino’s in Diaspora
Markets: The Circular ‘Homo Mobilis’”, Chap. 3, is authored by Karima Kourtit,
Peter Nijkamp and Masood Gheasi, and examines how world demographic patterns
(e.g., aging processes, birth and death rates) are increasingly influenced by migra-
tion movements. Rising numbers of people are ‘on the move’, in search of better
fortunes elsewhere. It is noteworthy that nowadays many migration movements no
longer show stable patterns, but reflect a high degree of dynamics, for instance, in
the form of return migration, circular and temporary migration, or chain migration.
There is also great heterogeneity in the motivations of many migrants that may have
significant impacts on the migration choice, the destination place, the migrant’s
status, and the duration of stay. Consequently, return migration, temporary migration
and circular migration have in recent years become important research and policy
issues. This chapter offers a review of the dilemmas and assessment issues inherent
in the effects of non-structural or temporary migrants (the so-called cross-border
‘movers’) on host economies. Particular attention is paid to circular migration policy
in Europe as a vehicle to both mitigate temporary tensions on regional labor markets
of host economies and to provide a solid base for sustainable growth in the sending
countries. Various research and policy challenges are also considered.

4 The Dynamics of Modern Population Geography

Bo Feng, Mark Partridge and Mark Rembert provide the first paper in Part B, Chap.
4, entitled “The Perils of Modelling How Migration Responds to Climate Change”.
The authors begin with the observation that the impact of climate change has drawn


http://dx.doi.org/10.1007/978-3-319-68563-2_2
http://dx.doi.org/10.1007/978-3-319-68563-2_3
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growing interest from both researchers and policymakers. Yet, relatively little is
known with respect to its influence on interregional migration. The surge of extreme
weather conditions could lead to the increase of forced migration from coastal to
inland regions, which normally follows different patterns than voluntary migration.
However, recent migration models tend to predict unrealistic migration trends
under climate change in that migration would flow towards areas most adversely
affected. Given the great uncertainty about the magnitude and distribution of severe
weather events, it is nearly impossible to foresee migration directions by simply
extrapolating from the data on how people have responded in the past to climate and
weather. For example, weather events will likely occur far outside of what has been
observed. Other issues include poor climate measures and a poor understanding
of how climate affects migration in an entirely different structural or institutional
environment. Unintended consequences of public policies also contribute to the
complication of predicting future migration patterns. In this paper, the authors
survey the limitations of the existing climate change literature, explore insights of
regional economic studies, and provide potential solutions to those issues.

Tomaz Ponce Dentinho provides the next paper, Chap. 5, in Part B, entitled
“Migration Pressures and Responses in South Asia”. Globalization involves also a
group of poor and nearby nations in South and Southeast Asia that send migrants to
rich countries in the western world, to dependent countries in the Middle Eastern
Gulf area and to emerging and developed economies in Asia. These patterns
influence the way we see and react to migration from these poor and developing
nations. The aim of the chapter is to examine and understand the impact of
institutional barriers in migration in this context. The chapter examines several
research questions: What are likely effects if institutional barriers cease to exist?
What will happen with the collapse of the oil rents in the Middle East? What might
happen with a development take-off of some countries in the region? To answer
these questions the paper presents a contextualization of South Asia in the World,
uses a migration model to identify the demographic, economic and institutional
factors that push and pull migration in the region. The conclusion proposes an
interpretative synthesis of the research results and future work on the impact of
institutional barriers on migration.

Ana Maria Bonomi Barufi examines “Lagging Regions and Labor Market
Dynamics in Brazil” in the next Chap. 6. She observes that agglomeration economies
reinforce the concentration of economic activity that in turn stimulate unbalanced
growth and uneven development. In this context, she argues that the development of
lagging regions will largely depend on government intervention, as market forces by
themselves are unlikely to overcome polarization effects and may actually increase
regional inequality. Given these circumstances, migration helps to explain the spatial
distribution of workers and the skill composition of the local labour force. At a first
glance, migration should be able to equalize real regional wages, but instead, it ends
up reinforcing regional disparities. Therefore, this chapter aims to examine the main
behavioral and policy implications from the regional concentration of production
resources of lagging regions in Brazil. More specifically, the composition of the
local labour force is dependent on pull factors for specific skills that may arise from


http://dx.doi.org/10.1007/978-3-319-68563-2_5
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agglomeration economies. Consequently, this chapter also explores the probability
of losing or attracting workers with different skill levels, given an initial level of
local development.

The next paper, Chap. 7, focuses upon “Migration and Aging in Expanding and
Shrinking European Regions”. It is authored by Mats Johansson, Pia Nolsson and
Hans Westlund. At the outset, the authors note that Europe is in a phase of vast tran-
sition seen from both demographic and economic-structural perspectives. Studies
have shown that demographic development differs considerably when comparing
urban regions with more sparsely populated and peripheral regions. Such patterns
are shown to be especially strong in the northern and eastern parts of Europe, where
a redistribution of people has been contributing to concentration in metropolitan
or big cities and to shrinkage and depopulating of rural and peripheral areas. This
chapter empirically examines these differing demographic development paths by
analysing the influence of key underlying demographic factors on population change
across European regions. Typologies based on both economic and demographic
structure and cross-regional regression modelling are employed to examine these
patterns. The economic-structural typology developed within a European project
is used to describe and analyse economic-structural factors. A typology based on
demographic characteristics that classifies regions as either shrinking or expanding
in terms of population is deployed in the empirical assessment. The findings support
a conclusion that age structure is of importance with regard to population changes
and that there exists an east—-west divide between the growing west and declining
east where the declining sectors are more frequent. It is also shown that large and
densely populated regions have better preconditions for growth and less risk of
shrinking than small and sparsely populated ones.

The next paper in Part B, Chap. 8, is entitled “More pensioners, less income
inequality? The impact of changing age composition on inequality in big cities and
elsewhere”, and is authored by Omoniyi B. Alimi, David C. Mare, and Jacques
Poot. Like most of the developed world, New Zealand’s population is aging
both numerically and structurally. Population aging can have important effects
on the distribution of personal income within and between urban areas. The age
structure of the population may affect the distribution of income through the
life-cycle profile of earnings but also through the spatial-temporal distribution of
income within the various age groups. By decomposing New Zealand census data
from 1986 to 2013 by age and urban area, this chapter examines the effects of
population aging on spatial-temporal changes in the distribution of personal income
to better understand urban area-level income inequality (measured by the Mean Log
Deviation index). The authors focus explicitly on differences between metropolitan
and non-metropolitan urban areas. New Zealand has experienced a significant
increase in income inequality over the last few decades, but population aging has
slightly dampened this trend. Because metropolitan areas are aging slower, the
inequality-reducing effect of ageing has been less in these areas. However, this
urban-size differential-ageing effect on inequality growth has been relatively small
compared with the faster growth in intra-age group inequality in the metropolitan
areas.
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The ‘pensionado society’ does not only have implications for regional labour
market conditions, but also for the demand for ‘pensionado’ amenities. Robert J.
Stimson and Tung-Kai Shy are the authors of Chap. 9 which is entitled “Analysing
the Demand for Retirement Housing: The Australian Context”. They begin by
observing that population aging, which is being driven-up as the ‘baby boomer’ gen-
eration reaches the traditional retirement age, is expected to generate an increased
demand for housing alternatives that are more suitable for older people, including
retirement village living. Key questions that are asked in this chapter are: (a) what
will be the level of propensity for older people to seek to ‘downsize’ rather than
‘age in place’? (b) what will motivate them to do so?; (c) what role will retirement
villages play as a housing alternative for older people and what will be the level
of demand?; and (d), what will be the locations that are best for the development
of new retirement villages? Demographic and spatial modelling approaches as
developed by regional scientists are helpful to address these questions, including
how to assist retirement village developers identify where optimal locations might
be for developing new retirement villages that would maximize proximity to the
likely aged cohorts that have a high propensity to choose to relocate to live in a
retirement community; and to estimate the likely take-up rate that might occur if a
new retirement village was to be developed on a specific site that is available to a
developer.

Population dynamics may also leave a footprint in a firm’s productivity achieve-
ment. The final chapter in Part B, Chap. 10, is entitled “Demographic Transition
and Firm Performance: An Empirical Analysis for Germany”, addresses this issue.
The authors are Stephan Brunow and Alessandra Faggian. This paper presents
an original analysis of the channels that reduce the dependency ratio on plant
productivity in Germany. Of the three channels considered: (1) increasing female
participation; (2) increasing elderly participation; and (3) immigration, the least
problematic for increasing productivity appears to be female participation, although
the effect of part-time work is unclear and needs to be further examined. The results
of the other two channels, especially immigration, are more mixed and require
additional research to better determine their effects, for example, decomposing
the analysis by specific industries and/or occupations rather than a broader whole
economy study. The insignificant findings in this study, for especially immigration,
may be due to heterogeneity among immigrant workers in terms of the jobs and
sectors chosen or to a differential selectivity of immigrants by potentially less
productive firms.

5 Regional Labor Market Transitions, Aging and Migration

Thomas de Graaff, Daniel Arribas-Bel and Ceren Ozgen are the authors of the first
chapter in Part C, Chap. 11, “Demographic Aging and Employment Dynamics in
German Regions: Modeling Regional Heterogeneity”. The authors observe that the
persistence of high youth unemployment and dismal labor market outcomes are
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imminent and current concerns for most European economies. The relationship
between demographic aging and employment outcomes is even more worrying,
once the relationship is examined at the regional level. The authors focus on
modelling regional heterogeneity. They argue that an average impact across regions
is often not very useful, and is conditional on the region’s characteristics resulting
in measured impacts that may differ significantly. To address this issue, the authors
advocate the use of modelling varying level and slope effects, and specifically, to
cluster them by the use of latent class or finite mixture models (FMMs). Moreover,
in order to fully exploit the output from the FMM, self-organizing maps are
presented to help understand the composition of the resulting segmentation and as a
way to depict the underlying regional similarities that would otherwise be missed if
a standard approach was adopted. The proposed method is applied in a case-study
of Germany where the analysis shows that the regional impact of young age cohorts
on the labor market is indeed very heterogeneous across regions and the results are
robust against potential endogeneity bias.

The next chapter by Vicente Rios and Roberto Patuelli, Chap. 12, entitled
“What is the Effect of Population Aging in Regional Labor Market Fluctuations of
Germany? A SVAR with Zero-Sign Restrictions Approach”, is adopted for examining
this research question. The authors observe at the outset that population and
workforce aging have been shown to have a major influence on growth paths
and public finance, as different demographic compositions affect productivity and
innovative capacity, and therefore potential growth, as well as macroeconomic
processes such as public spending for health, welfare, or tax collection. The
relationship between aging and labor market variables has been studied before,
but always using a single equation analytical method, where only one particular
labor market outcome has been related to aging. The problem of such analyses is
that labor markets are multivariate systems and their related variables are closely
linked with each other through supply and demand. Therefore, neglecting potential
endogenous interactions between them may induce bias in the results of empirical
analyses. This study examines and aims to fill this gap, as it analyses the role of
population aging in the labor market dynamics of West Germany, and subsequently
for a sample of ten West German NUTS-1 regions during the period 1970 to 2014.
To that end, a Bayesian Structural Vector Autoregressive (SVAR) model is calibrated
which includes the following variables: wages, participation rates, unemployment
rates and the working-age dependency ratio as an indicator of population aging.
Structural labor market shocks are identified using zero-short run restrictions and
the assumption that aging is the most exogenous variable in the system. The findings
suggest that labour demand shocks have a relevant effect in the short run, while
labour supply explains the largest extent of uncertainty over longer periods. The
role of wage-bargaining and population-aging shocks appear to be less important,
although specific periods show an increased role for such shocks in determining
labor market outcomes.

The next chapter in Part C, Chap. 13, estimates the effect that changes in the size
of the youth population have on the wages of young workers. The chapter is entitled
“Regional Population Structure and Young Workers’ Wages”, and is authored by
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Alfred Garloff and Duncan Roth. Assuming that differently aged workers are only
imperfectly substitutable, economic theory predicts that individuals in larger age
groups earn lower wages. A test of this hypothesis for a sample of young, male, full-
time employees in Western Germany during the period 1999-2010 is conducted.
Based on instrumental variables estimation, it is observed that an increase in the
youth share by one percentage point is predicted to decrease a young worker’s wages
by about 3%. Moreover, the results suggest that a substantial part of this effect can
be ascribed to members of larger age groups being more likely to be employed in
lower-paying occupations.

The authors of Chap. 14, Marco Modica, Aura Reggiani, Nicola De Vivo and
Peter Nijkamp, entitle their study as “Aging and Labor Market Development:
Testing Gibrat’s and Zipf’s Law for Germany”. Gibrat’s and Zipf’s laws describe
two very well-known empirical regularities in the distribution of settlements. Many
studies have focused on the analysis of both of these regularities, stimulated by the
idea that an accurate description of the distribution of people in space is important
for both policy-relevant purposes and for specifying more appropriate theoretical
models. However, the existing literature provides an analysis of Gibrat’s and Zipf’s
laws without taking into account the demographic characteristics of the population
under analysis. Given the fact that many countries, and especially those in Europe,
will become aging societies in the decades to come, the aim of this chapter is to
provide a more accurate description of the distribution of people, taking into account
the demographic differences between people. In this analysis, the focus is on both
municipal population (place of residence) and employment (place of work) data for
Germany between the years 2001 and 2011. Evidence of different behaviour in the
cohorts of older people is provided as well.

The authors of Chap. 15, entitled “Career Moves: Migration Histories of
Selected Regional Workforces in Bendigo, Australia”, are Fiona McKenzie and
Jonathan Corcoran. The mobility of young adults is often related to education and
employment. In Australia, there is a strong regional dimension to this mobility, with
state capital cities like Melbourne attracting people from non-metropolitan regions.
Spatial patterns of skills accumulation and deficit arise from youth migration to
cities, and this continues to be a concern for regional policy makers seeking to boost
non-metropolitan growth. However, despite the net flows of human capital towards
capital cities, many regional centres still maintain diverse economies and many
professional workers choose to locate there. To better understand the characteristics
and migration histories of these professional workers, a survey of three workforce
samples was undertaken in the city of Bendigo (150 km from Melbourne). While it
was expected that metropolitan areas would play a role in migration pathways and
skills acquisition, variation was found between the workforces, with one proving
to be very regional in its character while the others drew workers from both
metropolitan and rural areas. Spatial patterns of human capital accumulation are
explored in this paper with a view to understanding where such capital is developed
and where it is subsequently located. Such analyses can assist policy makers in
developing more effective attraction and retention strategies for regional Australia.
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Both aging and migration induce unprecedented dynamics on regional labour
markets. Clearly, these megatrends are not exclusively separate factors operating
independently of the remaining part of the economy. On the contrary, labour markets
are increasingly operating in a new technological and institutional arena where next
to population dynamics also productivity-enhancing technologies and economic
perturbations play a key role. Consequently, population dynamics, technological
progress and spatial labour markets are mutually process-interwoven phenomena.
Against this background, Uwe Blien and Oliver Ludewig are the authors of Chap.
16, the final chapter of Part C, which is entitled “Compensation or Substitution:
Labor Market Effects of Technological Progress and Structural Change”. The
authors note that technological progress can have contradictory effects on employ-
ment development and hence on spatial labor markets. On the one hand, there is
a substitution effect, because the same product can be produced with less labour.
On the other, there is a compensating effect, because prices will be decreased and
therefore product demand and also labour demand will be increased. In this study,
the relative strength of the two effects is discussed and a brief empirical analysis for
Germany is given.

In summary, the present volume presents a range of new perspectives and
advanced modelling experiments on the nexus of aging, migration and local or
regional development, in particular labor markets. This nexus appears to be a
complicated phenomenon, in which the different vectors in this force field are not
easy to disentangle. Solid statistical data bases and modern statistical econometric
tools are a sine qua non for an enhanced understanding of the complexity of labor
markets in an aging and open world. Similarly, labour market policy is fraught with
many uncertainties and contradictory forces, which can only be unravelled by using
sophisticated research tools.

6 Value of the Book and Its Contributions

The book provides value added contributions to the literature on labor market
functionality, aging and migration research. Here, we provide encapsulated exam-
ples from the book that illustrate its important contributions. Clearly, one of these
appears in Chap. 2 which provides a literature review on migration, aging and the
confluence of these with regional labor market processes. Others are elaborated in
the following paragraphs.

6.1 Conceptual and Framework Contributions

There are several places in this book where new and improved conceptual frame-
work contributions appear. For example, Chap. 3 shows the diversity or hetero-
geneity of motivations that drive migration behavior including the more traditional
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goal to permanently relocate. However, more recent types of migration where
motivations are more complex such as return, circular, chain and temporary moves
are also examined. It is also observed that the more recent forms of migration might
be used to mitigate temporary and possibly longer-term tensions in the regional
labor markets of Europe and elsewhere. Another novel conceptual contribution,
migration motivated by climate change, is examined in Chap. 4, where it is
concluded that climate change is difficult to predict and thus also any associated
migration response. Consequently, linking migration to climate change is difficult
to achieve with any accuracy, particularly at the local and regional level. The
authors conclude that future effort should be focused on improving climate change
measurement and policies to guide community adaptation and resilience in the face
of extreme climate events.

Another interesting contribution is presented in Chap. 5 where the institutional
barriers to migration are examined in the face of physical, and human and societal
pressures such as famine, war, poverty and so on in South Asia. South Asia is a
fruitful context for this research given the huge divergences between poverty and
development among nations and regions which produce a variety of motivations for
migration.

A final example is presented in Chap. 15 where career moves (and migration) of
different workforce professionals to the Bendigo Region in Australia are examined.
This research shows that bank employee career changes tend to result in moves in
and about the Bendigo Region, while health/hospital and council sectors in Bendigo
tend to draw employees from broader metropolitan and rural areas and locations
outside the region. The difference in these career type groups migration behavior is
partly in keeping with the general trend for professionals to migrate to metropolitan
centers but also indicates that not all professional types of behavior can be explained
by metropolitan population center pull forces. These examples illustrate some of
the novel thinking and research concepts and frameworks that appear in the present
book.

6.2 Methodological Contributions

There are also new methodological contributions, not the least of which are
illustrated by the research methodology used and introduced in the Bendigo analysis
above (Chap. 15) and by the examination of the relationship between climate change
and migration (Chap. 5). However, there are several others. For example, research
reported in Chap. 14 which shows that traditional applications of Gibrat’s and Zipf’s
laws to a set of regional units vary, when they are recalibrated for sub-populations
such as the aged cohort. Further, it is observed that population and employment do
not vary evenly across spatial units, so that results of applications of Gibrat and Zipf
laws will differ depending on the variable used to calibrate their applications. This
provides evidence for the importance of considering these and other variables in the
interpretation of the results of applications of Gibrat’s and Zipf’s Laws.
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Another example (Chap. 11) is a case where different methodologies are
combined to examine the relationship between demographic aging and regional
labor market employment levels. The authors hypothesize that there is considerable
variance in the nature of this relationship across regions in Germany, i.e., hetero-
geneity is likely a key factor. Regression techniques combined with Finite Mixture
Modeling (FMM) are used to create self-organizing maps of regions with similar
relationships between demographic aging and employment. This synthesis of
modeling techniques is used to examine the impact of young age cohorts on regional
labor markets which are shown to be heterogeneous and that exhibit different levels
of resilience. These are samples of some of the creative methodological approaches
used in the book.

The book also offers a wide and diverse array of empirical findings regarding the
dynamic relationship between aging and dynamic demographic structural elements,
as they impact regional labor markets. Some of these findings have been referenced
in the discussions above on new conceptual and methodological contributions of the
book. The focus here is largely on empirical findings and their policy implications.

6.3 Empirical Contributions

A collage of empirical findings is presented below drawing from several different
chapters along with their policy implications. Here the focus is on empirical findings
related to the relationship between structural demographic change, for example, in
aging and youth cohorts and labor market functioning. Other empirical and policy
related findings are presented above in the examples provided.

Several chapters argue conceptually and on the basis of empirical research that
the impact of aging and other structural demographic elements will be heteroge-
neous across regions. One of the most emphatic is Chap. 11, in which an analysis
of German regional data reveals that the impact of youth cohorts on labor market
performance is heterogeneous across regions. While heterogeneity is usually an
assumption in studies of groups of regions, this is not always true. But the work
in the book clearly demonstrates the importance of variability across regions.

In Germany and other countries where the population is expected to decline in
the near future, the working age population is expected to shrink faster than the
aged or pensioner cohort which will put pressure on the welfare system. Analysis
of a policy of exhausting the available labor from such sources as females, older
workers and immigration finds that this policy would not harm firm productivity,
despite the absence of a strong positive relationship of such a policy and firm level
productivity (Chap. 10).

Population aging is often assumed to be associated with increased worker
participation and reduced unemployment levels. However, research presented in
Chap. 12 finds that the initial effect is as expected, but that later the participation
rate decreases and the unemployment level increases, i.e., the pattern reverses over
time. Also, this work finds that the impact of a larger aging cohort on the regional
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economy is felt most in the wage effect. This study uses data from ten federal states
of Germany between 1970 and 2014.

An examination of survey responses from a sample of West German young male
full-time employees over the period 1999-2010 finds that an increase of 1% in the
youth share of employment is associated with a 3% decrease in youth wages (Chap.
13). Further analysis suggests that the above result occurs due to spillover effects:
members of larger age groups likely move relatively into lower paying occupations.

6.4 Policy Contributions

Both aging and migration are vectors that are disequilibrating forces impinging on
regional labor markets. While these factors are not problematic forces in all regional
labor markets, they are impacting factors for many. Disproportionate aging changes
the source of labor and thus the structure of the labor market. As seniors become a
more dominant element of the population, the proportion of the traditional working
age cohort will decrease which implies that maintenance of the regional economy
must change. The various changes that might be considered in a seniors-dominated
region could be via technological change (e.g., robotics), extending employment
age of the seniors-cohort, expanding employment of other cohorts, e.g., women,
younger cohorts (via lowering the child labor age for seasonal work), selective
migration, and possibly structural economic change to less labor intensive activities.
Many of the chapters provide policy suggestions aimed at use of these various
adjustment approaches and for managing the institutional barriers (see Chaps. 4
and 5) to their deployment, e.g, see chapters and the unexpected effects that occur
in some cases (see e.g., Chaps. 6, 7, 8, 12, 13 and 15).

The changing nature of migration includes not only permanent moves but also
temporary, return, circular and chain moves thus creating new alternatives for using
migration policy as a novel way to adjust regional labor markets. Most of the
chapters in keeping with this view of migration, view it as an adjustment mechanism
for addressing labor market disequilibria (see for example, Chap. 10). At the same
time, migration can also be seen as a disruptive force, e.g., when migration leads
to labor market dysfunctionality due to an excess of in-migration leading to higher
dependency levels. The contributions included here have only to a limited extent
considered this role of migration in labor market performance.

Some of the chapters in this volume examine the appropriateness of labor market
policy in other ways. For example, Chap. 2 in the context of sustainable growth,
Chap. 4 in the context of climate change, Chap. 6 in the context of lagging regions,
and Chap. 15 in the context of relationships between migration of young adults and
occupational structure and performance of regional labor markets.
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As illustrated with these examples, aging and other structural changes in the
population distribution are impacting and will impact efficiency and equity in the
operation of regional labor markets. But these are only illustrative examples from
the great many contributions in the book. There are of course many other findings
beyond these examples.

7 New Research Pathways and Data Bases

New findings regarding the performance of regional labor markets in response to
aging and other structural changes lay a foundation for future research. Clearly,
other topics such as the role of migration in labor markets and change are examined
and provide a basis for future research into how the evolution in migration
types (temporary, circular, chain and return) might offer instruments for managing
disequilibria in labor markets. On the other hand, such new contemporary migration
forms could also be the source of such labor market disequilibria.

Beyond these general observations on possible future directions that the research
reported here might take, there are several specific topics that are worthy of
comment. One of these is that more than half of the papers in the book are empirical,
which most of these use German regional data for the empirical analysis. Future
research is needed using data from other countries and regions to test for the
generalizability of the new findings presented herein.

Further, there are perhaps other novel ways to obtain data for research examining
the interface between population structural changes and the performance of labor
markets in this era of big data. Such data which is not only large but often is in a
state of continuous growth and evolution rather than fixed data sets, as in the past,
offers a variety of alternative ways to construct research into the topics addressed
in this volume. Moreover, there are ways using social media and communication in
the form of near or real-time data to conduct quasi-experimental analyses or to draw
numerous samples that enable producing many analyses and tests of hypotheses. In
short, future research that seeks to test or extend the results presented in this book
can not only use different existing data sets, but may also use different approaches
given the nature of data sets that are continuously expanding.

Most of the papers presented in this collection offer various policy lessons or
prescriptions. However, these are often presented in light of the immediate research
findings and not integrated into a broader policy framework. This suggests that there
is an opportunity for examination of broader public policy analyses. For example, a
policy-oriented workshop and associated edited book or a journal special edition
might be undertaken to examine the public policy issues and approaches to the
impact growing aging and/or youth cohorts are having on geographic labor markets.
Similarly, a focus on the evolving nature of migration and how this may impact
economic performance of labor markets begs for more empirical and related policy
analysis in different parts of the world.
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Part I
The Century of Migration and Aging:
A Review of Labor Market Effect



Chapter 2 )
Aging and Migration: An Overview Shethie

K. Bruce Newbold

1 Introduction

For decades, global population concerns have focused on rapid population growth,
driven by high birth rates and young populations, resulting in a global population
explosion that saw the world’s population grow from approximately 2 billion in
1900 to over 7.4 billion by 2016. Despite the assurance of continued population
growth over the coming decades due to population momentum and persistently
high fertility in some countries (notably sub-Saharan Africa), population aging—
whereby the median age of a country or region increases due to declining fertility
rates and increased life expectancy—has now emerged as the global population
concern (Harper 2014).

Below replacement fertility levels and longer life expectancies have resulted in
shrinking populations and aging populations. Japan, which is the world’s ‘oldest’
country when measured by median age (46.9 years) has a total fertility rate of
1.5 (recalling that a fertility of 2.1 is typically considered to be required for
replacement). With its low fertility rate, Japan’s population is projected to decline
from 125.3 million in 2016 to just slightly greater than 100 million by 2050,
assuming no significant changes in fertility or international migration (Population
Reference Bureau 2016). But Japan is far from alone: With the major exception of
much of sub-Saharan Africa, the majority of the world’s countries have either nearly
or fully completed the demographic transition, transitioning from a high fertility and
mortality regime to a low fertility and mortality regime (Franklin and Plane 2017).
Fertility rates below replacement level are the new norm. Even in China, where
concerns with high fertility and rapid population growth led to the implementation
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of the one-child policy to hasten fertility reduction, concerns have turned to an aging
population and its support given the rapid increase in the proportion of its population
that is over 65 years.

Although aging is a global phenomenon, it will occur at a different pace and
with varying intensities across countries and regions (Kim and Hewings 2013), with
some countries already seeing dramatic aging, and others just starting to see their
populations’ age. Regardless, the old will represent an increasingly large proportion
of the population, with implications for economic development, the welfare state,
public finance, consumption and mobility patterns, communities, and labor force
participation. Drawing upon multiple examples, the following chapter explores
some of these issues, with the intent of setting the background for the balance of
the book by providing the reader with an overview of aging and migration issues.

2 The Demography of Aging

Aging populations can be characterized by different demographic measures. Glob-
ally, the proportion of the population over 65 is expected to represent over 20%
of the world’s population by 2050. Being amongst the first to complete the
demographic transition, western, developed countries have grown increasingly
older, characterized by older median ages and larger proportional shares of their
older populations (65+). For example, 18% of the developed world’s population is
now 65 years old or greater, compared to just 7% in the less developed world (PRB
2016). Many European Union countries, along with Japan, have some of the highest
proportions of older populations, with 27% of Japan’s population aged 65 or older,
and 19% of the population in the European Union over age 65. Meanwhile, the
median age (2016) in the EU is 42.7 years. Similarly, life expectancies are typically
the greatest in the developed world, averaging 79 years compared to just 68 years in
less developed countries.

Population aging is further demonstrated in the shift in old dependency ratios,
defined as the ratio of the older (654) ‘dependent’ population relative to the
labor force aged population (aged 15-64) which can ‘support’ the older, dependent
population. When there are fewer working-age adults relative to the old, the labor
force age group has a greater dependency burden: more people to support with the
same income and assets. Between 1960 and 2015, the proportion of dependents in
the European Union (those 65 and over) increased from 15% to 29%, pointing to
a shrinking labor force that is able to support the old (World Bank). In the United
States, the old dependency ratio is expected to increase from the current (2015) ratio
of 23% to 30% by 2020, reflecting the aging of the US population (Ortman and
Velkoff 2014). At the global scale, the proportion of dependents per 100 workers
has risen from 9% to 13% in the same period.

When we refer to an aging population, the literature has tended to define
and focus on those who are 65 years old or greater, with 65 being the typical
retirement age. But this single 654 age group is far from homogenous. Increasingly,
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discussions around aging societies have focused on the ‘old-old’, often defined as
those who are 80 and over, while younger cohorts (i.e., 65-79) are the ‘younger
old’, a group that typically retains a high quality of life, good health, either full or
partial engagement in the labor force, and are more likely to move as compared to
their older counterparts (Statistics Canada 2011). Beyond these usual dividers, it is
also important to consider who will be old. The aging of the baby boom cohort,
particularly in North America, parts of Europe, and Australia has been described by
some as an approaching tsunami (Frey 2001), given the relative size of this cohort
and their ability to shape the political and economic structure of their respective
societies. Baby boomers have, for instance, strained health and education systems,
and their movement in the United States has contributed to population growth in the
Southwest, population decline of the Northeast, and the ‘rural renaissance’ as they
passed through their most migratory years (Plane and Rogerson 1991; Plane 1992;
Pandit 1997).

Although population aging reflects broad demographic processes, it has clear
spatial patterns and ultimately implications, with rapidly aging regions and
metropolitan areas reflecting both aging-in-place and the out-migration of younger
cohorts (Frey 2001, 2011). In the United States, for example, northern rustbelt
cities are, on average, older than their counterparts in the west and south, which
have experienced in-migration of younger cohorts, driven by amenities and job
opportunities. Typically, areas experiencing the fastest growth of the old are located
in America’s Sun Belt. At smaller spatial scales, a growing number of older
households are found in suburban locations, a legacy of residential preferences
amongst aging boomers and aging-in-place (Frey 2011). Similar patterns are found
elsewhere, with large cities often having comparatively younger populations, while
rural and smaller cities are often characterized by older populations.

3 Migration, Immigration and Aging

Although aging populations broadly represent the outcome of long-term popu-
lation processes and fertility choices, an important exception is the impact of
migration and/or immigration and the ability to (comparatively) rapidly change the
demographic profile of a region. Countries such as Canada have used immigration
to forestall population decline, with immigration now accounting for approximately
two-thirds of Canada’s population growth (Statistics Canada 2016). Immigration’s
impact can be dramatic, as illustrated by population projections reported by the
Population Reference Bureau (PRB): In its 2007 World Data Sheet, the PRB
projected that Germany’s population would shrink from over 82 million in 2007 to
71.4 million by 2050. In its 2016 World Data Sheet, however, the PRB estimated
Germany’s population would decline to just 81.0 million by 2050, with the
difference largely attributable to its intake of refugees in 2015 and 2016.

Reflecting the well-known mobility patterns across the life course (Rogers et al.
1978), increasing age is associated with lower propensities to migrate relative to
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younger cohorts, an outcome observed regardless of location, time, or geographic
scale. With increasing age, migrations become more difficult and costly (both
physically and emotionally) as employment, families, other household assets or
declining health tie individuals to their location. Many of the reasons for declining
migration propensities by age can be attributed to life-cycle changes such as
marriage, children, and empty nesting (i.e., Goetzke and Rave 2013; Plane and
Jurjevich 2009), concepts made popular by Rossi (1955). Sjaastad’s (1962) human
capital theory also helps to explain differing migration rates by age, with young
adults having a longer career time to recoup the costs of moving than older
individuals.

The implication of the age-migration schedule is twofold. First, younger adults
will typically migrate for economic reasons (Partridge and Rickman 2003) and
to maximize their returns to human capital (Brown and Scott 2012). In doing so
however, age-selective out-migration from a region (especially of younger labor
force participants) can leave behind a smaller, older, poorer and less healthy
population, a situation experienced across rural areas and small communities over-
and-over again and reinforcing the spatial differences in the age structure of
populations. Population loss, along with the loss of income, savings, and related
human capital (Nelson 2005; Newbold and Meredith 2012) has implications for
service delivery and the fiscal capacity of communities (Davenport et al. 2009).
Concurrently, schools and other services or programs directed toward younger age
cohorts may be forced to close or reduce the range of services offered in areas
with shrinking and aging populations. Receiving communities, on the other hand,
may benefit from in-migration by gaining human capital, transferable income (i.e.,
retirement), and offsetting population loss.

Second, lower mobility rates amongst the old mean that the majority of the old
prefer to age-in-place, retaining local capital and relationships (i.e., Davis 2013).
Between 2009 and 2010, for example, only 5.8% of older persons in the US moved,
compared to 16.9% of the under 65 population. Amongst the old that moved,
most (58.7%) stayed in the same county, and 78.2% remained in the same state
(Administration on Aging 2011). For those that do relocate, their destination choices
and the motivations for moving are often different from their younger counterparts.

Movement amongst the old reflects a series of moves that is frequently age
dependent, often leading to a small ‘retirement peak’ observed at or around age
65—the typical retirement age, as individuals adjust their location and transition
from work to retirement. Free from labor market or economic needs, the old
typically migrate for a different set of reasons as compared to those still in the labor
force. Amongst the young-old, migrations are often driven by amenities and ‘down
the urban hierarchy’ into smaller urban or rural areas as evidenced by research in
the United States (Karner and Dorfman 2012; Plane et al. 2005; Plane and Jurjevich
2009) and Canada (Newbold 2011). Migration decisions within this demographic
typically reflect the desire for lower costs of living, reduced congestion, or to be
closer to amenities and/or family (children and their own aging parents), along
with knowledge of specific places such as where they grew up, vacationed, or
worked, with a well-established literature that discusses the concept of return
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migration amongst the old to their places of birth or long-term residence (see, for
example, Newbold and Bell 2001). Amongst the old-old, late-life migrations are
often associated with health issues, bringing individuals closer to family or into
institutions for care.

With aging, patterns of labor force participation will change, leading to differ-
ential migration patterns. In some regions, the primary effect will be changes in
the age structure, with concomitant declines in labor force participation rates. In
other cases, migration will alter the number of people not in the labor force. The
diversity of changes in participation pose different challenges for regions (Nichols
et al. 2015). Declines in mobility rates and shifting labor market opportunities will
have spatial effects. In the US and other countries, rates of migration at all spatial
scales have declined, in part owing to population aging, with Karahan and Rhee
(2014) estimating that population aging accounts for approximately 50% of the
observed decrease in inter-state migration in the United States owing to a general
equilibrium effect. But population aging is not the only reason for this decline, with
Molloy et al. (2014) suggesting that part of the reason for the observed decline is due
to a reduced net benefit to changing employers, making relocations (for employment
reasons) less attractive. That is, a prime reason for the decline in movement is related
to labor market opportunities. Evidence from Denmark (Mitze and Schmidt 2015)
suggests that agglomeration economies are key drivers of migration, as compared
traditional labor market and housing effects. Importantly, both studies suggest that
the determinants of migration, and concomitantly the spatial effects of migration,
are changing.

4 The Economics of Aging

With the share of its older population projected to increase from 8.3% in 2010 to
nearly 24% in 2050 (Kochher and Oates 2014), China’s rapidly aging population has
raised concerns about its ability to support its older population given a shrinking
workforce. At the same time, projections suggest that its economic growth will
be reduced by as much as three percentage points per year in the coming years
because of its shifting population structure (Sheets and Sockin 2013). But, while
China may be an extreme example of the economic implications of an aging society
given the pace of aging in the country, it is not alone: Shrinking populations and
aging will challenge economies, social welfare systems, healthcare systems and
labor markets across the globe. More broadly, because the old are generally less
economically productive than the young, a growing older population suggests that
economic growth will be slower than in the past and that the comparatively smaller
labor-force aged cohorts will be required to support the older population. In turn,
pressure will be exerted on pensions, health and long-term care with a smaller labor
force supporting such programs, ideas which are explored further in the following
paragraphs.
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Reflecting shifting dependency ratios, one of the most visible outcomes associ-
ated with population aging will be the aging of the labor force and a comparatively
smaller labor force relative to the old. Already, baby boomers have started to
leave the work force and the size of the cohorts following baby boomers—or
more precisely the workers and the taxpayers that will support baby boomers in
their old age—are smaller. The loss of the working age population could have a
significant impact on per capita income, unless the loss of labor can be compensated
through other means, such as increased productivity (Park and Hewings 2007a)
or through migration and/or immigration. Retirements will potentially result in a
shortage of skilled labor, with a lack of middle-aged employees ready to fill senior
management positions. The same problem is observed in health care, the resource
sector, finance, teaching and education, with a bi-modal workforce of older, senior
and experienced employees, fewer workers in the middle cohorts, and young and
much less experienced workers. Immigration can help offset declines associated
with an aging population, but only after immigrants acquire skills and experience to
increase their productivity (Park and Hewings 2007b).

Aging populations may also have a significant impact on savings and capital
accumulation. Older cohorts are less likely to spend on consumer goods as they
move into retirement, despite having higher accumulated savings per capita than
younger cohorts. At the same time, they tend to dissave by spending down their
savings. While individuals may also save more for retirement expecting a longer
lifespan, reductions in spending may be compounded by the fact that many baby
boomers are heading into retirement carrying a larger debt load that has been
encouraged by low interest rates and a culture of spending. The debt that boomers
carry, along with their fixed incomes, will incentivize reduced consumer spending.
Aging populations may be associated with declining economies, given reduced
incentives to invest in new stores and housing and reduced infrastructure investment
(Yoon and Hewings 2006).

If the workforce is not being replaced, then taxes and consumer spending
that are part of this group are not being replaced. Future taxpayers will need to
carry a heavier load as they pay for pensions, health plans and other services,
assuming that the same level of services is maintained or desired. Consequently,
aging populations are expected to increase fiscal burdens to governments (Park and
Hewings 2007a). Population aging is expected to push public pensions and health
care programs to consume greater proportions of gross domestic product (GDP),
with changing demographics a concern for governments and employers alike.
Nationally, expenditures associated with pensions and health care are projected to
increase as a share of GDP, with public pension expenditures expected to represent
approximately 15% of GDP in several European countries by 2050 (Kochher
and Oates 2014). In the United States, the impact is less severe, with pension
expenditures estimated to only increase from 6.8% of GDP in 2010 to 8.5% in
2050. Like many other countries, the US Social Security system is based on the
taxation of workers to support the older, retired generation (Silverstein 2008). Given
a smaller workforce and increased life expectancy, the number of beneficiaries has
grown, leading to concerns that the Social Security system will be depleted or will



2 Aging and Migration: An Overview 25

offer smaller benefits. For many employers, especially those that provide defined
benefit plans to their employees (Silverstein 2008), pensions remain a high cost,
even as many employers have moved toward defined contribution plans whereby
the employee shoulders investment risks.

Concerns also revolve around public health care expenditures. In the U.S., public
health expenditures are projected to more than double to 14.9% in 2050 (Kochher
and Oates 2014). Large increases in expenditures related to health care are also
expected in multiple countries due to the increased demands that will be placed
on a range of services that are important to older cohorts, including health and
long-term care. Household finances may also be stressed, forcing people to work
into their retirement (Clements et al. 2012; OECD 2012, 2013). While this sounds
problematic, it is important to realize that seniors are experiencing longer, healthier
lives on average, with the greatest pressures on the health care (and other sectors)
amongst the oldest old. Beyond health services, the range of community services
that people require after they retire differs from that during other stages of life.

The age-structure of the older population at any particular geographic scale will
have an impact on service demand and delivery. Older cohorts typically demand
and use a different range of services as compared to younger cohorts, with the
old typically being significant users of recreation services, public transit, affordable
housing, and long-term care, amongst other services. Perhaps not surprisingly, older
populations will likely demand changes in the allocation of public investments,
including the reallocation of resources from children to meet the needs of the old.
At smaller spatial scales, regional (i.e., state or provincial) and local social services
and infrastructure needs will consequently change with the aging of the population.
Coupled with employment loss, out-migration could have important implications for
service delivery, economic development and planning. For example, the selective
out-migration of workers along with relatively healthy and wealthy new retirees
can leave behind an older, poorer and less healthy population, with implications for
service delivery and fiscal capacity of communities (Davenport et al. 2009), while
services geared toward younger cohorts, including schooling, will be forced to close.

Finally, with higher levels of savings and social welfare systems in place,
developed nations are comparatively well prepared for an aging population. For
them, the question is whether aging populations will lead to increasingly larger
proportional shares of GDP. Emerging countries, on the other hand, typically spend
much less on social welfare and health programs. The challenge for these countries
is to build their social welfare and health programs to meet the needs of their aging
populations even as they experience slowing economic growth (Clements et al.
2012; Kochher and Oates 2014).
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5 Policy and Aging Populations

Although there are comparatively few tools, including changing labor policies,
fertility preferences, migration, and immigration, population aging can be offset
or minimized. But, the effectiveness of each of these tools is limited. For example,
changes to labor policies such as delayed retirement, changes in the eligible age for
retirement benefits, or reductions in benefits could offset or diminish some of the
impacts of an aging population (i.e., Park and Hewings 2007c). Several countries,
including the United States, Canada, the United Kingdom and Australia, have raised
the age at which individuals are eligible for state-funded pension plans, and/or
have abolished mandatory retirement ages. However, such policy changes may be
tinkering at the margins, and also have negative effects in terms of overall losses to
welfare (Park and Hewings 2007¢c).

Second, changes to fertility, and specifically policies, programs and incentives
aimed at increasing fertility levels can reduce the median age of the population by
increasing the fertility rate and hence the proportion of the young. But, programs
or policies meant at enhancing fertility levels are long-term and have a poor track
record: the province of Quebec in Canada, France, and other countries have tried to
enhance fertility but with relatively little success (Haub 2008). Attempts to increase
fertility levels through the provision of various financial incentives such as paid
maternity and paternity leave, free or reduced-cost childcare and tax benefits, have
some (albeit limited) impact on fertility rates (Haub 2008), although increased
fertility may just reflect a change in the timing of fertility, but no real increase in
the number of desired children. Even in China, which is facing the prospect of the
very rapid aging of its population owing to its one-child policy, anxiety over its
expanding elderly population and smaller labor force led the Chinese government to
abandon its one-child policy in 2014. To date, China’s fertility rate has not changed
dramatically, suggesting that low fertility is here to stay. Moreover, altering fertility
choices tends to be a rather long term approach to offset aging, not to mention the
fact that you need to mess with social conventions and needs.

Third, migration and immigration are potentially the most viable options for
altering age profiles over the short-term. Internal, domestic migration could offer
relief, but only at the regional level, given population gain in one region implies
population loss in another. While the old have relatively low rates of mobility,
a growing older population means by default that more old will move, even if
migration rates stay the same. That is, there is an important distinction between
the rate of migration and the population that is at-risk of moving, with the
growth of the 65+ demographic ensuring that the number of older migrants will
increase. Migration will likely have the greatest impact at the municipal scale,
leading some communities to market themselves as retirement destinations and
attracting migrants to amenity rich areas (Kupiszewski et al. 2001a), access to
health care, and/or lower housing costs and lower taxes (Karner and Dorfman 2012;
Kupiszewski et al. 2001a, 2001b; Kawase and Nakazawa 2009).
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Certainly, the ability to attract seniors may be beneficial in the face of long-
term population aging, with the intent of maintaining or growing a population and
utilizing existing infrastructure. However, it has not been established that promoting
the concentration of retirees in a community is an effective economic development
policy, despite the impact of their local expenditures and taxation (Serow 2003).
Further, while communities that can attract in-migrants may benefit from the in-
flow, these migrants must come from somewhere, meaning that communities that
experience out-migration are placed at a disadvantage. In the Canadian context, for
example, western provinces tend to have younger median ages, while the eastern,
Maritime provinces tend to be older, reflective of decades of out-migration from
the economically depressed east and in-migration to the resource rich western
provinces, particularly Alberta (Statistics Canada 2012). In both cases—receiving
and sending centers—changing age profiles will have implications including for
the location and types of services provided (Gaigné and Thisse 2009). Inevitably,
however, everyone ages, and unless a community is able to maintain the inflow of
younger migrants, the economic benefits of being an aging community could turn to
an overall cost, given the demand on related programs and services as noted earlier
in this chapter.

This therefore leaves immigration as an option to reduce or slow the aging of
a population. But such a policy can only work if immigrants younger than the
median age of the population are encouraged to immigrate. Immigration can aid
population growth, but countries cannot offset aging without tremendous increases
to annual immigration flows (United Nations 2001), a policy that is problematic
as governments seek to integrate newcomers, with tensions over immigration
highlighted in European elections in 2016 and the rise of anti-immigrant parties.
Moreover, even immigrants will age and join the ranks of the retired, meaning that
the flow of younger immigrants must be sustained.

6 Conclusions

Population aging will have significant effects on local, regional and national
economic systems and policies. Although the impacts of population aging can be
minimized, policy options are limited given the inability, slow response times,
or minimal impact of programs focusing on increasing fertility rates or labor
market policies to offset population aging. Of all the policy options, migration
and/or immigration appear to offer short-term solutions to population aging. But
neither option will alleviate or solve population aging, especially in a regionally
heterogeneous labor market where aging and migration may be both complementary
and conflicting phenomena.

Proportionately, migration by the old is not a significant phenomenon given low
migration rates amongst this group. However, aging populations mean that larger
numbers of seniors will be on the move in the coming years. As noted elsewhere
in the literature (i.e., Newbold and Meredith 2012), policy concerns associated
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with the migration of the old will be primarily located at the local level, where
recreation, community, and other services are delivered and urban planning and
housing policies are created and implemented. Conversely, the labor and economic
impacts of aging will be both regional and national in scope.

Regardless of whether communities are gaining or losing older populations, there
is a need for communities and governments to be proactive in planning and program
development to meet the needs of an aging population. Developed by the World
Health Organization (2007), concepts such as “Age Friendly Communities” can be
employed to incorporate “active aging practices” into the local context, including
areas such as transportation and the built community. The question is, however,
whether communities are adequately prepared to address the needs of an older
population, regardless of whether they are net receivers or senders of older migrants.

Despite the interest and attention given to aging and shrinking populations over
the past decade, substantive questions remain, with additional research and insight
required in a number of areas, some of which the balance of this book cover.
Topics such as the impact of migration on the labor market, population movements,
housing, pension systems, and differences in the experiences between the developed
and developing world require additional insights. The unprecedented changes to the
population structure of many countries pose huge challenges for their economies
and their aging populations, and have prompted questions including:

*  Will their capacity to support a growing number of retirees and fund long-term
health care for those of advanced age prove sufficient?

* How will domestic migration respond to changing demographics?

* Can immigration offset population aging and how will it reshape society?

* What other demographic or socioeconomic policies can be used to decrease the
impacts of an aging society?

* What policy implications are associated with aging populations, and how can
policy best address aging?

The following chapters explore some of these ideas in greater detail.
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Chapter 3 )
Fortunado’s, Desperado’s Shethie
and Clandestino’s in Diaspora Labour
Markets: The Circular ‘Homo Mobilis’

Karima Kourtit, Peter Nijkamp, and Masood Gheasi

1 Introduction: People on the Move

The wealth of nations and regions is often explained from the availability and
efficient use of productive resources, such as human capital or material inputs.
The volume and quality of human capital in a given region is co-determined by
socio-demographic factors, such as natural growth, migration, age composition and
education. One of the founding fathers of regional economics, August Losch, has
written in 1936 a seminal contribution on the impact of population dynamics on
economic growth, in particular in relation to business cycles. It seems plausible that
changes in the quantity and quality of human capital—in the form of either cross-
border population movements (‘migration’) or changes in the composition of the
productive population (‘ageing’)—will have profound impacts of the functioning
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of local or regional labour markets, and hence on the competitive position of
regions. In this chapter we will address in particular migration—notably, temporary
and circular migration—and changing age cohorts as determinants of regional
development.

We live in the ‘age of migration’ and in the ‘age of ageing’. The population
dynamics resulting from a migrating and ageing society leads to far-reaching struc-
tural impacts on our contemporaneous space economy all over the world including
regions. Human settlement patterns are decisively influenced by demographic evolu-
tion (e.g., ageing) and migration movements (Kourtit 2014, 2015). Both phenomena
are drivers of local and regional labour markets and run parallel to socio-economic
dynamics. Our contemporary world is in full swing. Ups and downs in socio-
economic systems have become a structural feature of our modern society: rise is
often accompanied—or followed up—by fall. It seems as though the general product
life cycle theory manifests itself in many multi-faceted specific cycles: economic
turbulence, demographic evolution, political fluctuations, urban dynamics, and so
forth. The cyclicity of many socio-economic phenomena (in particular, population
demography in the form of migration and refugee movements)—with greatly
varying fluctuations in amplitude and time coverage, ranging from short-term cycles
to long-range cycles—prompts a variety of intriguing research and policy questions
on social and spatial dynamics in a modern open society. A prominent and pressing
issue is of course whether cross-border migration will prompt economic growth and
spatial-economic convergence (see Fratesi and Percoco 2014; Kanbur and Rapoport
2005; Kubis and Schneider 2016; Ostbye and Westerlund 2007; Ozgen et al. 2010).
There is an extant literature on the theory of international migration. We refer here
in particular to a recent interesting and informed study on international population
movements from an analytical economic perspective, written by Kondoh (2016).

One of the most prominent phenomena which prompt nowadays splintering
views on a modern society and its cohesiveness is without any doubt cross-
border or international migration (see for a detailed overview Chiswick and Miller
2015). Clearly, unforeseen spatial-demographic developments and socio-economic
disruptions caused by a massive influx of migrants or refugees is often seen as
a tragedy for both sending and receiving countries, but may also be seen as an
unprecedented and innovative opportunity for individuals to improve their own
economic fortune (‘fortunado’s’). It is in the meantime broadly recognized that
innovative behaviour and economic progress in a host economy depend also on a
favourable local absorption capacity for migrants. Do such seedbed conditions also
hold for contemporaneous large-scale migration movements? Can heterogeneity and
fluctuation in migration inflows create an unstainable situation or, inversely, stabilize
a local labour market? And which are the conditions to create a balanced migration
situation that increases welfare in both a sending and a receiving country or region?
These questions will be highlighted in the present paper.

We live nowadays in the ‘age of migration’ or the age of the homo mobilis’,
but this does not necessarily mean that migration is a uniform social-demographic
phenomenon in space. It is clear that migration may have many ‘faces’, but a
standard UN interpretation is that foreign migration means a cross-border movement
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from country A to B for a time span of at least half a year, irrespective of their
motivation.

Some people deliberately leave their country of origin to seek for better
opportunities elsewhere (the so-called ‘fortunado’s’), but other people—refugees—
are forced to leave their country of origin involuntarily as a consequence of war,
political or religious suppression, natural disaster, or poverty (the so-called ‘des-
perado’s’). Clearly, in the latter case they have to look for better living conditions
elsewhere, so that at the end the search pattern and motivation of ‘desperado’s’
for an attractive host country resembles that of the ‘forfunado’s’. In addition, there
are in an open world with more healthy and wealthy people in an aging society,
also many people who decide to spend the final part of their life in climatologically
attractive places (the so-called ‘pensionado’s’). The same may hold for the ‘happy
few’ who have sufficient resources and leisure time to spend part of life elsewhere
under favourable climatological conditions (see Suchecka and Urbaniak 2016). And
finally, there is also an increasingly large share of cross-border migrants who have
moved to another country (either as fortunado’s or as desperado’s) without being
in the possession of the legally required documents in the form of visa, working
permits or residential permits (the so-called ‘clandestino’s’) (see also Leerkes et al.
2007).

In recent years the issue of illegal versus legal migration has gained much
interest, especially because temporary migrants who normally stay in a host
region for a limited time seem to care less about formal entry and labour market
regulations. In most cases, two main types of restriction policies are employed,
viz. border enforcement and internal enforcement (see Ethier 1986; Djajic 1997;
Kondoh 2017). It is well-known that illegal (or undocumented) migrants often find
a job in the grey or informal economy (e.g., daycare, restaurants). In a review
article, Orrenius and Zavodny (2015) provide an overview of various theories on
undocumented migration, e.g., risk-aversion job search theories, enforcement cost
theories, unauthorized migration theories, self-selection theories, life-cycle theories,
etc. It turns out that duration of stay is in many cases a critical variable for the
decision in favour of illegal, often temporary border crossing (Reyes 2001).

It is noteworthy that the two demographic phenomena, viz. an aging society
and the ‘age of migration’, may become mutually interwoven phenomena, since a
lower labour force participation in a host country or region as a result of aging may
prompt the need for a compensating socio-demographic mechanism in the form of
immigration to meet the needs of labour markets in host regions. Clearly, education
and skills of immigrants are also critical conditions in this context (see Newbold
2017).

It should be noted that in the history of migration many migration movements
show a bilateral or two-sided nature of these flows. There are people moving from
country A to B, but there are often also people going from country B to A. In an
article published by Lutz et al. (2014a), the authors map out bilateral migration
flows between many countries in our world in a 5-year time span (2005-2010), using
a so-called circular plot. These bilateral migration plots display at a global level a
rather robust pattern over the relevant period, although there are large variations
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among continents. Circular migration as organised labour migration with a frequent
return character (from county A to B and visa vera) is an increasing popular
phenomenon (e.g., from India and Malaysia to the Gulf states), especially for
construction workers and educated migrants. It also turns out that over the relevant
period concerned, Europe was the biggest receiver of migrants, while South Asia
was the bigger sender. It is noteworthy that in all these migration plots schooling
appeared to be a major determinant for the size of flows and the duration of stay.
Finally, it should also be noted that for Europe in-migration is the major determinant
of a (slight) population increase in various countries (see also Lutz et al. 2014b).

In the light of these observations, it is important to regard migration not
exclusively as a structural one-directional flow between countries, but as a potential
bilateral or symmetric flow (in the form of return migration or circular migration)
or even as a multi-lateral flow (in the form of stepwise or chain migration). Income
differences, cultural and geographic proximity, and education/schooling appear to
be the critical factors for this pluriformity in migration behaviours (see Tubadij et al.
2015).

The present paper aims to provide a review of bilateral or multi-lateral migration
flows, with particular emphasis on temporary circular migration as an organized
mechanism for regional or national labour markets. After a broad description of
some important facts, trends and underlying mechanisms for migration movements
in Europe, we will zoom in here on circular migration as a vehicle for a balanced
labour market policy in the EU. In the present study, circular migration policy will
be evaluated from the perspective of a triple-win situation (viz. with benefits for the
temporary migrants, for the sending country, and for the receiving country), using
The Netherlands as an example.

This paper is organized as follows. After this introductory section, Sect. 2 will
briefly describe the constellation of the migration system from the perspective
of structural or temporary migration. The next section, Sect. 3, will offer a few
illustrative statistical facts on the migration scene in Europe, and in particular on
circular migration. In Sect. 4, some outcomes of a policy and applied research
experiment and its implementation in the area of circular migration for The
Netherlands will concisely be presented. The paper will be concluded with a policy
perspective.

2 Structural or Temporary Migration

Population dynamics is one of the drivers of spatial and socio-economic dynamics
in our world. This concept does not only refer to growth and decline of population
as a result of births and deaths or of migration, but also of societal developments
reflected in spatial aging patterns. Since aging means lower labour force participa-
tion rates, the question of compensating inflows into the labour market of aging host
regions through a rise in immigration flows links population changes to migration.
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Migration—both domestic and international—is not an exclusive phenomenon
of the past decades. People all over the world have been moving around in
search of better opportunities, sometimes forced by famine, natural disaster, war
or religious suppression (desperado’s), sometimes also driven by better economic
conditions elsewhere (fortunado’s) or by family formation or family re-unification.
In the context of foreign migration, in the aftermath of WWII various immigration
countries have emerged, such as the United States, Canada, South Africa, Australia,
New Zealand or Brazil. But in the past decades, the flows of migration have been
widened to virtually all countries in the world. This does not only hold for European
countries, but also for Asian, African and Latin-American countries. In addition
to the scope of migration, also the size of international migration has significantly
increased. In the year 2010, the World Bank reported that more than three percent of
the world population may be classified as migrant, and this share is steadily rising.

From a purely economic perspective, migration may be considered to be an
equilibrating mechanism to match supply and demand on national labour markets.
It is thus a phenomenon that has a welfare-enhancing effect. Notwithstanding
this positive interpretation of migration, reality is often more complicated and
harsh. In various cases, migrant sending countries are concerned about the loss of
qualified labour force and about the waste of public expenditures for education of
talented people leaving the country, even though remittances may offer a financial
compensation for the loss of talent. On the other hand, migrant receiving countries
complain about adjustment costs for migrants, tensions on local housing and labour
markets, relatively high unemployment figures for migrants and associated high
social welfare transfers to migrants, ethnic segregation and ghetto formation, as well
as relatively high crime rates for specific cohorts of some ethnic groups (see for an
overview Nijkamp et al. 2012). The socio-economic picture of foreign migration
is thus by no means unambiguously positive, as is witnessed in recent political
elections in various countries.

Over the past years, the awareness has grown that we need a trustworthy,
systematic assessment of the various social-economic impacts of international
migration. A first analytical framework and various empirical examples of this so-
called Migration Impact Assessment (MIA) can be found in Nijkamp et al. (2012). In
their study the authors provide the foundations and operational tools for a quantified
estimation of a great diversity of migration effects on the receiving country, such as
labour market effects, growth effects, innovation effects, trade and tourism effects,
and cultural diversity effects (see also e.g., Combes et al. 2008, Ottaviano and Peri
2006, Suedekum et al. 2014). Various research tools are presented in this MIA book,
such as econometric analysis, micro-based surveys, comparative case studies, and
so forth. MIA is based on the availability of quantitative information on distinct
groups of migrants.

A major problem clearly emerges if we are faced with unknown migrants. This
group is—as mentioned above—often called undocumented migrants, unregistered
migrants, illegal migrants or ‘clandestino’s’. They comprise illegal seasonal work-
ers, illegal permanent workers, undocumented refugees, unregistered opportunity
seekers, unregistered knowledge workers, informal businessmen, informal long-
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term visitors such as relatives or friends etc. The assessment of the socio-economic
effects of the latter class of (structural or temporary) migrants is fraught with
many difficulties due to lack of reliable data (Gheasi et al. 2014; Kondoh 2016).
Yet, the order of magnitude of this group tends to increase. This is partly due to
the emergence of open borders in many countries, the rise of globalization and
world-wide communication systems (including the Internet), the substantial decline
in the costs of geographical mobility, and large-scale flows of refugees in countries
suffering from war conditions. There is an increasing concern on the problematic
phenomenon of such unknown migrants. Particularly important issues related to
such migrants in the host economy are:

* job risks related to a less protected position on the labour market;

* higher probabilities for wage exploitation of illegal migrant workers;

 unfair competition in the business sector, if migrant entrepreneurs do not respect
taxation, employment or safety rules or regulations;

* Joss of tax revenues for the public sector due to income tax evasion (or no income
tax payments at all);

* emergence of a ‘grey economy’ in case of informal ethnic entrepreneurship;

* high expenditures for the health care system if no insurance premiums are paid;

* high claims on the social welfare system in case of loss of jobs by foreign
migrants;

* relatively low degree of loyalty of migrants regarding the host country.

It is thus clear that the intriguing phenomenon of informal and unknown
migration will be prominent on the political agenda in the years to come. Informal
and unknown migration will also form a tremendous challenge for a reliable socio-
economic impact assessment in a diaspora world (see Gheasi et al. 2014).

As mentioned, as a result of many structural factors in a globalizing economy,
rising volumes of people are nowadays on the move (for both the short and the
long term). And despite various observed negative impacts, the positive effects
seem to prevail, so that in our ‘age of migration’ it is foreseeable that global
migration flows will continue to be an established fact in the future. This migration
phenomenon exhibits rather complex behavioural patterns, as economic motives
are only a partial determinant. Other drivers may be social capital and network
attractiveness, or cultural similarities (bonding and bridging, e.g. through a common
language) (see e.g. Wang 2016). One important factor is the attraction force of large
cities for migrants (the ‘urban magnetism’). Cities have become a last resort for
people on the move. This does not only hold for knowledge migrants, but also
for migrant entrepreneurs and unskilled workers. Big cities offer also a shelter
for illegal migrants, because it is so much easier to be hidden in large population
concentrations and nevertheless to find a living there. Consequently, international
migration and urban cultural diversity are two parallel phenomena (see Nijkamp
et al. 2015).

The complex socio-economic position of migrants in urban areas has prompted
various research and policy concerns on key elements of immigration in cities in the
receiving countries, notably the social costs of migrants, the economic-political risks
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of a high share of undocumented migrants, the general perceived negative image
of migrants, the competition on scarce knowledge migrants, the counterfactual
question what the economy would have looked like in case of zero immigration
(the ‘dead weight’ effect), local tensions on housing and labour markets, and the
growing importance of informal migrant business. Clearly, MIA aims to map out
the various consequences of these migration flows for the receiving country, but the
assessment of all relevant effects of a variety of migrants is a real challenge.

In addition, it is increasingly recognized that an important source of trans-border
migration is found in climatological change and related territorial and social tension.
People are for their well-being and economic survival depending on the physical
resources of our planet. Destruction or decay of these resources erodes the basis
of their existence and will by necessity lead to cross-border migration movements.
This phenomenon is not new in the history of our world, but is intensified by the high
population density and scarce resources in many countries. Climate change may thus
act as an important cause for migration across borders, both directly (people leave
their country to seek for better opportunities elsewhere) and indirectly (population
groups fight for scarce resources, with the consequence that several people have to
move out of their region because of socio-political tensions or even war conditions).

Europe—with its relatively stable political climate and its relatively high welfare
profile—becomes increasingly a magnet for international migrants and refugees,
not only from within Europe (e.g., the Balkan region), but also from outside (e.g.,
the Middle-East or Africa). Sometimes this influx is caused by forced migration
(e.g. climatological conditions, famine, war), but at times also by opportunity
seekers, often in the form of fortunado’s, but sometimes also in the form of forced
migrants (refugees) desperately seeking for a living (desperado’s). This diffuse flow
of immigrants leads to increasing concern on the social and political instability in
European countries and induces more and more security issues, originating from
socio-economic discrepancy and cultural diversity among this large influx of people
(Nijkamp et al. 2015). A major problem is that a migrant—once he/she has decided
to leave the country and to find his/her fortune in another host country—becomes
almost automatically a labour migrant (or an opportunity seeker) who cannot—
or hardly—be distinguished anymore from other job seekers. Consequently, the
demarcation line between voluntary and forced migrants becomes very thin, as soon
as such migrants enter the host economy or labour market of another country. In
addition, the distinction between temporary and structural migrants becomes also
increasingly vague, as an increasing number of people on our planet is ‘on the
move’. Especially in the younger age cohorts we observe an increasing share of
temporary workers for a limited number of years (e.g., knowledge workers). This
phenomenon of the ‘homo mobilis’ will certainly be one of the greatest challenges
in the age of globalization.

Many advanced countries have put in operation a variety of temporary worker
programmes and regulations. A rich source of information on guest workers and
temporary workers, notably on the US side, can be found in Martin (2015), who
offers informed insights into the order of magnitude of these flows and on the
regulatory aspects (e.g., contracts, free agents) of these temporary migration flows.
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His contribution provides also some evidence on European guest workers. This
study offers a new systematics on migration issues by introducing the 3-R model
(recruitment and selection of appropriate migrants, remittances by migrants to their
country of origin, and return decisions of temporary migrants back to their home
country). It turns out that skills and education levels are in many cases the critical
factors for the social benefit conditions related to this 3-R model.

3 Europe: A Migration Challenge

Europe has over the past decades exhibited two interesting demographic changes:
(1) it has largely moved into an ‘ageing’ society (except only a few countries); (2)
it has exhibited a high degree of complex (cross-border) population movements in
the form of rural to urban migration, internal European migration (especially from
East to West), and external immigration (mainly from the Middle East and Northern
African countries). Clearly, Europe shows clear signs that the spatial mobility of
people is increasing, while the costs of geographical mobility are decreasing. The
high cross-border mobility of people in Europe means that population dynamics is
nowadays more determined by migration (and refugees) than by fertility patterns.

It ought to be recognized that the share of foreign-born people in Europe
varies a lot across countries in Europe (see OECD Factbook 2016; Wittgenstein
Centre 2016). For instance, countries like Hungary, Finland, the Czech Republic or
Slovakia have relatively low shares (about 5%), while Germany, Sweden, Austria,
Ireland or Switzerland have relatively high shares (about 10-15% or higher) of
foreign people.

Europe has also shown the fastest growth in foreign-born population among
all world regions in the past decades (with an average annual change of 4-5%).
Furthermore, these shares—and their growth rates—vary considerably between
regions in these countries. Consequently, also cultural diversity among these regions
in Europe does vary significantly.

It is noteworthy that most cross-border migration in Europe comes from inside
Europe, even though migration between European countries is lower than domestic
migration in European countries. As mentioned, significant cross-border migration
flows in Europe are now taking place from Central and Eastern European countries
to Western European countries, though the recent recession has also prompted some
return migration (e.g. to Poland).

The World Economic Forum (2016) has recently produced some very interesting
information on migration flows in Europe, which sheds new light on bilateral
migration flows. For example, the highest proportion of immigrants to the UK in
2015 originated from its former colony, India, while most of Ireland’s foreign-born
population comes from the UK. Colonial and cultural linkages appear to dominate
also for the cases of France, Spain and Portugal, with most immigrants coming
from Algeria, Morocco and Angola. It is also noteworthy that the countries with
the highest percent point change in immigrant population are Norway, Switzerland,
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Belgium, Austria and Sweden. And finally, it turns out that migration is a selective
geographic choice process, as is witnessed inter alia by the following figures: the
highest rise of immigrants (2010-2015) into France is caused by Algerians, in the
UK by Indians, in Sweden by Syrians, in Germany by Poles, in Austria by Germans,
in Belgium by French, and in Italy by Romanians.

It is thus clear that Europe has become a migration continent with a mixed
nature. The current migration pattern falls somewhere in between purely interna-
tional migration patterns and domestic migration patterns, with different national
migration rules. The recent refugee crisis has brought to light the vulnerability of
the present heterogeneous European migration system.

From an economic perspective, labour migration is usually seen as a long-term
investment which leads to high costs at the beginning for a migrant, but may
generate benefits in the form of higher wages or better prospects in the future
(Chiswick and Miller 2015). Costs items of migration comprise normally transport,
removal, housing as well as loss of social capital and identity, while benefits
comprise higher long-range earnings as well as (perhaps) better career opportunities,
amenities and living conditions. A major problem inherent in any migration decision
(at least in the past) is its irreversible nature. If a migration fails, the movement costs
may be very high. It is therefore, no surprise that in our contemporaneous world—
with its open character and worldwide information flows—the migration risk may
be considerably lowered by a combination of comprehensive information supply on
the place of destination as well as by more flexibility in return migration in case
the movement was not successful. Consequently, there are many more migration
opportunities nowadays, for instance temporary migration, return migration or chain
migration (from A to B to C etc.). The distinction between long-range commuting
and temporary migration becomes even blurred. More contemporaneous forms of
non-structural migration are nowadays arising that may form a meaningful vehicle
for coping with temporal tensions or job needs on regional labour markets, while
they may also mitigate the disadvantages of brain drain or loss of skills in the
sending countries. Therefore, in recent years several ideas have been developed to
create flexible forms of temporary migration, not only for seasonal workers (e.g., in
agriculture), but also for short-term migrant workers for a limited number of years
(e.g., in the construction industry or in the medical care sector). The remaining part
of this paper will address in particular such new forms of temporary migration in
Europe, which might mitigate some of the former migration tensions in the past.

4 Temporary and Circular Migration

International migration has in recent years become one of the most debated and
controversial topics—social, economic and political—in many countries, both the
developed and developing world. There are apparently ambiguous and contrasting
views on the flows of migrants from the perspective both sending and receiving
countries. Host countries are concerned about the broader social and economic
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Fig. 3.1 Stock of migrants by country of origin and destination. Source: Ozden et al. (2011)

effects of foreign immigration, while countries of origin are concerned about brain-
drain effects. there is a broadly shared belief that migration flows are larger from
developing countries to developed ones, but surprisingly actual figures indicate
that the migration pattern is stronger between developing countries themselves
or between developed countries. Figure 3.1 shows some development patterns of
international migration in Europe between the years 1980 and 2015.

Although South-South migration dominates international migration, it share is
falling. Ozden et al. (2011) indicate that the South-South migration share has
decreased by 13% between 1960 and 2000, while the South-North migration
share has increased during the same period. It is, for instance, illustrative that
opportunities for migrants from third countries to enter Europe and to find legally
employment opportunities are rather unfavourable, while only a very limited group
of people—highly educated and skilled—have this possibility. However, restricted
migration policies have not been very efficient to stop the flow of migrants in this
region. This is clearly demonstrated in a more up-to-date figure (see Fig. 3.2) which
maps out the world development of foreign migration over the years 1980-2015.
The stock of migrants world-wide is structurally rising.

Historically, it is believed that migrating people will structurally leave their
country of origin and will resettle on a permanent basis in a host country. This
was certainly the case in the period until 1980s. However, nowadays most people
migrate only for work purposes and their intention for migration is often temporary.
Furthermore, an OECD report (2008) indicates that depending on the country
of destination, around 20% to 50% of immigrants leave again their destination
countries within 5 years of stay. They either return to their country of origin or
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Fig. 3.2 World Bank figures on international migration. Source: The World Bank (2016), Interna-
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to a third country. Since 2000, there has been a gradual shift in European policy
thinking with increasing attention for the re-opening of borders and the management
of migration flows. While most EU states still reject the idea of providing legal
entry on a permanent basis (particularly for lower skilled workers), there has been
a flowering of schemes to allow a temporary (including seasonal) entry of limited
numbers of migrants, in most cases to fill specific needs in the labor market by sector
or by skill level. Schemes are, for instance, put in place in Germany, the Netherlands,
Norway, the UK, Ireland, Belgium, Sweden, Greece, Italy and Spain (see Plewa and
Miller 2005; OECD 2005).

Circular migration provides a new interest in an old form of migration; the
most common example of this type of migration is internal migration where people
move from rural to urban areas due to better job opportunities, without changing
their residential place. Circular migrants are temporary migrants who move back
and forward between origin and destination. This type of migration has not only
happened inside the countries—rural to urban—, but also at the international level
(Fargues 2008, p. 5).

If we review the history of immigration, we can also find many examples of
seasonal or circular migration in the contemporary history of society. For example,
Meillassoux (1975), a French anthropologist, explains the interaction between
capitalist employers and circular migrant workers in the traditional economies
of Western Africa. He indicates that at that time workers were employed on a
seasonal basis and after each period of employment, they had to return back to their
homes. Through this mechanism of employment, the wealth was transferred from
a subsistence-crops sector to export-oriented capitalist areas (Fargues 2008). This
type of migration was a very common type of people mobility in Western Africa,
Eastern Africa and Indonesia. In Asia, the two-way mobility of people has been a
potential topic of research for three decades (Bovenkerk 1974). Another example
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of circular or return migration happened in Europe after World War II, where some
European countries signed a bilateral agreement with Maghreb and Turkey, to fill
their labor shortages on a temporary basis, in the understanding that migrants would
return to their home country after a couple of years.

For the US, Tienda and Diaz (1987) argued that circular migration to the US
decreased the employment opportunities for those circular migrants who returned
back to Puerto Rico, and were consequently almost forced to re-migrate again.
They also indicated that circular migration increased the number of female-headed
families and led to higher school-dropout rates. In a more recent study, Porter
(2003) related circular migration to illegal migration, and indicated that circula-
tion of migrants—going back and forth—between Mexico and the United States
happens often illegally. The increasing legal and border restrictions on international
migration have not stopped people from moving to developed countries, but it rather
stopped a circulation of migrants. It was found that on average an illegal Mexican
migrant stayed for about 3 years in 1980s, while during the 1990s an illegal Mexican
stayed on average 9 years in the United States (Constant and Zimmermann 2011).
Furthermore, evidence from Bulgarian migrants to Greece shows that the benefit
gained by Bulgarian migrants in Europe after joining the EU was the freedom of
movement enabling them to travel to Bulgaria to visit their families and friends.
Evidence on Bulgarian migrants also shows that legalization of their movement
strengthened their bonds with their country of origin (Newland 2009).

Circular and temporary migration is not only beneficial to the host country, but
as Zimmermann (2014) argues, it is a win-win-win situation. It means that the host
country can fill its labor shortages without an increase in population, while legally
the host country also can restrict the employment opportunities to specific jobs.
Clearly, in case of permanent migration such measures are not possible. Secondly,
there are advantages for the country of origin, such as benefits from the knowledge
gained and remittances of circular migrants. And thirdly, the migrant himself/herself
can benefit from various locational opportunities without a permanent relocation and
without suffering from psychological costs of structural movement (see also Martin
2015).

In general, circular migration can be divided into spontaneous and managed (or
controlled) circular migration. The first type of circular migration includes less
mobility limitations, as then migrants usually go back and forth between their
country of origin and country of destination. An example of such migration flows
can be found between Asian and the Gulf countries, where many migrants circulate
more than once between their country of origin and the Gulf countries. However,
circularity of Asians in the Gulf states is not freely chosen, because the regulations
in the Gulf states do not grant these migrants a long-term permit, and also the
savings that these migrants make during their stay in a host society are not always
sufficient to support them for a longer time in their countries of origin. Therefore,
they emigrate again, and this situation creates circular migration, with frequent flows
of return movements. In Europe, the flows of people from new EU members to more
developed EU countries also include elements of spontaneous circular migration,
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where workers come for temporary or seasonal jobs and return back to their country
of origin after some time.

The next type of circular migration, legally managed circular migration, usually
refers to official governmental programs, bilateral agreements, and migration
policies of the country of origin or destination or by both countries. Circular
migration has different definitions and interpretations, and mostly there is not a
clear distinction between circular migration and temporary migration. The inter-
changeable usage of these two terms can also be observed in different definitions.
For example, the International Organization for Migration (IOM 2016) defines
circular migration as “the fluid movement of people between countries, including
temporary or long-term movement which may be beneficial to all involved, if
occurring voluntarily and linked to the labor needs of countries of origin and
destination”.

Given the definition of circular migration mentioned above, it is difficult to
distinguish between circular migration and temporary migration. For example,
The Netherlands defines temporary migration as “migration for specific motivation
and/or purpose with the intention that afterwards there will be a return to the coun-
try of origin, or onward movement to another country.” Both definitions—circular
and temporary migration—share the same formal obligation for the migrants,
namely the return of migrants at the end of their rights. It is the essential part of
the process, and according to Dutch migration policy, the return means repatriation
from the Netherlands. In many definitions nothing—or hardly anything—has
been mentioned on the duration of stay. This makes the differentiation between
these two types of people’s mobility more difficult. The only difference we can
extract from these two definitions—circular and temporary—is the possibility
of multiple entries for circular migrants, while such rights would be limited
to temporary migrants. However, in practice there are no official programs or
bilateral agreements between the Netherlands and third countries to allow circular
migration.

Wickramasekara (2011) presents the commonalities and differences between
circular and temporary migration programs, as described in Table 3.1. From the
commonalities and differences, it seems that temporary migration is a more general
concept, while circular migration is a part of it. On the other hand, it also suggests
that not any type of temporary migration can be counted as circular migration,
because of a multiple involvement of the same person in circular migration, while
for temporary migration it can be once in a lifetime. In terms of duration of stay, it
is still difficult to differentiate between these two types of migration.

Apart from the difficulties in distinguishing circular migration from temporary
flows, there is also a statistical problem in the identification of circular migrants at
national and international level; the term circular migration hardly appears in any
national and international data system, while most countries even lack an official
definition of this term. This adds to the above mentioned difficulties in estimating
flows of circular migrants between countries, as will be illustrated in a subsequent
section.
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Table 3.1 Commonalities and differences between circular and temporary migration programs

Common

Temporariness: both involve
temporary stays with no pathway to
permanency

Both can be components of broader
patterns of loose or formal (backed by
bilateral agreements) bilateral
cooperation

Often involved countries that are
characterized by large differentials in
terms of economic and social
development

Different

Circular migration programs allow for frequent
temporary stays abroad, whereas temporary migration
programs are based on a one-time only temporary stay
and return which usually closes the migration
cycle-single migratory cycle

Repetition of movements possible in spontaneous
circular migration and regulated circular migration

a. Circular migration programs are more
resource-intensive in terms of financial and logistical
resources required for implementation than temporary
migration schemes

b. Circular migration programs usually involve the
same groups of persons (migrants who are invited
back), while temporary migration programs often
involve different groups

a. Circular migration schemes are based on
professional mechanisms aimed at selectively
organizing the mobility of foreign workers and at
securing the return of migrant workers (related to
above point)

b. One pillar of circular migration programs is the
outward circular migration to home countries for
varying duration by diaspora settled in destination
countries

Returns may be voluntary and forced

Similar benefits claimed: remittances,
bringing back skills and mitigating
brain drain

Source: Wickramasekara (2011, pp. 11-12)

Involves specifically diaspora contributions

S Circular Migration: Experiences from the Netherlands

In this section we will address some recent experiences and policy initiatives on
circular migration in Europe, and in particular in The Netherlands. Circular and
temporary immigration is in recent years a highly debated topic by the European
Commission and various EU member countries, because especially the population
decline and the ageing process in many EU countries call for new labour market
perspectives. Therefore, there is increasingly a need for migrants—skilled and
unskilled—to fill temporary labour market shortages in various countries. In this
context, Germany and The Netherlands, for instance, have developed various
initiatives on welcoming highly educated (skilled) migrants and also on stimulating
circular and temporary migration from specific target groups (e.g., in agriculture).
We will present here some evidence on such initiatives, with particular emphasis on
The Netherlands.
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The economic literature has argued that human capital is a significant and
determining factor for long-term economic growth and development (see e.g.,
Borjas 1989; Mellander et al. 2011). For this reason, the return of skilled migrants
is often considered as the main factor to turn the vicious circle of brain drain into
a virtuous circulation of the production factor labor (Card 2001). However, large-
scale flows of return migrants, especially less skilled workers, can cause adverse
economic outcomes, if they cannot be absorbed in the local labor market of the
original country and if a sudden decrease in remittances would affect the economic
conditions of family members in sending countries.

One of the biggest concerns on circular and temporary migration usually refers to
the question whether migrants return back to their country of origin after a period of
employment or not. Migrants are heterogeneous in terms of skills, age, nationality
etc, and therefore their willingness to return is also based on different motives, which
includes both possibilities and constraints (see Longhi et al. 2008, 2010). In this
context, Gmelch (1980, p. 135) has defined return migration as: “the movement of
emigrants back to their homeland to resettle”. From this definition it can be derived
that, when an emigrant returns back to his/her country of origin, this means the end
of the migration story. This forms a contrast to recent migration movements which
show that migration is an open-ended human behaviour in space, so that a return
is often only a step within a continued migration movement. A number of studies
has tried to explain the return behavior of migrants from different motivations. For
example, Dustmann and Weiss (2007) indicate that migrants might return to their
country of origin, once they have accumulated the knowledge and skills that have a
higher return in their country of origin. Furthermore, migrants may also return after
they have accumulated sufficient savings in the country of destination and return
to establish a business to secure themselves and their family future (see Bellemare
2007; Kirdar 2004 for more information).

One of the countries with an officially adopted circular migration policy is
the Netherlands. We will concisely outline here this scheme of circular migration
from third countries into the Netherlands. The only official dedicated circular
migration program that the Dutch government has implemented for low and medium
skilled occupations from third countries is the so-called ‘Blue Birds’ program. This
programme aims to attract on a temporary basis (max. 2 years normally) foreign
workers under strictly controlled support conditions, with a guaranteed return
scheme to their country of origin. However, this program failed to bring a sufficient
number of low and medium skilled migrants; instead, most candidates were highly
educated—mostly, engineers, researchers and creative professions—migrants. It is
important to add here that in general the Dutch government had already a rather
open migration policy toward highly educated and highly skilled migrants. Migrants
from third countries who are involved in temporary occupations are usually highly
educated migrants. Low and medium skilled positions are mostly filled either by
third country nationals who have a permanent residence, or by migrants from new
EU member states (e.g., Poland, Romania). Furthermore, third country nationals
are also heavily involved in low-skilled jobs, such as domestic work or the care
sector. However, these migrants are mostly undocumented, and do not qualify for
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the terms and conditions of official Dutch circulation migration projects. Given the
scope and limitations of this programme, the anticipated quantitative target levels
for circular migrants was by far not reached. Several assessments studies have been
undertaken to test the success of this programme (see for an overview Gheasi et al.
2015a, 2015b). The ‘Blue Birds’ programme, at the end, did not have a significant
outreach and impact, and may therefore, be regarded as a failure. In general, such
programmes do not boost a high degree of success.

It is likely that more flexible and tailor-made circular migration arrangements—
for instance, focused on specific target groups of temporary migrants and serving the
a priori articulated needs of the host society—are needed. A practical illustration
of the latter situation is circular migration of employees of multi-national firms.
Another good example of circular or temporary migrants is formed by the class of
young knowledge workers (e.g., Ph.D. candidates, post-docs). These migrants stay
normally only for a limited period in a knowledge institution in a foreign country
and return usually after a limited time span. In various cases, they may return to
the host country in order to work on a common temporary research project. Return
migration to the country of origin is often stimulated through a bonus system (like
the case of China) or a contractual incentive (like in the Marie Curie programme of
the EU).

It is plausible to assume that organized public circulation migration programmes
for skilled workers will not boost a great success. It is even likely that some sort of
formal quota systems for target groups may provide more favourable outcomes; in
such a setting, the private sector might play a more active role.

6 Lessons

International migration may be seen as an innovative decision and a creative act or
state of mind of millions of (potential or actual) migrants. They do unusual things
in an attempt to improve their welfare position and career or to avoid a dramatic
decline in their well-being. In addition, as a result of the rise in smart specialization
and in cultural diversity induced by rising volumes of migrants, their position on
the local or regional labour market or in the business sector in the host economy
may induce new ways of operating, working or doing business, and may hence lead
to various types of innovation (see Falck et al. 2012). Migration and innovation are
thus often mutually intertwined phenomena.

Empirical research has clearly demonstrated the rise in innovation potential
as a result of a diversified labour market or local business environment from an
innovation perspective. The long-run benefits of both formal and informal migration
are most likely significant (Olfert and Partridge 2011; Alesina and La Ferrara 2005).
Consequently, international migration should not be seen as a threat causing socio-
economic disaster, but more as a ‘blessing in disguise’ (Nijkamp et al. 2012).

Globalisation, development in information technology, and cheap transporta-
tion/communication have extended and intensified the network ties between
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migrants and their countries of origin. Digital technology is a tool for migrants to
maintain social economic linkage and provides potential migrants with a customer-
based information on job opportunities and life styles in the destination country, as
well as on how to enter a destination country. Cheap international transportation has
also facilitated return migration or circular migration nowadays.

On the basis of the observations in the present study, a few set of provisional

policy lessons and recommendations may be put forward (see for details Gheasi
et al. 2015a, 2015b):

Government policies may focus more on the visibility and feasibility of official
circulation migration programs, such as the ‘Blue Birds’, in The Netherlands and
the countries of origin. By making such programs more visible and attractive
in the future, it might stimulate a situation of a more intense talent competition
based on human capital quality; this might also give to the host country a fair
chance to select the best possible candidates, and to migrants the possibility to
find the best possible employment option in a host country.

A close collaboration on temporary and circulation migration strategies and
rules between the sending and receiving countries is needed to improve the
understanding about the needs of both countries and to enhance mutual benefits.
Circular migration programmes need to be well articulated. The Dutch ‘Blue
Birds’ program was officially a circular migration pilot program, but from
the implementation perspective it was a temporary migration program. Future
circular migration programs need to ensure the circularity of brains as well.

The recruitment of migrants from third countries always deals with the recog-
nition of the migrants’ qualifications and the resulting selection of migrants. In
practice, more freedom of choice might be needed for employers and recruiters
in the receiving country to fill their labor shortages by recruiting the skills and
qualifications they need. This can bypass many unnecessary regulations for a
legal recognition of qualifications including official government employment
agencies.

Given the above observation on the recruitment of migrants, it is also important to
note that many migrants are happy to work in host countries for lower wages. This
needs further harmonization of labour market rules and contracts, for instance,
on minimum wages.

Recent experiences from the impact of diaspora on social-economic development
in developing countries show that the stock of diaspora can play a significant role
in the social-economic development of their country of origin (see Gheasi 2015).
Therefore, policies to make these migrants more mobile are needed.

At present, female migrants are increasingly recognized, not as dependents or
passive follows—as part of a family reunification process or as forced migrants
in a problem situation—, but as independent actors and/or family supporters.
Therefore, gender composition needs more focus and policy interest at the outset.
Social integration is an important issue, as it turns out that temporary migrants
experience often loneliness; therefore, social integration and social capital
aspects should not be ignored in the policy development for future circular
migration programs.
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* Highly educated and talented migrants tend to show a strong commitment to
return back to their country of origin. Therefore, better articulated policies (or
improvement of current policies) are needed to focus more on increased mobility
and social participation of these migrants.

 Circularity of migrants is not only a matter of public concern; it can also flexibly
be organised inside large multinational companies. This does not only decrease
the concerns on the mismatch of the migrants’ qualifications for jobs in the host
country, but needs also less political concern. Therefore, policies to encourage
such companies and to provide technical support (in the form of advice and
guidance) are desirable to reconcile the ambitions of migration and development
goals of a country or region.

* Finally, circular and temporary migration appears to have a clear bias towards
younger age cohorts. From this perspective, aging and migration are again two
mutually compensating mechanisms.

In conclusion, more empirical insights on exploratory circulation programs are
needed to develop sustainable/mobility policies in the context of circular and
temporary migration. Our findings from the Netherlands show a considerable
diversity in life style, working and learning patterns, communication, values and
preference systems, as well as in needs and decisions of circular and temporary
migrants in the Netherlands. These differences are not sufficiently addressed in
current policies and related programmes on circular and temporary migration and
their communication strategies. This evidence calls for more emphasis on ‘ethno-
marketing’ and ‘diversity policy’ for circular and temporary migration policy, so
as to strengthen and expand ‘bonding and bridging’ strategies in order achieve the
above-mentioned ‘win-win-win’ situation that would favour all interested parties, in
particular, the country of destination, the country of origin, and—last but no least—
the migrants themselves.
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Chapter 4 )
The Perils of Modelling How Migration Shethie
Responds to Climate Change

Bo Feng, Mark Partridge, and Mark Rembert

1 Introduction

We live in an age of accelerating climate change. According to the National Climate
Assessment report, the average U.S. temperature has increased by 1.3 °F to 1.9 °F
since 1895.! Global warming has accelerated in the most recent decade, with the
highest average global temperature ever recorded being in 2015. Extreme weather
conditions including intense heat waves, flooding, hurricanes and severe storms, are
expected to increase in frequency due to climate change, affecting people living
in both coastal and inland areas (Melillo et al. 2014). Because firm and household
migration is a key adaptive response to climate change, we need accurate predictions
of migration to assess the future costs of climate change in order to craft effective
policy. Though our emphasis is on the United States, the points we make about
modeling and research needs apply to all affected countries.

First, issues arise when studies on the cost of climate change fail to accurately
incorporate the adaptive mechanisms into their model for how households and
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businesses are likely to behave, most notably by migration to less affected regions.
When facing climate change, people can choose either to stay in the most affected
areas and pay a higher price to mitigate such change through certain adaptive
technology, or to migrate to other locations less negatively impacted by climate
change. The ultimate decision depends on the relative costs of adaptive technology
versus migration costs.” People would choose to stay instead of migrating if
adaptation is less costly (Reuveny 2007). Just as the spread of air conditioning
and improved public health efforts—such as controlling malaria—has contributed to
the population growth in the American South (Rappaport 2007; Sledge and Mohler
2013), new technologies could lower future adaptation costs and enhance human
ability to cope with extreme climate events.

When an analysis does attempt to incorporate migration into climate change
models, it often relies upon assumptions that can produce misleading results. For
example, it is often assumed that migration will continue based on past trends
regardless of how climate change alters the attractiveness of destinations and
origins. Technological development, government policy, and improving relative
climate conditions in other parts of the country are all factors that could impact
how climate change affects migration and the costs incurred by households and
businesses; yet these factors are absent in our current migration models. Likewise,
an understanding of how to measure climatic attractiveness to business and house-
holds is typically based on prior climate behavior; yet climate change will produce
negative events outside of the range of previous experience, making it hard to model
without knowing how people respond. Current migration models are unable to
incorporate the more extreme possibility of massive forced climate migration away
from areas that are severely impacted.

In general, we have a good understanding of the response of migration to natural
amenities for the latter twentieth century and early twenty first century. However,
while it is tempting to simply apply what we have observed from the second half
of the twentieth century and the first part of the twenty first century to make our
climate-change migration predictions, we should do so with caution. Indeed, as we
will discuss, if we had asked economists in 1940 to predict U.S. regional population
dynamics up through 2016, they would have been very wrong. Why do we think that
economists of today would do much better in making long-run forecasts of events
that are so much more challenging due to the distinctive features of climate change
as well as the normal “unknowable” features of future economic and technological
events? Even with new insights into the drivers of U.S. migration patterns in recent
decades, unforeseen innovations that will affect migration are difficult to anticipate
and incorporate into our models. Indeed, the climatic changes on the horizon are so
structural, that previous reduced form findings unlikely apply.

Researchers and policymakers are left with analysis that is incomplete and
inaccurate. Yet, there is no easy solution to the dilemma. For example, imagine
regional economists of the early 1940s trying to understand regional growth and

2Monetary cost and social cost, such as loss of social networks and family.
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migration 75 years in advance. Economists of the early twentieth century believed
that the primary (if not only) factor behind differential regional performance was
relative incomes and job growth—i.e., a narrow firm-side perspective. However,
technological innovations like air conditioning and advancements in public health
along with rising incomes that allow households to “consume” more natural
amenities (a normal good) have resulted in U.S. regional economic growth that
has been dominated by natural amenity migration to nice climates, mountains,
nice landscapes, lakes, and oceans (Partridge 2010). Partridge (2010) notes that
models that stress job creation or agglomeration such as the New Economic
Geography would have predicted exactly the opposite of what actually happened.
Fortunately, there is the spatial equilibrium model which has served economists
well in understanding U.S. migration.

Even with better theoretical models, the large structural changes in climate,
technology, and possibly even in governance means that we still do not know the
parameters to put into the underlying structural equations that may form an analytic
model. While forecasting future migration is a “wicked problem,” we will highlight
the need to incorporate adaptive behavior like migration into our climate change
models, and then discuss where some of our blind spots might lie so that we can
make more accurate future predictions.

In Sect. 2, we first discuss the spatial equilibrium model as a guide to under-
standing regional economic patterns in advanced countries. Then we will highlight
a related household decision-making model proposed by Kahn (2014) as a way
to model decisions under climate change. Section 3 will discuss how past and
current trends fit into the spatial equilibrium model and then describe why these
past regional trends do not help us understand how future migration will respond to
future climate change. We then assess how recent climate change research allows
us to understand the linkage between migration and climate change. Section 4 then
describes some other migration and policy issues that will further affect how future
regional forecasts are modelled. The final section discusses priorities for future
research.

2 Theoretical Framework: Spatial Equilibrium Model

We begin our discussion by introducing the Spatial Equilibrium Model (SEM)
as the workhorse theoretical framework in understanding regional (subnational)
migration patterns. The impetus for a new theoretical framework that became the
SEM occurred as economists theoretical a priori prediction that relative employment
and productivity growth (solely) drove regional migration patterns was contradicted
by the early Post War movements to the Sunbelt and Mountain West (e.g., Graves
1976, 1979). One big theoretical addition is that households maximize utility and
not just some simple function of income. While income is one component of utility,
there clearly are other quality of life factors that affect household utility.
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Spatial equilibrium is a condition that neither households nor firms have the
incentive to relocate to another location. Simply, households’ utilities are equalized
across space in equilibrium. The simplest structural SEM can be explained by the
equilibrium of labor demand and supply in a locality (e.g., Roback 1988; Partridge
and Rickman 2003, 2006). Following on the work of Graves (1976, 1979) and
others, this idea was first fully formalized by Roback (1982) followed by many
subsequent improvements (e.g., Beeson and Eberts 1989; Glaeser and Gottlieb
2009). Of course, it is unlikely that a regional system is fully in equilibrium at a
given moment, but the SEM has proved invaluable to predicting regional growth
paths and net migration patterns in response to SEM disequilibrium.

The SEM is based off of the assumptions are that (1) workers are identical and
completely mobile;? (2) firms produce a numeraire traded composite good X, the
price of which is determined on an international market; (3) return of capital is
equalized everywhere; and (4) workers consume X and non-traded housing land
(Beeson and Eberts 1989). Then in spatial equilibrium, the indirect utility function
can be written as

Vitw,1;S) = Vy

Where i is region, w is wage rate, r is the price of housing land, and S is site-
specific amenities. Vy is the representative national utility level. The equation shows
that if there is perfect mobility of households and firms, then prices will adjust and
households will move until equilibrium is reached and utility equals the national
average across all locations. Indeed, a key feature that determines the accuracy of
the SEM model for prediction and policy is the degree that households (and firms)
are perfectly mobile to arbitrage utility (and profit) differentials.

Since the production is assumed to be constant returns to scale, the cost function
(or the profit function works as well) can be normalized to a unit cost function
without loss of generality. Thus, the unit cost function for region i can be written as

Ciw,r;8) =1

in which the notation is the same as above. Likewise, because of perfect mobility
of factors of production, firms will move between regions to arbitrage differences in
the cost of productions until the unit cost function for a region i equals one across
the country.

Figure 4.1 shows the equilibrium for two locations 1 and 2, in which the
difference is that the site specific amenity for 2 is greater than for 1 (S2 > S;). By
assumption Vg > 0 and C > 0 or S is a household amenity and a firm disamenity—
e.g., something like clean air and costly pollution regulations). The iso-indirect
utility function is upward sloping as households are willing to accept higher wages

3The assumptions that workers can be heterogeneous can be easily incorporated in the model at
the expense of mathematical tractability (Roback 1988).
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V(w,r;S8;)

Fig. 4.1 Determination of equilibrium wages and rents (Author’s Own Figure). * See Beeson and
Eberts (1989)

as a tradeoff for higher housing costs, all else equal. The iso-cost function is
downward sloping in that if land costs fall, then wages will have an offsetting
increase to keep costs constant at one. In the equilibrium, wages and rents are such
that the indirect utility function crosses the unit cost function.

It is easy to see that places with natural amenities tend to have higher housing
costs and lower wages. However, migrants are not necessarily drawn to places
with high nominal or real wages, which could imply a significant compensating
differential for site-specific disamenities. Shocks to the system lead to price changes
as well as migration/relocation of factors of production to restore equilibrium
(Glaeser and Gottlieb 2009).

Kahn (2014) extends the SEM by modeling the decision of households to avoid
the negative effects of climate change by either moving or adopting measures
which reduce climate disamenities in their current location. In Khan’s model,
each household i at location j at time ¢ chooses a combination of location, private
consumption, and investments in self-protection to maximize its utility:

U(,j,t)=max p (risk,-jt, el) * U (C, h (amenityl-jt, ez))
s.t.: C =incomeyj; —rentjj; — & % e1 — yy x e
riskii; and amenity;; are attributes of a location. The possibility of avoiding

certain location specific life threatening risk, p(risk;j;,e1) is a function of both
risk and investment e; in self-protection measure e at price §;, to reduce risk,
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such as insurance. h(amenity;j;, e2) is the Becker Household Production function,
which describes how household produces “comfort” by selecting a combination
of amenities. The comfort of a household can also be improved by investing in a
disamenity reducing technology e» price y, such as air conditioning (Kahn 2014).

Based on Kahn’s model, the appropriate way to analyze the impact of climate
change is through an expenditure function approach and estimating individual will-
ingness to pay (WTP) to change disamenities (migration, self-protection investment
e1, and technology investment e;), because climate change will inevitably shift
the distribution of locational attributes, risk;;; and amenity;;; (Kahn 2014). Kahn’s
extension of the SEM model is useful in that it directly incorporates how investment,
risk, and changing amenities affect location decisions. Yet, while this extension
provides an improved framework for modeling how households might behave in
response to climate change, applying the model to develop predictions faces several
challenges addressed in the next section.

3 Recent Migration Trends

We now discuss migration patterns since the 1950s to illustrate the connection to the
SEM and to appraise whether these trends are consistent with adaptive responses
to emerging climate change. A key pattern of U.S. migration flows is long-term
persistence. Places that grew fast in the mid-twentieth century were (are) also
likely growing fast in the twenty first century. Figure 4.2 shows that much of the
population growth between 1950-2000 occurred in Southern Sun Belt states, the
Mountain West, and high-amenity coastal areas in the South Atlantic and Pacific
coasts. Likewise, the growth of the largest core cities such as New York, Boston,
Chicago, and Detroit greatly slowed as population redistributed west and south
to new cities such as Orlando, Phoenix, and Atlanta (Partridge 2010). Figure 4.3
shows that this trend continued unabated into the early 2000s up to the housing bust
beginning in 2007. During the Great Recession, a pause took place because the most
affected places hit by the housing crash were typically high-amenity areas. Yet, we
show that after the housing market and economy stabilized in circa 2012, the same
persistent trends emerged.

Figures 4.4 and 4.5 illustrate the persistence in migration. Even after the major
shocks of a housing bubble/bust and the Great Recession, long-term migration
patterns reasserted themselves after about 5 years. At least superficially, this may
suggest that it will take a massive shock to reverse such trends, at least until we
fully reach spatial equilibrium. Figure 4.4 shows that the 2000—15 growth patterns
mimic the 2012-15 growth patterns—which follow closely the 2000-07 and 1950-
2000 patterns. The only exceptions is that during the circa 2005-2015 period, much
of the Great Plains experienced a positive commodity boom including agriculture,
oil and natural gas. Thus, those regions had much more positive growth rates than
its norm. With the recent conclusion of that commodity super-cycle, those patterns
should revert in the long term.
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Fig. 4.2 1950-2000 population growth (percentage change). * Source: U.S. Census Bureau
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Fig. 4.3 2000-2007 population growth (percentage change). * Source: U.S. Census Bureau
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Fig. 4.4 2000-2015 population growth (percentage change). * Source: U.S. Census Bureau
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Fig. 4.5 2012-2015 population growth (percentage change). * Source: U.S. Census Bureau
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Table 4.1 The correlation of state population growth rates over time

Pearson correlation of state ~ Spearman rank correlation of state

Period 1 Period 2 population growth rates population growth rates
1950-2000 2000-2015 0.71 0.71
1950-2000 2012-2015 0.49 0.51
2000-2014 2014-2015 0.82 0.83
2000-2007 2012-2015 0.56 0.63
20052006 2014-2015 0.51 0.72

Source: US Census Bureau Population Estimates Program

Table 4.1 shows that at the state level, correlations of population growth and
the respective state rank correlations over several different time periods over 1950-
2015. The results illustrate that modern U.S. regional growth patterns are very
persistent even when considering growth in the 1950-2000 period to growth in the
2012-2015 period. This strong correlation prevails even with the super-commodity
boom leading to faster than normal growth rates in the interior of the country. These
persistent patterns are consistent with the SEM, in which natural amenities attract
people to areas that are relatively “nice.” Conversely, they are inconsistent with
disequilibrium economic demand shocks driving these regional growth patterns; that
would suggest very random distributions as regions and their businesses experience
shocks at a different pace—i.e., it is not that actors aren’t responding to differential
regional economic shocks, rather if differential economic shocks were primarily at
work, then the growth patterns would be much more random.

Table 4.2 shows the importance of amenities using the 1950-2000 population
growth results from Partridge et al. (2008). We compare outcomes of places that
have the same “low-natural amenity” values such as Detroit to places with the “high-
natural amenity” values of Orlando, Florida. The table uses the amenity values
for Detroit and Orlando and then applies these values to Partridge et al.’s (2008)
population change regression coefficients from nonmetropolitan, small metropolitan
(counties in metropolitan areas with less than 250,000 people in 1990) and large
metropolitan samples (counties in metropolitan areas with more than 250,000
people in 1990).

The results consistently show large statistically significant differences between
places with amenity characteristics of Detroit and Orlando. For example, the
average differences in January temperature is associated with 135% faster growth
in non-metro counties that had Orlando’s January temperatures versus Detroit’s,
with corresponding gaps of about 750% for the metro samples. However, some
differences are offset by summer temperatures and humidity in places like Orlando.*
In fact, it is apparent that urban areas are much more affected by climate effects,

“4Rappaport (2007) also shows that while hot humid summers are a repellent to net migration
patterns, they are overwhelmed by the positive net-migration effects of warm winters.
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Table 4.2 Difference in population growth over 1950-2000

Variables\Samples Non-metro  Small metro Large metro
Mean pop growth % 32.20 122.47 138.00
Jan temp (diff Detroit — Orlando) —135.58 —768.63 —731.88
July temp (diff Detroit — Orlando) 94.87 323.93 255.89
July humidity (diff Detroit — Orlando) 57.61 215.23 162.94
Sunshine hours (diff Detroit — Orlando) 7.69 —257.88 —248.06
Percent water area (1 std. dev.) 11.03 0.53 —-3.04
Great Lakes (within 50 kms) —45.19 37.25 52.44
Atlantic Ocean (within 50 kms) 56.09 205.85 133.31
Pacific Ocean (within 50 kms) —28.28 —162.18 —177.55
Typography (most mtn. to coast plain) 26.1 24.6 22.29
Amenity rank (diff between Detroit (3) and —69.74 —153.05 —143.11

Orlando (5) on a 1-7 amenity scale

* Source: Partridge et al. (2008)

Note: Boldface indicates significant at 10% level. The difference between Detroit and Orlando
uses their actual values. “1 std. dev.” represents a one-standard deviation change in the variable.
The models were re-estimated with USDA ERS amenity rank replacing all nine individual
climate/amenity variables to calculate the amenity rank effects (available online at ERS). The
amenity scale is 1 = lowest; 7 = highest

which means urban growth patterns will likely see the biggest migration adjustments
due to climate change.

As indicated above, strong underlying pressures cause migration to the Sun
Belt, the arid Mountain West, and to coastal regions that are likely to be the
most exposed to excessive heat, large storms, and periods of extensive drought
from future climate change. Thus, people are moving to the exact places that will
experience the highest costs of climate change, meaning that migration patterns
since 1950 are exacerbating the future costs of climate change with more people
living in affected areas. It is too early to make simplistic claims that as the effects
of climate change will be more apparent, people will begin to reverse trends and
begin (net) migration to the Northern areas and places that will be less affected by
climate change. However, these patterns do suggest that current migration patterns
are unsustainable, at least in some dimension.

For public policy purposes, it is urgent to determine when migration trends
will slow down and reverse due to ongoing climate change as well as to find the
right market signals to better incentivize these movements—e.g., higher housing
insurance premiums on the exposed South Atlantic and Gulf coasts, higher state
and local taxes to provide adaptive infrastructure and public services, etc.

There are several factors that will make it challenging for economists and
planners to predict future migration patterns. In Sect. 4, we will discuss some
challenges that will need to be much better addressed if economists are going to
produce migration forecasts that are precise enough to be useful to policymakers.



4 The Perils of Modelling How Migration Responds to Climate Change 63
4 Challenges to Predicting Future Migration Flows

The first challenge economists face is the difficulty of predicting future fechnolog-
ical changes and productivity changes that will affect real household income, in
which natural amenities being a normal good, would affect how fast and to what
extent households will respond to future climate change through migration.

The second challenge facing economists is developing new climate measures. In
order to parametrize a model like Khan’s, detailed data on climate and preferences
is needed. Accurately estimating a location’s risk;j; and amenity;j; requires detailed
data, though at the moment, we are not exactly sure what measures we need.
Similarly, economists currently rely on climate measures such as average daily-
high January or July temperature, number of precipitation days, or temperature
variation—which works very well in explaining how weather has affected utility
and migration since World War II. While average July temperature, for example, is
very highly correlated with measures of extreme heat or other “unpleasant” climate
events associated with climate change, backward looking research would not be
very useful in developing the right measures of whether extreme heat is an accurate
measure—i.e., is it numbers of days over (say) 30 °C or 40 °C, does it include heat
indices with humidity, or is average July high temperature sufficient? We simply do
not know the right measures for excessive heat episodes that seem to be in our future
and looking backward is unlikely to provide much guidance because excessive heat
has not been anywhere near the issue that it will become.

Using the empirical results produced by current migration models, increasingly
warm weather in the Sunbelt, Gulf, and Mountain West would attract population
and people would keep swarming to places experiencing relatively rapid climate
warming (and other issues), which does not seem plausible if climate forecasts are
accurate. Thus, it is urgent to discover to what degree do negative hot-summer
effects begin to overwhelm the positive effects of warm winters in terms of net-
migration. We simply do not know given that such a figure is far outside the range
of past observations.

Another seeming feature of climate change is greater variability of adverse
events such as droughts, storms, tornados, hurricanes, etc. However, droughts are
associated with clear skies and low humidity that is currently associated with
positive net migration. Likewise, given the pattern of hurricanes of the last 50 years
or so, places with more hurricanes tend to be the same places that attract people
today in the Gulf and South Atlantic regions. That is, based on current empirical
modelling, areas facing the most severe effects of climate change would still attract
migrants.

Thus, we need to know two things in order to understand how climate change
will directly affect migration as an adaptation response. First, we need to develop
better measures of the climatic conditions associated with climate change. Second,
with such measures, we can better assess the tipping point where these conditions
are associated with positive migration to where they become a net negative.
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A third challenge in modelling the long-term migration effects of climate change
is incorporating external unknowns like government interventions that could have
a significant impact on the predictions that we might draw from a model such as
Kahn’s (2014). Given that public policy is inherently endogenous to many of the
same unknown factors including the exact climate change effects, technological
change, and other factors, it is nearly impossible to model the effects and unintended
consequences of public policies.

One particular important issue is the degree that all levels of government, but
especially the federal government, subsidizes and supports infrastructure develop-
ment and rebuilding in the most affected areas. Such policies would subsidize and
maybe even reinforce population movements that encourage more people to reside
in the most adversely affected areas, which is exactly the opposite of what is good
public policy—i.e., more people and economic activity is then exposed to adverse
climate change effects, further increasing losses and government expenditures. For
example, if the federal government builds a seawall to protect Florida, that would
encourage more people to live there. Such moral hazard effects are particularly
exacerbated when the central/federal government pays for such disaster prevention
or disaster recovery efforts. If local taxpayers and households faced the costs of
living in hazard prone areas, then fewer people would move to places, reducing the
adaptation and mitigation costs.

Further complicating matters is the contradictory desire of many state and local
politicians to develop their local economy and create jobs in the short term (or
perceived to have created jobs), potentially impairing the interest of the general
public in the long run. That is, rather than focusing on long-term policies that may
help their local communities address climate change and community resilience, they
instead focus on efforts to boost short-term job creation. For example, they may
encourage short-term economic development and infrastructure provision even if
those plans run counter to the needs to shift activity from the most affected areas
such as along South Florida beach-front property. Overall, this means that key
parameters of government policy responses to climate change are unavailable in
modelling climate-change adaptation migration.

The lack of key individual-level and household data has also limited the
possibility to effectively make predictions using a model such as Kahn’s (2014)
because we are unable to precisely estimate a household’s migration, self-protection
investment e, and market investment e>. Most studies estimating the WTP to avoid
the effects of climate change only adopt first-stage hedonic model, in which e; and
ey are assumed to be constant over time (Kahn 2009; Burke et al. 2009; Deschénes
and Greenstone 2011; Albouy et al. 2016). Yet, this approach will overestimate the
costs of climate change because it fails to model the fact that household behavior
will change as the “rules of the game” change—i.e., Kahn’s (2014) Lucas Critique

5This model is primarily a framework to analyze the future impact of climate change, not anchoring
spatial equilibrium. Another complication is that much of investment needs to be done in advance
while the benefits are for future generations, making modeling even more complex.
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that reduced-form parameters from a hedonic model will change as structural
conditions change. Factors like the changing climate or technological change will
cause the structural parameters to change and households will alter their investment
in self-protection and disamenity migration responses (e; and ez). Unfortunately,
more data alone is likely to solve this problem. Instead, we would need data
on future technology and future preferences (and preferably actual observations),
which is impossibly unavailable at the moment. While simulations can “plug” in
some values, they are educated guesses at best if not outright misleading in other
cases.

S Existing Research in Light of Theoretical
and Methodological Concerns

Given these concerns we raise, we now examine how these concerns relate to the
existing related climate change literature. In this, we are not necessarily questioning
the technical rigor of this research, rather we comment on the data and assumptions
employed. The existing literature paints a gloomy picture of our future under climate
change in which temperature outside a narrow range (18 20°C) would reduce labor
productivity (Heal and Park 2015), raise mortality rate (Deschénes and Greenstone
2011), reduce agriculture and industrial production (Dell et al. 2009, 2012; Park
2015), decrease national income (Hsiang 2010; Deryugina and Hsiang 2014; Dell et
al. 2009, 2012; Colacito et al. 2016), slow economic growth (Dell et al. 2009, 2012)
and even increase social instability (Burke et al. 2009).

Dell et al. (2009) use subnational data for 12 countries in Americas and find that
in 2000, national income drops 8.5% per degree Celsius rise in temperature. Dell et
al. (2012) take advantage of year-to-year temperature fluctuation within countries
and find one degree Celsius increase in temperature on average reduce GDP growth
by 1.3% in a given year. Their results seem to confirm the long observed relationship
that hot-climate countries tend to be poor (Dell et al. 2009).

Attributing a low economic growth to the weather oversimplifies the relationship
between climate and human activities. For example, predicting the cost of climate
change should not be based on past correlations that will likely change, but a genuine
causal relationship. More importantly, such results for the U.S. are inconsistent with
the SEM. Again, there is evidence that under contemporaneous weather conditions,
people trade off lower incomes to live in nice warm weather (especially in the
winter), as predicted by the SEM. That is, people in Southern U.S. climates would
have lower income than those who live in more harsh climates (cet. par.), but
in spatial equilibrium, utilities are equalized across the country. Thus, the lower
incomes in warm Southern climates are not associated with lower welfare.

It can be extremely misleading to interpret subnational correlations between
income and climate as causal in a spatial equilibrium context because income serves
as a compensating differential. Additionally, there is likely further heterogeneity
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because wealthy countries are much more likely to adapt better and/or affordable
technologies (e.g. air conditioning) to offset the negative effects of high tempera-
tures (Kahn 2005). Indeed, a simple example can show why such analysis is not
applicable.

Assume that in a location with a temperate climate, the average summer
temperature is 25 °C with a relatively small variation. Of course, given the current
climate, businesses would not find it profitable to find ways to operate efficiently if
a heat wave of 40 °C took hold because it is so rare. However, in a climate change
regime, future businesses in this location would adapt and be much more prepared
for heat waves and any output declines would be limited.

Deryugina and Hsiang (2014) apply a difference-in-difference approach to
estimate annual income growth of U.S. counties during 1960-2000. Finding a
negative link between average daily temperature and productivity, they claimed
the results are causal, though again the results can easily be explained in a SEM
framework to warm southern weather. They also separately estimate income-
temperature relationship for each decade in fear that might be affected by adaptation
strategies, and find no significant difference from pooled estimation, though it is
unclear what adaptation strategies were being taken in the twentieth century to the
very initial signs of climate change.

Colacito et al. (2016) also examine how temperatures have historically impacted
the U.S. economy. With both time-series and panel-data approaches, they find that
higher average summer temperature reduces the growth rate of state-level output.
More importantly, they also predict a one-third reduction in U.S. economic growth
would result from rising temperatures over the next century. Again, interpreting
these results in the context of spatial equilibrium can produce a completely different
interpretation about welfare. In addition, during the past with a more climate-
stable history, such relationships may appear, but again there is a need to be
cautious as consumers and producers adapt new (unknown today) technologies.
Increasing awareness of changing climate and the demand for related technological
innovations are more likely to shift household behavior and lower the cost for future
adaptation technologies to a degree that one degree temperature increase will not be
as significant as in the past, though it would be very hard to predict how that might
affect migration patterns. For instance, one extremely simple change that we expect
is that rather than the winter months being when employment and production tend
to fall, it will be the summer period when this lull takes place in many industries.

There have been several hedonic studies of the effects of climate change. For one,
Kahn (2009) estimates a first-stage hedonic model (Rosen 1974; Roback 1982) to
find the impact of climate change on the real estate market. The impact is calculated
by multiplying a hedonic real estate gradient with the difference between the future
and current climate index, under the assumption that household behavior is held
constant. Albouy et al. (2016) developed a quality of life index to measure WTP for
nicer weather, and finds an annual 1-4% of income loss by 2100 given no change
of technology and preference. Deschénes and Greenstone (2011) and Burke et al.
(2009) adopt similar approach and estimate the climate change effect on mortality
rate and civil war occurrence separately. Deschénes and Greenstone (2011) also
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predict an increase of location specific mortality rate by 3% at the end of the century
under climate change, while Burke et al. (2009) claim the climate change will very
likely cause social instability and induce more civil war in Sub-Saharan Africa. Yet
again, following Kahn (2014), such reduced-form approaches overestimate the cost
of climate change, as households will be able to foresee the change of locational
attributes and adjust their self-protection investment, and the market will be able to
invest in new technology to offset negative impact of climate change. Likewise,
hedonic models are only accurate for marginal changes, which do not describe
climate change.

Fan et al. (2016) use 2-stage random utility sorting model to estimate the WTP
to avoid additional day of extreme weather. While such results potentially improve
upon first-stage hedonic estimation, there remains the other problems we mentioned
about not knowing what the future entails.

In summary, the existing literature estimating the costs of climate change are
primarily static using backward-looking parameters and measures, as well as quite
often not incorporating the implications of the SEM for an advanced economy such
as the U.S. As more people make their decisions based on climate change, more
R&D into new adaptive technologies will take place, causing a drop in adaptation
costs to a degree that it may be lower than migration costs. In such a scenario, very
little migration may occur. Nonetheless, we simply do not know what will happen.

6 Climate Change in Light of the Related Economic Shock
Literatures

The relationship between natural amenities and migration is well established, but
there are other related literatures that may help inform how climate change will
affect migration. For example, the persistence of returning to long-term economic
growth paths after regions are impacted by extreme shocks has been demonstrated
in a variety of cases.

For example, during the late 1980s and 1990s, Congress established a process
for realigning military bases known as BRAC (Base Realignment and Closure).
This process led to the reduction or closure of 97 major military installations
across the US, with net loss of military and defense civilian employment of more
than 4000 employees per base, representing significant economic shocks to local
economy where the bases were located (especially in rural communities where
many of the bases were located). In a representative study in this literature, Poppert
and Herzog Jr. (2003) consider the effect of these closures on local employment.
They find that within 2 years, the downsized employment at the military facility
produced positive in-direct employment effects. This was particularly true when
former military facilities were repurposed for other uses that were better connected
to the regional economy. One implication is that communities can recover from large
economic shocks; another is that the persistence behind regional economic growth
could hamstring the needed adjustments from most to least affected areas.
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There has been significant research on the effects on natural disasters on
economic events such as how storms and droughts will impact migration patterns.
Fussell et al. (2014) explore how the pre-storm migration systems related to the
post-disaster mitigation system following Hurricane Katrina and Rita. They find
that the migration system following the storms became more concentrated and
intense. In-migration from nearby counties to disaster affected counties increased
significantly during the recovery period as displaced households returned home and
new in-migrants migrated to the disaster affected areas (likely for the rebuilding).
Migration from rural areas to urban areas intensified within the disaster areas during
the recovery period. These findings challenge fears that extreme weather events like
storms will permanently displace large populations. Instead, they suggest that the
effects of even large shocks like Hurricane Katrina tend to be temporary. While such
results may have implications for regionally concentrated storm events, they are
considerably less applicable to widespread natural disasters with geographic reaches
beyond the impact of a storm or earthquake. For example, displaced people from
New Orleans could easily move to undamaged Houston or Atlanta, for example.

The disaster literature indicates that in the long-term, places hit by natural
disasters tend to recover to their pre existing long-term GDP rate, with the rebuilding
process helping to create new jobs (e.g., Xiao 2011). For climate change, this
suggests a possibility that if mass migration (or rebuilding) takes place, this may
have a simulative effect on GDP growth as it opens up considerable demand for
new homes, new furniture and appliances, and for communities to construct new
infrastructure to support this influx of people. However, GDP growth is not the
same thing as improved welfare, which like in the case of disasters and wars, there
is a massive destruction of wealth along with the welfare losses associated with the
changing climate.

Evidence pointing to the persistence growth of regions impacted by severe shocks
has been widely explored in the context of war and large scale employment shocks.
War shocks have commonalities with climate change in that wars are more severe
(in the short term) than climate change and unlike hurricanes, climate change creates
stress fto the entire country. Two noted papers consider how population responded
to the severe damage, casualties, and population displacement suffered by cities
in Japan and Germany during World War II (WWII). Davis and Weinstein (2002)
consider the effect that the bombings of Japanese cities during WWII, including
dropping nuclear bombs on Hiroshima and Nagasaki. They find that Japanese cities
suffering massive damage from bombings displayed remarkable resilience, and
recovered from the devastation within 12 years.

Brakman et al. (2004) consider the population response in Germany to WWII
bombing. They find that the damage and population loss caused by the war was only
temporary for cities in West Germany, while the effects had a permanent effect in
East Germany. These differences are attributed to the policy regimes in each country.
West Germany’s market based economy coupled with policies which incentivized
home reconstruction helped to increase housing demand and housing values,
creating conditions that supported the redevelopment of the cities. The centrally
planned economy in East Germany did not create the same conditions or incentives
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to promote the reconstruction of cities that suffered severe damage during the war,
permanently affecting the growth paths of these cities. These results are indicative
that better governance and economic systems make a difference in how fast regions
can recover from disasters, but there are still some questions about the broad
scale applicability because they did not exactly identify the key socioeconomic
institutions that aided West Germany’s recovery. Like climate change, wars have
more global or national common effects that may hamper recovery efforts after
major events such as bombing or large increases in sea levels. Thus, they seem
to paint an optimistic picture for climate change’s long-run effects, but again there
are the same caveats about technological change and other factors that may produce
wildly different effects from climate change than the effects of past wars.

Each of these studies offer insights into regional system recovery after being
impacted by severe shocks. They point to the persistence and even resilience of
regional economies, and suggest that given the right conditions, population and
economic activity will bounce back and return to a previous growth path following a
shock. Thus, this can be a positive finding pointing to the resilience of communities
and regions hit by economic shocks. On the other hand, they may suggest that
reversing migration patterns to support climate change mitigation and adaption may
be very difficult. Yet, given that the these studies tend to focus on singular events,
we should be hesitant when drawing conclusions about how migration might be
affected by an increase in the frequency of extreme weather events brought on by
climate change.

One critical, yet unanswered, question is the degree to which climate change
will make regions less-productive versus being almost uninhabitable. If the latter is
the case, then it is expected to be much larger migration flows away from regions
adversely affected by climate change. If it is just drop in productivity, population
declines will be much smaller as real estate prices and wages adjust to re-achieve
spatial equilibrium. Glaeser and Gyourko (2005) find that when a region experiences
a relative decline in productivity and amenities, highly-skilled workers are likely to
migrate away to areas with stronger jobs markets while large declines in housing
costs attract lower earning, lower skilled households seeking inexpensive housing.
In this scenario, regions adversely affected by climate change would experience
less population decline, while poverty and urban decay would increase, which
together with the decline in human capital would result in less resilient regions
that face even larger economic declines due to the feedback effects. In some sense,
such a vicious circle is reminiscent of the decline of Rust Belt regions in the
second half of the twentieth century (Glaeser and Gyourko 2005). In the absence
of catastrophic climate events that make areas of country uninhabitable, Glaeser
and Gyourko (2005) suggest that the effects on the distribution of income and
wealth across regions might be more significant than the patterns of net-migration
flows, increasingly the complications in predicting the migration response to climate
change. Indeed, changes in the distribution of income also has feedback effects on
the effectiveness of federal, state and local governments if policies are more aimed
at the elite who provide critical help in election campaigns.
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7 Other Complicating Factors that Affect Migration Under
Climate Change

While climate and landscape were the most important factor driving migration for
the past 75 years, it is uncertain whether these factors will continue driving large
volumes of migrants in the future. A central question that needs to be explored is
how close U.S. regions are to spatial equilibrium. At equilibrium, the amenity driven
benefits have been fully capitalized into housing prices and wages, which would
end or slow the long-term migration patterns of the last 70 years. When spatial
equilibrium is reached, migration patterns might look very different as other factors
will emerge as the central drivers of migration.

Partridge et al. (2012) explore this question by considering the considerable
slowing in migration flows in the US over since the early 1990s. Is it due to U.S.
regions reaching spatial equilibrium or is it due to other factors such as a decline in
migrant response to economic conditions? They attribute much of the decline to a
slowdown in “economic” migration in response to local economic shocks. They do
find a very slight ebbing in migration driven by amenities, suggesting that amenities
are increasingly being capitalized, but they find that migration away from rural areas
to be nearer larger metropolitan areas continuing (though this is not the same thing
as people moving to live in the largest cities).

While these findings suggest that the US has not yet reached a spatial equilibrium
in which growth rates are equalized across regions, Partridge et al. (2012) offers
evidence that the structures that drove migration during the twentieth century are
evolving, and might continue to do so into the future with less responses to economic
conditions, which may slow climate-change related migration related to changing
economic conditions.

Figure 4.6 shows migration rates by age group over several periods from 1990 to
2015. The figure shows the standard human capital theory that young adults are
far more likely to migrate than any other age group. However, while the figure
shows that all cohort groups have experienced migration declines, both in terms of
migration rates and in absolute terms, the biggest declines are among young adults.
Figure 4.7 shows between migration rates by level of educational attainment going
by to the early 1990s. At every level of educational attainment, migration rates have
declined since 1991, with the largest decline among the population with a bachelor’s
degree. Both of these patterns suggest that migration rates are declining among the
what have historically been the most mobile populations—young people and college
graduates. If these patterns continue, migration as an adaptive response to climate
change may be much slower than past migration rates would have suggested.

Another set of policy issues that will likely have a significant impact on future
migration patterns are land-use and building regulations. While preferences for
better climate has driven much of the migration to Sunbelt states, these migration
patterns were facilitated by land use and building regulations that were supportive
of a rapid increase in housing supply (Glaeser and Tobio 2007). Conversely, some
expensive coastal cities have artificially limited in-migration by driving a wedge
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between the cost of housing production and housing prices using restrictive building
and land use policies (Glaeser et al. 2005). Yet, in general, land-use policies
have typically allowed residences and businesses to build and operate very near
the coast—being vulnerable to growing intensity of storms and sea rise—further
subsidized by the placement of necessary infrastructure. Such policies will increase
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the costs of adapting to climate change and slow the needed adjustments. However,
such policies should be unwound to reduce their adverse effects. Nonetheless, in
predicting future migration and future costs, economists need to understand the role
of land-use policy, which is further complicated by the fact that land-use policy and
migration are simultaneously determined.

8 Conclusion

Predicting the future is extremely difficult. Projecting future migration under climate
change is not straightforward in nature. In general, we are skeptical about current
research on climate change impact because of overwhelming uncertainty. Contem-
poraneous studies seem to oversimplify the casual relationship between climate
conditions and human activities. Some examples include a poor understanding of the
SEM model; not recognizing that structural relationships will change from current
linkages; lacking measurement of key climate data; or understanding how actual
climatic events affect socioeconomic behavior; and not considering technological
change and future adaptive measures. In this sense, simply extrapolating from
past patterns is naive. Even assuming people will move to the less affected
areas is over-simplistic without an understanding about how future government
policy incentivizes moving to the most affected areas through taxes, infrastructure
placement, land-use policy, etc. At least at the moment, researchers still lack the
necessary knowledge and tools to make a meaningful prediction on climate change
induced migration. Rather than focusing on some neat experimental design from
some past event or a complex structural model to forecast the effects of climate
change, more effort should simply go into the measurement of the climate (and
other) events that will affect future household and business settlement patterns.
These factors can completely limit the usefulness of future migration predictions
due to climate change, and we have not even noted that the predicted climate
changes themselves are imprecisely estimated.

Future research on this topic could also focus more on policy aspects of climate
change. More efforts should be given to develop flexible institutions to address
these issues in a centralized or decentralized system, which appears to underlie
West Germany and Japan’s recovery from WWIIL. The optimal mix of federal
intervention versus state and local interventions to climate change also deserve more
research attention. More precise prediction can be achieved in the future with better
understanding of policy consequences, as well as extra weather measures, more
individual-level data on risk and clarity of our limitations.

Other areas that should be at a higher priority are efforts to help increase the
resilience of regions to withstand the stresses of long-term climate change (Martin
and Sunley 2014). Resilience is something that is currently poorly understood
including clear definitions. For example, it is not just simply a rapid recovery
from adverse economic events as any boomtown mining town or recession ravaged
manufacturing town tends to experience “V” shaped recoveries due to the highly
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cyclical nature of their industries. Yet, such industries face long-term employment
declines if simply due to rapid productivity growth (Partridge and Rickman 2002).
Resilience in that sense does not seem to be welfare enhancing.

Thus, future research priorities should focus on the factors that improve com-
munity “resilience.” We mean beyond the notion that diverse economies fare better
in response to economic shocks (Partridge and Olfert 2011). In particular, it would
be best to focus on the institutions that facilitate resilience. For example, does the
widening income distribution reduce the effectiveness of governments to holistically
respond to major adverse events or are they captured by the interests of the elite
class? Likewise, issues of fragmented local governance will likely reduce a region’s
ability to respond to future stresses as “small-box” local governments pursue their
myopic self-interest rather than focus on the broader needs of the region.

Another area ripe for research is the proper “pricing” of climate change into
economic actors’ relocation decisions. In particular, should new residents pay
impact fees for the increase in externalities and costs they cause by migrating
to affected areas? Likewise, how much of protective and adaptive government
expenditures in affected locations will be paid for by local taxpayers. The more
such costs are passed onto the federal government and national taxpayers, the
more that people are be incentivized to live in such areas, increasing the costs of
climate change. Finally, another area of urgent research interest is how international
immigration should be regulated under climate change. Should immigration policies
be relaxed to let in future “climate migrants” or will such policies place heavy strains
on an already stressed system?
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Chapter 5 )
Migration Pressures and Responses Shethie
in South Asia

Tomaz Ponce Dentinho and Patricio Aroca

1 Introduction

Globalization involves the general mobilization and transportation of resources,
goods and services: natural, technological, financial and human. They flow from
where they are abundant and available to where they are in much need and demand,
moulding channels and adapted spaces, affecting ecosystems and institutions,
generating and distributing wages, rents, profits and interests across space and time.
Globalization reinforces the driving forces of migration (Hatton and Williamson
2011). Demographic transitions increases population in developing regions and
decreases in the more developed ones, improvement of migrants’ human capital
and poverty reduction in the developing world rises the capacity of the population,
namely those that are more gifted (Grogger and Hanson 2011) to search, move
and integrate in better places. On the other hand diminishing transport costs and
the improvement of communication links between migrants, reduces the attrition
of distance and relocation costs, and moderates family and community disarrays.
(Hatton and Williamson 2011) suggest that most of Asia, Latin America, and the
European periphery have finished their emigration life cycles, and only sub-Saharan
Africa lagged behind. Nevertheless associated with globalization process (Abel and
Sander 2014) estimate that large movements will tend to occur in South and East
Asia, from Latin to North America, and within Africa.

Migration have significant effects in the labour markets both in the source and
in the sink countries. Taylor and Williamson (1997) estimate that the migration
phenomena from Europe to North American between 1870 and 1913 raised wages
in the source countries by 32% in Ireland and by 28% in Italy whereas wages
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become lower in the countries of destiny by 16% in Canada and by 8% in America.
Reduction of wages and increase of unemployment in the country of destiny
occurred also in France when Portuguese and Spanish emigrants arrive in the
country in the sixties and seventies of the twentieth century (Hatton and Williamson
2011). According to (Winters et al. 2003), in OECD countries, 1 percentage point
increase in the immigrant share increases native unemployment by 0.3 percentage
points. All of this in a very dynamic process where different generations and sources
of migrants adjust (Akresh 2008) and move (Zorlu 2013) across sectors of activity
and society in the more developed world that attract migrants.

Not surprisingly, popular opinion on immigration pressures tend to be protection-
ist (Freeman 1995) with the low skilled workers concerned with labour competition
(O’Rourke and Sinnott 2006) and the more wealthy worried with the tax effects
(Boeri 2010). Understandably, the current scale of immigration matters too (Sides
and Citrin 2007). Policy responses—in Europe, America, Japan and Australia—
maintain and create border barriers (Baldwin-Edwards and Arango 1999) whenever
it is possible to do it (Orn et.al. 2015). These attitudes and gestures regarding
newcomers lead to migrants struggling for recognition in informal and formal low
paid jobs in construction, agriculture, domestics, tourism, factory work and street
hawking, remotely controlled by the authorities. There they fill the gaps of labour
market inefficiencies and hope to get amnesties and family reunion (Carella and
Pace 2002) but quite often, they are unable to build relationships and coherent
communities (Dayaratne and Raja 2003).

In countries with loose controls in Africa, India and South America, migrants
agglomerate in the slumps of major towns that, some argue, are the landscape of
poverty reproduction (Gugler 1997; Davis 2006). Others hope that the formation
of slums is just a phase of the urbanization and development process somehow
manageable by appropriate planning tools or by wiser deployments of housing
in urban areas (Antrop 2004; Ooi and Phua 2007). Nevertheless, even in very
well planned rich cities, there are empty new houses where without jobs in the
proximities, signs of slum resilience and developments in unplanned locations (Ooi
and Phua 2007). Still others argue that spatial redistribution of public investment
can ensure politically tolerable income disparities (Scott and Storper 2003) but
agglomeration economies force the concentration in the larger cities many time
reinforced urbanization policies followed by more concentration of public and
private investments (Seto 2011). On the other side of the world, there are always
those who are unable to migrate remaining detached in their poor landlocked places
or suffering in the border wars for the control of rents from natural resources.

Migration models evolve according to theoretical background, the aim of the
study, the available techniques and the quality of the data. The gravity type
model proposed in (Zipf 1946) assumed that the volume of migration between
two locations depends directly on their populations and inversely by the distance
between them. This is a long-term perspective that does not take into account the
changes in the labour markets (Jerome 1926) and the impact of migrant policies
(Kuznets and Rubin 1954). More recently migration models based on human capital
begun to appear and stated that people adjust their skills to where they are better
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rewarded, but those decisions are many times taken by families (Mincer 1978).
Within the family and community context, where remittances play an important
role (Katz and Stark 1986), the modelling can include the phenomenon of circular
migration and the possibility of a stationary dynamic equilibrium (Harris and Todaro
1970).

Adam Smith (1776) suggested that spatial differences in the returns to labour
pressures migration but high costs of international migration reduces the strength
of that force. Authors along history followed this reasoning highlighting the
factors that have positive and negative effects on migration, differences in labour
retributions on the one hand and transport and communication costs on the other.
Nevertheless, the strong reduction of transportation and communication costs is
influencing the system dramatically which, associated with popular resistance to
migrants, stimulate the creation of institutional barriers that are substituting distance
and cultural barriers. International barriers are relatively recent in world history
(Orn et al. 2015) but can become more and more present when the effect of
their collapse rises with the differences in income around the world (Clemens et
al. 2009). Until recently, developed countries tend to facilitate the entry and stay
of immigrants but this enablement has probably been reversed (Ortega and Peri
2012).

Summing up, migration is the result of many drivers: policies and public
investments, source and destination institutions, urbanization policies and the
geographic concentration investments and growth very much related to regional
development. The conceptual migration model proposed in this paper relates to
a regional development model that highlights by two geographical attributes:
scale and accessibility (Krugman 1991). Scale, associated with productive capacity
and access, associated with the expenditure possibility, can be different and
define, not just two, but four types of development processes somehow stimulated
by geography: developed, underdeveloped, dependent and exploited (Dentinho
2012).

Developed regions are the ones that have productive and consumptive capacity; in
these regions virtuous circles of development function as expected, with increasing
productivity sustaining growing consumption and investment, allowing innovation
and snowballing productivity. Poor places are those that suffer from vicious circles
of poverty many times because they lack of scale and accessibility, observed in
many poor regions with reduced productivity constrained consumption and limited
investment, that discourages innovation and keeps income at subsistence levels.
Emerging regions have productive capacity but part of the income generated go
outside; in these cases, the consumptive part of the virtuous cycle of development
runs outside the region that receives investment. Finally, dependent regions receive
systematic unilateral transferences from outside which strengthen the consumptive
capacity without reinforcing the productive capacity. Migration flows mainly from
poor to emerging, dependent and developed regions and countries (Fig. 5.1).

The integrated model proposed above identifies, from the perspective of a poor
region, various migration factors. From the source any change in income and access
will increase migration pressures because better off individuals and families chose to
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get rewards from their skills in the dependent, emerging or developed world and be
part of one possible emerging development story in their home countries by sending
remittances owned outside. Nevertheless, quite often, these financial resources go
to investments on non-tradable activities with reduced impact on local development

From the sink regions perspective, all of them have low paid jobs to fulfil by people
coming from poor regions.

The aim of the paper is to understand the effect of those institutional barriers in
migration looking at South Asia, a group of migrant developing and nearby nations
that send migrants to depend, emerging and developed countries. These countries
send migrants to the Golf area that depends on the rents of the oil, to emerging
countries in South East Asia, and to the developed Western World. Nevertheless
the countries of South Asia do not share many migrants between themselves due
to long lasting conflicts that divide them. What will be the effect if those barriers
ceased to exist? What will happen with the collapse of the oil rents in the Middle
East? What might happen with the take-off of some countries in the region?

To answer these questions for South Asia we first put South Asia in the World
context in terms of development and migration. Then we estimated the migration
model to simulate various scenarios for the migration factors including institutional
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barriers. The conclusion proposes some synthesis and future work on the impact of
institutional barriers on migration.

2 South Asia Context

South Asia forms a quite clear group of countries in the World, with very low
income per capita, strong rural population and high urbanization rates. Those
countries also have reduced health care expenditures, high levels of remittances and
small amount of rents from natural resources. Young population, reduced amount
of trade in services, poor logistics and very low level of governmental expenditure
complete the image of the regions based on treated data from the World Bank (Fig.
5.2 and Table 5.1).

The countries of South Asia are relatively poor compared to others and have large
parts of their population still leaving in a vicious circle of poverty. Nevertheless,
the opening of their economies to external trade and investment would bring those
countries to a status of exploited and still more developed societies. Furthermore,
the reduced weight of rents from natural resources refrains the path to a dependent
situation based on those rents. Nevertheless, some dependency can occur associated
with the importance of workers remittances tend go to urban areas, reinforcing
dependent urbanization and rural poverty (Fig. 5.3).

In all, the intuition for this region is that the development process based on
increasing flows of trade, investment and people is certainly better than isolationist’s
policies. In this paper we focus in migration and in the institutional barriers that
limits them.
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Fig. 5.3 Typology of regional development and migration pressures for South Asia

3 Migration Pressures and Responses in South Asia

Table 5.2 presents the migration flows to and from South Asian countries. A
preliminary analysis of this table allows some intuitive comments: First, most
emigrants (69%) go out of the region but 40% of them go to the nearby Middle East
indicating that both income attraction and distance play a crucial role in migration
flows. Second, as expected, more populated countries have more migrants than less
populate ones. India, Bangladesh and Pakistan count for 71% of the emigrants of
South Asian countries. Nevertheless, the proportion of emigrants per population is
much bigger in countries experiencing conflicts like Afghanistan or in countries
quite open to the outside in terms of migrants such as Bangladesh.

Furthermore, there seems to be many migration barriers between the different
countries of the area; Afghanistan only receives migrants from Pakistan; Bhutan and
Sri Lanka are only open to Indian migrants; the more open countries are certainly
India and Bangladesh. Finally, it is quite common to have bilateral migration flows
indicating that there is a strong return movement or even commuting migrations.

There are interesting patterns of migration flows in the area. Migrants from
Afghanistan go to Pakistan but also to former Soviet Union. Bangladesh population
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spreads around the World but have a major presence in India. Bhutan chooses Nepal.
Indians have a considerable presence in Bhutan, Nepal, Sri Lanka, Africa, Australia
and North America. Nepalese go to India and Asia and Pakistanis are the only ones
that go to Afghanistan. Finally, people from Sri Lanka do migrate to Asia especially
Japan.

There are signs that South Asian migrants in Europe and in South East Asia tend
to stay where they migrate more than expected whereas South Asian migrants in
China, Japan, North America and Russia tend to go back to the region more than
would have been expected.

Trying to find the relative importance of factors that influence migration, we
estimate a model that has, as dependent variable, the Natural Logarithm of Migrants
from country (i) in country (j). The explanatory variables are the population in the
origin (PopOriM), the population at the destiny (PopDesM), the ratio between the
Product per Capita at the destiny and the Product per capita at the origin (GDPDes-
Ori), the distance (Dist1000), and the square distance (Dist10002) between the
origin and destiny. Furthermore, we introduce a set of dummy variables to capture
the institutional relations from and between countries. With 3969 observations for
2015 cross section data, and with disaggregation for the countries of Western Asia,
East Asia and South East Asia, the specified model has an Adjusted R2 of 0.18 that
is relatively low indicating that there are any other factors that can add explanation
to the existing migration patterns. Nevertheless all the explanatory variables present
robust coefficients and with the expected signs:

* The variable (GDPDesOri) has significant coefficient. It shows that, on the one
hand, economic convergence between countries and regions, mainly between
emerging and developed places, will reduce migration pressures. On the other
hand, the concentration of rents in dependent countries—Ilike the Middle East—
will attract migrants to those places mainly from poor countries that continue
to expel the best human resources and fail to attract suitable Foreign Direct
Investment.

* The Population at the origin (PopOriM), has relatively more influence that the
population at destiny (PopDesM) which somehow explains the worries of host
countries.

» Distance (Dist1000) has the expected negative effect on migration although far
away countries be less penalized shown by the counterbalance effect of distance
square (Dist10002). Necessarily, lower costs of transport and communication
will increase the pressure of migrants.

» Finally, there are clear signs that there are institutional effects presented in the
signals and in the significance of the dummy variables. On the one hand, there
are strong migrant interactions centred in Afghanistan both with Iran IRAAFG)
and with Pakistan (AFGPAK, PAKAFG) related to the existence of conflicts and
exiled people around this region. On the other hand, there are also some stronger
interactions between India and Nepal (INDNEL), Pakistan and India (PAKIND),
India and Nepal INDNEL) and Nepal and Bhutan (NELBHU) (Table 5.3).
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Table 5.3 Migration model estimates

R R square Adjusted R square Std. error of the estimate
0.4312 0.185 0.180 4.07370

Sum of squares Df Mean square F Sig.
Regression 14,893.709 25 595.748 35.899 0.000°
Residual 65,434.209 3943 16.595
Total 80,327.917 3968
Coefficients Unstandardized Standardized T Sig.

B Std. error Beta

(Constant) 4.959 0.195 25.420 0.000
PopDesM 0.004 0.000 0.189 10.240 0.000
PopOriM 0.005 0000 0.279 15.171 0.000
Dist1000 —0.642 0.054 —0.604 —11.973 0.000
GDPDesOri 0.037 0.005 0.114 7.743 0.000
Dist10002 0.031 0.003 0.479 9.547 0.000
AFGor —3.389 0.524 —0.094 —6.465 0.000
AFGde —1.125 0.520 —0.031 —2.164 0.031
BANor —2.232 0.520 —0.062 —4.289 0.000
BANde —3.990 0.663 —0.111 —6.018 0000
BHUor —3.001 0.523 —0.083 —5.736 0.000
BHUde —-1.773 0.520 —0.049 —3.411 0.001
INDor —2.939 0.524 —0.082 —5.607 0.000
INDde —3.384 0.529 —0.094 —6.401 0.000
NELor —2.455 0.664 —0.068 —3.698 0.000
PAKor —1.957 0.519 —0.054 —3.768 0.000
MALde —2.253 0.523 —0.063 —4.304 0.000
MALor 1.336 0.522 0.037 2.558 0.011
SRIde 2.168 0.519 0.060 4.180 0.000
AFGPAK 8.250 4.141 0.029 1.992 0.046
PAKAFG 12.117 4.109 0.043 2.949 0.003
IRAAFG 12.821 4.108 0.045 3.121 0.002
PAKIND 8.503 4.141 0.030 2.053 0.040
INDNEL 8.004 4.108 0.028 1.948 0051
NELBHU 10.639 4.141 0.038 2.569 0.010

* Finally—looking at the dummies specific to the countries—Iran, other Asian
countries and blocks around the world has no difference from the constant
whereas most of the countries of South Asia seem to present barriers to entry
and to go out. The exception is to move from the Maldives or to go into Sri
Lanka.

The results of this simple exercise provide some guidance for future work.
First demographic, geographic and economic factors although having a robust
explanatory impact on migration they are not able to explain most of the observable
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variance. Second, there are clear signs that conflicts of proximity do play a role
in the migration patterns. Thirdly, most of the region has clear restrictions on the
movement of people with the few exceptions of the Maldives, Sri Lanka and Iran.

Those are eventually the first barriers to overcome, because they would allow
better interactions across borders but also because the reduction of barriers stim-
ulates the adaptation of the skills to the place where they get more rewards. In
fact, higher GDP in the relatively poor South Asia and in the emerging South East
Asia will improve migration and at least theoretically higher incomes and lower
unemployment back home, at least if there are lower barriers to move out and to
move in.

4 Conclusions

The aim of the essay was to perceive the impact of institutional barriers in migration
looking at South Asia, a group of migrant poor and nearby nations that send
migrants to rich countries in the western world, to dependent countries in the Golf
Area and to emerging economies in South East Asia. The question was to know
the impact of the change of the institutional boundaries that limit the movement of
people within and from South Asia.

The main argument of the paper is that globalization is strengthening migration
factors with reduced transport and communication costs, increased demographic
complementarities between sending and receiving countries and accumulated pres-
sures from potential migrants to better use their skills. These causalities reinforce
themselves in South Asia because there is no control on the migration from rural
to urban areas and many times across loose borders. Also because many types of
alternative migrations are possible: to developed countries in the Western World
with long established communication links; to dependent countries in the Golf
area, and to emerging countries in South East Asia. The enormous scale of the
Subcontinent associated with a considerable degree of isolationism refrains the
movement of more people to the outside world. The issue is to know how this
enormous scale and isolationism can feed an endogenous process of development;
so far, it did not, at least when the performance of the region compares with South
East and East Asia. Institutional factors in the migration policies might play a
role.
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Chapter 6 )
Lagging Regions and Labour Market Shethie
Dynamics in Brazil

Ana Maria Bonomi Barufi

1 Introduction

Regional disparities in Brazil are still very pronounced, albeit the significant income
inequality reduction in the country as a whole in the past 15 years. The average wage
in the Northeast region of the country amounted to 0.65 of the national level, while
in the Southeast it was 1.14 times higher than the national level in 2015. Moreover,
college degree holders represented 17.2% of total workers in the Southeast and 9.6%
in the Northeast. Unemployment rates reached 10.5% and 10.1% in these regions in
the same year, respectively.

Labour mobility should be an important ingredient for the dynamics of regional
inequalities. The literature of internal migration has two markedly distinct perspec-
tives on this relationship. Traditional neoclassical models conclude that migration
should respond to and decrease regional inequalities. In this way, the impact
of migration is strong in labour supply and almost negligible in labour demand
(Niebuhr et al. 2012). However, the persistent regional inequalities do not seem to
be encompassed by these conclusions (Greenwood 1997).

An alternative explanation for migration movements comes from convergence
and divergence forces. On this verge, agglomeration effects advocated by the New
Economic Geography literature represent divergence forces, increasing real income
differentials. Eventually, congestion costs will impose a limit on migration and to
the attraction of workers to a large city. In this context, migration affects labour
demand, since the inflow of workers strengthen agglomeration economies (Niebuhr
et al. 2012). An alternative explanation for growing regional disparities comes
from the selective migration (Kanbur and Rapoport 2005). Potential migrants are
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heterogeneous and they may be affected by the incentives to migrate in a unique
way. As a consequence, the characteristics of those who remain are different from
those of the original pool of individuals. If there is positive selection in migration,
origins from migratory movements are expected to become less developed and to
show lower income levels.

This chapter aims at investigating the role migration had on the skill composition
of the labour force in Brazil in the past few decades, highlighting the main
differences for lagging and developed regions. Next, the relationship between
migration movements and labour market outcomes is explored, focusing on the
effects of skilled and unskilled migration flows over local wages.

The main results indicate that regional disparities are reinforced by migration
flows in Brazil. There are two main channels through which this effect is generated:
(1) more educated workers are more likely to migrate and usually move to more
developed labour market areas; (2) these are the same areas in which local wages
are positively affected by the arrival of skilled individuals. Lagging regions are
directly affected only by migration flows of low-skilled individuals (positive effect
for their departure, negative effect for their arrival). This result is in accordance to
the results found by the agglomeration economies literature, according to which
migration reinforces regional disparities.

The remaining of the text is organised as follows. The next section presents
empirical findings on labour mobility and regional disparities, with a brief review
of migration studies for Brazil. The third section outlines the empirical strategy.
Then, the fourth section presents the data and the main descriptive statistics, with an
analysis of recent migration flows and their relations with local skill composition.
The fifth section discuss the main estimation results of regression analysis and the
sixth section presents the final remarks.

2 Empirical Literature

The distribution of population in space has been changing in the past few decades,
and this process relates to increasing urbanisation, ageing population and agglom-
eration forces which lead to concentration and higher inequality. The rise in
agglomeration (Glaeser 2011) can be associated to a decline in transportation costs,
new infrastructure, increasing returns to scale (sharing, matching and learning—
Puga 2010), more attractive amenities, and the sorting of more productive firms and
workers (Combes et al. 2008), among other factors, according to Poot and Pawar
(2013). On the other hand, many cities saw a population decline and an ageing
process, given local disamenities (congestion, crime, pollution) and higher life costs.

Labour migration is key to this process, as it proves to be one of the main
channels through which regional equilibrium is pursued over time. There is a
plethora of methods and strategies to investigate the interaction between regional
inequality and labour flows, with varying conclusions. Following a strand of the
literature that explores migration’s role in promoting interregional labour-market
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flexibility, Partridge and Rickman (2006) find that less than half of migration
fluctuations were responses to demand shocks. This type of flow should be the
channel through which migration could reduce regional disparities, meaning that
the impact of total mobility on regional inequality was somewhat limited in the US.
Migration timing to local labour demand shocks may vary according to the skill
level (Mauro and Splimbergo 1999). For Spain, the authors find that highly skilled
people adjust more rapidly to those shocks, a movement that is associated to the
persistence of geographical disparities.

Migration generates opposing forces, some increasing and others reducing spatial
differentials. Among the former, there are the traditional negative impacts of brain
drain, and the latter include the creation of business and trade networks through
return migration and remittances. In the context of endogenous skill formation,
Kanbur and Rapoport (2005) focus on the effects of migration selectivity over the
origin region, and show that migration may be an additional factor to explain why
spatial disparities either persist or diminish over time.

High-skilled workers benefit more from migration to rich regions, while low-
skilled workers tend to migrate to poor regions to decrease their life costs (Giannetti
2003). On the same direction, Borjas et al. (1992) find that places which offer
higher returns to skills will attract skilled workers, and individuals who face a
severe mismatch of their skills with the reward structure will most likely relocate
to achieve a better matching in the labour market. These mechanisms seem to
reinforce regional disparities, as high-skilled workers will tend to move to richer
regions. The results found by Arntz (2010) for Germany reinforce this perspective
that high-skilled individuals are more likely to relocate in response to interregional
income differentials, while low-skilled workers go after a larger number of job
opportunities.

A third literature strand explores labour market effects of migration. For instance,
Huber and Tondi (2012) find that unemployment is not significantly related to
migration, while GDP per capita and productivity are positively affected by labour
flows. Niebuhr et al. (2012) find that for Germany, distinguishing by in-flow and
out-flow movements, there is no effect of migration over wages and they can only
find an effect over unemployment disparities, which seems to be in line with the
neoclassical reasoning previously mentioned. Moreover, @stbye and Westerlund
(2007) aim to identify whether regional convergence of GDP per capita is facilitated
by migration in Norwegian and Swedish counties. Their results indicate that in
Norway there seems to be a centripetal force against regional convergence, while
in Sweden migration works in the opposite direction.

This study will aim to implement an empirical strategy that is similar to the one
adopted by the third literature strand aforementioned. Given the lack of a conclusion
of the potential effects of migration over local labour markets, there is room to
contribute to this subject and provide further empirical elements for the posterior
formulation of theoretical models.
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2.1 Migration Analysis in Brazil

The literature on internal migration in Brazil is significantly large, mapping the
most recent developments of interregional and rural-urban flows. These migration
movements are directly related to the heterogeneous regional development of the
country, both as cause and consequence. Migration can be investigated on the basis
of aggregated flows as well as at the individual level. In the Brazilian case, Justo and
Silveira-Neto (2006) follow the former approach, estimating a panel model for the
net migration rate at the state level (1992-1997-2002), including local characteris-
tics (labour market conditions — expected income, geography, climate, criminality,
and inequality) and the spatial lag of all these independent variables. Their main
conclusion is that the coefficient for expected income increases whenever further
controls are included in the regression from 0.3401 to 0.4677.

Dos Santos Junior et al. (2005) use cross-section state-level data to show that
migrant workers are positively selected from non-migrants both at the origin and
the destination. Among the main controls included in their analysis, local life
cost (ICV), schooling level, age, age-squared, occupation, residence zone, race,
gender, sector of activity, union status, and state of residence. A similar exercise
is conducted by Silva and Silveira-Neto (2005) for a longer period (1993-2003).
They find a lower effect of migration over wages than the previous study, and this
selection seems to decrease over time.

Ramalho and Queiroz (2011) find that return migrants are negatively selected
in relation to permanent migrants. Moreover, among those who return, individuals
that are more qualified obtain wage increases by returning (probably because
they find a more suitable occupation for their qualification). With a slightly
different methodology, Santos and Ferreira (2007) evaluate the relationship between
interstate migration and regional income distribution. Migration seems to be related
to an increase of 13.7% on individual income. Furthermore, their results over a
counterfactual analysis indicate that migration seems to increase average income of
most states and of the country as a whole.

More recently, there has been an effort to include not only observed but also
unobserved individual characteristics as controls for a migration decision analysis,
considering longitudinal databases. In Brazil, RAIS-MIGRA is the main data source
with these characteristics. Based on this database, Taveira and Almeida (2014)
show that the main determinants of migration flows of qualified migrants between
municipalities in Brazil are expected income in the destination, population, GDP per
capita, the degree of industrialisation and better amenities. They also find that the
characteristics of neighbouring areas are relevant in this migration decision. Even
after controlling for individual fixed effects, Freguglia, Gong¢alves and Silva (2014)
find that wage differentials between origin and destination states are very relevant
in determining the migration of skilled workers. In addition, these migrants look for
states with higher prosperity, higher population density, better urban amenities and
higher dynamism.

Finally, the results found by Freguglia and Procépio (2013) indicate that after
controlling for individual unobserved characteristics, regional wage differentials are
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largely affected by changing jobs and interstate migration. Furthermore, the effect
on wages of getting a job in a different firm is lower than the effect of moving to
another municipality.

3 Empirical Strategy

The analysis presented here aims to investigate whether regional migration increases
or decreases inequalities in the labour market, promoting regional divergence or
convergence. The empirical approach is based on different aspects of @stbye and
Westerlund (2007) and Niebuhr et al. (2012). These authors explore migration
effects over GDP per capita, and over unemployment rate and wages, respectively.
The focus of this paper will be solely on the real wage, given its direct relationship
with regional inequalities and the fact that this variable meets consistency require-
ments for Brazilian databases over time.
The basic model to be estimated is the following:

K
Wrr = Prwr—10 + Paimry—s + pzomr,; s + Zkzl&cxk,rr + e + @+ e
(6.1)

where w,s _ 10 is the average wage for the same region in the previous census, the
in-migration rate is defined as imr,; — 5 = imy; — 5/pop,s — 5 and the out-migration
rate can be obtained through omr,; — 5 = om, _ 5/pop,s — 5. There are potential
endogeneity issues for these migration ratios that are treated with the estimation
of instrumental variables models. More specifically, the instruments considered
here are based on 10-year lags of the same in and out-migration rates. One of the
main contributions of this work is the estimation of the model outlined in (6.1) for
different education attainment levels.

Furthermore, xi , includes a set of controls at the local level, such as the
composition of the labour force in terms of sectors and occupations, the education
level of local workers, the percentage of male individuals in the population and the
percentage of people living in urban areas.

Finally, no spatial effects are considered in this study, apart from region dummies.
Elhorst (2003) points out that commuting should be explicitly considered in a model
for regional labour markets. However, the unit of analysis here is the labour market
area (LMA), which comprises daily commuting flows. In this sense, local labour
markets are supposed to be somehow independent among these areas, given their
size and the fact that administrative regions were already aggregated to form LMAs.

3.1 Lagging Regions

The definition of a lagging region can be based on a comparative analysis of a
specific indicator of economic activity. Camagni (1995) points out that successful
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new industrial regions may present the main characteristics to be an innovative
milieu, among which there are district economies, proximity economies, and
synergy elements. Lagging regions, on the other hand, can potentially house an
innovative milieu, but they do not present these elements yet.

Farole (2012) associates these spatial disparities within countries to an acceler-
ated growth pattern of well-located metropolitan regions in comparison to peripheral
areas that fall further behind. According to Farole (2013, p. 2), growing regional
disparities may challenge social and political cohesion, especially when factor
markets are not fluid enough and tax and transfer policies do not work efficiently
to reduce inequalities. Migration flows from lagging to leading regions may deepen
this process.

The World Bank’s World Development Report (2009) brought attention to
the fact that agglomeration economies may exacerbate regional divergence. Apart
from structural factors (location, agglomeration potential), other barriers such as
government failures may frustrate integration and growth prospects. The United
Nations strongly advised governments to remove this type of barrier to the de-
concentration of the economic activity (political, institutional, lack of infrastructure,
etc.). In the same direction, governments should promote investments to start growth
poles in lagging regions and should facilitate migration of individuals to areas of
rising well-being (Kanbur and Venables 2005).

There are different criteria to define lagging regions. To the World Bank (2009),
a lagging area is a place distant from density. The European Union applies a simple
definition to identify which areas require assistance to achieve the interregional
convergence objective: lagging areas are those whose GDP per capita is lower than
75% of the EU averagel. In Mexico, the basic measure is a marginalisation index,
which is a composed indicator of access to drinking water and electricity, quality
of the dwelling, and the percentage of the working population that is poorly paid,
focusing on remote rural areas of the south (OECD 2003).

The analysis conducted here will compare lagging and leading regions by
analysing labour market areas according to their position on the GDP per capita
distribution. Then, five different groups will be defined: labour market areas with
less than 100,000 inhabitants, and among labour market areas with at least 100,000
inhabitants, they are divided in quartiles based on their GDP per capita.

4 Data

Every 10 years the Brazilian Institute of Geography and Statistics (Instituto
Brasileiro de Geografia e Estatistica — IBGE) conducts the Demographic Census,
which covers the whole country with regional disaggregation at the municipal level

Uhttp://www.europedia.moussis.eu/books/Book_2/5/12/01/01/?all=1 , accessed on 25/04/2016.
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(or at the neighbourhood level for bigger municipalities). This survey investigates
the main characteristics of individuals and households (education, migration, labour
market supply aspects, family composition, living conditions, among others).

The analysis that follows was based on information obtained from the demo-
graphic censuses of 1991, 2000 and 2010. Over this period, there has been a
significant change in the number of municipalities in Brazil, with the emancipation
and consequent foundation of new local administrations. In 1991, there were 4491
municipalities; in 2000, 5507; and in 2010, 5565 municipalities. Any analysis
involving data over this time period should take into consideration the fact that
the borders of municipalities have been changing, due to merging or splitting
processes to create new municipalities (Reis et al. 2011). Therefore, 4258 Minimum
Comparable Areas (MCAs) for the period 1991-2010 were defined keeping,
constant the borders and areas of each regional unit of analysis.

Then, these MCAs were put together to form labour market areas (Regides de
Influéncia de Cidades), a compound of municipalities aggregated on the basis of
the flow of goods and services (IBGE 2007) for the 2010 municipal configuration.
Their configuration was harmonised with the 1991-2010 MCAss previously defined,
obtaining 478 LMAs (from originally 482).> Here, they will form the basic unit of
analysis.

Wages in LMAs are calculated over individuals aged 25 or more, working in
the private sector, and were deflated by the national consumer price index (INPC-
IBGE). Data is obtained at the LMA for 2000 and 2010, and some variables are
calculated for 1991 as well to be used as instruments. Migration data in the census
refers to the residential location 5 years before the interview. Therefore, it does not
identify the exact moment the individual moved.

As discussed above, lagging regions are defined according to their population
size and GDP per capita. The reference year is 1999, as it is the first year for
which IBGE calculated the municipal GDP and it is prior to 2000, the first
year of our regression models. Then, there are two types of lagging regions:
those with population lower than 100,000 inhabitants and the ones with a higher
population, but with a GDP per capita ranked among the lowest quartile of the
LMA s with a population of 100,000 or more. Table 6.1 presents the main descriptive
characteristics of these LMAs’ groups.

The criteria outlined above generates a very clear regional distribution of each
class. The upper group (higher GDP per capita and large population) is concentrated
in the Southeast and the South, with some LMAs in the North and the Centre-West.
On the other hand, lagging regions are scattered all over the Northeast and in parts
of the Centre-West, apart from some LMAs in the South (Fig. 6.1).

2The definition of the 1991-2010 MCAs and respective LMAs can be made available by the author
upon request.



96 A. M. B. Barufi

Table 6.1 Descriptive statistics of the five groups of LMAs

Average GDP per Average Number
capita (R$ 1999) population of LMAs
Less than 100,000 inhabitants R$ 3932 60,126 162
More than 100,000 inhabitants
First quartile GDP pc R$ 1441 256,950 79
Second quartile GDP pc R$ 2933 469,828 79
Third quartile GDP pc R$ 5144 307,063 79
Fourth quartile GDP pc R$ 8627 978,982 79
All LMAs R$ 4331 353,041 478

Source: Author’s elaboration

North Northeast

Centre-West

LMAs classification
Less than 100,000 inhabitants

Southeast

1st quartile GDP pc
2nd quartile GDP pc
- 3rd quartile GDP pc
- 4th quartile GDP pc

0 155310 620 930 1.240

Kilometers

Fig. 6.1 Classification of LMAs. Source: Author’s elaboration
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4.1 Descriptive Statistics

The main descriptive statistics presented in Table 6.2 show that wages grew in
real terms between 2000 and 2010. In addition to that, migration seems to have
decreased, but is higher in relative terms for workers with tertiary education. The
education level of the population has increased significantly over the decade, with
the percentage of individuals with tertiary degree almost doubling. Women also
increased their participation in the labour market.

A more detailed analysis of migration flows is presented in Table 6.3. Skilled
individuals (with at least a completed secondary degree) are more prone to migrate,
and the difference between in and out-migration is larger for lagging regions (lose
more people than attract). In LMAs with less than 100,000 inhabitants, there is
almost one percentage point of difference between those who leave and whose who
arrive these places. In LMAs in the first quartile of GDP per capita, this difference
almost reached three percentage points in 1991, and decreased over time (but still
amounts to 1.7 percentage point).

The most interesting result is presented in Table 6.4. Even in lagging regions
people who move in and out the LMA are more qualified than those who stay.
However, the composition of the labour force in general terms is less favourable

Table 6.2 Main descriptive statistics

2000 2010
In(hourly wage) 1.65 1.73
In(hourly wage) (+—10) 1.43 1.65
In-migration rate—educl 6.3% 4.8%
In-migration rate—educ2 94% 6.8%
In-migration rate—educ3 10.0% 7.4%
In-migration rate—educ4 17.9% 10.4%
Out-migration rate—educl 6.6% 4.9%
Out-migration rate—educ2 10.5% 7.4%
Out-migration rate—educ3 10.9% 8.3%
Out-migration rate—educ4 13.9% 9.7%
Total in-migration rate 73% 5.9%
Total out-migration rate 77% 6.2%
% male 67.2% 61.1%
% urban population 72.9% 78.4%
% complete primary or incomplete secondary education 11.5% 15.0%
% complete secondary or incomplete tertiary education 16.5% 24.6%
%complete tertiary education 5.4% 10.9%
In(population density) 321 330

(*) edul-educ4 refer to the different education levels: no schooling or incomplete primary
education, complete primary education or incomplete secondary education, complete secondary
education or incomplete tertiary education, and complete tertiary education, in the same order
Source: Author’s elaboration
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in these regions. The aforementioned improvement in education attainment is also
shown in this table, given the significant change of skill composition in all LMAs.
People who arrive in lagging regions are relatively more qualified than those who
leave, and in more developed LMAs, the percentage of individuals with tertiary
education is lower among those who arrive than between the group of people that
leaves. This is an indication that the group of individuals that decides to leave
a developed area must have found a better opportunity, and may be even more
qualified than those who arrive. For all cases, stayers are less qualified than people
who move (in accordance with the literature).

The next section will explore how different types of migration flows affect wages
in Brazilian LMAs.

5 Results

Table 6.5 summarizes the main results of the pooled cross-section model for average
wages in LMAs. In all the specifications, whenever the wage lag is significant, it is
positive. Migration flows refer to the past 5 years before the survey, but it is not
possible to assert when the individual actually moved. In-migration has a positive
and significant sign for smaller LMAs, and for larger LM As in the upper quartiles. In
fact, wage growth in lagging regions with lower GDP per capita is not significantly
affected by in-migration flows. Out-migration is negative and significant only in
Models 4 and 5, but its general indication is of a reduction in the current wage level
of the origin.

In Models 7-12, out-migration of low-skilled workers (educl) leads to an
increase in local wages, while the fact that individuals with an intermediate
education attainment (educ2) leave the LMA decreases local wages. This result
is valid for small LMAs and the whole dataset. For LMAs in the first quartile,
the entrance of low-skilled workers decreases local wages while their exit has the
opposite effect. For LM As in the third quartile, the effect is the opposite. The arrival
of more skilled workers increases local wages, while their departure has an opposite
sign. This set of models indicate that the labour market of less developed LMAs is
more affected by low-skilled workers, while in more developed LMAs it is the flow
of high-skilled workers that matters.

The final set of models brings an attempt to deal with the potential endogeneity
of migration flows mentioned in Sect. 4. However, when 10-year lags of migration
flows are used as instruments, the effects of in and out-migration rates of each skill
group no longer exist. Some of the models lose their aggregated explanatory power
(Models 14, 15 and 17), which is a sign that these instruments may not capture
adequately the relationship between migration rates and wages.

Then, in Table 6.6 the same models are estimated, but now exploring the longi-
tudinal structure of the database. It is worth mentioning that the two observations
considered here are separated by a 10-year period, which may be too long for a
local unobserved effect to be valid. It would mean that in 10 years unobserved
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characteristics of each LMA do not change. This may be true for some geographical
characteristics, but is unlikely to be valid for all local heterogeneity.

The inclusion of LMA fixed effects change the sign of the time lag of local
wages (whenever its coefficient is significant, it becomes negative). In general,
out-migration rates have a negative relation with local wages, and on average in-
migration rates are positive whenever significant. Once again, the inclusion of
instruments in Models 13—18 leads to non-significant coefficients for all migration
variables. These results should be analysed carefully, as it is not clear whether fixed
effect for such a long time period should be included.

6 Conclusion

Internal migration flows represent one of the main factors of adjustment of regional
labour markets. In the literature, there is no clear conclusion on whether such flows
increase or decrease regional disparities. This chapter aims to shed light on the
Brazilian case, investigating specific effects for high and low-skilled workers, for
LMAs with different development levels. This is achieved through the analysis of
the effects of in and out-migration rates over local wages.

The first set of conclusions come from the descriptive statistics. Skilled individu-
als are more likely to migrate even if they are in less developed LM As. Furthermore,
lagging regions seem to lose more population than to attract. People who migrate
to a lagging region are in general more qualified than those who leave, and the
educational attainment of out-migrants from more developed regions is higher than
the one of the group of people who arrive there.

Moving to the estimation results, on average, the arrival of new workers in a
local labour market has a positive effect, while the out-migration rate has a negative
effect. However, the positive effect of in-migration is mainly felt in more developed
LMAs, while the negative effect of out-migration is concentrated in LMAs with
intermediate development level. Therefore, positive selection seems to work only in
LMAs in the upper part of the development distribution, while the wage in lagging
regions is negatively affected by the departure of workers who move elsewhere. In
this sense, migration seems to reinforce regional inequality.

For less developed LMAs, the arrival of low-skilled workers has a negative
impact on local wages, while their departure has the opposite effect. On the
other hand, migration flows of highly educated workers is only relevant for more
developed LMAs, with their in-migration presenting a positive effect over local
wages and their out-migration leading to lower wages.

In summary, migration flows seem to increase regional disparities, with the
highest benefits being captured by more developed LMAs, which are actually the
main destinations of the group of more educated workers.
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Chapter 7 )
Migration and Ageing in Expanding Shethie
and Shrinking European Regions

Mats Johansson, Pia Nilsson, and Hans Westlund

1 Introduction

The purpose of this paper is to analyze demographic- and economic structural
changes across regions in Europe, as well as the connections between these two
types of processes. The relations between urban and rural areas are given a special
focus, as population changes in rural areas cannot be analyzed without taking the
urban population development into account and vice versa. This is particularly
important with regard to migratory movements where urban in-migration, in many
cases, is dependent of rural out-migration. It has also been shown that rural areas
have different migration patterns where many areas in the surroundings of big cities
have experienced a positive population development as an effect of both natural
population increase and net in-migration. The opposite is, however, the case in
peripheral and remote rural areas where contrary development paths often seem to
be the case. Moreover, out-migration also results in eroding reproduction potentials
as out-migration of young women accentuates the effects of the drops in fertility.
Natural population change has, thus, lost its primacy as the dominant factor behind
regional population development both in positive and negative ways as the European
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regions—urban as well as rural—have been transformed from high fertility societies
to low fertility ones. Instead, migration has become the main driver with regard to
population development. These processes are all related to the economic-structural
changes taking place in both urban and rural regions, which is the focus of this paper.

In order to describe and empirically address the differing demographic develop-
ment paths and altered preconditions for transformation the paper applies typologies
based on both economic and demographic structure and a cross regional regression
model. In a first step, a typology based on demographic characteristics that classifies
regions as either shrinking or expanding in terms of their population base is used in a
descriptive analysis that illustrate sustainable and unsustainable population changes
across rural Europe. The unit of analysis is the NUTS 3 regional level and the time
dimension is 2001-2012. The economic-structural typology developed within the
ESPON/EDORA-project is then used to expand the analysis in terms of economic-
structural factors.! The purpose is to examine how these two typologies relate to
each other and how they can be used jointly in empirical analyses of the factors
influencing population change across Europe. Hence, one of the central questions
addressed in this paper is whether the relative importance of key determinants of
population change varies across regions defined as either shrinking or expanding. In
order to answer this question, we use the analyzed sample of NUTS 3 regions in a
cross-regional regression framework to estimate a growth equation that indicate the
economic and statistical significance of the different underlying components that
explain population change.

The paper is organized in the following way: Sect. 2 provides a background to the
paper by analyzing demographic trends in Europe using both the demographic and
the economic-structural typology. Sections 3 and 4 summarize some of the relevant
literature and present the theoretical framework of the underlying factors presumed
to influence regional population growth and shrinkage. Section 5 describes the data
used in the empirical analysis followed by a description of empirical methodology
and regression results.

2 Shrinking Regions: A Long Term Structural Phenomenon?

When analysing shrinking regions in Europe it seems natural to focus on population
change. Maps 7.1 and 7.2 show the general pattern of demographic change based
on the demographic equation during the period 2001-2012 concerning growth as
well as decline. It would of course be better with a longer time-span but the data

'ESPON is a research programme that started 2002 and named European Spatial Planning
Observatory Network. It changed name 2007 to European Observation Network for Territorial
Development and Cohesion. EDORA (European Development Opportunities in Rural Areas) was
an ESPON project that was running between 2008 and 2010. This article is not an EDORA project
but we use the EDORA typology for the classification of differing regions within the ESPON
Space, i.e. the EU plus Iceland, Liechtenstein, Norway and Switzerland but here minus Denmark
and Croatia, which was excluded as a consequence of data shortage.
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Map 7.1 The demographic typology for the period 2001-2012 (NUTS3, N = 1294). Based on
annual population change 2001-2012. Source: Estimations based on data from Eurostat

series from Eurostat and changing regional delimitations hindered this with regard
to NUTS3-levels. Both the central European growth zones and the peripheral edge
areas with declining population are clearly identifiable even at a first glance. A lot
of studies have shown a polycentric development within the Pentagon, while there
instead are indications of monocentric development with respect to demographic
development in more sparsely populated peripheral areas. This phenomenon has
been and still is especially strong in the northern and eastern parts of Europe where
a redistribution of people contributes to a concentration process to the metropolitan
or big city areas as well as to shrinkage and depopulating.
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Map 7.2 The EDORA structural typology, 2011 version

Economic growth is often consequence of structural changes and this has a
key place in the theory of economic growth. This means picking out that part
of economic growth that has a connection with a transfer of the production
factors—usually labour—from the less productive to the more productive parts of
the economy. Of course growth effects of structural change do not have to be a
consequence of transfer of labour in the literal sense but may equally good result
from different parts of the economy, with different productivities, developing in
dissimilar ways. The classical example is the transition from an agricultural society
to an industrial society where the “transfer gains” explained much of the economic
growth. This transformation process can even be applied to the development in
Europe today and then also in disadvantaged or lagging regions. Here it must be
kept in mind that most of the disadvantaged regions in Europe can be characterized
as rural areas and many localized in the “new member states”.

A lesson to be learned from the narrative above is that when discussing shrinkage
from a territorial point of view it is more or less necessary to use a long-
term perspective and to differ between structural transformations and business
cycles. The structural perspective is, thus, the primary reason for choosing a
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period as long as possible, in this paper the years 2001-2012 depending of the
possibility/impossibility to construct continuously available data series and then
to minimize the number missing data at NUTS3-level. A longer time perspective
would of course be preferred but data problems stopped this.

In order to compare growing and shrinking regions the development paths
concerning population sizes and the social-economic structures are used. The first
typology is based on the demographic equation and the second typology is the
EDORA economic-structural typology where the rural Europe is split in four
different types with differing rural characteristics (for a more in-depth description
see Copus et al. 2010; Copus and Johansson 2010).

2.1 Sustainable and Unsustainable Population Changes: A
Demographic Typology

In the ESPON 2006 project 1.1.4; “Spatial effects of demographic trends and
migration”, a typology based on the demographic equation (i.e. regional population
change = natural population change + net-migration) was produced. The sixfold
typology comprised of combinations of the three demographic components—total
population development, natural development and net-migration. The result is a
summary of the demographic situation in each region and the preconditions with
regard to future population trends, shedding light on issues such as sustainability,
population growth, depopulation and ageing. The typology was first presented in
ESPON 1.1.4 and covered the period 1996-1999. It has since then been updated,
developed and extended in relation to the period 2000-2005, in Copus (2006),
Johansson (2009) and in combination with the EDORA Structural Typology in
Copus and Johansson (2010). In this study the estimations have been developed
to include almost every NUTS3-region (N = 1294) within the “ESPON space”.
As “shrinkage topics” are a relatively new in regional science any explicit and
straightforward common definition of “shrinkage” is not stated. Instead operational
definitions are used as a consequence of the topics that are analyzed (for a
discussion see e.g. Ubareviciene et al. 2014; Hoeckfeld 2012; Haase et al. 2013).
The demographic typology has been used here in order to identify growing and
shrinking regions (types 1-3 and 4-6 respectively, see Map 7.1).

From Table 7.1 it seems obvious that Type 1 is the most frequent, both with
regard to number of regions and size of population. Growing regions take the
lion’s share—61.5% of the regions consisting of 72.1% of the population within
the ESPON. This means that the size has some importance for growing or might
be an effect of growth in the long-term. ‘Big is beautiful’ seems then to have some
relevance even for growing.

The contrary is also clearly illustrated by Type 6 that is the worst case from a
sustainable point of view. Total population decrease in combination with natural
population decrease and net out-migration is not a good starting point in order to
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Table 7.1 The distribution among the types with regard to number of regions and population size

2001-2012 Type 1 Type2 Type3 Typed4 TypeS5S Type6
Number of regions (N = 1294) 315 25.1 4.9 30 115 24.0
Population size (N = 1294) 42.7 204 9.0 34 7.0 17.5

Size/numbersIindex: 100 = neither/nor 135.3  81.6 185.1 1114  60.6 72.9

SI = size/numbers. Source: Estimations based on data from Eurostat
Note: Denmark and a few other NUTS 3 regions are not included due to missing data

create good possibilities for sustainable population development. Many of these
regions are located in the European periphery. Many of these are also characterized
as some form of rural areas. The common dominator with regard to these rural
shrinking regions is sparse population and few inhabitants.

2.2 The Regions of Europe: An Economic/Structural Typology

In the ESPON/EDORA-project an economic/structural typology with regard to the
ESPON Space was clustered based on 18 economic and structural variables. For a
more in-depth discussion about the variables and the clustering can be seen in Copus
et al. (2010) and Copus and Johansson (2010).

The principal findings with regard to the EDORA-types are (see also Map 7.2):

Predominantly urban regions are primarily localized in Pentagon—the area that
is delimited by London—Paris—Milan—-Munich—-Hamburg—London. Other predomi-
nantly urban regions are often to be found in capital regions and larger city regions.
This localization pattern contrasts to the Agrarian regions that are concentrated in
a peripheral eastern and southern arc. The rest of the European space seems to be
characterized by a patchwork of three types of rurality, Consumption Countryside,
Diversified (with Strong Secondary Sector) and Diversified (with Strong Private
Services Sector). Consumption Countryside regions are often closely associated
with Agrarian ones but are also populated by people employed in the industrial
and service sectors where a large share of the working people is dependent of wages
and salaries.

The Diversified (Strong Secondary Sector) regions are found in various regions
in the Mid-Europe. These regions can also be seen as industrial regions that in many
cases are in a state of deindustrialization and transformation. Especially in the “new”
member states they seems to be in a stagnating or retarding phase and lose people
both as a consequence of natural population decrease and out-migration.

The last category—Diversified (Strong Market Services) is evident especially in
northern and central France, northern Germany and southern Denmark. This type is
the one that is most associated with the New Rural Economy (NRE).
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2.3 The Demographic and the EDORA Economic/Structural
Typologies: Different Types, Different Qutcomes

In this part of the study the Demographic types are cross-tabulated against the
Structural types in order to investigate the differences between the five Structural
types for sustainable population development and depopulation. Some conclusions
can be drawn based on the tables below and consisting of almost all regions within
the ESPON Space with the exception of Iceland. The number of regions and the size
of the different Structural types are shown in Table 7.2 below.

Three Structural types are “overrepresented” in Type 1—the most favorable type
from a sustainable demographic point of view concerning the numbers of regions.
These are the” Predominantly Urban” and the two “Diversified rural types”. All
three have a higher share of regions in Type 1 compared to the total share of all
ESPON regions (see Table 7.3). When the size aspects are taken on board in the
analysis the Structural type 3” Diversified with strong secondary sector” is dropping
off (Table 7.4).

The relatively good population development in the diversified countryside with
a strong secondary sector is perhaps less expected. This type of region accounts for
only 7.2% of the regions and 6.6% of the population within the ESPON Space,
and are concentrated in the Czech Republic, Poland and Spain. The diversified
countryside with a strong secondary sector has in many cases gone through a

Table 7.2 Size distributions of the five structural types

Structural types, N = 1294 % of N % of size Size index
0. Predominantly urban 31.2 42.6 136.4
1. Agrarian 16.3 14.0 85.8
2. Consumption countryside 33.7 23.5 69.9
3. Diversified (strong secondary sector) 7.2 6.6 91.7
4. Diversified (strong market services) 11.5 13.2 114.8

*Based on numbers of regions (NUTS3) and population size (%). Size index, over- or underrep-
resented with regard to size (index = 100, neither nor)

Table 7.3 The distribution of the demographic types with regard to the five structural types
(Color figure online)

Structural Types % Demographic Types, N=1294
Type1 |Type2 |Type3 |Type4 |Types |Type6

Structural Types

Total 31.5] 25.1] 4.9 3.0 11.5 24.0
0. Predominantly Urban 42.1 26.4 6.0 1.7| 10.5] 13.2
1. Agrarian 15.7| 13.8 5.7 6.7 13.8 44.3
2. Consumption Countryside 27.0 27.3 2.3 2.1 12.9 28.4
3. Diversified (strong secondary sector) 37.6) 21.5 4.3 4.3 6.5 25.8
4. Diversified (strong market services) 33.8 35.1 8.8 2.7 10.8 8.8

*Number of regions (%). Period 2001-2012. Combinations highlighted in grey are those where the
share (%) exceeds the average for all Structural types
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Table 7.4 The distribution of the demographic types with regard to the five structural types
(Color figure online)

Size: % Structural and Demographic Types, N=1294, NUTS3

Type1 Type2 Type3| Type4| Types Type6
StructuralTypes Total 42.6 20.5 9.0 3.4 7.0 17.5
0. Predominantly Urban 52.2 19.4 11.4 2.6 5.4 8.9
1. Agrarian 17.2 7.4 8.5 8.5 9.1 49.3]
2. Consumption Countryside 38.7 27.9 3.0 2.3 10.3 17.8
3. Diversified (strong secondary sector) 35.6 18.9 6.0 5.0 5.6) 28.9
4. Diversified (strong market services) 47.7 26.4 14.2 15 4.7 5.5

Based on population size (%) 2001. *Size of regions (%). Period 2001-2012. Combinations
highlighted in grey are those where the share (%) exceeds the average for all structural types

deindustrialization process with the result that these regions have experienced a
vicious circle with regard to migration and natural population development. More
than one third of these regions (34.4%) experienced net out-migration during the
period 2001-2012—perhaps a low figure for regions dependent on the declining
manufacturing industries.

The diversified countryside with strong market services structural type accounts
for 11.5% of the regions within the ESPON Space and 13.2% of the population.
This category shows good population development, as does the Consumption
Countryside group which accounts for 33.7% of the regions and 23.5% of the
population. The prime driver behind the good demographic development in these
categories is—as usual—in-migration.

These high figures might be an effect of the ‘new rurality’” or the ‘New Rural
Economy’ that has changed the performance of the countryside in many European
countries and especially then in densely populated rural areas in the surroundings
of big urban agglomerations. The densely populated rural regions are in a more
favorable position with regard to population change than other more peripheral rural
regions. This is not especially surprising as densely populated rural regions have
experienced a relatively positive population development during the past decades
(Copus 2006; Johansson and Kupsiszwski 2009). Shrinking rural regions in this
type were—and still are—often remote and sparsely populated ones already from
the beginning and then with bad preconditions for growth and development. The
regions in the eastern part of Europe show similarities with the agrarian regions in
the same areas. This will result in a future precarious situation for these regions in
general and for the rural ones especially.

This can be contrasted to the figures in the ‘diversified countryside with strong
market services’ where only 8.8% of the regions with 5.5% of the population are in
Demographic Type 6 (see Tables 7.3 and 7.4). These rural areas are predominantly
localized in the western part of Europe—and then especially in France—and it might
also be in this kind of rural areas where the NRE has been established. It seems,
however, also in this case to be small peripheral and sparsely populated rural regions
that is hurt mostly by the demographic development with ageing and depopulation
as one result (Johansson 2009, see also Map 7.3 and Tables 7.3 and 7.4). The few
blue spots are to be found predominantly in the eastern part of Europe.

LEL)
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Map 7.3 The demographic typology applied on the four non-urban EDORA Structural types for
the period 2001-2012 (NUTS3)

The rural category with the most negative demographic development was the
Agrarian and these regions are in a very problematic situation from a sustainable
demographic point of view. The active component here is once again migration—
internal as well as external—that is the prime driver in this downgrading process.
The agrarian regions seem here—as in many other countries—thus to be involved
in processes dominated by viscous circles and negative development spirals.
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2.4 Large Regions: Better Preconditions

There are studies that have shown no correlations between growth and shrinkage
on the one hand and on population density on the other. Instead the history can
witness about both growing and shrinking regions on densely populated areas
as well the contrary—sparsely populated regions might experience “explosive”
growth (European Parliament 2008, pp. 34-35). This is, however, not the same as
size has no importance for population growth and shrinkage. Already Ravenstein
highlighted that the mass was pull and push factors depending of the size in in-
and out-migration areas and, then consequently, also for demographic development
(Ravenstein 1885, 1889).

In order to investigate the relation between population size and demographic
development the size index (SI) has been used here (Table 7.6) in order to investigate
if the size has importance for the demographic development in the differing
Structural types. SI is estimated as the following formula:

SI = (P;R;) * 100 (F1)
SI (Size Index) = weighted index according to size

P; = share of the total population in type i (percent)

R; = share of all regions in type i (percent)

By combining the size of the regions with the numbers it seems obvious that large
regions are in better positions concerning sustainable demographic development
than small ones. As can be seen from Table 7.5 large regions are overrepresented in
growing regions and underrepresented in shrinking ones. The overrepresentation in
the growing Demographic types is valid for almost all Structural types except the
diversified countryside with a strong secondary sector—in all other types are large
regions overrepresented in the growing Demographic Type 1 (Table 7.5).

Table 7.5 Over- and underrepresentation of the various demographic (ESPON) types with regard
to population size 2001 in the differing Structural types (Color figure online)

Size/numbers: Edora/Demographic Types, N=1294. NUTS3.

Over 100 = large regions overrepresented, under 100 = large regions underrepresented
Demographic Types Type1 [Type2 [Type3 [(Type4 |[Types [Type6
Structural Types 135.3 81.6 185.1 111.4 60.6 72.9
Total

0. Predominantly Urban 123.9 73.4 191.2 148.6 51.8 67.5

1. Agrarian 109.4 53.4 149.5 127.7 65.8 111.3

2. Consumption Countryside 143.2 102.2 120.8 110.3 80.0 62.7

3. Diversified (strong secondary sector) [94.6 87.7 139.9 116.1 87.3 112.0

4. Diversified (strong market services) [141.2 75.1 161.5 56.8 43.1 62.7

Period 2001-2012. *Combinations highlighted in grey are those where large regions are overrep-
resented
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3 Regional Characteristics Behind Growth and Shrinkage

Besides the demographic and economic-structural factors discussed above there
are a number of additional regional characteristics that may influence regional
population growth, and shrinkage, in regions classified as both urban and rural.
It is for example well established that the level of human capital in a region is
one significant factor that influence growth in income and population. In all its
essence, people are a significant part of the wealth of regions in terms of what
labour contributes to output. The productive capacity of the regional population
is known to be larger than other forms of wealth taken together and a primary
factor that influence regional growth patterns (Barro 1991; Rauch 1993). Moreover,
many of the key factors that drive regional growth can be related to the existence
of knowledge spillovers and supply of human capital (Becker 1962; Asheim 1999).
Hence, as people invest in themselves by acquiring education and experience they
augment not only their own productivity and income, but also the capacity of
the region to grow. In the view that individuals drive regional growth, the overall
level of human capital in a region becomes a central factor, in the perspective of
population development, since differences across regions can influence regional
growth patterns. However, human capital does not only produce externalities in
terms of productivity but also in terms of consumption that are of importance in this
perspective (Haveman and Wolfe 1984). Such consumption externalities capture a
wide range of welfare effects in the social environment that benefit the majority
of the regional population. Two such benefits are the democratic involvement and
social cohesion, which are both functions of the education level and literacy rate
(Blundell et al. 1999).

As stated by the endogenous growth theory, a higher initial level of human
capital can bring a one-time increase in the income level or increase the income
growth rate (Romer 1990). This implies that enhancements in human capital have
both a level and/or a growth effect. What follows from this is that a region with a
larger share of highly educated individuals will successively grow to be wealthier
compared to regions that have lower shares (Becker 1962; Blundell et al. 1999;
Funke and Strulik 2000). Besides level effects, regions that have a high overall
level of human capital are also shown to experience a cumulative process of higher
growth in the human capital level (Moretti 2004). However, the influence of human
capital on growth does not only depend on individual characteristics but also on
the presence of both demand and supply effects. These effects mainly appear in the
form of educational infrastructure and the presence of knowledge intensive firms
that influence the regional ability to produce human capital, to replace any that it
might lose through migration and to prevent human capital from exiting the region
(Rauch 1993). Hence, there are reasons to believe that the influence of human capital
on growth varies depending on regional characteristics with regards to industry
structure and degree of urbanity.

The contrary to growth is shrinkage and what is said above is then also relevant
for shrinking regions but in the opposite way. Shortage of human capital is often
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seen as a central factor behind shrinkage and stagnation. This kind of reasoning
has much in common with the product-life cycle theory and development can be
seen as a consequence of the spatial product-life cycles that transform the economic
landscape and where the shrinking regions often are in the matured phases (Friedrich
1993). One effect is the increased polarization between growing and shrinking
regions and ‘brain-drain’ to the expanding knowledge-based areas. This ‘cumulative
causation’ process is often a central ingredient in differing kinds of transformation
and polarization processes where the ‘backwash effects’ are larger than the ‘spread
effects’ (Myrdal 1957, see also McCann 2001, pp. 197-200). History can also stand
witness to this kind of processes with e. g. industrialization and de-industrialization
as obvious and illustrative cases where differences and changes in human capital are
both causes to and effects of growth and decline.

The size of human capital is also a function of the demographic structure in
a region as human capital in many ways is a cohort phenomenon. Regions with
young population differ from regions with an ageing population with regard to
human capital. For our purpose it is then interesting to check if the age structure
is of importance for regional growth and shrinkage. For checking the effects the
age groups —15, 16-35 and 654 have been used in the regressions in Chap. 5.
The problem here is to isolate causes and effects. A changed age structure is often
an effect of in- or out-migration but it has also impact on the preconditions for
growth and the risk for shrinkage. It is also a well-known fact that various cohorts
have differing migration patterns and this might also have impact on the level of
human capital and the production factor of labour (ESPON 1.1.4 2005). It shall also
be kept in mind that different age groups have differing consumption patterns and
demands with regards to different kinds of products seen from a local and regional
point of view and then different impact on growth and decline. This means that the
age structure has differing impact on population growth and decline on population
changes and this is an argument for taking the age structure on board in the analysis.

The Gross Regional Product (GRP) is another factor that usually is suggested to
be of importance both for migration and natural population changes. According to
many migration models income differences are suggested to be of great importance
as pull and push factors. The effects on natural population development might be
more problematic to specify from a theoretical point of view as it is necessary to
distinguish between levels and changes and incomes and prices. With regard to
the two latter factors it can be problematic to separate the income effects from the
price or substitution effects. It is also important to separate children’s function as
production factor—as in the agricultural society—from children as consumption
factor as in the post-industrial society (see e.g. Becker 1993 about this discussion).
As a consequence of data problems GRP is not integrated in the multivariate
regressions but only in the bivariate ones (see the correlation matrices in Appendix).

It is also of significance to separate the levels from changes in the GRPs. It has
been shown that since the middle of the 1990s and up to the middle of the 1900s the
income levels between the European countries have converged but diverged within
the countries (Button and Pentecost 1999; Halmai and Vésary 2010). This is, at
least partially, a catching-up effect as the start in especially the countries in Eastern
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Europe stated from a low level—a ‘starting from scratch phenomenon’ that resulted
in a fast income growth.

As the development in Europe has been of quite different character dummies
for the ‘old’ EU-member states and the ‘new’ ones have been integrated in the
regressions. The effect of this can be seen as with regard to the other factors in
the tables below (Tables 7.9 and 7.10).

4 Ageing Europe: Geographic and Structural Patterns

Shrinking and then often rural areas are often associated with ageing areas. This is—
at least partly—a consequence of out-migration of younger people from these areas
to the urban ones. Despite the higher fertility rates in rural areas the out-migration of
younger people has resulted in a lopsided age structure that eroded the reproduction
potential (too few women in fertile ages) with slow or negative natural population
result as one result. This process seems to have been reinforced today as the fertility
rates have dropped even in the out-migration (rural) areas.

This is, however, not the whole truth behind the ageing process. During the past
decades life expectancy has raised in Europe and the amount of elderly persons
have increased and even been healthier even if there still are discrepancies between
nations and regions. This means that the ageing process must be interpreted with
some care with regard to both production and consumption.

One method to investigate the distribution of the EU elderly people—65 years
and over—is to divide them in quartiles. Q4 has the largest share of elderly and Q1
the lowest share. In Tables 7.6 and 7.7 the population has been distributed as regards
their structural types both with regard to numbers of regions and the size of the
regions. It must be kept in mind that the presented shares in the quartiles are based
on the ESPON Space ranking for all regions (N = 1345) in order to standardize
for the various sizes between the different structural types. The distribution of the
Qs within the five structural types indicates, however, the types’ various position as
“old” or “young” types or regions. In Table 7.8 the over- or underrepresentation is

Table 7.6 Ageing, 65 years and over

Structural types Ql Q2 Q3 Q4 % N Numbers%
0. Predominantly Urban 28.8 22.6 25.8 22.8 100.0 430 32.0
1. Agrarian 324 27.6 157 243 100.0 210 15.6
2. Consumption Countryside 153 22.0 322 30.5 100.0 459 34.1

3. Diversified (strong secondary sector) 38.3 35.1 13.8 12.8 100.0 94 7.0
4. Diversified (strong market services) 24.3 30.3 21.1 243 1000 152 11.3
1345 100

Numbers of regions 2008, EDORA structural types, quartiles, N = 1345
Source: Estimations based on regional population data from Eurostat
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Table 7.7 Ageing, 65 years and over

Structural types Ql Q2 Q3 M4 % Size Size % N Numbers %

0. Predominantly 40.2 29.0 19.8 11.0 100,0 216,188,064 42.5 430 32.0
Urban

1. Agrarian 51.3 26.7 11.3 10.7 100,0 71,588,396 14.1 210  15.6
2. Consumption  26.6 23.3 27.8 22.3 100,0 119,332,748 23.5 459 34.1
Countryside

3. Diversified 504 332 84 7.9 100,0 33,224,744 6.5 94 7.0
(strong secondary
sector)

4. Diversified 34.1 324 169 16.6 1000 67,845,977 134 152 113
(strong market
services)

508,179,929 100 1345 100

Size of the regions 2008, EDORA structural types, quartiles, N = 1345
Source: Estimations based on Eurostat

Table 7.8 Ageing, 65 years and over (Color figure online)

Structural Types Q1 Q2 Q3 Q4

0. Predominantly Urban 139,5] 128,4 76,6 48,3
1. Agrarian 158,3 96,8 72,2 43,9
2. Consumption Countryside 1744 106,1 86,2 73,0
3. Diversified (strong secondary sector) 131,7 94,7 61,0 61,9
4. Diversified (strong market services) 140,1 107,1 80,2 68,2

Size/numbers: Edora/Demographic types, N = 1345. NUTS3. Over 100 = large regions overrepre-
sented (grey), under 100 = large regions underrepresented. Source: Estimations based on Eurostat

presented according to size and numbers. The general geographic pattern at NUTS3-
level is illustrated in Map 7.4.

From Table 7.8 it is obvious that structural type Predominantly Urban has the
most equal distribution of elderly people—23% is localized in the oldest category
(Q4) and 29% in the “youngest” category (Q1). The Agrarian type has almost one
third of its population in Q1—a fact that perhaps is surprising as agrarian and rural
areas often have the image of ageing regions. This can, however, been explained by
the fact that most of the regions in the “new member states” can be characterized
as Agrarian. These regions have still a relatively “young” population and the life
expectancy is neither in level with the ones in the “old” EU-countries. This means
that even if the share of children is falling the share of people in active ages is still
high and the age pyramid has not yet been lop-sided like the age structure in the
old EU-members such as most parts of Portugal, Spain, Italy, Greece, Germany and
Sweden.

The structural type Consumption Countryside shows a quite different age
structure. More than one third of the EU-regions are to be found in this type and of
them the overwhelming parts are placed in Q4 and Q3. The low fertility rates during
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the past decades have now resulted in high shares of elderly people in these countries
and in a lot of their regions. Consumption Countryside can in many cases be seen
as typical for the migratory movements’ impact on ageing and eroding reproduction

potential.
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Another extreme type is the Diversified Regions with a strong secondary sector
that only represent 7% of the regions and 6.5% of the population 2008. The type
consists of “young oldies” in the sense that Q1 and Q2 take the major part; around
three fourth of the population is to be found in the lower quartiles. One explanation
might be that these regions are characterized by low life expectancy like many
deprived industrial areas in the Eastern Europe. One conclusion can, however, be
drawn and it is that the eastern regions seem to be more delayed in the development
and transformation process compared to the western regions.

Type 4, Diversified Rural Regions with strong market services is—as mentioned
earlier—probably the one that has most in common with the ‘new rurality’. The
type is concentrated to western part of Europe in many cases around large city
agglomerations. The population development is good and the population is neither
especially ‘old’ nor ‘young’ based on the Q-estimations. The type is also expanding
in the sense that it is often characterized by both natural population increase (a high
share of families) and net in-migration—two components that are associated with a
relatively young population. This type will probably also result in better growth
opportunities than types with a more ageing population that is characterized by
natural population decrease and net out-migration.

From Table 7.8 we can see the typical pattern that large regions also are “young”
regions as they are overrepresented in Q1 and Q2. This is probably an effect of
migratory movements during the past decades when younger people moved to cities
and densely populated areas while elderly people stayed and still stay at home with
this skewed pattern as one consequence.

At a regional level, however, European narratives tell us many different stories.
This requires statistical analysis and research to be carried out at a more detailed
territorial scale taking into account that the fact that demographic trends are only
one single factor among a very large and complex set of factors influencing socio-
economic development, and—after all—probably the slowest and most predictable
factor, traditionally considered to be the outcome rather than the cause of socio-
economic change.

S Data and Empirical Assessment Across European Regions

To study the influence of some of the key underlying demographic factors on
population change across Europe this applies a cross-regional approach. The unit
of observation is NUTS 3 regions and the dependent variable is the total change
in population measured over the periods 2001-2012, 2001-2007 and 2007-2012.
The degree to which demographic factors along with relevant control variables are
observable at a more disaggregated level across Europe is limited and the variables
that we use are attained from Eurostat at either NUTS 2 or NUTS 3 level. Variables
are measured at the finest aggregation available level in Eurostat, implying that
all variables are measured at the NUTS 3 level except for human capital which
is measured at the NUTS 2 level. There are several problems associated with the
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use of these data in an empirical analysis of growth. One problem regards the
high aggregation level using these regional classifications. One such problem is
that some NUTS regions correspond very closely to functionally defined regions
whereas others are very aggregated and therefore economically very heterogeneous.
Some even contain one or more different types of metropolitan regions within them.
In cases when regions correspond closely to their functional definition it is possible
to study factors that may influence regional population growth. However, in cases
where regions are very heterogeneous, it can be difficult to define variables that
consistently affect growth. Having this in mind, the results are correlations and
should be interpreted with care. The variables used in the analysis are defined in
Table 7.9 and summary statistics are presented in Table 7.10.

5.1 Empirical Model and Estimations

The empirical approach is to address the influence of key demographic factors
on population change across European rural regions, including a set of control
variables. We set up a very simple framework and use a cross-sectional dataset to
model the change in population as a function of a set of initial conditions, which
could mitigate problems associated with reversed causality. The main idea is to
perform case-wise estimations across growing and shrinking regions in Europe and
compare the influence of demographic factors. To achieve this goal, we estimate the

Table 7.9 Variables and definitions

Dependent variables Definition

Netmig 01-12 Percentage change in migration by NUTS 3, 2001-2012.

Netmig 01-07 Percentage change in migration by NUTS 3, 2001-2007.

Netmig 07-12 Percentage change in migration by NUTS 3, 2007-2012.

Independent variables

Age below 15 Share of population in NUTS 3 below the age of 15

Age 16-35 Share of population in NUTS 3 between the age of 16-35.

Age above 65 Share of population in NUTS 3 above the age of 65

HC Human capital measured as share of population aged 25-64 with tertiary
education by NUTS 2, 2001.

GRP Per capita income measured by GRP/population by NUTS 3, 2001 (in €
2011).

Density Population density measured as inhabitants per square kilometer by
NUTS 3, 2001.

Industry Share of employment by NUTS 3 (NACE Rev. 2), 2001.

New MS Dummy indicating countries Not included among the EU 15 member
states.

Source: EUROSTAT. Independent variables are retrieved for the base year 2001 alt. closest
available year when such data are missing
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Table 7.10 Summary statistics

Variables Mean Std. Dev. Min Max

Netmig 01-12 0.163 0.570 —0.029 0.037
Netmig 01-07 0.254 0.625 —0.034 0.058
Netmig 07-12 0.082 0.865 —0.068 0.362
Age below 15 0.149 0.261 0.032 0.261
Age 16-35 0.567 0.321 0.366 0.653
Age above 65 0.186 0.359 0.073 0.303
HC 0.200 0.078 0.037 0.120
GRP 19,250.31 11,396.52 800 145,700
Density 448.85 1037.135 1.1 20,317.4
New MS 0.201 0.401 0 1
EDORA typology

Predominantly urban 0.313 0.464 0 1
Agrarian 0.161 0.368 0 1
Consumption countryside 0.337 0.472 0 1
Diversified strong secondary sector 0.072 0.259 0 1
Diversified strong market services 0.115 0.319 0 1
Demographic typology

Growing regions 0.612 0.487 0 1
Shrinking regions 0.379 0.485 0 1
following equation:

ANM;; = a; + B1Air + BoZis + € (7.2)

where ANM denote the percentage change in migration measured between the
observed time periods (2001-2012, 2001-2007 and 2007-2012) and i denote the
NUTS 3 regional level. Moreover, A;; denote the variables included to reflect
age structure of region i at time ¢ and Z; denote a set of regional controls
such as the initial levels of human capital, population density and per capita
income, including also dummy variables to capture economic-structural factors
using the EDORA typology. Population density can be seen as an indicator of
agglomeration economies and serve as a size control since urbanized and densely
populated areas are ceteris paribus more likely to attract workers and enterprises.
As noted by Glaeser et al. (1992), for instance, agglomeration effects that benefit all
industries may also arise from the overall size and density of a local economy (i.e.,
urbanisation economies). There is also other indicator of size that can be used, such
as regional income per capita, which we also include in a set of robustness tests.
The results from running preliminary regressions and using a White test (of
homoscedasticity) indicate that the generalized least squares (GLS) method is
more appropriate than the OLS for these data. Hence, we apply the standard two-
stage procedure to obtain a Feasible Generalized Least Squares (FGLS) estimator
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(Kmenta 1986). This implies using the residuals estimated by OLS to build a
consistent estimator.

Regression results are reported in Tables 7.11 and 7.12. In a first step, we
estimate the model using the total sample of NUTS 3 regions and in two different
specifications. The first specification includes the age variables and the second
specification adds the additional controls. In a second step, the model is estimated
across the demographic typology to examine the relative importance of explanatory
variables between regions that are defined as either growing or shrinking. To
strengthen the interpretation of results and control for temporal aspects the model
is estimated using the three time periods: 2001-2012, 2001-2007 and 2007-2012.
We use the condition number (based on the spread in eigenvalues) to assess if
multicollinearity is present in the estimations.?

5.2 Results

Table 7.11 presents the results from running the regression model in Eq. (7.2)
including the independent variables defined in Table 7.9. In a first step, the model
is estimated using the full sample of NUTS 3 regions, thereafter controlling for
regional heterogeneity by adding regional characteristics and the EDORA structural
typology. In a second step, we examine the influence of the parameters using the
demographic typology that divides NUTS 3 regions into shrinking and growing
regions per the discussion above, these results are presented in Table 7.12.3

From Table 7.9 adding parameters to the model improves the explanatory power
and the fit of the model. The coefficients reflecting age structure have the anticipated
signs reflecting reproduction potential such that net migration is negatively related
with a high initial share of senior individuals in the regional population base and
positively related to a high share of young individuals.* Moreover, a high initial
share of individuals in the cohort 16-35 is also positively associated with net
migration.

Turning to the variables indicating human capital and population density, we
find that human capital (measured by share of regional population that has tertiary
education) is an important determinant of net migration (Funke and Strulik 2000;
Badinger and Tondl 2003; Cohen and Soto 2007). The parameter reflecting human
capital indicates a consistent positive and significant estimate across the two
specifications and across the time periods. Although the parameter is shown to

21f the condition number is less than 100, there is no serious problem with multicollinearity, while
condition numbers between 100 and 1000 reflects moderate to strong multicollinearity.

3The multicollinearity indicated by bivariate correlations is low and the estimates are robust with
regards to their signs and magnitude.

4A variable that reflects fertility rate (as discussed in the theoretical section) has been included
in the preliminary analyses but removed because of endogeneity issues. Nevertheless, results are
robust when this variable is included.
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Table 7.12 Regression results across demographic typology. Net migration 2001-2012
G. Growing regions (type 1,2 3) H. Shrinking regions (type 4, 5, 6)

Coeff. (Std. Err.) Coeff. (Std. Err.)
Age below 15 0.160**(0.006) —0.003(0.003)
Age 16-35 0.221*%%(0.001) 0.065***(0.003)
Age above 65 —0.117**%(0.001) —0.180***(0.002)
HC 0.010**(0.000) —0.000(0.000)
Density 0.0055%**(5.71e-05) 0.0007(0.0002)
New MS —0.131***(0.016) —0.457**%(0.030)
Constant 2.611#%%(0.010) 2.202*%%(0.070)
N 795 493
R square 0.284 0.339
F value 1100.10 1256.37
Condition number 29.88 27.44

##k % and * denote significant at the 1, 5 and 10% level

be significant in statistical terms its significance from an economic viewpoint is
low. This may not indicate that the regional level of human capital does not have
broader direct impacts on net migration since this variable is measured at the more
aggregated Nuts 2 level, which may influence the results. Moreover, Beeson et
al. (2001) and Backman (2013) show that the measured effect of human capital
is greatly reduced when measures of educational infrastructure (e.g. presence of
universities) are added to the regression, suggesting that it is not just the stock of
human capital in terms of individuals that matters, but also the regions ability to
produce more human capital and to replace any that it might lose through migration.
Furthermore, as we proxy education or the level effect of knowledge by share of
population that have tertiary education in our empirical research this may lead
to biased interpretations if general intellectual achievement of school graduates’
changes over time and perhaps in nonlinear ways (Beeson et al. 2001). Because of
the high level of aggregation used in this empirical study we are not able to control
for all these demand and supply effects since this requires data at a much more
disaggregated level (Bjerke 2012; Backman 2013).

We then turn to population density, which is included to control for the size
of the initial population base reflecting urbanity and agglomeration effects. The
parameter is positive and significant indicating that the initial level of the type
of externalities and advantages that arise because of urbanization (i.e. shared
infrastructures, institutions and other benefits being associated with larger cities
and densely populated urban regions) are positively associated with net migration
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(Rigby and Essletzbichler 2002). However, the economic significance is very low,
similarly to what was found for human capital. In line with the previous discussion,
the type of externalities that are associated with larger cities and densely populated
urban regions may vary widely in their geographical reach (Frenken et al. 2007;
Rosenthal and Strange 2008; Andersson et al. 2016). To further assess robustness,
results have been estimated using total change in population and results are robust.

5.3 Comparison Between Shrinking and Growing Regions

The discussion so far has been focused on the influence of key demographic factors
on population growth in European regions. The central question addressed in this
study is whether the relative importance of demographic factors on population
change varies across regions defined as either shrinking or growing. In order to
answer this question, we divide our sample of European NUTS 3 regions into
those defined as shrinking regions and those defined as growing with regards to
the different underlying components that explain population development. These
results are presented below in specification G and H.

Starting with regions classified as growing, the results are shown to be in line
with the estimates presented above. All the variables included in the estimations
are statistically significant and have their anticipated signs. However, the results
for shrinking regions show some differences. The results indicate that none of the
variables Age below 15, HC or density are significantly associated with migration in
these regions. One possible explanation to the insignificance of Age below 15 is that
many shrinking regions tend to have a large share of children in their population base
since the once that migrate tend to be in the age group 20-30/35. The coefficient of
the age group 16-35 is also significant and positive indicating that migration doesn’t
regard the lowest age cohort, but young adults.

An insignificant estimate for human capital is also reasonable considering that
shrinking regions tend to have a lower education level in general. The ones that
migrate from these regions are likely to search for higher wages and improved
matching in terms of job opportunities and would naturally be drawn to regions
that are growing. Furthermore, since educated individuals are more mobile than
educational infrastructure (e.g. institutions for higher education), regions with
permanent educational infrastructure that are capable of replacing erosion also
have more significant growth advantages with regards to human capital. With some
exceptions, educational infrastructure especially those for higher education tend to
be found in urban regions. This would suggest that shrinking (rural) regions do
not have the necessary infrastructure to create neither level effects nor cumulative
growth effects in human capital.
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A.1 Appendix: Correlation Matrices

Variables
PC01-12

Netmig
01-12

Age +65
Age —15
TFR

HC
GRP
Density
New MS

PCO0I-12  Netmig01-12

1
0.9101

—0.297
0.376
0.419
0.153
0.446
0.138

—0.304

1

0.028
0.122
0.221
0.094
0.387
0.041
—0.349

Age +65 Age —15

1
—0.567
—0.307

0.030

0.070
—0.154
—0.465

1
0.618
0.116
0.081
—0.018
0.048

Correlations are significant at the 5% level at the maximum

Variables
PC
01-07

Netmig
01-07

Age +65
Age —15
TFR

HC
GRP
Density
New MS

Variables
PC
07-12

Netmig
07-12

Age +65
Age —15
TFR

HC
GRP
Density
New MS

PC 01-07
1

0.8997

—0.316
0.380
0.347
0.056
0.346
0.060

—0.263

PC 07-12
1

0.9172

—0.223
0.295
0.399
0.216
0.450
0.188

—0.278

Netmig01-07

1

0.0009
0.109
0.139
—0.020
0.247
—0.044
—0.268

Netmig07-12

1

0.099
0.051
0.188
0.161
0.383
0.091
—0.320

Age 465

—0.567
—0.307
0.030
0.070
—0.154
—0.465

Age 465

—0.567
—0.309
0.022
0.063
—0.157
—0.461

Age —15

0.618
0.116
0.081
—0.018
0.048

Age —15

0.621
0.127
0.088
—0.018
0.043

TFR

0.354
0.243
0.117
—0.165

TFR

0.353
0.243
0.117
—0.165

TFR

0.358
0.248
0.115
—0.169

HC GRP Density  New MS

1
0.428 1
0.223 0.394 1
—0.229 —-0.391 —0.085 1

HC GRP Density New MS

1
0.428 1
0.223 0.394 1
—0.228 —0.391 —0.085 1

HC GRP Density New MS

1
0.435 1
0.225 0.396 1
—0.232 —-0.392 —0.086 1
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Chapter 8 )
More Pensioners, Less Income ek e
Inequality? The Impact of Changing Age
Composition on Inequality in Big Cities

and Elsewhere

Omoniyi B. Alimi, David C. Maré, and Jacques Poot

1 Introduction

This chapter examines the role of changes in age structure of the population on
income inequality in New Zealand over the 27-year period from 1986 to 2013. The
spatial unit of analysis is the urban area, which captures about 85% of the pop-
ulation. More specifically, we contrast metropolitan with non-metropolitan areas.
We compare results from two popular approaches—the population decomposition
by sub-group approach used in Mookherjee and Shorrocks (1982) and the density
decomposition approach of DiNardo et al. (1996).

Much previous research on income inequality in New Zealand has been using
survey data.! A disadvantage of using survey data in New Zealand is that that
the number of observations in a survey is often small, leading to relatively large
sampling errors at sub-national levels. This limits the extent to which survey data

ISee, for example, Hyslop and Maré (2005) and Ball and Creedy (2015).
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can be used to study sub-national income inequality. This limitation of survey
data is avoided in the present study by using micro-level data on individuals in
urban areas from the previous six Censuses of Population and Dwellings in New
Zealand between 1986 and 2013. We focus specifically on the role of changes
in age structure and age-specific incomes within and between urban areas on the
personal distribution of income. This is an important topic because the ageing of the
population is expected to accelerate in the decades to come.

Our main finding is that, contrary to studies in some other countries, the ageing
of the population in New Zealand has slowed down overall inequality growth.> We
find that this effect is smaller in magnitude in metropolitan areas because these areas
remain relatively more youthful. The slower ageing of the population in these large
cities has made a small contribution to the faster growing inequality in metropolitan
areas vis-a-vis non-metropolitan areas. However, most of the difference in inequality
growth between the big cities and other urban areas is due to relatively faster
growing inequality within specific age groups in metropolitan areas.

Inequality has risen in most of the developed world, especially over the last
three decades. The literature suggests that growing inequality is inter alia due
to: changing patterns of household formation; growing international economic
integration through migration, trade and capital mobility; growing unemployment;
skill-biased technical change; as well as institutional factors such as decreasing
levels of unionisation and minimum wages. Most studies have found that economic
factors are the biggest drivers of growing income inequality,> but demographic
factors have played a role as well.*

New Zealand stands out among the developed countries as having seen the rel-
atively fastest growth in inequality, particularly during the structural and economic
reforms of the late 1980s and early 1990s.> Changes in income inequality in New
Zealand have been well documented.® At the subnational level, rapid inequality
growth in the two largest metropolitan areas of Auckland and Wellington stands out
(Alimi et al. 2016). This is largely in line with the rest of the developed world where
large metropolitan areas are often areas with high—and fast growing—dispersion
of income.” We examine here whether ageing of the population has played a role in

2For example, studies like Deaton and Paxson (1994) and Cameron (2000) found that population
ageing increases inequality.

3See for example Castells-Quintana et al. (2015) for a review of the literature of the trends and
determinants of income inequality in Europe.

4See e.g. Cameron (2000), Zhong (2011) and Peichl et al. (2012).

5See Evans et al. (1996) for a description of these reforms.

6See Perry (2014, 2015), Karagedikli et al. (2000, 2003), and Alimi et al. (2016).

7See OECD (2016).
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rising income inequality and what role spatial differences in age composition have
had in this context.

In New Zealand, only few studies have examined the distributional impact of
changes in the age composition of the population and these studies did so at
the national level.® The relationship between population ageing and inequality is
not clear a priori. The impact of population ageing on the income distribution is
uncertain due to the possibility of opposing within-age and between-age effects
(von Weizsicker 1996). Spatially, the age structure will have effects on both intra-
area and inter-area inequality, as areas often have different age profiles. Bigger
areas tend to have a greater share of young people. This may mean a higher intra-
area inequality, particularly when accounting for post-compulsory education and
family formation. At the same time, ‘prime aged’ workers in the large cities have
higher average incomes due to agglomeration and productivity effects. Generally,
population size is positive correlated with inequality.” In contrast, areas that possess
amenities that attract retirees may have lower intra-area inequality due to the
relatively narrow dispersion of incomes among retirees. New Zealand offers a
relatively generous universal pension to all citizens and most other residents aged
65 and over. Hence retirement migration from big cities to lower average income
areas lowers intra-area inequality in the retirement areas and increases intra-area
inequality in the big cities. Retirement migration also contributes to higher inter-
area inequality. However, the nature of the relationship between age structure
and income inequality is blurred by the fact that the underlying dynamics of
changing age structure can be complex and dependent on the relative impacts of
natural increase and migration on age composition. Additionally, the way in which
migration impacts on income inequality will be strongly dependent on the type of
migration.'?

The chapter proceeds as follows: Sect. 2 reviews the literature on ageing and
inequality. Section 3 discusses the two decomposition techniques that are used to
analyse spatial-temporal changes in income inequality in New Zealand. Section 4
describes the data and reports the results. Section 5 concludes.

8See Hyslop and Maré (2005) and Ball and Creedy (2015).

°A 2016 OECD report, which examines 153 metropolitan areas in 11 countries, finds that
inequality in metropolitan areas is higher than the national average in all countries apart from
Canada (OECD 2016, p. 33).

19Given that migrants are predominantly young, net inward migration contributes to the relative
youthfulness of the big cities. However, a study of the effects of migration on the income
distribution would need to take into account the differential effects of net permanent & long term
migration (which is on average more skilled than the local labour force and, like student migration,
disproportionally towards the metropolitan areas) and temporary migration (which is less skilled
and more attracted to non-metropolitan areas). The explicit analysis of the effects of migration on
income inequality is beyond the scope of the present chapter.



136 O. B. Alimi et al.
2 Literature Review

The patterns of ageing and income inequality in New Zealand have both been well
documented at the national and sub-national levels. Jackson (2011) and Johnson
(2015) provide descriptive accounts of changes in age structure at the national and
sub-national levels. Perry (2014, 2015) and Easton (2013) provide evidence of the
long-run upward trend in inequality at the national level. Karagedikli et al. (2000,
2003) and Alimi et al. (2016) provide a sub-national analysis of income inequality
trends at the regional council level. The relationship between population ageing
and the distribution of income has long been examined in the literature, alongside
other socio-demographic influences on inequality.!! However, very few studies use
formal theoretical foundations to link ageing to the distribution of income. Notable
exceptions are Deaton and Paxson (1994, 1995) and von Weizsicker (1996). Deaton
and Paxson (1994, 1995) use the implications of the permanent income hypothesis to
show that income inequality increases as the population ages while von Weizsicker
(1996) examines the role of the public transfer system. He concludes that the
effect of ageing on population is ambiguous and distinguishes several channels with
opposing effects through which ageing may affect the distribution of income.

Most of the recent research on this topic has been empirically oriented. Fortin
et al. (2011) provide a review of the adopted methodologies and emphasise the
decomposition approaches that have become common in the literature.

Just as the theory suggests, empirical evidence on the relationship between
changes in the age structure and the distribution of income has been mixed,
although most studies finds that population ageing increases income inequality.'?
Nonetheless, some studies find a very small effect or no effect at all. Barrett et al.
(2000) focussed on 1975-1993 consumption and income inequality in Australia and
concluded that the ageing of the population had played only a minor role in growing
inequality. Fritzell (1993) examined data from five countries (Canada, Germany,
Sweden, UK and US) and concluded that changes in age distribution or changes in
family composition cannot explain changes in inequality in these countries. Jantti
(1997) came to similar conclusions when examining data from the Luxembourg
Income Study on Canada, Netherlands, Sweden, UK and US.

The varied evidence from empirical studies is not surprising. As earlier identified
by Lam (1997), any conflicting results on the role of age structure on income
distribution can be due to variations between studies in the relative strength of
between-group effects and within-group effects. The combined effect of the two
depends on which effect is stronger. This may vary across populations.

See Lam (1997) for a review of the literature that examines the role of demographic variables
(including changes in age structure) on income inequality.

125ee for example Mookherjee and Shorrocks (1982), Cameron (2000), Zhong (2011), Peichl et
al. (2012) and Lin et al. (2015).
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In New Zealand, few studies to date have examined the effects of age structure
on income inequality. Hyslop and Maré (2005) examined the factors contributing
to changes in the New Zealand distribution of income between 1983 and 1998.
Using the density decomposition approach of DiNardo et al. (1996), they examined
the role of household structure, national superannuation (old age pension), socio-
demographic attributes (which include number, age, sex, ethnicity and education
levels of adults in the household, together with the numbers of children in various
age groups), employment outcomes, and economic returns’ to such attributes. They
found that changes in household structure and socio-demographic attributes were
the major factors contributing to changes in the income distribution in New Zealand
(each contributing around one-sixth of the overall increase in the Gini coefficient).
Changes in household structure tended to raise the top end of the income distribution
while lowering the bottom end. Changes in household socio-demographic attributes
also widened the distribution of income, particularly at higher incomes.

Ball and Creedy (2015) analysed income and expenditure data from 1983 to 2007
and found that the age and gender composition of the population was important
for understanding inequality. However, Aziz et al. (2015) show, using the New
Zealand Treasury’s microsimulation model to forecast demographic changes that
are expected over the next 50 years, that population ageing and expected changes
in labour force participation by themselves do not have a significant impact on
aggregate income inequality.

Our present study is similar to earlier work by Hyslop and Maré (2005) but
instead of taking a national approach and examining the role of several economic
and socio-demographic factors using survey data, we take a sub-national approach
and focus exclusively on the spatial-temporal role of the age structure on the
distribution of income.

3 Decomposition Methods

We use two popular approaches in the literature—the decomposition by population
subgroup approach of Mookherjee and Shorrocks (1982) and the semi-parametric
density decomposition method of DiNardo et al. (1996)—to examine different
ways in which changes in the age structure could affect the aggregate distribution
of income at the urban area level. We use both methods to analyse the inter-
temporal effect of changes in the age structure nationally as well as spatially across
metropolitan and non-metropolitan areas between 1986 and 2013.'3 There are two

13Metropolitan areas defined as urban areas that make up the six largest New Zealand cities (in
order of size) of Auckland, Wellington, Christchurch, Hamilton, Tauranga and Dunedin. All other
urban areas are considered non-metropolitan areas.
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ways in which age structure can affect the distribution of income:

* The composition effect (or the age shares effect): This reveals how much of a role
the population composition of an area plays in observed inequality. It is the effect
on inequality of differences in the shares of different age groups for given mean
incomes at various ages.

e The age-specific income distribution effect: This examines the effect of differ-
ences in the age-specific income distribution on observed inequality for a given
age composition of the population.

For both effects, we consider changes over time and across places.

We focus on the class of Generalised Entropy (GE) measures of inequality due
to their property of permitting the expression of overall inequality as a weighted
sum of sub-level inequalities. Within this class, we use the Mean Log Deviation
(MLD) index as our measure of inequality because the MLD weights the inequality
measure for a group by the group’s population share. Hence MLD provides a direct
evaluation of the effect of changes in age composition. One alternative GE measure
is the Theil index of inequality which weights groups by income share. In the present
context of analysing the impact of changes in demographic composition, the MLD
is the more natural and more easily interpretable index.

Without loss of generality, let’s assume that a population of size N is grouped in
A age groups indexed by a = 1, 2, ..., A. Within each age group a there are N,
individuals, with individuals indexed by i = 1, 2, ..., N,. Hence, N = ZleNa.
Given that we have access to microdata, the income of the individuals is known and
defined as yj4, i.e. the income of individual i in age group a. However, in many data
collections, such as the census, income is only observed in income brackets. Let
there be j income brackets, j = 1,2, ...,J. We will denote the income of individual i
in age group a and in income bracket j by y;jq. As is done commonly, we will assume
that income of each individual i in income bracket j and age group a is the same for
everyone, denoted by y;, namely the midpoint of the bracket (and a statistically
estimated amount for the open-ended top bracket, see Sect. 4). We assume that
there are Nj, individuals in income bracket j and age group a, who then each earn
yj- Hence, N = Z?:INH = Z?:IZ/J'N/'H = Z/J':IZZ‘:leH = ij':le- It is
convenient to also introduce notation for the population fraction in each age group,
Ta = Ng4/N.

We can now also define various income aggregates. The aggregate income of
all individuals in income bracket j in age group a is Yj, = y;jNj,. The aggregate
income of all those in age group a is ¥, = ij.zlea = Z;.’:lyijawhile the
aggregate income of those in income bracket jis ¥; = ZleYja = Z(f:ly iNja =
yiYA Nju = y;N;. Total income in the economy is ¥ = YA |y, =
Z£=1Z,J'=1yija = Z]J‘=1Z£=1y/‘Nja = Z,J-=1yj22=11\’ja = Z]J‘=1YJN‘ =

Z/J.: 1Y;. Finally, we denote average income in the economy by © = Y/N, average
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income of those in age group a by u, = Y,/N,, and relative income of those in age
group a by r, = pa/u.

Given this notation, MLD can be expressed as follows (see, e.g., Mookherjee and
Shorrocks 1982):

A J N Y / N AT 1
MLD = " lo = Tja lo 8.1
>3 e f > matex(, ) @
a=l1j=1 Ja a=l1 j=1
Nja
It is useful to note that MLD in invariant to population scale N and the unit of
measurement of income (e.g. nominal or real). It is straightforward to show that

overall inequality can be decomposed into the sum of within-age-group inequality
and between-age-group inequality:

AN | &N, Y“/N AN Y/N
_ a ja a a
MLD_EI:N > ¢ log +> o
a=

g
: N Y, /
=1 4 Yja =1
! / Nia ‘ Na /' (8.2

A A 1
= ZnaMLDa ~|—Znalog< )
Ta
a=1 a=1

in which ZlenaM LD, is the age-group-weighted sum of within-age-group
inequality and 22:1 7, log <r1a> the age-group-weighted sum of the logarithm of
the inverse of age-group-relative income (i.e., between-age-group inequality). It
should be noted that such decompositions hold also true for any other mutually
exclusive and collectively exhaustive classifications, such as gender and location.
The decomposition can also be applied hierarchically, for example when overall
income inequality is decomposed by age and sex.

When gauging a change in overall inequality over a given period, eq. (8.2) clearly
shows that there are three contributing factors: firstly, changes in the age group
shares (structural population ageing); secondly, changes in inequality within each
age group; and, thirdly, changes in the age-group-relative incomes (for example due
to changes in the lifecycle profile of earnings). It is easy to see that a change in the
MLD, can be expressed exactly as follows:
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A A
AMLD = ZnaAMLDa + ZMLDaAna

a=1 a=1
aggregate aggregate
change in change in
within — age — group ~ within — age — group
inequality for given inequality due to
age shares changing age shares
Cl C2
8.3
A 1 S | (8.3)
+ lo A Al
Z g(m) Ta + Z”a 0g<ra)
a=1 j=1
aggregate aggregate
change in growth in
between — age — group age — group relative
inequality due to income for given
changing age shares age shares
Cc3 c4

in which a bar over an expression represents the simple arithmetic average of the
variable over the two periods, i.e. x = % (xr—1 + x¢).

Component C4 in eq. (8.3) above represents the aggregate impact on inequality
of growth (the change in natural logarithmic values) in age-group-specific mean
incomes, but relative to overall mean income. Mookherjee and Shorrocks (1982)
argue that it is more natural to think of growth in the levels of age-group-specific
mean incomes rather than growth in relative incomes. For this reason, they replace
Eq. (8.3) by a decomposition that holds only approximately, but which explicitly
includes age-specific mean income growth: '

4Mookherjee and Shorrocks (1982) note that this approximation appears sufficient for computa-
tional purposes (p. 897). However, experimentation with a range of changing income distributions
shows that the sign of C3 can be sometimes different from that of C3’ and, similarly, the sign of C4
can be different from that of C4’. This may lead to slightly different interpretations. In this chapter
we follow Mookherjee and Shorrocks (1982) and use the approximate decomposition. Results for
the exact decomposition are available upon request.
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A A
AMLD ~ ZnaAMLDa + ZMLDaAna

aggregate aggregate
change in change in
within —age — group  within —age — group
inequality for given inequality due to
age shares changing age shares
Cl Cc2

(8.4)
A

(ra — logra) Amr, + Z (wary — my) Aloguy,

+
WE

aggregate aggregate
change in growth in
between — age — group age — group mean
inequality due to income for given
changing age shares age shares
Cc3 c4

In the next section we will report result by using this approximate decomposition
given in Eq. (8.4).

The second decomposition method considers the income distribution as a density
which may have a different shape for different age groups. Inequality is quantified
by a dispersion measure applied to a given distribution of income of individuals
or households. Besides the MLD measure of inequality described above, common
alternative dispersion measures are the Gini coefficient, Theil index, the Coefficient
of Variation, etc. We can quantify the effect of any change in the shape of the
distribution of income by any of these inequality measures. DiNardo et al. (1996)
consider it useful to decompose overall change in inequality into a contribution from
within-group inequality change, calculated for a counterfactual income distribution
in which population composition is assumed to have stayed the same, and a
contribution from between-group change calculated for a counterfactual income
distribution at which inequality within groups is assumed to remain the same.

One advantage of this approach is that it provides in our context a visual
representation of the roles of the age composition effect and the age-specific
distribution effect respectively. Let fy(y;x) = f Jfv | xdFx represent the general
distribution of income with respect to personal characteristic X. The integral sign
is used to depict aggregate income with respect to attributes X that can be quantified
by continuous variables. When X is a discrete variable, such as an age group, the
corresponding expression is fy(y; x)= Y fr | x ¢x where ¢ = Prob(X = x).

In this paper we focus exclusively on the age distribution (denoted by A as
before). This distribution may be specific to a certain location, say urban area U,
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Fig. 8.1 Hypothetical income distribution in an urban area U, showing total and age-specific
distributions for young and old people

and at a particular point in time. Hence the overall income distribution in urban area
U is then given by

f}] (y;a) = Z fﬁA f’rob (A= al (8.5)
- Compositional or

age — specific
shares ef fect

conditional
distibution

To illustrate this, consider Fig. 8.1 which presents a hypothetical distribution with
two broad age categories in U: younger people and older people. In this Figure older
people do not only have higher incomes than younger people have but they are also
more numerous.

The impact of age structure on change in the overall distribution of income in
U could be through a composition effect, i.e. through changes in Prob(A = a) or
through changes in the age-specific conditional distribution of income f)yl 4- To
calculate both effects, we employ a benchmarking approach. To proceed we will
need to introduce some notation and keep in mind the application to New Zealand
Census data from 1986 until 2013. The beginning census year of the study (1986)
will be compared to the last census year (2013). We now define:

. f;v BoINBE > f;\‘li‘s n[fv 86 represents the actual 1986 national distribution
of incomes based on the 1986 conditional age-specific distributions f}\fiﬁ and
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the 1986 shares of people in each age group TL’N86 Similarly, NB‘NB =

1\|/ }f N 13 represents the corresponding 2013 distribution of i 1ncome;

. N 13IN86 _ 1\|/ /lf TL’N 86 represents a 2013 counterfactual distribution, based

on the 2013 age-specific conditional distribution of incomes but 1986 shares of

people in each age group i.e. £y N0 = All}f V86 — 1\"}3 N, ZN”

Changes in inequality over time can either be attributed to changes in the age
composition effect or due to changes in the age-specific distribution of income.
The role of changes in age composition between 1986 and 2013 can be calculated

by comparing the 2013 original distribution f}fv Bto the counterfactual distribution

VNB‘N% which is based on 2013 age-specific conditional distribution of incomes

but 1986 shares of people in each age group. i.e. the difference is fy V13 f;v 13IN86,

The fy FIVISINGG 01ds changes in the age-specific distribution over the period constant
so any differences between the actual 2013 distribution and this counterfactual
distribution are due to the changes in age composition. Since the population aged
between 1986 and 2013, this will estimate the effect of the ageing of the population
on the income distribution.

The effect of changes in the age-specific distribution between 1986 and 2013 will
be calculated by comparing the counter factual distribution fy, FNI3INES (6 the 1986

original distribution i.e. by calculating f FIVI3INGG - fy V86 Since fy FIVI3INES S based
on the 1986 age structure, any difference between this distribution and the 1986
distribution is due to the changes in the age-specific conditional distribution.

This benchmarking approach provides an alternative way of decomposing the
change in inequality measured by the MLD index. Here we can write changes in
income inequality between 1986 and 2013 as:

AMLD13_g5 = MLD( "“3) MLD( NSG)

[MLD( N“) MLD (fy ”‘N%)l

-

Age composition ef fect 8 6)

+ MLD( N”'N“) MLD( N86)

-~
Age—specific distribution ef fect
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This is a very simple way of decomposing the change in the MLD index into
two parts: the first part shows the contribution of the changing age composition
for given age-specific inequality while the second component shows how much,
for a given age distribution, the change in age-specific inequality contributed to the
overall change.

Finally, it should be noted that the calculation of the effect of the changing age
composition on inequality can be done separately for every urban area. Of particular
interest is then the extent to which the age composition effects play a greater or
lesser role in explaining inequality change in certain areas and whether the sign of
the age composition effect (positive or negative) is the same in all areas. Here we
simply consider the distinction between metropolitan and non-metropolitan areas.

There are certain limitations to the density decomposition approach. Firstly, it
follows a partial equilibrium analysis: we calculate the effect on inequality if the
population composition changes but age-specific distributions remain the same, or
vice versa. Hence this approach ignores the interaction between these two effects:
changes in population composition can in general equilibrium also affect the age-
specific distribution of income, and vice-versa, through migration and labour market
adjustments.

Another limitation, which is a characteristic of all decomposition methods, is that
such methods do not contribute to understanding the various economic mechanisms
through which ageing affects inequality. Instead, decomposition provides simply
an accounting framework that allows us to quantify the relative magnitude of the
impact of compositional change.

4 Data and Results

4.1 Data on Personal Income

All data used are from the six New Zealand Censuses of Population and Dwelling
from 1986 to 2013. The population is limited to people aged 15 and above who are
earning positive incomes. Age data are available by single year of age. However,
because we are interested in the broad trend of structural population ageing, we
collapse all ages into four age groups: 15-24,25-44, 45-64 and those 65 and over.

The income data represent total personal income before tax of people earning
positive income in the 12 months before the census night.'> It consists of income
from all sources such as wages and salaries, self-employment income, investment
income, and superannuation. It excludes social transfers in kind, such as public
education or government-subsidised health care services. Instead of recording actual
incomes, total personal incomes are captured in income bands in each census with
the top and bottom income bands open ended. For example, the top band in the 2013

15Hence people not in paid employment and business owners reporting a loss have been excluded.
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census data captures everybody earning $150,000 and over. An important issue with
the open-ended upper band is the calculation of mean income in the open ended
band. At the national level this is not a problem as Statistics New Zealand publishes
an estimate of the midpoint of the top band for the country based on Household
Economic Survey (HES) estimates. However, HES top-band mean incomes for sub-
national areas are not reliable due to sampling errors. To resolve this problem, Pareto
distributions have been fitted to the upper tail of the urban-area specific distributions.
We use the Stata RPME command developed by von Hippel et al. (2016).

4.2 Changes in the Age Distribution of the Population

Population ageing is a key feature of the changes in the New Zealand age
structure between 1986 and 2013. Jackson (2011) identified increasing longevity
and declining birth rates as the main drivers of this trend. The patterns of ageing have
been well described nationally and sub-nationally. Plenty of studies have examined
the implications of an ageing population on the labour force, government revenues
and economic growth (see Jackson 2011; Stephenson and Scobie 2002; McCulloch
and Frances 2001). Spatially, attention has been given to examining the impact
of accelerated aging of the rural areas and the role of rural-urban migration in
driving this decline. Here we focus on differences between metropolitan and non-
metropolitan areas in ageing. Table 8.1 shows the trends in population composition
by age groups for metropolitan and non-metropolitan areas, and for all urban areas
combined, from 1986 to 2013.

The ageing of the population between 1986 and 2013 is very clear. Nationally
(all urban areas combined), the proportion of the population in the youngest age
group 15-24 declined from 22% in 1986 to 14% in 2013 while for the oldest age
group, 65+, the proportion increased from 15% to 18%. By 2013, the proportion of
the population in the oldest age group exceeded that in the youngest age group.

Spatially, there is disparity across urban areas in the patterns of ageing. Non-
metropolitan areas age more rapidly. In 1986, metro and non-metro had almost
the same proportion of people in the youngest age group, 15-24, (around 22%)
but by 2013 the proportion in non-metropolitan areas had fallen by about nine
percentage points while in metropolitan areas it fell by only seven percentage points.
The disparity is even starker when comparing the changes in the oldest age group
65-+: the proportion in this group increased by about two percentage points in
metropolitan areas compared to a six percentage point increase in non-metropolitan
areas. It is evident that non-metropolitan areas have undergone more rapid ageing
and were older on average than metropolitan areas by 2013.
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Table 8.1 Structural population ageing in New Zealand from 1986 to 2013

Metropolitan areas
Age group 1986 (%) 1991 (%) 1996 (%) 2001 (%) 2006 (%) 2013 (%)

15-24 22 20 19 17 17 15
25-44 39 41 41 41 39 36
45-64 24 24 25 28 30 32
65-99 14 15 15 14 14 16
15-99 100 100 100 100 100 100
Non-metropolitan areas
15-24 21 18 17 14 14 12
25-44 37 38 38 36 33 30
45-64 25 25 26 30 32 34
65-99 17 18 19 20 20 23
15-99 100 100 100 100 100 100
All urban areas combined
15-24 22 19 18 16 16 14
25-44 39 40 40 40 38 35
45-64 24 24 26 29 30 33
65-99 15 16 16 16 16 18
15-99 100 100 100 100 100 100

Note: Metropolitan areas are the six largest New Zealand cities (in order of size): Auckland,
Wellington, Christchurch, Hamilton, Tauranga and Dunedin. All other urban areas are considered
non-metropolitan areas

4.3 Changes in the Mean Log Deviation Measure of Income
Inequality

As noted in the introduction, New Zealand stands out among the developed
countries as having seen the relatively fastest growth in inequality in recent decades,
particularly during the 1980s and early 1990s. Across all urban areas, inequality
grew by about 18% between 1986 and 2013 (see Table 8.2). It increased in all
intercensal periods apart from between 1986 and 1991, and between 2001 and 2006
(see Fig. 8.2). Like the changes in age structure, the changes in income inequality
are not the same everywhere. Much like what has been found in other countries,
inequality increased more rapidly in metropolitan areas.!® The metropolitan and
non-metropolitan divide had been highlighted in previous New Zealand studies by
Karagedikli et al. (2000, 2003) and Alimi et al. (2016). They found the highest
rates of income and inequality growth in the metropolitan areas of Auckland and
Wellington. Table 8.2 shows that metropolitan areas saw a 25% increase in the
MLD, as compared with only 2% growth in non-metropolitan areas. It is clear that

16See OECD (2016).
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Table 8.2 Metropolitan versus non-metropolitan growth rates in income inequality

1986 (MLD) 2013 (MLD) Growth 1986-2013 (percentages)

Metro 0.3607 0.4500 25%
Non metro 0.3563 0.3623 2%
All urban areas combined  0.3509 0.4153 18%

Note: Metropolitan areas are the six largest New Zealand cities (in order of size): Auckland,
Wellington, Christchurch, Hamilton, Tauranga and Dunedin. All other urban areas are considered
non-metropolitan areas. Income inequality is measured by the Mean Log Deviation (MLD) index.
To calculate the MLD for all urban areas combined, the Statistics New Zealand Household
Economic Survey estimates of national-level mean income in the open-ended top bracket were
used, not the estimates of mean income derived from fitting Pareto distributions to the top end
of the distribution. This implies that the MLD for all urban areas combined does not perfectly
decompose into within-group and between-group contributions equivalent to Eq. (8.2)
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0.3500 \‘/’—/_‘\‘——_‘
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0.2000
0.1500
0.1000
0.0500
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Year

National —#—Non-metro Metro

Fig. 8.2 Mean Log Deviation index of income inequality, New Zealand 1986-2013

most of the growth in inequality that happened in New Zealand between 1986 and
2013 was driven by the changes in the metropolitan areas.

The 1986-2013 change in MLD displayed in Fig. 8.2 is disaggregated in tabular
form into changes in the inequality index for each age group in Table 8.3. Focusing
on the aggregate patterns, but with the same conclusions also true for metro and
non-metro areas, within-age-group inequality increased the most between 1986 and
2013 in the 65+ group, closely followed by the 15-24 age group. The within-group
measure of inequality for these two groups rose across all urban areas by around
68% and 35% respectively. The 25-44 group was the only age group to experience
a decline in within-group inequality, at around 10%.

One factor explaining these trends in within-group income inequality is labour
force participation. Among the 15-24 group, the proportion of those attending
tertiary education, and therefore only working part-time and at low wages, has been
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Table 8.3 New Zealand income inequality by type of area and age group, 1986-2013
Change (86-13) Mean

15-24

25-44

45-64

65+

15-24

25-44

45-64

65+

15-24

25-44

45-64

65+

Age group 1986 1991 1996 2001

Metropolitan

MLD 0.3708 0.3667 0.4305 0.4672
r 69% 60% S50% @ 45%

b4 2% 20% 19% 17%

MLD 0.3697 0.3472 0.3463 0.3528
r 119% 121% 121% 120%
b4 39%  41% 41%  41%

MLD 0.3197 0.3328 0.3958 0.4030
r 117% 117% 126% 124%
b4 248%  24%  25% @ 28%

MLD 0.1638 0.1725 0.2024 0.2352
R 68% 67% 60%  60%

b4 14% 15% 15% 14%

Non-metropolitan

MLD 0.3805 0.3500 0.4032 0.4322
r 3% 64% 55%  50%

b4 21%  18% 17%  14%

MLD 0.3908 0.3397 0.3191 0.3158
r 118% 121% 121% 118%
b4 37%  38%  38% 36%

MLD 0.3166 31% 36% 36%

r 115% 115% 123% 125%
b4 25%  25% 26%  30%

MLD 0.1498 14% 16% 18%

r M% 73% 67% 67%

T 17% 18% 19%  20%

All urban areas combined

MLD 0.3733 0.3627 0.4206 0.4554
r M% 62% 52% 47%

T 22%  19% 18%  16%

MLD 0.3678 0.3398 0.3303 0.3349
r 119% 121% 122% 120%
b4 39%  40% 40%  40%

MLD 0.3057 0.3146 0.3617 0.3683
r 116% 116% 123% 123%
T 24%  24%  26% < 29%

MLD 0.1522 0.1560 0.1805 0.2069
r 69% 68% 62%  62%

T 15% 16% 16% 16%

2006

0.4879
43%
17%
0.3267
117%
39%
0.3749
127%
30%
0.2743
63%
14%

0.4560
52%
14%
0.2896
116%
33%
33%
126%
32%
20%
67%
20%

0.4779
46%
16%
0.3088
119%
38%
0.3328
124%
30%
0.2374
64%
16%

2013

0.5100
39%
15%
0.3414
113%
36%
0.3972
129%
32%
0.2929
70%
16%

0.4881
49%
12%
0.3083
112%
30%
0.3274
126%
34%
0.2152
73%
23%

0.5022
42%
14%
0.3309
115%
35%
0.3559
126%
33%
0.2562
70%
18%

38%
—-30%
—T%
—8%
—5%
—3%
24%
12%
8%
79%
2%
2%

28%
—24%
—9%
—21%
—6%
—T%
3%
11%
10%
44%
2%
7%

35%
—29%
—7%
—10%
—4%
—4%
16%
10%
8%
68%
2%
3%

0.4389
51%
18%
0.3473
119%
40%
0.3706
123%
27%
0.2235
64%
15%

0.4183
57%
16%
0.3272
118%
36%
0.3330
122%
29%
0.1760
70%
20%

0.4320
53%
18%
0.3354
119%
39%
0.3399
121%
28%
0.1982
66%
16%

Note: r is relative income and 7 is age-group share of population for given year and area
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increasing. Among those aged 654, labour force participation has been increasing,
thus leading to a larger number receiving income over and above New Zealand
superannuation. Both trends increase inequality. The proportion of the 65+ age
group participating in the labour force in urban areas rose from 3% in 1986 to 11%
in 2013. This change led to an increase in the dispersion of income between those
mostly relying on superannuation (plus perhaps some income from investments or
private pensions) and those still in paid work. The opposite effect happened at the
other end of the scale where those in the 15-24 age group experienced a reduction
in labour force participation. This is due to an increasing proportion of this group
spending more time in education and formal training. The reduction in labour force
participation in this group, especially the reduction in those working full time,
contributed to an increase the dispersion of income within the 15-24 age group.!”

In terms of the life course, inequality is higher within the 15-24 age group than
at other ages. Apart from the high inequality in the first age group, and excluding
1986 and 1991, inequality does follow the usual life course pattern suggested in the
literature, with increases in income inequality as a specific age cohort ages, until the
public pension (New Zealand superannuation) becomes available at age 65.'8

With respect to relative mean income, the 15-24 group have seen the biggest
drop, irrespective of urban location. Across all urban areas, the relative income
of this age group dropped by 29 percentage points, falling from 71% of average
income in 1986 to around 42% of 2013 average income. In contrast, the 45-64
and 654 groups increased their relative incomes by ten and two percentage points
respectively.

Using Eq. (8.2), Table 8.4 shows how each age group contributes to income
inequality measured by the MLD index: within-group inequality makes the largest
contribution to total inequality (varying between 83.7% in 2006 and 91.5% in
1986. However, between-age-group inequality is becoming a bigger share of total
inequality: its contribution increased from around 8.5% in 1986 to 15.7% in 2013.
This is primarily due to the increased divergence in relative mean incomes across
age groups.

From 1986 to 2006, the 25—44 age group made the biggest contribution to within-
group inequality. The large population share of this group was responsible for this
effect (see Table 8.3). By 2013 however, within-inequality of the 45—64 age group
made the greatest contribution to total inequality, reflecting the combined effect of

17The labour force participation rate for those aged 1524 declined from 76% in 1986 to 61% in
2013, with full-time employment falling by even more at 40 percentage points.

18New Zealand Superannuation is the public pension paid to all residents over the age of 65
(immigrants must have resided in the country for 10 years or longer). Any eligible New Zealander
receives NZ Super regardless of how much they earn through paid work, savings and investments,
what other assets they own or what taxes they have paid. NZ Super is indexed to the average wage.
The after-tax NZ Super rate for couples (who both qualify) is based on 66% of the ‘average ordinary
time wage’ after tax. For single people, the after-tax NZ superannuation rate is around 40%
of that average wage. See https://www.workandincome.govt.nz/eligibility/seniors/superannuation/
payment-rates.html
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Table 8.4 Decomposition of MLD into between-age-group and within-age-group components: all
urban areas combined

Within-group contribution to MLD (w;MLD;)

Age group 1986 1991 1996 2001 2006 2013

15-24 0.0816  0.0705 0.0758  0.0729  0.0775 0.0724
25-44 0.1421 0.1372  0.1328  0.1330  0.1162  0.1147
45-64 0.0744  0.0761 0.0932  0.1051 0.1010  0.1167
65+ 0.0231 0.0250  0.0289  0.0326  0.0375 0.0464

Sum of within age group 0.3212 0.3088 0.3307 0.3436 0.3322 0.3502
inequality
Between-group contribution to MLD (7t log ( )

1
T

15-24 0.0749 0.0929 0.1180 0.1208 0.1244 0.1258
25-44 —0.0662 —-0.0785 —0.0788 —0.0739 —0.0653 —0.0485
45-64 —0.0358 —0.0352 —-0.0536 —0.0579 —0.0652 —0.0761
65+ 0.0568 0.0610 0.0752 0.0765 0.0709 0.0638
Sum of 0.0297 0.0402 0.0609 0.0655 0.0649 0.0651
between-age-group

inequality

All urban areas combined MLD

Between as a percent of 8.5% 11.5% 15.5% 16.0% 16.3% 15.7%
total

Within as a percent of 91.5% 88.5% 84.5% 84.0% 83.7% 84.3%
total
Total 0.3509 0.3490 0.3916 0.4091 0.3971 0.4153

population ageing and growing inequality within this group. The trends for those
aged 15-24 and those aged 65+ provide an interesting contrast. In the 15-24 age
group, within-inequality rose very fast but the diminishing population share of this
group reduced their contribution to aggregate within-inequality over time. For the
654 group, both within-inequality as well as population share increased, thereby
increasing this group’s impact on overall inequality.

The combined effect of changing age-specific relative incomes and changed
age-group shares of population can be clearly seen in the middle panel of Table
8.4. Incomes in the 25-44 and 45-64 age groups are above average, thereby
yielding negative between-group contributions to MLD. The most striking trend is
the contribution of declining relative incomes of the young (see also Table 8.3) to
growing overall inequality measured by the MLD.

4.4 Changes in the Density of the Income Distribution

We will now proceed with a visual approach to present the contribution of each
age group to the overall change in the distribution of income across all urban
areas between 1986 and 2013. Figure 8.3 presents the standardized 1986 and
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2013 log income distribution for each age group and all urban areas combined.
The densities diagrams are standardized by de-meaning all income data by overall
average income. The areas under the curves represent the population shares of the
age groups. Hence, the overall income distribution in panel E is the sum of the
densities A to D and has total density equal to one (as in the stylised example of
Fig. 8.1). Overlaying the density diagrams for 1986 and 2013 provides a visual
appreciation of the changes in the distribution over time.

Focusing on age groups, the 2013 distribution of the 15-24 age group is wider
than the 1986 distribution (see Fig. 8.3, panel A) and this is due to an increase in
the number and/or share of people in the bottom of the distribution and a reduction
in the middle and top. Panel B shows that changes in the income distribution of
those aged 25—44 group have been relatively minor (although they have, given the
size of this group, still a major impact on the overall distribution). Panels C and D
show the changes in the 45-64 and 654- age groups respectively. The distributions
for these groups are wider in 2013 than in 1986. The increase in inequality for these
groups is predominantly due to an increase in the number of people in the middle
and top of the distributions. Panel E pools all age groups together and shows that the
overall distribution is wider in 2013 compared with 1986. This change is driven by a
‘hollowing out’ of the middle of the income distribution, due to more people at both
the bottom and top ends of the distribution. Panel F graphs the difference between
the 2013 and 1986 distributions by age group.!” This figure shows clearly how the
younger age groups (15-24 and 25-44) have been predominantly responsible for
the ‘hollowing out at the middle of the distribution.”°

Similarly to disaggregating inequality changes by the MLD index, changes in
the aggregate income distribution density are due to the combined effect of changes
in the number of people at the various age groups and changes in the age-group-
specific densities. We will therefore now proceed with calculating the counterfactual
densities as outlined in the previous section. Given the counterfactual densities, the
change in inequality between 1986 and 2013 can be decomposed by means of the
MLD index as given in Eq. (8.6).

Figure 8.4 presents the 2013 and 1986 original distributions, the counterfactual
distribution (with age distribution fixed at the 1986 shares and within-age-group
inequality as in 2013), as well as the differences between them for metropolitan,
non-metropolitan and the combined areas.

Figure 8.4 shows that the age-composition effects are a very small component of
the overall difference between 1986 and 2013. There are only small differences in
the shape of the original distribution and the counterfactual distribution. Visually,

19The graphs in panel F are scaled. To calculate the scaled age group contribution to total
difference, the density of each age group in each year is scaled by their respective income share.
20This hollowing out of the income distribution is not necessarily evidence of a ‘vanishing middle
class’ phenomenon that has been reported for the USA and other developed countries (e.g.,
Foster and Wolfson 2010). To investigate a ‘vanishing middle class’ phenomenon would require a
comparison of lifetime income across population groups rather than a comparison of age-specific
income. This is beyond the scope of the present chapter.
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it is difficult to tell these distributions apart although the age composition effect in
metropolitan areas appears larger and is driven by more people at the top of the
distribution in comparison to non-metropolitan areas. In other words, the difference
between the original distribution and the counterfactual distribution in metropolitan
areas shows a bigger bump at the top of the distribution than for non-metropolitan
areas. To quantify the effect of age composition, we report the MLD of the original
and counterfactual distribution and the differences between them. Table 8.5 presents
these results.

The actual MLDs are of course identical to those in Table 8.2. In line with the
graphical evidence, Table 8.5 shows that the age-share effect has been relatively
small but negative. Hence, had age-specific distributions been the same in 1986 as
in 2013, the changes in the age structure from 1986 to 2013 would have led to lower
income inequality. Across all urban areas, the changes in the age structure (ageing
of the population) reduced the MLD by about 0.0295. In contrast, the age-specific
distribution effect was positive and much larger, leading to an overall 1986-2013
increase in the MLD of 0.0939 for all urban areas combined.

While ageing has had an inequality-reducing effect overall, the magnitude of this
effect varies spatially. This is not surprising giving the spatial variation in the rates
of ageing. The faster ageing of the non-metropolitan areas contributed to a larger
inequality-reducing age composition effect (—0.0314, compared with —0.0265 in
metropolitan areas).

We see from Table 8.5 that the difference in inequality growth between
metropolitan areas and non-metropolitan areas is not fully accounted for by the
difference in age composition. The results show that most of the difference in the
inequality trends of metropolitan and non-metropolitan areas is due to the much
greater age-group-specific inequality growth in the former.

It is easy to reconcile the results based on the MLD decomposition approach
with those based on the density decomposition approach. This can be seen from
Table 8.6, which compares the MLD decomposition of Eq. (8.4) with the density
decomposition of Eq. (8.6). Both methods show that population ageing has had
income inequality-reducing effect. The effects are similar, but somewhat smaller in
absolute value with the MLD decomposition approach. Had the age-specific income
distributions remained the same, the MLD would have decreased by —0.0223
for all urban areas combined (the sum of effects C2 and C3’ in Table 8.6).
The corresponding quantity from the density decomposition approach is —0.0295.
Examination by age group shows that this inequality-reducing effect is driven by
the negative contributions of the two younger age groups. The youngest age group
(15-24) has seen rapidly rising within-group inequality but a reduction in the share
of this group has contributed negatively to the change in within-group inequality.

The 25-44 age group experienced a narrowing of their within-group distribution
as well as a reduction in their population share. Both have a negative effect on
overall within-group inequality. Table 8.6 shows that the age-specific distribution
effect (C1 + C4’ in Eq. (8.4)) and the age share effect (C2 + C3’) are indeed mostly
negative for the 25-44 age group. Interestingly, the metropolitan areas form the
exception. In these areas, growth in the mean income of this group relative to growth
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in overall mean income (C4’) more than offsets the reduction in within-age group
inequality (C1).

The contributions of the 45-64 and 654 groups are in the opposite direction:
changes in both groups contribute to growing inequality. This is because within-
group inequality, relative income, as well as population share increased for both
groups between 1986 and 2013. Thus, for both age groups most components of
inequality change are positive. The only exception is the negative component C4’
for those aged 65+, despite the growth in this group’s mean income.?!

Taking a spatial view by comparing metropolitan areas to non-metropolitan
areas, Table 8.6 confirms the smaller inequality-reducing age-composition effect in
metropolitan areas. This is as expected due to the less rapid rates of population
ageing in the metropolitan areas. The population decomposition by subgroup
approach shows that the 1986-2013 changes in the age structure in metropolitan
areas reduced MLD by about 0.0191, compared to 0.0275 in non-metropolitan areas.
As with the national results, we find that most of the growth in inequality is due to
changes in the age-specific distribution effect.

Age composition only explains a negligible part of the difference between the
changes in inequality between metropolitan areas and non-metropolitan areas. The
increase in the age-specific distribution effect on MLD has been greater in metropoli-
tan areas (0.1057, about three times the corresponding effect in non-metropolitan
areas). The almost equal counteracting age-specific and age-composition effects in
non-metropolitan areas explains the very small inequality growth in these areas.
If the changes in the age-specific income distribution remain relatively small in
non-metropolitan areas in the years to come and ageing there accelerates due to
continuing net migration to metropolitan areas, then we may expect inequality to
decrease or remain constant in non-metropolitan areas in the foreseeable future.

5 Conclusion

In this chapter we examined the relationship between age structure and income
inequality in New Zealand using two approaches that have proven popular in the
literature. We focussed on differences between metropolitan and non-metropolitan
areas in the two ways in which age structure can affect inequality: an age-
composition effect and an age-specific distribution effect. We found that the
1986-2013 increase in inequality has been mostly due to the changes in the age-
specific income distributions. In fact, the age-composition effect has been negative.
Population ageing has served to reduce inequality. However, at the same time, age-
specific mean incomes diverged, at least until 2001, leading to an increasing share
of between-group inequality to overall inequality.

21This is due to the approximation method. For this age group, (7,1, — ;) < 0. See Eq. (8.4).
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In line with previous analyses on inequality and age structure in New Zealand,
we found a notable disparity between metropolitan and non-metropolitan areas in
the trends in inequality and age structure. Metropolitan areas have experienced
rapid growth in inequality but slower rates of ageing (mostly due to net inward
migration rather than greater fertility), while non-metropolitan areas have had
slow growth in inequality and faster ageing. We also found that the inequality-
reducing effect of population ageing (resulting from the declining shares of younger
people) varies across areas and is smaller in metropolitan areas. Notwithstanding
this differential age-composition effect, our results show that most of the difference
between metropolitan and non-metropolitan areas in inequality growth is due to the
much larger age-specific income distribution widening in metropolitan areas.

We complemented the decomposition of changes in the MLD index of inequality
with a visualisation of changes in density along the income distribution. This
revealed a thinning of the density in the middle of the overall distribution, for which
the 15-24 and 25-44 age groups were mostly responsible. At the same time, the age
group 45-64 added more density to the upper end (right tail) of the distribution,
while those aged 15-24 contributed to an increase in density at the lower tail.
Together, these changes led to a hollowing out of the distribution.

In this research we have simplified the analysis of spatial differences in income
inequality by adopting a metropolitan versus non-metropolitan dichotomy. In future
work we intend to use a more refined spatial disaggregation of areas, as well as
examine the role of other population composition effects on inequality, such as
effects due to country of birth and migrant status, household type and education.
Jointly, this may provide further in-depth insights into how population ageing
impacts on mean incomes and income inequality across regions and cities.

Disclaimer Access to the data used in this study was provided by Statistics New Zealand (SNZ)
under conditions designed to give effect to the security and confidentiality provisions of the
Statistics Act 1975. All frequency counts using Census data were subject to base three rounding in
accordance with SNZ’s release policy for census data.
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Chapter 9 )
Investigating and Modelling Potential Shethie
Demand for Retirement Housing:

The Australian Context

Robert J. Stimson and Tung-Kai Shyy

1 Introduction

The ageing of the population in western countries such as Australia is set to gather
pace now that the first of the post-war ‘baby boomer’ generation are attaining the
age of 65 years. With a further twelve or so years of that cohort still to come in
reaching that traditional retirement age, the scene is being set for a substantial
increase over the next decade-and-a-halfin the aggregate numbers of retirees. While
the large majority of older person households still chose to ‘age-in-place’ (that is,
not move out of the family home), a minority but increasing number are displaying
a propensity to downsize by relocating to live in attached housing or an apartment,
housing which is seen by urban planners and policy makers as being ‘more suitable’
for older ‘empty nester’ couples or ‘single person’ households. A relatively small
but increasing proportion of older people—particularly those who are in their mid-
1970s and older—are choosing alternative forms of housing that are purpose built
for retirees, especially ‘retirement villages’ (or communities) as they are called in
Australia, and but also mobile home parks.

This chapter first provides a brief discussion of ageing in Australia and the
housing of older people. That is followed by an overview of the development of
the retirement village industry in Australia as an alternative form of housing for
older people. It then discusses what existing research tells us about older people
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who have moved, or might have a high propensity to move, through downsizing,
including relocating to a retirement village. The chapter then demonstrates how
spatial analysis and modelling may be used to give guidance to developers of
retirement villages as to where demand for new retirement village development
might be distributed across space, to identify what might be optimal locations at
which to develop new retirement villages, and to assess what might be the potential
take-up rate of retirees from within the likely catchment area around a site that is
available for the development of a new retirement village. The chapter discusses
the modelling approach developed by the authors and their collaborators that has
been used by retirement village industry in the Brisbane-Southeast Queensland
(Brisbane-SEQ) region, the third largest metro-region in Australia.

2 The Ageing of the Population and Older Person’s Housing
Preferences

At the 2011 Australian census there were about 3.1 million people aged 65 years
and over, representing 14% of the nation’s population of 21.5 million people. Not
surprisingly, the incidence of older people varies spatially, their distribution being
uneven within the large metro-cities and across the regions beyond. The number
of older people is set to increases substantially, particularly with the baby-boomer
cohort entering retirement. Their uneven geographic distribution may be expected
to continue, but the patterns of spatial concentration of the cohort could be expected
to change.

The Australian Bureau of Statistics (ABS) (2013a) reports that 94% of people
aged 65 years and over lived in a private dwelling, with the remaining 6% living
in a non-private dwelling. But the incidence of the latter increases substantially
with increasing age, increasing from 1.5% for those aged 65-74 years to 6.1% for
those aged 75-84 years, and then increasing markedly to 26.2% for those aged 85
years and over as many more old-old people need to move into a supported living
environment. Of the 2.7 million persons aged 65 years and over who lived in a
private dwelling in 2011, 78% lived in a separate house. But that tends to decrease
with increasing age, declining from 81% for those aged 65-74 years to 76% for
those aged 75-84 years, and then to 70% for those aged 85 years and over. A higher
proportion of men (81%) than women (76%) live in a separate house, reflecting the
fact that older women are more likely to live alone and to have moved out of what
would have been the family home, especially after being widowed. Around 269,000
(or 10%) of older Australians who lived in a private dwelling are in a semi-detached,
row or terrace house; and 275,600 (or 10%) lived in flats, units or apartments. It is
the oldest of the cohort—those aged 85 years and over—who are most likely to
be living in these forms of housing (14% and 15% respectively), and more women
(12%) than men (9%) lived in those forms of housing.

Home ownership among Australia’s population aged 65 years over and is very
high at 84%, compared with 67% for all households. Outright home ownership is by
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far the dominant tenure type at 74% for older person households. But, as discussed
by Judd et al. (2014), there was an increase between 2001 and 2011 in the proportion
of older person home owner households with a mortgage, with a doubling in what
was still a relatively small incidence of such older person households. However,
just 10% of older person households were home owners with a mortgage, compared
with 35% for all households. And only about 17% of older person households are
renting compared with almost 30% for all households.

Most older people live with a spouse or partner, but that decreases with increasing
age, with women tending to be much more likely than men to be living alone,
particularly with increasing age as the incidence of widowhood increases.

The large majority of older people choose to ‘age-in-place’, remaining in what
has been the family home that is most likely to be a larger separate dwelling. The
propensity of men to ‘age-in-place’ is a little greater than it is for women. But there
is an increasing propensity of older people to move as they age. That ‘ageing-in-
place’ has been encouraged by government policy in Australia since the 1990s in
attempts to reduce the cost burden of providing aged care services and to encourage
active independent living. Urban planning and housing public policies have also
been promoting the diversification of housing choices for older people to encourage
them to downsize into medium and higher density housing environments (see Judd
et al. 2014).

Regarding the residential mobility of older people, Judd et al. (2014) note that it
had, in fact, declined a little between 2001-2006 and 2006—201 1, with the likelihood
of moving decreasing with age except for those aged 85 years and over which is
“the life stage where the most significant decline in the ability to self-care [is] most
likely” (p. 2). Nonetheless, there is evidence of some downsizing occurring as older
people move out of a separate house to live in an attached house or in a flat, unit or
apartment, including moving to live in a ‘retirement community’. That propensity
to downsize does increase as people reach older age, particularly as they age into
their 1980s. Judd et al. (2014, p. 3) profile those downsizers as being more likely to
be older, female, single, one-person households; being fully retired and dependent
on either superannuation or the pension, and having a lower income corresponding
with the aged pension; and being resident for fewer years in the dwelling they are
leaving.

High rise apartments are not favoured by older people who downsize, their
preference being more for medium density housing types. And their preference is
not for the inner-city areas, but rather for the suburban areas of cities (where they
have been living), or for non-metropolitan locations, as demonstrated by the so-
called ‘sea change’ retirement migration phenomenon.

The provision of special purpose housing for older people in Australia has been
diversifying in recent decades, and it is dominated by what are called retirement
villages. The ABS (2013a) estimates that, at the 2011 census, the number of persons
aged 65 years and over living in a retirement village totalled 135,900, two-thirds of
whom are women. But that represents only just over 5% of the population aged 65
years and over. It thus remains a niche market for retirees.



164 R. J. Stimson and T.-K. Shyy

In addition, about 22,800 persons aged 65 years and over were living in a caravan,
cabin or houseboat, of whom almost 60% are men, and they tended to be more at
the younger end of the older age cohorts.

A crucial issue for the residential property industry in Australia is the degree to
which there might be an increase in demand for the provision of housing that is
oriented to the needs of older people—including the demand for retirement village
living—as the population ages, especially as the ‘baby boomer’ generation enter and
progress through their retirement years.

The sheer number of ‘baby boomers’ alone will drive-up demand for housing
alternatives to cater for ‘empty nesters’ and retirees, including demand for retire-
ment village living. This is evident from the population projections undertaken by
the ABS (2013b), which estimated Australia’s population will increase to between
36.8 million and 48.3 million by the year 2061, with the median age of Australia’s
population increasing from 37.3 years in 2012 to between 38.6 years and 40.5 years
by 2031, and then to between 41.0 years and 44.5 years by 2061. That ageing effect
is illustrated in the change in the projected age-sex structure for the population for
the year 2061 as shown in Fig. 9.1, with the greatest magnitude of the increase being
forecast to occur in the old-old age cohort. The number of persons aged 65 years
and over will likely increase from 3.2 million in 2012 to between 5.7 million and
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Fig. 9.1 Projected population age structure for Australia, 2011 and 2061. Source: ABS (2013b)
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5.8 million by 2031, to then to between 9.0 million and 11.1 million by 2061. If
one takes the ABS Series B projections, the proportion, then the proportion of the
population aged 65 years and over is set to increase from 14% in 2012 to 22.4% in
2061. But it is the old-older cohort of the population that is aged 85 years and over
where the most rapid growth in numbers is projected to occur, with their numbers
increasing from 420,300 in 2012 to double to 842,500 by 2031, and then to double
again to well over 3 million by 2061. And while men comprised just 35% of this
cohort in 2012, by 2061 they are likely to comprise as high as 46% by 2061.

3 Implications for Retirement Housing

It is these forecasts of growth in the aged population that have particularly important
implications for the provision of health and other services—including housing—that
will need to be geared to the needs of older people in Australia. Clearly the ageing of
the population and the magnitude of the projected increase particularly in the older
age person cohorts will provide a substantial increase in the number of persons who
might have a propensity to downsize, including relocating to a retirement village.
The demography certainly provides the evidence that demand for retirement village
living will increase, and there will be a need for new retirement village stock to be
developed as a result of the ageing of the population, and in particular due to the
ageing ‘baby boomer’ effect.

Over the last couple of decades there certainly has been an increase in the
propensity of older people in Australia to make the decision to move into a
retirement village. As documented by Stimson and McGovern (2002a), in 1996 it
was estimated that just 2.7% of people aged 65 years and over were living in a
retirement village, and that that increased to 4.5% for people aged 75-84 year and
to 5.1% for those aged 85 years and over. While still relatively low, by 2011 that
take-up rate had increased substantially to reach 5% for all people aged 65 years
and over, and it continues to increase slightly with increasing age. Currently the
take-up rate of those aged 75 years and over (which is around the average age of
entry of older people moving into a retirement village in Australia) is estimated by
to be 8% (McCrindle Baynes 2013). This is much below what is estimated to be
around 10% for the 65 years and over age cohort in the United States.

However, an unknown factor is the degree to which the retirement village
industry in Australia will innovate to become a more attractive/desirable housing
choice alternative for retirees as they age and thus achieve increased market
penetration that might be substantially above the current relatively above low take-
up rate. It is reasonable to assume that there will continue to be innovation and
product in the retirement village industry over the coming decades, just as there has
been over the last couple of decades during which there has been significant change
and innovation in the industry with a marked increase in the number and the size of
villages.
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4 Evolution of the Retirement Village Industry

Retirement villages in Australia are regulated under legislation enacted by State and
Territory governments which permits operators to restrict entry to persons aged 55
years and over, restricts the uses to which the land can be put, and provides consumer
certainty and protection. But a tiny proportion of people moving to a retirement
village are between the age of 55 and 64 years, and that is likely to remain so into
the future.

There is little published research on the industry and on the residential relocation
decision process and choice of older people who decide to move to a retirement
village. The most comprehensive research is still the edited volume by Stimson
(2002)." Earlier studies include those by Gardner (1996), Stimson et al. (1997),
and Manicaros and Stimson (1999). More recently, a project undertaken for the
Australian Housing and Urban Research Institute (AHURI) investigated service
integrated housing in Australia, including an analysis of the role of retirement
villages (Jones et al. 2010).

In the two decades to 1996, the retirement village industry experienced “the
greatest growth of any type of housing oriented to the needs of older people”,
emerging from being a ‘cottage industry’ in the late 1970s Stimson and McGovern
(2002a, p. 6). As discussed by McGovern and Baltins (2002), following World
War II and up to about 1974, the provision of purpose-built retirement housing
was Commonwealth Government funded under the Age and Disability Persons
Homes Act and the joint Commonwealth-State/Territory funding of public housing,
which incorporated the provision and management of senior’s housing by the State
Public Housing Authorities, with qualifying church and charitable organisations
also receiving public funding of capital works. Post-1974, in the absence of
government funding, there was an increasing incidence of non-subsidised retirement
housing, with the church and charitable organisations remaining dominant players
in providing senior’s housing for which residents paid an entry cost, but private
developers also became involved. Both charitable and private sectors developed
what became known as retirement villages developments, which incorporated the
provision of communal facilities and services.

The entry of private developers and operators was made commercially viable
through the retention of a proportion of the proceeds at the end of each residency
period—what became known as a Deferred Management Fee (DFM)—with some
development profit becoming available from a greater entry price payable for larger,
better quality units in private sector villages. The private sector developers and
operators saw retirement villages as another form of medium-density housing.
Some were divisions of larger land and property developers, but many were small
operators.

IThat book reported on research undertaken in a project funded by the Australian Research
Council’s ARC Linkage program. That research was undertaken in collaboration with the industry
peak body, which was then the Retirement Village Association (RVA).
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The proliferation of forms of documentation regarding leasing ownership
arrangements used by private sector development and operators, as well as the
church and charitable sector, saw the emergence in the 1980s and 1990s of State and
Territory Acts to regulate the industry, with an emphasis on consumer protection.
The legislative definition of retirement villages in general excluded villages offering
rental agreements and accommodation in mobile homes, which respectively were
covered under separate Mobile Home Acts and Residential Tenancy Acts in
the various Stated and Territories. Tenure arrangements in retirement villages
became diverse covering Loan and Licence/Loan and Lease, leasehold, Strata
Title, Company Title, Purple Title, and Trust Deed models. The DMF remains
predominant whereby up to about 35% of the purchase price is retained by the
village operator, and there might be a sharing of capital gain upon the sale of a
unit.

From the 1990s, the industry has ‘matured’ with increasing corporatisation and
the public listed companies, while still retaining many small operators and the
continuing existence of church and charitable organisations with a diminishing
market share. Substantial product differentiation has occurred catering for a wide
range socio-economic groups among the older population age cohorts with their
diverse needs and aspirations.

Of note is the mixed (largely bad) experiences with experimentation where the
private sector has provided rental accommodation for low income households—who
are trapped in the rental market who are eligible for housing assistance—through
arrangements where rents are sequestered from a proportion of residents’ pensions
and the government rental subsidy for which they are eligible.

Jones et al. (2010, pp. 18-20) tell how it is increasingly common for retirement
villages to incorporate serviced apartments and assisted living units with support
and care services being available, including co-locating with a nursing home to
provide ‘on-going care’. The Australian Government’s Retirement Villages—Ageing
in Place initiative in 2008 encouraged this, and now the retirement village industry
has become Australia’s largest sector of “service-integrated housing for people in
later life” (Jones et al. 2010, p. 20), which Howe (2003, p. 4) has referred to as “an
outstanding example of policy by default”.

Significant growth is occurring in the retirement village stock, and the industry
is attracting an increasing number of retirees even though the overall penetration
rate remains low. The Property Council of Australia (PwC/Property Council Census
2015) estimates there are more than 2300 retirement villages housing about 50,000
households. Its research shows the ‘average’ profile of a retirement village to
be 23 years old with 71% of living units having two bedrooms at an entry cot
of A$385,000, which is about 68% of the Australian median house price. The
average monthly service fee was $435, which is the equivalent of 25% of the
monthly pension for a single retiree. The average occupancy rate for retirement
villages is 91%, with the average length of a vacancy being 315 days. Two-
thirds of residents are women, with 50% being single women, 36% couples, and
13% single males. The average entry age to a retirement village is 74 years,
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and the average age of residents is 81 years. The average duration of stay is 7
years.

Over the last decade or so retirement village residents are becoming a little older,
with 95% being aged 65 years and over, with 54% of recent movers into a village
now being aged 75 years, and more than one-third being 80 years and over (Mc
Crindle Baynes 2013).

S Downsizing, Including Moving to a Retirement Village

5.1 Downsizing, Especially by Older People

As noted earlier, downsizing by older people is occurring, but its incidence is still
relatively small as the big majority of older person households in Australia choose
to continue to remain on the family home, which is typically a separate house.

Research by Judd et al. (2014, p. 4) shows that older people who have downsized,
as against those who had moved without downsizing (that is, moved to a separate
house), are more likely to be older, female, single and lone persons; fully retired;
on a lower income; and dependent on the pension or superannuation. They identify
the multi-faceted “key drivers” for older people to downsize as being a desire for
a life style change (which is the most important driver), followed by an inability
to maintain the home and/or garden, entering retirement, children leaving home
(but only for the younger elderly), the onset of ill-health/disability (which assumes
greater importance as a driver with increasing age), the death of a partner (which
also assumes greater importance as a driver with increasing age, relationship
breakdown (which diminishes as a driver with increasing age), financial reasons
(which are a driver for relatively few elderly people). As age increases it seems
that the desire for less maintenance of the home and yard, becomes particularly
important, along with having a more accessible home. In contrast, the desire for
life style improvement seems to decrease with increasing age. The importance of
having proximity to shops, health services and public transport increases steadily
with age, but it then flattens out and reduces for those aged 85 years and over. The
attraction of an area as a key factor reduces in importance with age. Finally, financial
considerations (reducing cost of living, discharging a mortgage and improved
investment) reduces as a factor with increasing age.

Those findings largely confirm the results of earlier research by Gardner (1996),
Woodbridge (2003), Stimson (2002) and Painter and Lee (2009) which had focused
explicitly on movers to a retirement village.

The movement of older people to retirement village is a significant part of the
downsizing phenomenon that is on the rise in Australia, now accounting for between
one-quarter and one-fifth of all downsizing moves. The survey research evidence
reported by Judd et al. (2014) shows that around 90% of older people who have
downsized are satisfied with their move. That high level of satisfaction with the
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move has also been found in studies of retirement village residents (Stimson and
McGovern 2002b; McCrindle Baynes 2013), with research by Gardner et al. (2005)
showing that many residents reported an improved quality of life, particularly linked
to the social environment of the villages.

It is evident that downsizers in general are concerned about maintaining social
networks (family and friends), and that they have a strong attachment to the area
with which they are familiar and wish to retain that at their new location. That
is particularly significance for the retirement village industry as older people who
downsize tend not to want to move too far from where they have been living so
that villages will tend to draw residents from a spatially restricted catchment, hence
finding sites for new retirement villages that are optimally located close proximity
to where the ageing population is geographically concentrated is a key issue for the
retirement village industry.

5.2 Investigating the Decision to Move to a Retirement Village

Research by Stimson, McCrea and Star (Stimson and McGovern 2002a, b) and
Stimson and McCrea (2004) explicitly used the classic ‘push-pull’ migration
model framework to model: (a) the ‘push factors’ (or ‘stressors’) underpinning
the decision of retirees to leave where they have been living; and (b) the ‘pull
factors’ (or ‘attractors’) leading them to move into a retirement village. A typol-
ogy of movers was developed, and path analysis using structural equation mod-
elling was used to identify the key predictors relating to characteristics of and
aspirations of people that underlie those ‘push factors’, and the characteristics
of people that underlie the ‘pull factors’ (or ‘attractor’) characteristics of vil-
lages.
Four categories of ‘push’ factors and their predictors were identified:

1. A change in lifestyle ‘push factor’, which relates to wanting more free time,
wanting to spend more time with other people, and wanting to change the way
they live and do things. Three predictors of equal importance in identifying
retirees who move for reasons associated with lifestyle change are gender, pre-
retirement occupation, (especially non-professionals), and age when moving out
of the home, with those retiring at a younger age also being more likely to move
for lifestyle factors.

2. A maintenance ‘push factor’, which relates to issues to do with difficulty and/or
cost of maintaining a home and garden, wanting a smaller place, wanting more
free time, and children/ family or friends having moved out of home. The most
important predictors of the factor are living in a house, being single, and having
worked in a non-professional occupation. The impact of relationship status is
both direct and indirect, with single retirees being likely to experience the factor
directly (presumably because maintaining a home and garden is more difficult
when living alone), couples also being likely to experience the factor indirectly
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because they are likely to be living in a house rather than in a smaller dwelling,
and single retirees are who are more likely to be female or older males.

3. A social isolation ‘push factor’, which relates to the death of a spouse, being
lonely, and wanting to spend more time with people. Predictors of the factor are
being single (which is the most important predictor), being female, and being
older. Perhaps oddly, retirees moving into retirement villages at a younger age
are also more likely to move because of social isolation. Age and relationship
status are independent, thus younger retirees as well as older single female
retirees report this factor as a reason for deciding to move. Retirees from a non-
professional background are more likely than are former professional workers to
report this factor, but this predictor is less important than the retiree being single.

4. A health and mobility ‘push factor’, which relates to deteriorating health, the
need for assistance, and no longer being able to drive. This factor also relates
to the death of a spouse and the need for friendships, but those reasons are less
important in defining the factor. The main predictors of equal importance are age
when moving (with this push factor increasing with increasing age), gender (with
males being more likely to experience this push factor), and dwelling type (with
retirees who are living in a flat, unit or apartment being more likely to report
moving for health and mobility reasons.

Three ‘pull’ or ‘attractor’ factors and their predictors were identified:

1. A built environment and affordability ‘pull factor’, which relates to a range
of attributes of the retirement village, including the site, size, design and
layout of the village and its independent living units, the services and facilities
provided, staff and management, and the affordability of the village and unit.
The main predictors of equal importance are age when moving (with this push
factor increasing with increasing age), gender (with males being more likely to
experience this push factor), and dwelling type (with retirees who are living in a
flat, unit or apartment being more likely to report moving for health and mobility
reasons).

2. A location ‘pull factor’, which relates to attributes such as access to public
transport, proximity to recreational facilities and places where the retiree engages
in social activities, proximity to the coast or water, the climate of the area, and
familiarity with and attraction to the area with the retiree having been there on
holidays. The key predictor is the village bring close to where a retiree has been
living, with those retirees being less influenced by having visited the village
previously or by advertising. Single retirees are less likely to have moved over
longer distance, and more likely to be attracted to a nearby retirement village
that allows them to maintain their existing lifestyle and familiarity. Conversely,
couples are willing to move over longer distances to a retirement village, and
may have a lower need to maintain their existing lifestyle and familiarity.

3. A maintaining existing lifestyle and familiarity ‘pull factor’, which relates to
attributes such as the village being located conveniently for the retiree to maintain
contact with close friends and family, being close to the services that the retiree
had been using before relocating, and being familiar with the area as a result of
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having lived there. The key predictor is the village bring close to where a retiree
has been living, with those retirees being less influenced by having visited the
village previously or by advertising. Single retirees are less likely to have moved
over longer distance, and more likely to be attracted to a nearby retirement village
that allows them to maintain their existing lifestyle and familiarity. Conversely,
couples are willing to move over longer distances to a retirement village, and
may have a lower need to maintain their existing lifestyle and familiarity.

6 Modelling the Spatial Patterns of Potential Future Demand
for New Retirement Villages

Using small area population forecasts—disaggregated by age-sex cohorts—it is
possible to employ spatial modelling to make estimates of where, and at what level
of magnitude, there might be demand for provision of new retirement village stock
to help guide the investment decisions and building programs of developers of retire-
ment villages. A methodology to undertake such modelling was developed initially
by Stimson and McGovern (2002b) using small area (Local Government Authori-
ties, or LGAs) population projections over the twenty-year period 1996-2016 that
were available at the time for the States of Victoria and Queensland in Australia.
That was the first published example of using spatial analysis and modelling to
identify where developers might focus attention to develop new retirement villages,
and so far as we are aware there has not been further development of modelling tools
since then until that which is reported later in this section of the paper.

6.1 Taking a Simple Approach: The Index of Concentration

A simple way to identify where there might be spatial concentrations of the age
cohorts that are likely to be movers to live in a retirement village is simply to map
the Index of Concentration of the projected age cohorts, with a focus on those aged
75 years and over as it was evident that that age cohort had the highest propensity to
relocate to a retirement village. That enables s map to be produced that highlighted
those areas most likely to have the highest concentrations of a specified cohort of
older persons over the projection period up to 2016.2

2 An index of 1 indicates that an LGA contains the same proportion of persons aged 75 years and
over as the average proportion across the State as a whole. An index greater than 1 indicates that
there is a greater proportion of persons in the LGA that are aged 75 years and over compared with
that for the State as a whole. An index of less than 1 indicates that a smaller proportion of persons
in the LGA are aged 75 years and over compared with that for the state as a whole.
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Stimson and McGovern (2002b) produced a map for Local Government Areas
(LGAs) across the State of Queensland in Australia showing the Index of Con-
centration of the projected population aged 75 years and over in 2016. The map
showed that the majority of LGAs were expected to have an index exceeding 1.
Those LGAs were mainly located in the suburban areas of metropolitan Brisbane
south-east corner of the State, the central regions, and the north coast of Queensland.
LGAs with a projected index of less than 1 are located along the central coast and
in the western regions of the state.

In addition, a rate of change in the Index of Concentration over the period 1996—
2016 was calculated and mapped to identify those areas where the change (increase
or decrease) in the concentration of the age cohort would likely be greatest, and
it was possible to identify 33 LGAs across the state where the growth in the 75
years and over age cohort was likely to be in excess of 75%. Such areas might be
thought of as being key target areas to consider for finding sites for developing new
retirement village stock.

6.2 More Sophisticated Modelling

A more sophisticated approach was then used by Stimson and McGovern (2002b)
to better inform decisions by developers as to where the potential demand might
be found to locate new retirement village developments. It used the modelling
framework outlined in Fig. 9.2. Building on the work of Stimson and Qureshi
(1999), optimisation modelling (employing the LINGO software) was used) to
estimate retirement village demand for age cohorts based on the population pro-
jections for LGAs over four successive 5-year planning periods from the 1996 base
year through to 2021. The objective was to identify the locations and the number
of retirement villages of specific sizes that might need to be provided to meet a
specified minimum level of potential future demand for retirement village living
based on the projected future growth in the population of retirees and pre-retirees,
and take-up rates for retirement village living among the various age categories of
older persons (Fig. 9.2).

The modelling approach was thus a realistic assessment of growth potential in
market penetration of the industry, with the projections being based on at-the-time
take-up rates for the age cohorts comprising retirees. It also allowed for modest
increases in market penetration which might be achieved if the industry continued
to be innovative in its product diversification and marketing. Stimson and McGovern
(2002b) emphasised that the modelling estimating future potential demand for new
retirement village construction over successive 5-year periods from the 1996 base
year to either 2016 to 2021 should be interpreted only as indicative of potential
market opportunity at the States and Territory level and across LGAs within them.

The requirements for operating the model were: the specification of spatial units
for analysis (that is, LGAs); population projection data for age cohorts 55 years and
over for a number of sequential time periods of 5 years; estimates of different take-
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Local area population projections (e.g.
LGAs) for sequential 5-year periods.

Projection of aged population in LGAs
55-64 yrs; 65-74 yrs; 75 yrs and over.

Estimates of distribution
of aged population by
age groups across type
of household: single;
couples; other.

Projected potential demand for
retirement village units in LGAs
for sequential 5-year periods.

Estimates of take-up of .
Constraints:

retirement village living . .
by aged persons for age Optimal spatial mix 0f51z<? of
groups 55-64 yrs; 65-74 allocation model < retlrementAwllages
yrs; 74 yrs and over. interfaced with GIS (no. of units), and
database and software. other facAtoArs, e.g.
CcOost; minimum

requirements for

meeting minimal

levels of potential
demand.

Output produced:
construction opportunities
for retirement villages by

size (and other types) in
LGAs for sequential 5-year
periods to meet stated
minimum level of potential
demand in LGAs.

Fig. 9.2 Framework for modelling optimal spatial allocation of supply side response to meet
projected demand for retirement village units. Source: Stimson and McGovern (2002a, b, p. 181)

up rates by different types of aged-person households to generate potential demand
for retirement village units for age cohorts, making adjustment for the number likely
to be one and two person retiree households as he household unit would represent
the demand for one retirement village unit; and specification of constraints, such as
the mix of retirement village sizes (from 10 to 2504 living units) and the minimum
amount of potential demand that is to be met by the industry, with these being
used as maximum allowable weightings (MAWSs) in the mode that can be changed
arbitrarily, or set my an industry user.

The model produced two outputs; optimal weightings; and the number of villages
of each type in each LGA.

Three growth scenarios were modelled: (1) a no-growth in market preference or
take-up scenario (0% p.a. change in market penetration), which assumes growth in
demand will occur only through an (increase) in the numbers of aged persons in an
LGA and not as a result of an increasing market preference for retirement village
living; (2) a moderate-growth scenario, which assumes a 1% p.a. increase in market
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penetration or take-up rate; and (3) a high-growth scenario, which assumes a 3%
p-a. increase in market penetration or take-up rate.

The proportion of the retiree age cohorts living in retirement villages, as
estimated by the ABS at the 1996 census, were used as the basis for the above
scenarios. Those were: 0.18% for 55-64 years age group; 1.43% for 65-74 years
age group; and 7.51% for 75 years and over age group.

The village capacity sizes used in the initial application of the model were
based on discussions with industry representatives as to the optimal number of
independent living units within a retirement village, with the village capacities
being set at 50, 120, 150 and 250 living units. In addition to those four retirement
village capacity categories, a category of villages with a capacity of ten units was
also included in the model, since some non-profit villages tend to operate smaller
size villages, and in small country towns there may never be the level of demand
necessary to support a minimum size village of 50 units.

This optimisation modelling approach was used to estimate levels of future
demand for new retirement village units across LGAs and also for specified LGAs or
groupings of LGAs to identify potential construction opportunities over successive
5-year planning period, for new villages of a particular size that might be supported
by the projected forward estimates of the age cohorts of older people who would be
targets for moving to a retirement village. It was applied first at the aggregate level
of Australia’s States and Territories, then at the disaggregated level of LGAs in the
States of Queensland and Victoria.

The optimisation modelling approach developed by Stimson and Qureshi (1999)
and applied by Stimson and McGovern (2002b) was thus a tool that could be used to
help inform industry planning. It involved the integration of population projection
methodologies and spatial optimal allocation modelling in a GIS environment:

... The approach has considerable potential for informing industry players. It illustrates
what can be achieved through geo-demographic modelling to help guide the industry in
estimating the supply needed over time to meet potential demand for retirement village
housing. ... It illustrates how standard spatial modelling methods being used by regional
scientists and market researchers can be applied to a specific industry such as the retirement
village industry” (Stimson and McGovern 2002b, p. 190).

7 Identifying Optimal Locations for Retirement Village
Development and Assessing the Market Penetration
Potential for a Village Development Site

More recently the authors have developed a further modelling approach that may
be used by a retirement village developer and operator to: (a) identify what areas
across a metro region might be the optimal ones in which to develop new retirement
villages; and (b) assess the potential of the catchment around a site that might
be available for developing a retirement village to generate the level of demand
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that would be sufficient to support a retirement village development of a specified
size.

7.1 Data Base

Such modelling requires a data base for small areas, such as suburbs (designated
as SA2s in the 2011 Australian census), for which detailed population data are
available from ABS census data. A data base needed to be assembled for SA2
across a metro region providing information on the older person age cohorts that
are most likely to have a propensity to be attracted to live in a retirement village.
Such a data base has been assembled for SA2s across the Brisbane-Southeast
Queensland metro region for the variables listed in Table 9.1. In addition, a data
base on the location of existing retirement villages and the number of living units
in them is required, along with an estimate of the number of the residents, and
that number needs to be discounted from the size of the target age cohort in each
SA2. The data base was put into a GIS to enable mapping and spatial analysis and
modelling.

As shown in Table 9.1, the data base assembled contained variables providing
information on the following for all SA2s across the Brisbane-South east Queens-
land metro region:

* the number of older persons and older person households that are in the various
age categories for the 60 years and above population, which is important
given the substantial differences in their propensity to move to a retirement
village;

 the number of older persons in specific age categories that are single and couple
households by gender as single female older people have a higher propensity to
move to live in a retirement village and are likely to have different preferences
for purchasing a one, two or three bed room unit;

 the number of older person households that are home owners as being able to
realise equity in a home is necessary for older people to have the financial means
to afford the purchase price of buying into a retirement village;

* the number of older person single and couple households in certain income
categories that match pension eligibility and are indicative of levels of financial
means, including the ability to pay a specified level of on-going monthly service
fee required by a retirement village operator: and

* the number of existing units in retirement villages.
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Table 9.1 Variables in the data base compiled for SA2s (suburbs) across the Brisbane-Southeast
Queensland metro region, derived from the 2011 census

Older persons households with home ownership

Age 60-69, owned outright households

Age 70-79, owned outright households

Age 80+ owned outright households
Older persons type of household

Age of single person households 60—-69 (also split into 60—-64 and 65-69)

Age of oldest person 60—69, couple with no children households also split into aged
60-64 and aged 65-69

Age of oldest person 70-79, couple with no children households

Single person households: age 60-69

Single person households: age 70-79

Single person households: age 80+
Older persons type of household and income

Age of oldest person 60-69, couple with no children households, income $600 to $1399
per week

Age of oldest person 60-69, couple with no children households, income $1400+ per
week

Age of oldest person 70-79, couple with no children households, income $600 to $1399
per week

Age of oldest person 70-79, couple with no children households, income $1400+ per
week

Age of oldest person 80+, couple with no children households, income $600 to $1399 per
week

Age of oldest person 80+, couple with no children households, income $1400+ per week

Single person households: age 60-69, income $400 to $999 per week

Single person households: age 60-69, income $1000+ per week

Single person households: age 70-79, income $400 to $999 per week

Single person households: age 70-79, income $1000+ per week

Single person households: age 80+, income $400 to $999 per week

Single person households: age 80+, income $1000+ per week
Existing retirement villages

Number of independent living units in existing retirement villages

Source: The authors, using ABS 2011 Census data

7.2 Optimisation Modelling

For a retirement village developer and operator, it is useful to know which suburbs
across a metropolitan region might be the places to develop new villages that
would optimise potential access to a new village development for the older person
household cohorts that are a target market for the developer. That may be done
through a spatial optimisation modelling approach developed initially by Murray
and Shyy (2000). The technique had been used to examine patterns of urban crime
across the suburbs in the City of Brisbane in the Brisbane-Southeast Queensland
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metro region (Murray et al. 2001; Shyy et al. 2014), and it is suitable for the issue
at hand here.

The approach involves using a median clustering optimisation model designed
to address the ‘bi-criterion median clustering problem’ (BMCP) through a spatial
optimisation procedure that is extended to a ‘multi-criterion median clustering
problem’ (MMCP) in which it is possible to “simultaneously integrate multiple
attributes to enhance categorisation capacity” (Shyy et al. 2014, p. 265). The MMCP
modelling approach is designed to “group spatial units based on spatial distance and
multiple attributes” (pp. 265-266), and may be regarded as “multi-criterion decision
support tool to facilitate decision-making” (p. 266).

The MMCP optimisation model approach is used to identify those suburbs
(SA2s) across the Brisbane-southeast Queensland metro region that might be
optimal areas for developing a specific number of new retirement villages in order
to maximise access to the target population as defined by a selection of variables
for the 60 years and over age cohorts (selected from the variables in the data
base as listed in Table 9.1), and taking account of the current supply of units in
existing retirement villages. In addition, maps are generated to show how SA2s
(suburbs) cluster around those optimal locations that represent catchments to draw
on the target older age cohorts that might be potential residents of a new retirement
village that a developer might undertake. Importantly, the modelling explicitly takes
account of the existing stock of retirement village units across all suburbs in the
Brisbane-South east Queensland metro region.

By way of an example, if, say, a developer was interested in developing a specific
number (say 2, 4, 6 or 8) of new retirement villages, then the model will identify
the suburbs (SA2s) that would be optimal locations for a new village, and identify
groupings of SA2s around it (across the Brisbane-South East Queensland metro
region) from which the new villages located in those optimal suburbs might draw
specific cohorts of persons aged 60 year and over that are the target market for
the village developer (specified by the selection of variables from those listed in
Table 9.1).

7.3 Assessing Potential Market Penetration for a Specific
Development Site

Further spatial modelling has been developed to assess the potential of the catch-
ment around a site that might be available to a developer for building a retirement
village to generate the level of demand that would be sufficient to support a
retirement village development. An example of how that is done is discussed below
for a development site that was up for tender for redevelopmentin a SA2 (which we
refer to as ‘the site in suburb X) in an inner suburban part of the Brisbane-Southeast
Queensland metro region. The modelling was applied to that site.?

3However, the developer did not proceed with the development rights for the site in question.
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Table 9.2 Target cohorts to attract to a new retirement village at ‘the site in suburb X’

1. A prime target cohort of potential clients for a village to attract:

* Households with a person aged 70+years that are outright home owners at the 2011
census.
2. Potential clients for the early stage of a village development who will be in their
mid-1970s+ from 20162

« couple only households with a person aged 70+ years + single person households aged
70 years and over at the 2011 census;

* households with a person aged 70—79 years and are outright owners of their home at the
2011 census;

« couple only households with a person aged 70-79 years with a weekly income of
$1,400+ at the 2011 census; and

« single person households aged 70-79 years with a weekly income above $1000 at the
2011 census.
3. Potential clients for the mid-stage of a retirement village development who will be aged
70-74 years in 2015 and will progress to be aged 75-79 years of age from 2021:

« couple only households with a person aged 65-69 years + single person households
aged 64-69 years at the 2011 census.
4. Potential clients for the later stage of a village development who will be aged 70+ years
from 2021:

« couple only households with someone aged 60—64 years + single person households
aged 60-64 years at the 2011 at the 2011 census.

Source: The authors

As the research discussed earlier in this chapter clearly shows that older people
who move into a retirement village tend to relocate to a village that is in relative
close proximity to where they have been living, it was decided to identify three
catchments from which is most likely a new retirement village developed at ‘the site
in suburb X’, would draw clients, namely: a 3 km road distance primary catchment,
within which there are 6 SA2s (suburbs); a catchment extended to a 6 km road
distance, within which there are 27 SA2s; and a catchment further extended to a
9 km road distance—an outer catchment—within which there are 50 SA2s. As one
moves from one to the next of these catchments with increasing distance from the
site in question, the likelihood of attracting a retiree household to move to a new
retirement village developed on ‘the site in suburb X’ would decline. This is a classic
distance decay function.

Within those catchments, and using the data base variables listed in Table 9.1, it
is possible to estimate the number of older person age cohorts that might be target
clients for a new retirement village development at ‘the site in suburb X’. In this
case, the seven cohorts of target clients listed in Table 9.2 were used. Choropleth
maps may be produced showing the pattern of distribution of these seven target
cohorts. The example for the prime target cohort for the new village is shown in
Fig. 9.3, with the model estimating the numbers of households with a person aged
70 years and over that are outright home owners for the SA2s (suburbs) within the
three road distance catchments around ‘the site in suburb X’.
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3km access distance buffer

176
] 177-287
[ 288 - 310
B 311 - 322
I 323 - 546

6km access distance buffer

CJ-17-19
C]20-98
] 99- 253
I 254 - 443
I 444 - 810

===

9km access distance buffer

[]-304
CJ-303-98
99 - 268
B 269 - 546

I 547 - 957

Fig. 9.3 Estimates of numbers of households with a person aged 70+years that are outright home
owners within the three catchments around ‘the site in suburb X’. Source: The authors
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The modelling can produce tabulated output, such as that shown in Table 9.2,
estimating: (a) the aggregate number of target older person age group/household
cohorts living within the 3 km, 6 km and 9 km access road distance catchments
around a potential retirement village at ‘the site in suburb X’; and (b) the potential
demand that might be generated for living in a village.

Important caveats are provided in the footnotes to Table 9.3. First, allowance is
made for the number of persons/households currently living in retirement villages
in each SA2. Second, an adjustment is made for mortality of the age cohorts as
measured at the 2011 census which will progress in age post the 2011 census
year over an estimated phased construction time for a new retirement village at
‘the site in suburb X’, and an estimate is made of out-movers not associated with
moving to a retirement village. Finally, realistic estimates are made of the potential
‘take-up’ rate for age cohorts moving to a retirement village based on known
rates.

The modelling undertaken can lead us to provide the following suggestions for
the retirement village developer regarding the potential feasibility of building a new
village at ‘the site in suburb X’ that may guide the developer’s decision-making:

1. A prime consideration is the estimated potential level of demand that might be
generated from within a confined 3 km road distance catchment—the primary
catchment—of ‘the site in suburb X’. A deficiency of the site its location within a
large meander of the Brisbane River restricting its catchment to the east, and thus
the 3 km and even the 6 km road distance catchments are a spatially restricted
because there is not a nearby river road crossings. The result is that to make viable
a new retirement village development at the site it would be necessary to look
well beyond the restricted 3 km road distance catchment to generate the potential
level of demand necessary to support a final development of 200+ independent
living units in a new retirement village.

2. It is estimated that, from within the 3 km road distance catchment, over the
duration of the development phases of a new retirement village (estimated to be
about 8 years) there might be up to 184 couple only households + single person
households which, had a person aged 60 years and over living in predominantly
owner-occupied houses that might potentially be residents of a retirement village.
Those households would be a key target market for a village at ‘the site in
suburb X’. Beyond that, extending into a 6 km road distance catchment, an
additional 488 households in that cohort might be added as potential residents
of a retirement village. Thus, the six suburbs comprising the 3 km road distance
catchment for the site would not likely generate a sufficient level of estimated
demand to support the development of a new retirement village. But by extending
the target marketing into the additional 21 suburbs to form the wider 6 km road
distance catchment there is a potential estimated demand of 602 for retirement
village living that might be generated from the total number of households at the
2011 census that are couple + single person households with someone aged 60
years and over. Over the duration of the development of the proposed retirement
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village at ‘the site in suburb X’, that should be sufficient to provide the level of
demand necessary to fill 2004 independent living units.

3. Focusing on the population/household cohort that would be a prime target
client group for marketing and pre-sales and as residents of the early stage
of the development of a retirement village at ‘the site in suburb X’- that is,
the couple only households with a person aged 70 years and over + single
households aged 70 years and over at the 2011 census—then within the 3 km
road distance catchment, the potential level of demand for living in a retirement
village is only 94. That may be sufficient to support a 1st phase of the village
development of, say, 60 independent living units if a retirement village developer
and operator is a successful market competitor in this part of the Brisbane-SEQ
market.

4. For the 2nd phase of development with an additional 60 units, the 3 km
road distance catchment is not likely to generate sufficient estimated demand
(only 36) from the cohort that is couple only households with a person aged
60-65 years + single person households aged 60-65 years (at the 2011
census). It would be necessary to look beyond the primary catchment into
the suburbs in the 6 km road distance catchment that might generate demand
from an additional 100 of that household cohort, but it would likely not be
for several years that many of that age cohort would be ready to move to
a retirement village. Thus, there would be a need to penetrate beyond the
3 km road distance primary catchment to fill the 2nd phase development of 60
units.

5. For the later 3rd and 4th phases of the development of a which might occur
from, four or more years down the track, there would be dependence on the
cohort of couple only households with a person aged 60-64 years + sin-
gle person households aged 64—-69 years (at the 2011 census) who would
start to be into their early to mid- 1970s, plus the potential 53 households
from the cohort that were couple only households with a person aged 60—
64 years + single person households aged 60—64 years (at the 2011 census),
which would start to move into their early 1970s by the time of the 3rd and
later phases of the development of the village. However, it is the modelling
of potential estimated demand shows there might also be a need to target
for the 3rd and 4th fourth phases of the village development to those two
population/household cohorts living in the wider catchment beyond the 3 km
road distance catchment to take account of those living in within the sec-
ondary catchment 6 km road distance catchment around the site. That might
bring into play an additional 157 potential clients, but there would likely be
significant competition from other existing and new retirement village alterna-
tives.

6. There is likely to be a relatively small number of potential clients of retirement
village living for the early stage of a village at ‘the site in suburb X’ from those
cohorts at the 2011 census that were couple only households with a person
aged 70-79 with a weekly income of $1,400+ and who were single person
households aged 70-79 with a weekly income above $1000 at the 2011 census.
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Within the 3 km road distance catchment there are estimated to be only 12 and 7
respectively of those important cohorts as they represent potential ‘upper market’
clients that are self-funded retirees or have only part pension dependence. Even
within the wider 6 km road distance buffer there are potentially only 42 and
19 of those high priority clients. What that means is that both the primary and
the secondary catchments around the site are characterized by relatively small
number of higher income independent households (that is, not dependent on the
aged person’s pension). That suggests the bulk of potential estimated demand
for retirement village living at the site will come predominantly from households
that are pension or part-pension dependent for their income, and are thus likely to
be somewhat price sensitive the payment of on-going fees when resident in the
retirement village. However, the retiree households that are likely to comprise
the potential estimated demand for retirement village living usually own their
home outright, and thus have the equity sufficient to purchase an independent
living unit in a retirement village development at the site. In view of this reality,
it would be important for a retirement village at the site be developed with
independent living units priced to also attract the lower income end of the retiree
market from within the 6 km road distance catchment. That means there may
be a need to ensure a sufficient supply of lower cost two-bedroom units as
an alternative to higher cost three-bedroom units. There is no reason to expect
that the potential clients for the mid-stage and later stage phases of the village
development that will come from the cohorts aged 65-69 years and 60-64 years
(at the 2011 census) will not be at least part dependence on the pension for their
incomes, in spite of the fact that the suburbs within both the 3 km and 6 km
distance access buffers around the site have a relatively high socio-economic
status.

7. A careful approach to the business model for the development of a village
at ‘the site in suburb X’ would be needed to: ascertain the mix of two and
three bedroom units for each phase of the village development; price the units
at a level that is affordable relative to the house prices in the primary and
secondary catchments around the site; and to ascertain the type and standard
of communal facilities that would be able to be provided and sustained at
the level of on-going fees that are feasible for a relatively low household
income of those retirees who are largely dependent on the pension can afford.
Fortunately, the high incidence of outright home ownership among the target
retiree cohorts is high in a local housing market that also has relatively high
prices within the 3 km and 6 km distance catchments around the site. But it is
also important to take account of the fact that households entering a retirement
village have a strong preference to have a significant cash surplus following
realizing the equity in their home and paying the entry price to a retirement
village.
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8 Conclusion

The ageing of the population in a country such as Australia will see a substantial
increase in the older age cohorts (particularly in the old-old age cohorts), especially
with the progression over the coming couple of decades of the ‘baby boomers’
through increasing old age. That has important implications for the provision of
services, including housing alternatives, oriented towards the needs of older people.
But the evidence so far is that a large majority of older people have a distinct
preference to ‘age-in-place’.

However, downsizing is certainly occurring, and a significant proportion of
retirees (one-fifth to one-quarter) who are downsizers are choosing to live in
a retirement village, although take-up rates are still relatively low. Downsizers,
including those who have moved into a retirement village, rely primarily on family
and friends for information and advice in the decision process to move, rather than
on professionals, government and seniors’ organisations, a finding that has been
constant in research conducted over the last decade-and-a-half (Stimson 2002; Judd
et al. 2014).

The survey research conducted by Judd et al. (2014, pp. 9-10) suggests policies
to encourage older people in Australia to downsize might include: (1) improving
dwelling and locational availability of housing alternatives, including improved age-
friendly and accessible dwellings in desirable locations and in local areas familiar
to older people, necessitating planning reform and encouraging greater innovation
in the housing industry; (2) removing financial disincentives (such as stamp duties),
including addressing housing affordability; and (3) addressing how psychological
and practical barriers to moving might be overcome.

It is evident that retirement villages are playing a significant—if still relatively
small—role as an alternative housing choice for older people seeking to downsize
for multiple reasons, including meeting their motivation for life style change,
meeting their desire avoid issues maintaining a house and a garden, meeting their
wish for a secure environment, and providing a good housing solution for those
suffering from deteriorating health. The research undertaken to investigating the
motivations underlying the decision of older people to move into a retirement village
certainly reveals that there are distinct categories of retirees that are influenced by
different ‘push factors’, and that the propensities to move to a retirement village
are differentiated by age, gender, and health status, among other variables. And it is
evident that the ‘pull factors’ attracting older people to choose to move to live in a
retirement village also vary across different older person cohorts, with a preference
among many retirees who are potential movers to a retirement village to relocate
over a short distance to maintain existing social and other networks and maintain
familiarity with the area around where they have been living.

Jones et al. (2010, p. 109) suggest the growth of retirement villages in Australia
in “all their diversity” demonstrates that retirees are “prepared to convert their
housing assets into retirement village accommodation and services”, with the
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sector providing considerable flexibility in terms of “diversity of arrangements for
integrated services with housing”.

This chapter has explicitly demonstrated how demographic and spatial analysis
and modelling tools developed by regional scientists may be used to investigate
where potential future demand for retirement village living might be spatially
distributed and concentrated, including showing how optimisation modelling may
be used to identify those locations across a metro region that might optimise
access to the target groups that have higher propensities to be attracted to live in a
retirement village. It has also shown how spatial modelling may be used to estimate
the market potential of a site to attract retirees from within specified distance
catchments to help inform a developer on the market potential and viability of a site
for undertaking a new retirement village development. The modelling approaches
discussed are being used by the retirement village industry in Australia.
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Chapter 10 )
Demographic Transition and Firm Shethie
Performance: An Empirical Analysis

for Germany

Stephan Brunow and Alessandra Faggian

1 Introduction

The term demographic transition, proposed by Thompson in 1929, refers to the
transition from high to low death rates accompanied, at a later stage, with a reduction
of total fertility rates. The early stages of a demographic transition, when death rates
drop but total fertility rates remain high, are often associated with an increase in the
growth rate of a country. However, as a country progresses from the early stages to
the later stages of a demographic transition, the balance between deaths and births
becomes more problematic. If the total fertility rate drops below sub-replacement
levels (2.1-2.2 children per woman considering the lower death rates over time),
population ageing and decline occur putting pressure on the labor market due to a
faster shrinking of the working age population and on the pension system due to an
increase in the elderly dependency ratio.

Since the 1960s several countries have experienced a substantial decrease in total
fertility rates, which are now well below replacement levels. A United Nation report
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Fig. 10.1 Population trend in Germany. Note: Total fertility rate 1.4, 100,000 people net immigra-
tion. Data is taken from the Federal Statistical Office in Germany, Destatis

(2011)! shows that 48% of the world population in 2010 lived in countries with
sub-replacement total fertility rates, including all the European countries (with the
only exception of France). In Germany, the total fertility rate dropped from 2.38
in 1960 to 1.39 in 2010. This process, that followed the baby boom of the Post
World War 1II period, will lead to an increase in people of retirement age vis-a-vis
a reduction of the working-age population in the next two decades. As a result,
the elderly dependency ratio is expected to increase with negative consequences on
social security, the pension system and the functioning of the labor market.

Figure 10.1 shows the age profile in Germany in 2015 in the left and 2040 in the
right panel. During the transition period all people born between 1950 and 1975,
which are of age 4065, will be retired in 2040. Albeit their overall group size has

Ihttp://data.worldbank.org/indicator/SP.DYN.TFRT.IN (Accessed on August 28th 2016).
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declined, there is still an increase in the total number of pensioners accompanied
with a sharper decline in working age population. Therefore, the elderly dependency
ratio will increase in the near future. This projection is computed assuming the
average German fertility rate of 1.4 and a net-immigration of 100,000 people.
Irrespective of the immigration shock due to forced migration, Germany currently
experiences higher immigration rates. A computation with a net-immigration of
200,000 people mitigates the issue but still, the trend of an increase in the elderly
dependency ratio remains.

To reduce the high elderly dependency ratio, several European countries started
implementing—often controversial—new policies, such as holding older workers
employed by rising retirement age. Other suggested measures included increasing
participation of female workers or hours worked and/or rethink labor market
oriented immigration policies. While there is no doubt that all these measure can
indeed increase the working age population and hence reduce the dependency ratio,
it is indubitable that the effects on firm productivity of the different policies might
not be the same. Do firms benefit the same way from employing immigrants, older
workers, and women? If they do so the negative consequences of the shrinking
labor force can be compensated. However, if there is no benefit or even higher
costs, productivity might decline and thus, overall welfare might be reduced. On
the other hand, a more capital intensive production and technological progress of
the production process can compensate the shrinking labor force. Then, not just
policy effort in exploiting the labor force but also in supporting innovation and
technological progress are requested.

The main aim of this chapter is to try and answer this question by investigating
the consequences on firm productivity resulting from employing different types of
workers in response to the demographic transition. Although this is clearly a crucial
issue, with strong policy implications, it is relatively unexplored in the literature.

The structure of the paper is as follows. Section 2 introduces the theoretical
framework by discussing the possible channels to reduce the dependency ratio and
their implications. Section 3 presents the empirical model to test the theoretical
predictions, our case study (Germany) and the data used. Section 4 discusses the
main results while Sect. 5 concludes and provides some policy implications and
possible avenues for further future research.

2 Policy and Theoretical Framework

2.1 Channels to Reduce the Dependency Ratio

The increase in elderly dependency ratio has become a concern in most developed
countries, especially in Europe. With the fear of a shrinking working population,
solutions to increase the size of the labor force have been a clear focus of policy
makers around the world. To solve the problem, five main channels are often cited:
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. Increase in labor force participation of women

. Increase in labor force participation of underrepresented minorities;

. Increase of the retirement age;

. Changes in immigration laws, in particular with regard to labor oriented immi-
gration;

5. Reduce unemployment.

BN =

Although these solutions are all viable, they are very different in terms of
feasibility, timing of implementation and, most of all, effects on the labor market.

The first three channels have been a priority in the European Union agenda for
a while. For instance, the Europe 2020 10-year strategy proposed by the European
Commission explicitly talked about a target of 75% of people aged 2064 employed
by 2020. As of 2012, while the employment rate of men was close to that target
(74.2%), the female rate was still lagging behind (62.4%). The picture is even
worse if part-time work is factored in. When employment is measured in full-time
equivalent, the 2012 level of employment of women is equivalent to 53.5%.% The
traditional role that women play in taking care of children and the elderly is critical
here and should not be dismissed. To increase employment through an increase in
female participation, two necessary (and yet not sufficient) conditions are:

a. increasing the share of part-time work offered (and hence the flexibility of the
labor market);

b. providing childcare at affordable prices (i.e. well below the reservation wage
of female workers). For this reason, in Germany the supply of child care has
increased and all families having children above 1 year of age have the right to
give their children in (public financed) child care.

The different European countries are at different level of ‘maturity’ in offering
these conditions and the results are reflected in the gender employment gaps. As an
example, the lack of flexible working arrangements is evident in countries such as
Bulgaria, Slovakia and Hungary, where part-time work in 2012 accounted for less
than 10%, while, at the opposite of the spectrum, in the Netherlands almost 80% of
women worked part-time. In 2014 and in Germany, almost the half of the women
(47%) work part-time, of which about 13% wish to work longer.>

From a firm perspective, while there is no conclusive evidence that part-time
work has a negative effect on productivity levels, there might be higher transaction
and communication costs associated with employing more employees part-time
rather than fewer full-time. Moreover, flexible working might be more feasible in
certain sectors (and occupations) than others. Because of the shrinking labor force,
wages are expected to raise and thus, making the supply of females work capacity
even more attractive. However, females might not supply their labor capacity yet

2 Accessed on August 29th 2016.

3Statistisches Bundesamt, “Arbeitsmarkt auf einen Blick—Deutschland und Europa”,
2016. https://www.destatis.de/DE/Publikationen/Thematisch/Arbeitsmarkt/Erwerbstaetige/
BroeschuereArbeitsmarktBlick0010022169004.pdf (accessed on September 15th 2016).
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if they only have to work full-time. If employers provide relatively more part-time
vacancies, women may have higher incentives to supply their working capacity. In
addition to that, firms may have two options: accepting part-time workers or having
no worker at all. Therefore, part-time friendly policies may achieve an increase in
the labor force participation of females.

A second solution that has been implemented by many European governments
in the last decade is an increase in statutory retirement age. As a report by the
European Commission points out, a large number of countries have implemented
pension reforms that make the public pension systems less generous by pushing
up the retirement age in a gradually phased way and restricting access to early
retirement schemes and strengthening the incentives to prolong working lives (p.
79). While stimulating people to stay longer in the labor market has the benefit
of reducing the elderly dependency rate of a country, it is not an uncontroversial
measure. The clear difference between increasing female participation and raising
the retirement age is that while the first relies on incentives to increase participation
voluntarily, the second is mandatory. Although statutory retirement age is pushed
up gradually, some cohorts of older workers are forced to keep on working longer
than they expected. This, in turn, can create a disincentive for their productivity.
Moreover, older workers are more likely to get sick and/or might have skills, which
are partially obsolete. Although these negative factors can be compensated by higher
levels of (at least specific) human capital due to a longer on-the-job experience, the
overall effect on productivity is not clear-cut. Zwick and Gobel (2013) find that
mixing older and younger workers creates synergies, which enhance the overall
firm productivity. Mahlberg et al. (2013), studying the case of Austria, find that—
contrary to popular belief—having a larger share of younger employees is, ceteris
paribus, associated with lower productivity and wages than having a larger share
of older employees. This confirms previous findings by Hellerstein and Neumark
(1995) and Hellerstein et al. (1999) found for Israeli and US firms. Malmberg et al.
(2008) call this increase in plant productivity at firm-level the ‘Horndal effect’. This
effect was first identified by Lundberg (1961), who observed that the increase in
productivity of the Horndal steel plant in Sweden—between 1927 and 1951—was
linked to a larger share of older steel workers. As was the case for part-time work,
the potential positive and negative effects of employing mature workers may differ
between occupations (e.g. craftsman vs. office clerk).

The fourth, and possibly most controversial, channel to increase the size of the
labor force is through immigration from other countries. The effect of immigrant
workers on local labor markets has been the subject of heated debate for a very long
time and it basically hinges around two basic issues: (a) whether immigrants are
substitutes or complement to native workers; (b) the level of skills of immigrants.
The former case does not necessarily means that a complementary is given when
immigrants and natives (self-) select in different occupations but it means that even
within the same occupation, job and even task, immigrants positively contribute
to the success. For instance, additional knowledge and distinct problem solving
capacities make immigrants different from natives and thus, they might be rather
complements than substitutes.
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A series of studies looked at the effect of immigrants on the wages of native
workers. Borjas (1995) finds that the gains from immigration for the USA are small,
suggesting that immigrants are not sufficiently ‘different’ from native workers.
Conversely, this result contradicts with the work conducted by Amuedo-Dorantes
and De La Rica (2011), D’ Amuri et al. (2010), Dustmann et al. (2007), Dustmann
et al. (2012), Ottaviano and Peri (2012), and Peri (2007) who find a strong
complementary relationship between immigrants and natives. Greenwood et al.
(1996) found that recent immigrants have an adverse wage effect only on other
recent immigrants but not on natives. Ottaviano and Peri (2005, 2008) go a step
further by showing that overall immigration—even after categorizing immigrants
according to education, experience and place of origin—generates a positive effect
on the average wages of U.S.-born workers. Orrenius and Zavodny (2003), using
occupation as a proxy for skills, show that the effect of immigrants is higher
on low-skilled native wages than on high-skilled native wages, suggesting that
immigrants are more substitutable with the former. Such result is supported by
Suedekum et al. (2014) who provide evidence that immigrants and natives are rather
complements as long as they do not compete in the same low-skilled jobs. Card
(2005) disputes even this finding, showing that there is no convincing evidence that
immigrants harm the opportunities of less educated natives. The literature provides
insights into possible cost advantages for firms due to lower wages when employing
immigrants. Given the rather complementary relationship between immigrants and
natives the cost advantage might be minor. Immigration has the obvious advantage
of being a more immediate solution than slowly increasing female participation
rate or retirement age. Paserman (2013) is one of the few contributions studying
specifically the relationship between firm productivity and share of immigrant
workers and he finds that, for the case of Israeli firms, the immigrant share was
strongly negatively correlated with productivity in low-tech industries, while it
was positively correlated with productivity in high-technology industries, hinting at
complementarities between technology and the skilled immigrant workforce. The
effects of foreign employment on innovation at the level of firms is studied by
Ozgen et al. (2013), who find that the share of employees is negatively associated
with innovation but the cultural diversity among foreigners positively contributes
to innovation. Brunow and Miersch (2015) and Brunow and Stockinger (2015)
support that finding and show that especially cultural diversity among high-skilled
foreigners positively contributes to firm innovation. However, both studies also
show that the proportion of low-skilled foreigners and their diversity is negatively
associated with firm innovation. The positive net-effects of cultural diversity on
patenting activities at the level of region, and thus innovation, is supported by
Niebuhr (2010). Parrotta et al. (2014a) focus on firm patenting activities and also
find significant positive effects of cultural diversity. Taking the focus on firm
productivity, Brunow and Nijkamp (2016) and Trax et al. (2015) support the
existence of positive effects of cultural diversity. However, Brunow and Blien (2014)
show that especially the employment of an additional foreign nationality leads to
negative effects on firm productivity which can be interpreted as communication
costs although the effect of diversity is positive. In addition, Parrotta et al. (2014b)
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find significant negative effects of ethnic diversity on productivity for Danish firms,
whereas some differences between skill levels exist.

At all, at the level of firms, the effect of the employment of immigrants is unclear.
There seem to be a positive effect on innovation of high-skilled workers but also
negative effects are present. In principle, it could be possible to identify labor market
vacancies and use immigration policies to fill them. However, in practice, it might be
very difficult to implement such detailed immigration policies ‘tailored’ to specific
labor market needs. Additionally, when the labor force shrinks, more or less all
occupations will be requested during the transition period of shrinking. This makes a
selection of the specific skill groups and occupations even more difficult. Moreover,
not all migration is voluntary and employment-related. The recent refugee crisis in
Europe is a clear example of forced migration where labor market considerations
are not the main driver of the migration flows (even though they become relevant
at a later stage). Large inflows of immigrants, especially if low skilled, can trigger
a negative response by natives, often in the form of discrimination, with negative
consequences on firm productivity. As for Germany, currently all people from within
the EU are allowed to work in Germany by the free EU-wide labor market. The
German law “Aufenthaltsgesetz” regulates immigration for non-EU citizens. Only
people holding a university degree are allowed to enter Germany for a period up
to 6 month to find an employer (Blue Card). Having a Blue Card enables family
members to enter Germany as well. For potential migrants from non-EU countries
with occupational training, the permission to immigrate and to work in Germany
requires to have an employer in advance. For unskilled workers the contract is even
limited to 6 or 9 month. For potential non-EU migrants without a university degree
the Federal Employment Agency have to agree to the employment of a potential
migrant. There exist some exceptions when the vacancy is in an occupational field
where “shortage” of labor exists, according to a white list provided by the Federal
Employment Agency. Although, such white list aims to relieve pressure on the
occupational labor markets, it might be too limited to truly address the market’s
needs. To sum up, the current non-EU immigration policy of Germany is skill-biased
towards high-skilled immigration. In Germany, employers record the nationality
according to the labor market status based on citizenship. If a person from abroad
is employed subject social security, she or he will be identified as foreigner with
the respective citizenship as long as this person did not naturalize. Therefore, in
the proceeding analysis no information on second or third generation migrants
is available. Given the empirical evidence on foreign employment and cultural
diversity such policy may indeed have positive net effects at the firm level.

Lastly, the fifth point records the reduction of unemployment: Of course, the
workforce is relatively more exhausted the fewer people are unemployed. In
February 2017 slightly more than 2.7 million people registered as unemployed
and the German unemployment rate is 6.3%. Out of these, almost two third are
long-term unemployed (longer than 1 year). The regional variation, however, is
substantive. The better performing regions experience almost full-employment with
unemployment rates about 1%. There are other regions with unemployment rates
about 14%. Thus, an earlier integration of unemployed due to better conditions and
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matching at the labor market would increase the active workforce and thus, reduce
the negative impact of the shrinkage.

The demographic transition will affect German regions quite unequally. Some
regions, especially in East Germany but also West Germany, will shrink whereas
other regions especially in the south with still grow in terms of population. Internal
German-wide migration from growing to shrinking regions might reduce the
negative consequences of the more affected regions. However, these regions are in
terms of economic development behind the growth poles (mainly) of the south and
therefore unattractive as a destination for internal migration. Additionally, the still
growing regions experience high growth rates in labor demand and unemployment is
almost negligible. Thus, although both types of regions are totally different affected
by population development, they both need strategies to face the demographic
transition.

2.2 Theoretical Framework and Empirical Implementation

To put the issue into a theoretical framework the link between firm productivity and
the three channels described in Sect. 2.1, let us consider a simple production for
the n'" firm with physical capital, K, and labor, L, as inputs to produce the final
output, Y. Let us also call the labor factor productivity, for the n™ firm, A, and the
capital factor productivity By. Following the approach by Brunow and Blien (2015),
and assuming a Constant Elasticity of Substitution (CES) production function with
an elasticity of substitution o > 0 between inputs, the production function can be
expressed as:

o—1 o—1 U(il
Vo= Tala(Baka) s + p(ALn) |7 (10.1)

Labor productivity A, depends on a vector of firm characteristics x, (such as
legal form, plant age, foreign-owned, state of equipment and location in space),

agglomeration economies z;,4, but also a vector of variables defining the workforce
composition, x,‘,}v orkforee \hich includes factor such as gender, age and immigrant
status of employees. We also include a firm, industry, region and time fixed effects

(n, wi, r and puy, respectively) to control for unobservables.

Workforce

Ay =exp [Mn + Wi + iy + e+ Xp +oax, + ﬁzl-n] ,with  (10.2a)

Workforce low
Xn

low
= Y1S8n,high + Y251, women + V3sn,f0reign + V4D1Vn,f0reign

high high
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+ Y9Sn, f1 (10.2b)
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where s, pign is the share of high-skilled employees, s, ywomen 1S the share of female
high
n, foreign

low

n, foreign and s

employees, sy, is the share of fulltime employees, s are

the shares of low- and high-skilled foreign workers,* respectively, s,. young and
Sn, prime — age are the shares of workers of age 15-24 and 554, respectively and

DIVliew and DI V"8

n, foreign 7 7% Yn, foreign
to the Fractionalization index,

are diversity indexes of foreign workers and related

N
DIVE =1-) st k=low, high,

n, foreign
ik

where s, ; x relates to the share of the ith foreign group of low- or high-skilled
employees of the nth firm among N foreign groups employed. The Diversity
measure is zero if all employees are from the same nationality and it increases with
the degree of cultural diversity.

Because the data to be used do not include capital stock measure at firm level, we
follow the approach by Brunow and Blien (2015) and derive an empirically testable
equation for productivity of the form:

Yn Arll_a . . W, l1—0o Y n -0
= , 10.3
L= o P \a) T\, (103)

where w, relates to the average wage paid and r,, to the interest rate of capital.

By substituting Eq. (10.2a) into (10.3) and taking the logs, we derive an
“augmented” empirical specification (Eq. 10.4), which approximates the theoretical
model in Eq. (10.3),

Yy

In Workforce
L

= Wn + (i + pr + e + 81, + 6oxp + 832irs +olnw + €,
n
(10.4)

where the § terms are new sets of parameters and € is an error term. To avoid
simultaneity between the LHS and the RHS, the RHS variables are lagged 1 year.
The final empirical model (4) can be estimated using different techniques
ranging from OLS to fixed-effects (FE) panel models, to random-effects (RE)
panel models. All these models have shortcomings. First, industry and region fixed
effects are collinear with the firm fixed effect and therefore, can only be estimated
in an OLS setting that ignores firm heterogeneity. However, firm heterogeneity

“4To define high- versus low-skilled we follow the approach by Trax et al. (2015) and Brunow and
Blien (2015) that assigns occupations to ‘low-skilled’ and ‘high-skilled’ on the basis of 2-digit
occupations using cluster analysis. The following variables are used in the cluster analysis: The
proportion of time spent in non-routine and analytical work and the share of employees holding a
University degree.
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and selectivity of firms in space make OLS estimation problematic. Fixed effects
models (FE), such as the widely used within-transformation or first differencing,
can help overcome these issues. However, such a transformation implies a loss of
information, especially with regard to between-establishments variation. In fact,
using first differences sometimes results in even less precise results if annual
variation within plants is low. Lastly, some variables, such as the legal form,
do not change much over time making identification difficult. To overcome the
OLS shortcomings, a random effects (RE) model is often employed. The model
requires the firm fixed-effects and the other explanatory variables to be uncorrelated.
However, this assumption is likely to be violated in our case, as the firm fixed-effect
partly captures the time invariant part of the term in parentheses in Eq. (10.3). This
term, in fact, consists of variables, such as wages, that control for productivity and
that are included also as explanatory variables. Hence, the firm specific effect is
likely to be correlated with the other regressors making a random effects model
mis-specified. Given the limitations of the different model specifications, we will
present, compare and discuss the results of four different models, i.e. OLS, within-
transformation FE, first-differencing FE and RE.

3 Data

The data used in this study comes from two datasets compiled by the Institute for
Employment Research (IAB), i.e. the IAB Establishment Panel and IAB Employ-
ment Statistics datasets for the period 1995 to 2010. Thanks to the combination of
the two datasets, we have firm-level information on all the variables discussed in the
theoretical framework and necessary for the estimation of our empirical model.
The IAB Establishment Panel is a representative survey of German establish-
ments conducted on an annual basis. The majority of the sample (about 85.7%)
is made of one-firm-one-plant cases. However, there are cases where a firm has
more than one plant and it is not possible to identify which two plants belong to
the same firm. To partly correct for this, we use two dummy variables for a firm’s
headquarter (about 8.8%) or branch office (about 5.5%). The IAB Establishment
Panel survey includes information not only on market-oriented plants but also on
public sector plants, NGOs or financial institutions. Because of the different natures
of these different businesses (and because we focus on productivity), we limit our
analysis only to market-oriented plants whose aim is to generate revenues. The final
number of observations in our sample is 100,397. Because of attrition (i.e. some
plants leave while others are added to the survey), the number of observations varies
by year. Table 10.3 in Appendix provides a breakdown of observations by year.
The second data source, the IAB Employment Statistics, is based on administra-
tive data coming from the social security system. It collects information on personal
characteristics of every person working and registered for social security and hence
itis a very reliable source of individual data. Personal characteristics include, among
others, gender, occupation and wages. The data are then used to calculate pensions
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and unemployment benefits. Although the data are at individual level, they include
an identifier for the plant where the individual is employed, making it possible to
aggregate the data at plant level (or any other more aggregate level such as industry
or regional level). Table 10.1 summarizes the explanatory variables used in the
empirical modeling and their source.

4 Results and Discussion

This section presents the results of our empirical analysis. Table 10.2 reports the
estimation results for all four possible model specifications: OLS (Model 1), fixed-
effects models both with a within-transformation (Model 2) and first-differencing
(Model 3), and finally a random effects model (Model 4). Standard errors are
robust against arbitrary misspecification and are clustered at the level of plants’
in all models. In all models, the estimates are jointly significant, indicating the
explanatory power of the variables included. Both an F-Test of the fixed effects
model and a Breusch-Pagan test for the random effects model suggest the presence
of plant heterogeneity making the results of these two models preferred over the
OLS estimates. Moreover, the Hausman test provides evidence of a correlation
between the plant specific effect and the explanatory variables, favoring the use
of the fixed-effects models. Although we present all four models for comparison
and completeness purposes, we focus more on the results of the two fixed-effects
models 2 and 3, which are the preferred ones.

4.1 Channels to Reduce Dependency Ratio

We start by discussing the results on our variables of interest, i.e. the three channels
to reduce the dependency ratio and increase employment.

Plants with a larger proportion of female workers are, on average, more pro-
ductive, although this positive effect is only significant in the OLS and RE models
and it disappears in the two FE models. Plants employing a higher share of female
employees are, at worst (FE models), not different from the others and, at best (OLS
and RE models), more productive.

As such, when plants have to employ relatively more women, they do not have to
fear a loss of productivity. Closely related to the employment of female employees
is the issue of hours worked. Although there is no information available on the
hours worked in the IAB Employment Statistics, it does include information on full-
time and part-time employment. As expected, a higher share of full-time workers

5As a robustness check, we also re-estimated the models clustering the errors by industry. The
results are almost identical with only a slight increase in standard errors.
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increases plant productivity. As highlighted in the theoretical section, this might
be in partly linked to higher transaction and communication costs when the same
amount of total worked hours is divided among more part-time employees rather
than fewer full-time ones. Hence, the real issue in increasing female participation is
not a different productivity of female employees, but rather the fact that they might
not want to take on full-time positions.

As for increasing retirement age, the evidence points to a decrease in productivity
of plants with a larger share of older (55+) employees. This effect is significant in
all models (including the within-transformation FE) with the only exception of the
FE with first-differences. This results seem to point at the fact that the extra human
capital acquired by older employees through experience does not compensate for
other issues related to older workers (such as being more expensive, having a more
obsolete set of skills, more health issues or even being discouraged by being forced
by the system to work longer). On the other hand, very young employees do not
seem to increase productivity either. The coefficient on young workers (15-24) is
only significantly positive in the OLS specification, but not in the other models.
All in all, our results, confirm that the most productive workers are those in the
middle age group, i.e. between 25 and 54. Policy-wise the European governments
might want to take this loss of productivity due to older workers into account when
increasing statutory retirement age. However, the effect on productivity is not large
in magnitude. By looking at the elasticity of a marginal change of the employment
on older worker, it becomes evident: the effect is economically negligible.®

As for the third channel to reduce dependency rate, i.e. the employment of
immigrants, the evidence is mixed. The first-difference FE and the RE models point
at a weakly significant negative effect on productivity of low-skilled migrants. Other
work by Chiswick and Miller (2008, 2009) and Prokic-Breuer and McManus (2016)
concludes that foreign employees may be forced or self-select in less productive jobs
and occupations, and thus be in jobs for which they are over-educated. However,
because we assign workers to the group of low-skilled and high-skilled based on
their occupation and thus, their task-content, we do partially control for the issue of
selectivity and the results are less biased. Moreover, the OLS and RE models point
at a negative effect of productivity of even high-skilled migrants. This last result is
the most surprising, although it disappears in the two preferred FE specifications.
Considering at the diversity among the foreigners employed, we find a positive
effect for the low-skilled and high-skilled migrants in the OLS and RE model, an
insignificant result in the FE approach and a significant negative result in the FD
estimation, which however suffers under less precise estimates.

One reason for the mixed evidence might be that there occurs a clustering
of migrants into less productive firms which cannot effort paying higher wages.
Because we control for region type, firm size and industry fixed effects, the results

STf policy makers aim is to increase the employment of prime-aged workers from 9.7 % (which is
the sample mean) to 15%, for example, then the reduction of GVA per employee is approximately
0.69 € at the sample mean of GVA per employee (which is 158.69 €).
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of the OLS and RE models absorb differences in immigrant employment between
firms relating to these factors: the results depend on a comparison of immigrant
employment of firms within the same region, industry and firm size. The firm that
employs a higher share of immigrants is less productive than another one (OLS and
RE). In local labor markets firms compete in employees and thus, less productive
ones may fill their vacancies with immigrants (who may accept lower wages). In
the FE model all between firm information is absorbed and the effect becomes
insignificant. Therefore, the results indicate a selectivity of migrants into less-
productive firms but the firms do not seem to be negatively affected by employing
immigrants. Although more work is needed on this point, this result would not be
a good news from a policy perspective because it would point at some problem
related to the employment of immigrants, either in the form of discrimination by
other workers, higher firm-internal communication costs and language barriers or
selectivity combined with clustering into low productivity firms.

4.2 Other Control Variables

Although the other control variables are not our variables of interest, some results
are worth at least mentioning. Sole traders are less productive and foreign-owned
plants are found to be more productive, but both effects are not significant in the
two FE models. Newer equipment and machinery is strongly positively correlated
with higher productivity, which comes as no surprise. Younger plants (0—4 years)
are less productive but only in the OLS and RE models. Mid-age plants (5-14
years) are found to be more productive in the preferred FE (within-transformation)
model. Both branches and headquarters are found to be more productive. Finally,
more productive plants also pay higher average salaries. Although the explanatory
variables are lagged and conditional on region type and industry fixed effects
we cannot completely exclude endogeneity or self-selection issues here. It is not
surprising that salaries are higher where productivity is higher since the two are
linked. However, Brunow and Blien (2015) explicitly consider the endogeneity of
wages in a similar setting as in this study; their evidence shows little changes in
other characteristics. We take this result and assume that at least our results are not
strongly biased due to the endogeneity of wages.

5 Conclusions

Our chapter presents a first analysis of the effects of the channels to reduce depen-
dency ratio on plant productivity in Germany. Of the three channels considered, i.e.
increase female participation, increase elderly participation and immigration, the
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least problematic for productivity seems to be female participation, although the
effect of part-time work needs to be monitored.

The results on the other two channels, especially immigration, are more mixed
and require further research to look at them in more detail (e.g. by looking at specific
occupations and/or industries rather than the whole economy). It is unclear, at the
moment, if these insignificant and mixed results are due to a large heterogeneity
among immigrant workers in terms of job and sector chosen or a selectivity of
immigrants in potentially less-productive firms.

Although our work has limitations and it is just a first attempt to shed light
on the links between increasing the size of the working-age population and firm
productivity, it clearly shows that the three channels analyzed are not perfect
substitutes and might have very different consequences for the national economy.
As such, they are worth further investigation to better inform policy makers around
the world, especially in countries, such as the European countries experiencing low
fertility rates and the fear of a shrinking working population.

A.1 Appendix

Table 10.3 Number of
observations by year

Year No. of observations
1995 3463
1996 3647
1997 4002
1998 4334
1999 6043
2000 8683
2001 8400
2002 8455
2003 7007
2004 8248
2005 7689
2006 7631
2007 7640
2008 7597
2009 7558
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Chapter 11 )
Demographic Aging and Employment Shethie
Dynamics in German Regions: Modeling
Regional Heterogeneity

Thomas de Graaff, Daniel Arribas-Bel, and Ceren Ozgen

1 Introduction

Many European countries witness the persistence of high youth unemployment
rates over decades despite a steady decline in the ratio of youth population to
working-age population. The decrease in relative youth shares due to demographic
aging did not improve the chronic unemployment of youth across Europe. Long-
term unemployment rates are even more worrying, being record high after the
2008 financial crisis. The youth unemployment rate is twice as high as the overall
unemployment rate in the EU where the aggregate statistics actually mask large
differences between countries (e.g., Germany sees the lowest youth unemployment
rate of 7% and Greece the highest with 50%).! These trends are contrary to the
expectations that the decline in the supply of youth workers would lead to lower
youth unemployment rates. Moreover, country level analysis makes mapping the
relationship between demographic aging and labour market outcomes of the youth
workers particularly more challenging, as there is a large variation across regions
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in the way they withstand demographic shocks. This is because a supply impact of
youth population on employment and unemployment rates can be materialized in
a number of ways. Youth population is typically unexperienced and lack specific
information about labour markets. This not only leads to poor matching of workers
with employers, but also increases on the job search due to skills mismatch of
workers’ qualifications with job-specific requirements. Therefore, an increase in
the youth share would directly influence the employment opportunities available
to others in the same age cohorts. Additionally, differently aged cohorts may impact
each other to the extent of the substitutability between the workers, and between
those in different skill groups (Biagi and Lucifora 2008). The magnitude of the
impact would, however, depend on the degree of substitution among these groups.
Labor market policies, economic downturns and business cycles, and rigidity of
labour market institutions are other factors which intervene with this supply-demand
adjustment.

Various studies already addressed the possible mechanisms through which the
increase in youth share of total working age population may impact the employment
opportunities of their own cohort while at the same time impact other age groups
as well. Empirical evidence have repeatedly found cohort size to be an important
determinant of (un-)employment. One of the very early studies by Bloom et al.
(1988), by documenting the findings of 18 studies, launched a wide discussion on
cohort size effects of the youth population on labour markets. They show that there
is general agreement in the literature on the wage and employment impacts: entry
of large cohorts of a certain age group adversely effected the wage and employment
opportunities of the same cohort in relative terms. Korenman and Neumark (2000),
in another influential work, extend the analysis of Bloom et al. (1988), by using
panel data on 15 OECD countries for the period 1970—1994. They predict elasticities
between youth unemployment and cohort size of around 0.5. A conflicting but
influential result from the US case provided by Shimer (2001) presents much larger
and negative impacts of large youth cohorts on both youth and adult unemployment
rates. His theoretical model rationales his findings such that, assuming labour
market frictions, employee’s on the job search behaviour will benefit himself, but
also firms as the hiring costs are lower in younger labour markets. This will then
consequently lead to job creation which would also improve employment of older
workers. A significant contribution to emphasise from these conflicting findings
is that in different country contexts not only the impacts can vary, but also the
mechanisms through which youth cohorts alter employment prospects of their own
and other cohorts.

A number of studies from a European perspective produced mixed results in
favour of both Shimer (2001) and Korenman and Neumark (2000). For example, by
using a long panel of population and (un-)employment data with ample information
on age and gender groups, Garloff et al. (2013) show that labour market entry
cohort size is an important determinant of employment and unemployment rates in
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Western Germany. In contrast to Shimer (2001) they find that small entry cohorts are
likely to decrease the unemployment rates and small youth cohort entry increases
the employment rates. Foote (2007) reports similar findings from the US labour
market, while he demonstrates that the findings are sensitive to correcting for spatial
correlation. The cross-sectional dependencies should be taken into account, as the
regions’ response to demographic shocks can be rather similar based on commuting
or similarities in labour market structure of the adjacent regions. Skans (2005) points
out contrasting findings from Sweden such that youth workers benefit from being
in labour markets with large youth cohorts, where his findings confirms those of
Shimer (2001). Biagi and Lucifora (2008) extend these analyses by introducing the
role of education. In the period 1975-2002 in European countries, they disaggregate
the data by education level and cohorts to analyse whether the unemployment
rates are impacted differently by cohort size and education shocks simultaneously.
A significant point they raise is the importance of demand in accommodating
demographic and education shocks and the imperfect substitution between different
skill groups. In advance economies, a demographic shock, for example a higher
share of more educated workers can be accommodated better, if it coincides with
a positive aggregate demand for skilled labour. They indeed show that higher
educated and adult workers experience lower unemployment rates. Finally, Moffat
and Roth (2013) study how the probability of being unemployed changes with
the nationally and regionally defined age-cohort size. They use a more flexible
(wider) definition to identify the age cohorts and utilise data from the European
countries. They report that once the analysis is conducted at the regional level
rather than the national level, the age-cohort size effect on the probability to become
unemployed is stronger. Subsequently, the studies show a large heterogeneity in a
number of dimensions from spatial scales to methods, from characteristics of the
labour markets to characteristics of the youth cohorts.

A shortcoming of the literature has been its inadequacy to reconcile with
variation of findings at differing level of spatial aggregation. Furthermore, though
many studies are conducted at the regional level, it has still been not clear how
regions’ heterogeneous responses to demographic aging should be taken on board
in policy making. An original contribution we make to this literature is to study
regional heterogeneity, while showing regions even within the same country can be
differently impacted by the same demographic shocks. In other words, the focus
is on the possible variation in regions’ responses to the changes in the relative
share of the youth population. Theoretically, each region within a country can react
uniquely to a supply shock of labour, while it is plausible to assume a certain degree
of generality among sub-group of regions considering the similarity in produc-
tion structure, location characteristics and demographic attributes. Our innovative
methodological approach which employs a latent class analysis combined with self-
organizing maps (SOM) displays a powerful segmentation and analysis of these
sub-groups of homogeneous regions that show a similar pattern towards supply of
youth population share in working-age workers. The next section discusses how we
can model and map out regional heterogeneity, and especially how we can interpret
finite mixture output using self-organizing maps. Section 3 provides an application
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of our proposed techniques by looking at the impact of youth shares on employment
rates in Germany. The final concludes and offers suggestions for further research.

2 Modeling Regional Heterogeneity

The standard approach to model regional heterogeneity is to apply a fixed effects
model where each region is modeled with its own level effect. In Sect. 2.1 we discuss
this approach and argue that the standard fixed effects model can be easily extended
by a model with varying slope parameters—sort of like a multilevel model—if
there are repeated observations over time. Varying slope parameters are appropriate
when unobserved variables interact with the independent variables. For example,
the impact of regional population growth on regional GDP growth might interact
with the educational level of the regional population. Such a modelling approach
has two large disadvantages. First, the estimation produces inefficient and usually
inconsistent parameter estimates. Namely, most fixed effects (and most slope
parameters for that matter) are not statistically different from each other and it is
well known that when the time period is relatively short (as is usually the case) fixed
effects suffer from an inconsistency problem. Secondly, if one is interested in what
drives the underlying (regional) heterogeneity, then using a fixed effects approach is
not appropriate as well as the fixed effects are typically discarded from the analysis.”
In Sect.2.2 we deal with these disadvantages by employing a finite mixture model
(henceforth as well denoted as FMM), a latent class cluster analysis that enables
us to group region in clusters with similar parameter estimates. This is similar to
the method of spatial regimes, although with a finite mixture estimation we are
not restricted to assign regions exogenously into groups. One general drawback of
cluster analysis, is that the resulting clusters are hard to interpret and to visualise.
Therefore, we finally apply in Sect. 2.3 a self-organising map approach which allows
us to display the varying multivariate regional characteristics in geographic space
(see, e.g., Spielman and Folch 2015).

2.1 Regional Heterogeneity

We start by assuming that one is interested in the effect of a regional input variable
x on a regional output variable y and that she has repeated observations over a
set of regions. Then a straightforward and intuitive appealing model would be the

20ne can apply second-stage models, where the first stage estimates the fixed effects and the second
stage analyses the determinants of those fixed effects. However, note again, that this is only an
analysis on the levels and not on the slopes.
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following linear regression model:

Yre = Bo + Bixr: + €1, (11.1)

where r denotes theregion (r € 1, ... R),ttheyear (¢t € 1,...T)and € ani.i.d. error
term. The parameter By denotes a level effect and g is our parameter of interest and
gives the marginal effect of x on y or Zi .

If there is another regional variable z that is correlated with both y and x, then
our estimation of B is biased, or E(,él) #* PB1 (see, e.g., Stock and Watson 2003).
If z is known then including z in model (11.1) removes the bias. Unfortunately, z is
very often not known or difficult to measure. However, by assuming that z enters the
model linearly and does not vary over time—thus as y,; = Bo+ B1xr:+ v 2r +€r—,

one can control for z by using the following fixed model:

Yre = Bor + BiXrt + €r (11.2)

Here, Bo , now controls for all variables (including z) which enters the model
linearly and do not vary over time.

However, the unobserved variable z might as well interact with the impact of
x on Yy, so that in the most simplified version the model in fact reads as: y,;, =
Bo + B1(zr X xrt) + Y2zr + €. Given that there are repeated regional observations
the model can now be estimated as:

Yrt = @0, + ﬁl,r-xrt + €4, (11.3)

where both the level and the slope parameter is regional specific. Note that this is
rather data demanding. Given that there are R regions, one need at least 2R + 1
observations. Or the number of years should be at least three when there is a
symmetric panel. Moreover, for both consistent level and slope parameters, the
temporal dimension should be sufficiently large (say more than 40 time periods).
Usually, the latter is not the case. Therefore models such as (11.3) are seldom
applied, although the possibility of significant regional heterogeneity in the effect
parameter S, is widely recognized.

One way to overcome this inefficiency is a cluster analysis in the form of
multivariate mixture model, which is dealt with in the next subsection.

2.2 Regional Finite Mixture Modelling

Instead of estimating separate parameters for each region, it is far more (statistically)
efficient and even consistent to estimate separate parameters for groups of regions.
Assume that there are ¢ more or less homogeneous groups of regions, then
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model (11.3) becomes:

Yre = Bo,c + Bl.cXrt + €t (11.4)

where the number of parameters now amount to ¢ x k, with ¢ being the number of
groups and k the number of parameters.

To do so, we adopt a finite (or multivariate) mixture modelling approach. A
statistical technique which became especially popular since the 1990s in marketing
(a seminal contribution is Wedel and Kamakura 2012), but since then permeated
in other economic fields, although mainly applied in the econometric realm (see,
e.g., Deb et al. 1997; Arcidiacono and Jones 2003; Alfo et al. 2008) and in
tackling heterogeneity in discrete choice modelling (Greene and Hensher 2003).
The approach works as follows.

We divide our sample of regions into an, a priori unknown, number of subsamples
(clusters) of regions. So we assume that our sample consists of a mixture of C
clusters, with proportions 7y, . .., mc. We can now decompose the density function
of y conditional on the parameter vector 8 as follows:

C
FOIB) =) e f(VIB)- (11.5)

c=1

To estimate model (11.5) usually the expectation maximization (EM) procedure as
introduced by Dempster et al. (1977) is applied. It starts by introducing a latent
variable, u,., denoting whether region r belongs to cluster c. Thus:

1, ifregion r belongs to cluster ¢
Upe = ) (11.6)
0, otherwise

We then assume the following distribution for u;.:

R
fuplm) = [ T, (11.7)

r=1

with u, a vector of (11.6) for each cluster, c. Let U denote the matrix of all u, then
the complete log-likelihood can now be written as:

R C
In[LBly, U1 =D uref 1B+ D Y treln(e). (11.8)

r=1c=1 r=1c=1

3Interestingly, the underlying algorithm and implementation where only the constants «. are
allowed to vary over groups is heavily applied in labour economics by, e.g., Lancaster (1992),
Munch et al. (2006), and De Graaff and Van Leuvensteijn (2013), usually in a multivariate setting
where the constants o, are then argued to remove unobserved heterogeneity.
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The EM algorithm now proceeds as follows:

E-step:  We estimate the cluster probabilities for each region, so that the probabil-
ity that region r belongs to cluster c is:

C
fre = e nc:l fn(yrelBe)) (11.9)

Y e T (el Be)

So, in this step, all i, are estimated so that they can be used in the log likelihood
given by (11.8).

M-step:  First, we need to derive the proportions 7. by applying the equality: 7, =
}e Zle irc. Using now both &, and 77, enables us to estimate g by using (11.5)
and conventional likelihood procedures. We repeat the E- and M-step until the
log likelihood (11.5) stops improving.

Although the EM algorithm is computationally cumbersome it is parsimonious
as well. It results in a parameter estimation of C endogeneously and robustly formed
clusters. However, cluster analyses are notoriously difficult to interpret and analyse
because one not only gets a different set of regression parameters for each cluster,
but a full set of probabilities of each region belonging to each cluster. To help
visualize, explore, and clarify the clustering outcome we therefore propose to use
a self-organising maps as a novel approach for the interpretation of the output
of an FMM regression, hence facilitating the understanding of complex regional
characteristics in geographic space.

2.3 Interpreting Mixture Modeling Output
with Self-Organising Maps

A self-organising map (SOM, Kohonen 2001) is a kind of computational neural
network that is able to simultaneously reduce the number of dimensions (projection)
as well as observations (quantization) in a multidimensional data set. Although the
mathematics underlying the algorithm are more intricate, the intuition is relatively
straightforward. Given that, in this context, it is only required to be able to interpret
its output, not necessarily the mechanism by which the algorithm reaches it, this
is what we will focus on.* The essence of the SOM is to translate the statistical
properties of the original dataset (£2) onto a network of interconnected neurons
represented by a two-dimensional grid of hexagons (H). Each of these neurons
has a vector of as many dimensions as §2 whose values, after the process of
training the network, capture the statistical variation contained in §2. The power

“For a detailed explanation of the underlying learning mechanism and its implementation, please
refer to Kohonen (2001) The analysis in this paper was carried out using the kohonen library in
the statistical software platform R (Wehrens et al. 2007).
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of the SOM resides in the fact that, once the network has been trained and
its neurons have learned the properties of the original dataset, it is possible to
map the original observations onto the network. Because H preserves information
topologically, statistical similarity is turned into spatial relationships. This allows to
represent multi-dimensional relationships and make intuitive comparisons through
a visual display that maps the original observations to the network’s neurons. In
a sense, this property of the SOM is akin to other projection techniques such as
Principal Component Analysis (PCA) or Multi-Dimensional Scaling (MDS), with
the advantage that the output space onto which the data is projected—the network
H—is limited and known. Additionally, the non-parametric and learning nature of
the SOM algorithm has been shown to be more robust when it comes to capturing
complex, non-gaussian relationships (Yan and Thill 2009). In the context of this
paper, we use the SOM to explore the distribution of the probability that each
German region belongs to each of the clusters specified by the FMM model. It is
important to note that this is in essence a multi-dimensional dataset: we have several
probabilities associated to every region. FMM output returns probabilities for each
region to belong t