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Preface

This volume of Advances in Intelligent Systems and Computing contains accepted
papers presented at ECC 2017, the Fourth Euro-China Conference on Intelligent
Data Analysis and Applications. The aim of ECC is to provide an internationally
respected forum for scientific research in the broad areas of intelligent data analysis,
computational intelligence, signal processing, and all associated applications of
Als.

ECC puts a special emphasis on promoting research and scientific collaboration
between Europe and China, two major centers of development on the contemporary
scientific landscape. It aims at strengthening research partnerships and providing an
opportunity for joint efforts leading to higher quality fundamental and applied
research.

The fourth edition of ECC was organized jointly by the University of Malaga,
Spain, VSB—Technical University of Ostrava, Czech Republic, and Fujian
University of Technology, Fuzhou, China. The conference will take place on
October 9-11, 2017, in the beautiful Mediterranean city of Malaga, Spain.

The organization of the ECC 2017 conference was entirely voluntary. The
review process required an enormous effort from the members of the International
Technical Program Committee, and we would therefore like to thank all its
members for their contribution to the success of this conference. We would like to
express our sincere thanks to the host of ECC 2017, University of Mélaga, and to
the publisher, Springer, for their hard work and support in organizing the confer-
ence. Finally, we would like to thank all the authors for their high-quality contri-
butions. The friendly and welcoming attitude of conference supporters and
contributors made this event a success!

July 2017 Pavel Kromer
Enrique Alba

Jeng-Shyang Pan

Viéclav Snasel
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Abstract. Utilizing non-contact eye-detection- and image-processing-based
fatigue recognition and early warning technology, this study established a
human-computer interaction system based on dynamic expression recognition.
The degree of fatigue was determined based on the percentage of eyelid closure
(PERCLOS). Facial and eye areas in the key frames for facial expression
identification were adopted to determine the expression of fatigue. A skin-color
technique was used for face detection. A skin model was later established using
the hue, saturation, value (HSV) color model, which was then used to detect the
skin color of any given face. The improved circle Hough transform algorithm
was applied for use in eye detection. Blink rate (pupil region extraction) and
PERCLOS were combined in the detection of fatigue.

Keywords: Fatigue assessment - Skin color detection - Face recognition -
Eye localization

1 Introduction

With the rapid development of modern transportation, traffic accidents have become a
critical concern of countries throughout the world. When drivers are tired, their sen-
sitivity to the environment, their accuracy and speed of judgment, and their control of
the vehicle tend to decrease, resulting in traffic accidents. The system presented in this
study can alert and remind the driver, as well as transmit feedback and other infor-
mation collected from human-computer interaction, to help prevent driving fatigue and
thus reduce traffic accidents.
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Previous studies on the detection of the eye area and eye status usually adopted an

image or infrared radiation (IR)-light-based method [1]. Furthermore, image-based eye
detection can be divided into template-, feature-, and appearance-based methods shown

in Fig. 1.
Template Skin Color Detection,
Matching Template Matching
Image
Based Feature Adaptive Boosting (AdaBoost)
Eye Algorithm, Neural Network
Detection
Eye Probably Approximately
IR Light Detection Correct (PAC) Algorithm
Based
Fig. 1. Methods of eye detection.
(1) Template-matching method: In this method, a standard human eye template is

()]

initially constructed, which is then compared to the images that contain a human
face in order to identify and determine whether the image has a similar area to that
in the template. In addition, the template is used to determine the center of the
image if a high degree of similarity is found. Fast template matching requires a
simple background and images with explicitly distinctive facial features for
testing, as factors such as a complicated background may lead to substantial
computations and longer processing time. In addition, a human eye template must
meet certain prerequisites for clarity. This is because successful matching of the
template and image depends on the generality of the eye template and the accu-
racy and clarity of the images in the digital image libraries.

Image-feature statistical learning method: In this method, a mathematical model is
constructed in order to train computers to recognize human facial features using
numerous facial object detection processes. A classifier is then established based
on the model to enhance the system’s ability to analyze and classify data related to
human eyes. Finally, a well-trained classifier is used to identify the region in
which an input image contains a human face. The AdaBoost algorithm is the most
widely employed method among the various statistical methods. The method is
used to detect each region and section of an image. Because the eigenvalues of
each image section must be calculated, the computational complexity is high and
real-time performance is rather poor. However, during the actual detection pro-
cess, several trained classifiers are usually combined into a cascading classifier,
which, in addition to having a high degree of accuracy, can accelerate the
detection speed and reduce detection time.
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(3) Geometrical-feature-based method: Based on the characteristics of the location
and geometric features of the human eyes on the face, a mathematical model of
the position of the facial organs can be established. In addition, the mathematical
rules corresponding to the layout of the facial organs can be obtained through
analysis of the mathematical model. Studies have shown that human eyes are
geometrically symmetric. Thus, eye-specific geometric shapes can be used to
locate human eyes. The advantage of such an eye detection method is in its ability
to analyze clearly the geometric characteristics of the human face. However, the
method requires that the image have a non-complex background and be in a
well-lit environment. Visual interference in other areas of the image must also be
reduced. The geometric-feature method is wusually used with the
template-matching method in order to create the mathematical model function.

2 System Overviewfirst

Using circle Hough transforms in image analysis requires major computations. Hence,
real-time performance is often poor and cannot be applied in a timely manner [2].
Near-infrared imaging is limited to certain applications in which infrared lighting can
be applied [3]. To achieve better analytical results of the feature model, this study
adopted a color-information method. Specifically, we constructed a skin-color-model
based on an HSV color model [4] for use in detecting facial images based on a
skin-color detection algorithm. Data from image processing were then compared to
standard physical reactions of facial organs that occur during fatigue. Statistical anal-
ysis was then conducted before determining fatigue. Next, selected frames were
extracted from a video clip to act as images, and corresponding image processing and
image detection techniques were then applied to identify the facial and eye areas.
PERCLOS information was detected and analyzed. Finally, the level of fatigue
assessed using a facial dynamic system.

2.1 Research and Analytical

(1) Review and analyze the various face detection algorithms, establish a simulation
model using induction and abstraction, and conduct an analytical simulation based
on the principles of existing algorithms.

(2) Apply the skin-color detection technique to detect human faces. Identify the facial
area and background.

(3) Conduct image preprocessing of the obtained facial area to facilitate eye local-
ization and eye data extraction.

(4) Conduct an in-depth study of the various fatigue detection methods. Then apply
the circle Hough transform method to detect the eye pupils, and determine fatigue.

(5) Use a dynamic facial fatigue system to assess fatigue: First, the human face is
identified. Next, the eyes are located. A line chart is then composed to illustrate
the changes of the pupil over time. Finally, the degree of fatigue is determined
based on the proportion of the number of “fatigue frames” to the total number of
frames. The face-based fatigue detection system is demonstrated in Fig. 2.
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Input - Face Area > Extract Face Images

magesl Detection Area Processin

Output Fatigue Eye Eye
P e TR B e

Results Assessment Localizati on Detection

Fig. 2. Face-based fatigue detection system.

2.2 Research Data

This study constructed a dynamic-expression-recognition-based human-computer
interaction system. By identifying the human face and eyes, and producing a line
chart of the changes in pupil size over time, the system could determine the degree of
fatigue based on PERCLOS. The facial and eye areas in the key frames of expression
identification were adopted to determine the expression of fatigue. A skin-color-based
technique was utilized for face detection using the HSV color model [4], which was
then used to detect the skin color of any given face. The improved circle Hough
transform algorithm was applied for use in eye detection. Blink rate (pupil region
extraction) and PERCLOS were combined in order to detect fatigue. The binarization
results of the HSV format are better than those of the Ycber format [S]. Image bina-
rization is used to facilitate the extraction of information from an image. Using binary
images improves the efficiency of computer identification [6]. As shown in Fig. 3, the
process of converting HSV binary images into grayscale images using morphological
processing is shown in Fig. 4.

Using circle Hough transformations for eye detection enables the system to detect
and locate the pupils of the eye more accurately. First, a Canny operator was adopted to
extract the image edge of the object to be detected [7]. The area of the pupil was next
determined. Then, the edge of the pupil was defined based on an image with open eyes,
and the improved circle Hough transforms were utilized to detect the quasi-circled
pupil. Eye blink rate and PERCLOS were combined to detect fatigue. Specifically,
when the object to be detected appeared tired, the eye blink rate was likely to increase
and the degree of fatigue could be determined by comparing the proportion of “fatigue
frames” to the total number of frames and the threshold value [8]. Table 1 shows that
the maximum pixel value of the human eye area was 4900, and pupil region extraction
(PRE) could be calculated for each frame. When PRE was less than 0.3, the image was
defined as being in a fatigue state; otherwise, it was defined as being in a non-fatigue
state.

The improved circle Hough transform algorithm was applied to eye detection.
Blink rate (PRE) and PERCLOS were combined to detect fatigue. Based on image
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HSV format Image

binarization

Ycber format Image

binarization

Fig. 3. Skin color detection. Comparison of the binarization results of the HSV and Ycber
formats.

Fig. 4. Process of converting HSV binary images into grayscale images through morphological
processing.

capture and data acquisition, a line chart was generated to illustrate changes in the size
of drivers’ eyes when in a state of fatigue. The results of the association between
changes in blink rate and distribution of apparent state of fatigue are shown in Fig. 5.
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Table 1.
Pixel values of the eye region | Pupil Region Extraction (PRE)
detected by hough transform
4900 1
3499.12 0.7141
2520.87 0.5144
2629.87 0.5367
1264.25 0.2580

Percentage of openness of the pupil according to time.
T T T T

08 | o i

06 | g LY bl i oG { ]
A\ p - f\p q

02 L L b o e b o\# | i

Percentage of openness of the pupil

0 1 1 % & 1 om 1 1
0 20 40 60 80 100 120 140

Image frame&Time

Fig. 5. Blink rate versus apparent state of fatigue.

3 Conclusion

The non-contact eye-detection-based, fatigue-early-warning, image-processing tech-
nology used in this study applied the HSV color model to detect skin color, define the
human face, and extract eye-related data in order to assess fatigue. The circle Hough
transforms were applied to detect the pupils in the human eye area, from which we
generated a line chart of changes in the size of the pupil over time. Determining fatigue
was accomplished by determining the total number of “fatigue frames.” PERCLOS and
blink rate were combined as a single analytical parameter of fatigue, and the results of
the experiment confirmed that our method was effective at detecting fatigue from a set
of dynamic facial expressions. The proposed method also succeeded in achieving a
human-computer interactive early warning system that generated reminders and feed-
back. The system may be widely applied in the field of fatigue detection to help reduce
the number of traffic accidents.
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Abstract. A new method of face recognition based on gradient direction his-
togram (HOG) features extraction and fast principal component analysis
(PCA) algorithm is proposed to solve the problem of low accuracy of face
recognition under non-restrictive conditions. In this method, the Haar feature
classifier is used to extract and extract the original data, and then the HOG
features are extracted from the image data and the PCA dimension reduction is
processed, and the Support Vector Machines (SVM) algorithm is used to rec-
ognize the face. The experimental results of the classification recognition on the
LFW face database verify the effectiveness of the method.

Keywords: Haar feature classifier - HOG - Fast PCA - SVM

1 Introduction

As one of the important research topics in the field of biometrics, face recognition has
been favored by its non-contact and non-stealing characteristics [1, 2]. With the
machine learning, pattern recognition, artificial intelligence and computer vision
technology continue to develop, face recognition technology has made great progress.
The commonly used methods of face recognition are: Support Vector Machine (SVM),
Principal Component Analysis (PCA), Histogram of Oriented Gradient (HOG), and so
on. Among them, the improved SVM algorithm based on Optimization of kernel
function [3] and classification algorithm for face recognition [4], due to the extraction
of all features of the image, the computation is large and it is difficult to achieve the
rapid identification of huge amounts of data; PCA is the feature extraction of the global
feature, although the dimension of the feature is reduced, its recognition accuracy is
affected by the illumination [5-7]; HOG method based on feature extraction [8],
although not affected by illumination and geometric deformation, the calculation is still
large, difficult to achieve rapid identification [9]. At present, most of the face recog-
nition methods are based on restrictive conditions (illumination, gesture, expression
and other specific circumstances) of the data classification and identification [10], and
non-restrictive conditions (illumination, gesture, expression and other real state) of the
face recognition is a difficult problem [11].

In this paper, Haar feature classifier is introduced into the preprocessing process of
raw data. A new method of face recognition for non-restrictive conditions is

© Springer International Publishing AG 2018
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constructed by combining HOG feature extraction, fast PCA dimensionality reduction
and SVM classification algorithm.

2 Raw Data Preprocessing
The preprocessing of raw data consists of two main parts: extraction of raw data from

human faces database and detection and extraction of human faces. The flow of raw
data preprocessing is shown in Fig. 1.

data

A

Y

Removing Face detection
interference data and extraction
A
A
Image Image histogram
classification and equalization
preservation processing
A
Y
Read the image .| Image grayscale
in batches i processing

Fig. 1. Preprocessing process

2.1 Extract Raw Data

As the original data is collected under non-limiting conditions, some of the data due to
its different acquisition path, resulting in a greater difference in imaging results. Such as
facial mask, facial expression is too exaggerated, large deviation angle of the face, etc.,
as shown in Fig. 2. These data will have a greater impact on the training and final
recognition of the classification model, so the interference data is first removed during
the preprocessing phase. In order to facilitate the mass processing of data, the sorting of
categories and names are ordered at the same time as the original data is extracted.

2.2 Face Detection and Extraction

The difficulty of face recognition in non-restrictive conditions is that there is a lot of
redundant information and interference information in the original data. Figure 2 is
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Fig. 2. Useless interference data

extracted from the database of experimental data, you can see in the sample not only
the light, posture and expression of the impact, as well as the background of the items
and other human face interference. In this paper, Haar feature classifier is introduced
into the preprocessing of raw data for face detection and face region extraction. The
effect of removing all the interference information outside the face area is realized, and
the experimental samples are optimized. The Haar feature classifier is based on the
AdaBoost algorithm by Viola and Jones [12], which is formed by cascading the trained
strong classifier. Subsequently, Lienhart and Maydt [13] extended the classifier, and
finally formed the Haar classifier used in this paper. First, the original data is processed
by gray scale and histogram equalization, as shown in Figs. 3 and 4.

Fig. 3. Grayscale image

The effect of the two steps is to reduce the amount of data information and speed up
the follow-up processing, while enhancing the contrast of the image and weakening the
influence of illumination. The Haar feature classifier for face detection and face region
extraction is shown in Fig. 5.

Haar feature classifier can achieve 95% detection accuracy, but its extraction of
data still has a small amount of error data [14]. Delete the extracted data and save it
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Fig. 4. Histogram equalization of the image

The original image The extracted image

Fig. 5. Face area extraction process

again. As the HOG feature extraction has a certain requirement on the image size, the
image data is normalized to a size of 64 x 128 pixels.

3 HOG Feature Extraction and PCA Dimensionality
Reduction

3.1 HOG Feature Extraction

Histogram of Oriented Gradient (HOG) was proposed by Dalal et al. [15] in 2005 to
detect pedestrians. The HOG feature is robust and has no sensitivity to both light and
geometric changes, and the computational complexity of the HOG feature is much less
than that of the original data. The main steps of HOG feature extraction are as follows:

(1) A 64 x 128 pixel window is divided by 8 x 8 pixel cell, forming 8 x 16 = 128
cells, as shown in Fig. 6. The gradient components of each pixel (x, y) in
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8x8 cell 16x16 block 64x128 window
Fig. 6. Window division process
horizontal and vertical directions are calculated by formula (1) and formula (2),

and the gradient magnitude and gradient direction of each pixel point are calcu-
lated by formula (3) and formula (4).

Gx(xay) :I(X+1’y)_I(X_1’y) (1)

Gy(x,y) = I(x,y+1) — I(x,y — 1) 2)

m(x,y) = \/(Gu(x,¥)) + (Gy(x,y))? (3)
— ar nGy(Xa Y)

0(x,y) = arcta 7GX(X, 9 4)

(2) A block of 16 x 16 pixels is composed of 2 x 2 =4 cells, and 7 x 15 = 105
blocks are composed. The block step size of 8 pixels, the number of blocks in the
horizontal direction is (64—16)/8 + 1 = 7, and the number of blocks in the vertical
direction is (128—16)/8 + 1 = 15, as shown in Fig. 7.

(3) Take a histogram of 9 gradient directions for each cell, as shown in Fig. 8. Such a
block has 4 x 9 = 36 feature vectors, and then 105 blocks of feature vectors are
connected in series to form an image of 36 x 105 = 3780 HOG features.

3.2 PCA Dimensionality Reduction

The main principle of the PCA algorithm is to transform the original data into a set of
linearly independent data by linear transformation, which can be used to extract the
main feature components of the data. Therefore, it is often used for dimensionality
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Vertical stepping
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reduction of high dimensional data. For face recognition problems, the feature
dimension is often much higher than the number of samples. The original data of this

paper is 64 x 128 = 8192, even if the extracted HOG feature is 3780 dimensions. For

the solution of the covariance matrix in the PCA algorithm, the computational data is
3780 x 3780, which will lead to the running time, and the general computer hardware
is difficult to meet the requirements. In this paper, the traditional PCA algorithm is
improved by using fast-PCA method to solve the eigenvalues and eigenvectors of the
sample matrix. The main principle of fast-PCA is shown in Eq. (5)-(9):

_ X
- ()

zZ

P! x (ZxZ)xP=S$

(5)
(6)
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P ' x (Z)'XxZ xZxZ xP=S§ (7)
(Z xP) ' xZ xZx(Z xP) =8 (8)

Among them, X is the sample matrix, [ is the mean of the sample, o is the standard
deviation of the sample, and Z is the normalized sample matrix. The eigenvector matrix
of Z/ x Zis Z' x P, and the eigenvectors of Z' x Z and Z x Z/ are the same. Z is a row
matrix, it is easy to solve the eigenvectors of Z x Z'. Let V1 be the first k eigenvectors
of Zx 7,7 x V1 is equal to Z' x P. Therefore, the covariance matrix of the original
problem is (9).

V=27 xVl1 (9)

N is the number of all samples.
The main steps of PCA dimensionality reduction are as follows:

(1) The zero-mean normalized preprocessing of the extracted sample matrix is shown
in Eq. (5).

(2) The eigenvalues and eigenvectors of the sample matrix are obtained by the
fast-PCA method.

(3) Finally, the resulting feature vector V is processed in a modular way, thus
obtaining the final PCA value of the sample.

After PCA processing, the data dimension is reduced from 3780 to k dimension,
which greatly reduces the amount of data and accelerates the speed of operation.

4 Face Recognition

4.1 Data Normalization

The feature data for support vector machine classification is obtained by HOG feature
extraction and PCA dimensionality reduction. However, there is a large difference in
the numerical size of the different feature components in the same sample, and if there
is no normalization, there will be no comparability [16]. Therefore, before the final
classification and identification, it needs to data normalization. In this paper, using the
median normalization method, as shown in Eq. (10), the same sample of data nor-
malized to [—1, 1].

X — Xmi
X =2x —> ] (10)
Xmax_xmin

Where X' is the normalized data, X is the original data, X, is the maximum value
in the original data, and X, is the minimum value in the original data.
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4.2 Face Recognition Based on SVM

SVM algorithm [17, 18] has been widely used in various classification scenes because
of its strong classification ability for small samples and high dimension data. Based on
the statistical learning theory of structural risk minimization, the SVM algorithm
separates the different categories by finding the optimal hyperplane among different
samples. The optimal hyperplane can be expressed as:

y=0"¢(x) + b (11)

where o is the normal vector of hyperplane, and b is the offset vector of hyperplane.

For the problem of linear indivisibility, we need to transform the nonlinear clas-
sification problem into quadratic optimization problem. Then the Lagrangian multiplier
is used to transform the classification problem into its dual problem. The final
hyperplane classification function is:

£(x) = sign (Z (600 - d(x)) + b) (12)

where sign is a sign function and o is a Lagrange multiplier.
The kernel function k(x; - x) instead of (¢(x) - d(xi)), on into:

f(x) = sign (i: osy;k(x; - X) +b) (13)
i=1

The common kernel functions include linear kernel function, Gauss radial basis
function (RBF kernel function), polynomial kernel function and Sigmoid kernel
function. In this paper, the linear kernel function is used as the kernel function of SVM.

Face recognition based on SVM includes two parts: model training and sample
testing. Firstly, the training samples are trained in the case of setting SVM specific
parameters, and the training model is obtained. And then use the trained model to test
the test samples, get the accuracy of face recognition and test time.

5 Experiment

5.1 Experimental Environment

The experimental environment is divided into two parts: hardware environment and
software platform:

(1) Hardware environment: PC, Windows 7_64 bit operating system, the processor
for the Intel (R) Core (TM) i5-2450 M CPU @ 2.50 GHz, memory 4.0 G
(2) Software platform: Visual Studio 2015, OpenCV 3.2.0, MATLAB R2015b

Among them, the libsvm toolkit is used in the MATLAB platform, which is a
simple, easy-to-use and fast and effective SVM pattern recognition and regression
software package designed by Professor Lin Chih-Jen of Taiwan University.
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5.2 Experimental Database

This paper adopts the LFW face database under the condition of non restriction.
The LFW face database contains 5749 people, 13233 images in total, and the image
size of 250 x 250 pixels. In this experiment, 14 experimental samples were selected as
the experimental samples with face images with more than 40 data volumes, as shown
in Fig. 9. The model training and sample testing were carried out in the following 4
ways:

Fig. 9. Experimental sample

(1) 10 samples of each type were selected as experimental samples, of which 5 were
used as training samples and 5 as test samples;

(2) 20 samples of each type were selected as experimental samples, of which 10 were
used as training samples and 10 as test samples;

(3) 30 samples of each type were selected as experimental samples, of which 15 were
used as training samples and 15 as test samples;

(4) 40 samples of each type were selected as experimental samples, of which 20 were
used as training samples and 20 as test samples.

5.3 Comparison and Analysis of Experimental Results

In order to verify the effectiveness of the proposed method, the results of the face
recognition were compared with the SVM algorithm, the PCA + SVM algorithm and
the HOG + SVM algorithm under the same experimental conditions, respectively, in
the above four experimental samples of different sizes, The experimental results shown
in Fig. 10. At the same time, the algorithm is compared with the time of the test phase,
as shown in Fig. 11.

It can be seen from Fig. 10 that the recognition accuracy of SVM algorithm is the
lowest when the same number of training samples and test samples are used, and the
recognition rate of PCA + SVM algorithm and HOG + SVM algorithm is improved,
but their recognition rate is still low. The method proposed in this paper is superior to
the other three algorithms, and the highest recognition accuracy is above 90%. At the
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same time, it can be seen from Fig. 11 that the time of SVM algorithm increases rapidly
with the increase of the number of samples at the experimental phase, although the time
of HOG + SVM algorithm reduced, it also affected by experimental sample number.
The method used in this paper is basically the same as the PCA + SVM algorithm, and
it is not affected by the experimental sample number. The comparison of the above two
experimental results fully proves that the proposed method not only uses less time, but
also has higher recognition accuracy.
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6 Conclusions

In order to solve the problem of low accuracy of face recognition under non - restrictive
conditions, a new method of face recognition based on Haar feature classifier, HOG
feature extraction and fast-PCA dimension reduction is proposed. Firstly, the Haar
feature classifier is used to extract the background interference data at the same time in
the original data preprocessing stage. Then, the feature data of the face is extracted by
the method of HOG feature extraction. Then, the extracted data PCA algorithm is
reduced the size of the final use for the training and testing of the amount of data.
Finally, the use of SVM algorithm is to identify and identify the face. It is verify the
effectiveness of the method with the experimental results.
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Abstract. We present a new method to day and night image stitching and
rendering for exploring the space-time continuum within a two-dimensional still
photograph. Our method is based on a two-scale decomposition of the input
images. Homography matrix is calculated by matching feature points of detail
layer pairs, which can avoid impact of illumination. Then detail layers and base
layers are stitched together, respectively. We mapped the stitched base layer to a
radiance map and then rendered it as time-lapse effect based on human vision
system. Compared with previous method, our method is easier to implement and
has a larger viewing angle.

Keywords: Local invariant feature matching - Image stitching - Rendering

1 Introduction

For many scenes, whether man-made or natural, day and night have their own beauty,
which most people do not want to miss. Therefore, it has definitely a different feeling
to see a picture for including both day and night scenes (Fig. 1). Photographer Stephen
Wilkes crafts stunning compositions of landscapes as they transit from day to night.
But this work takes a long time which depends on how long the whole process from
dawn to dark and it is important that the location and angle of the shot cannot be moved
in more than ten hours. That is, people cannot leave, has to wait and take hundreds of
photos. In addition, after the shooting, he also spent a few months to do post-
processing, and finally get the set of works [10]. In this paper, we propose a method
which only needs two images which are taken at day time and at night time. The two
images are stitched together to achieve the effect of time lapse, and has wide angle
view. Because parallax is allowed between the two images, so there are not many
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Fig. 1. A picture of the day to night.

restrictions on shooting. After shooting the scene picture of the day, people can do
other things, and then come back at night to shoot another one, so do not have to wait
in place.

Our method has the advantages of wide angle view and simple implementation, but
there are two problems because of the absence of the intermediate state image: First, the
image stitching problem is usually modeled by a geometrical relationship between two
images, known as homography, which is usually estimated by matching local invariant
feature points of two images [1]. However, due to the different shooting time, we need
to deal with great illumination change of the image pairs, that is, how to effectively
complete the extraction and matching of the local invariant features in the case of large
illumination changes. The second problem is how to render the effect of time lapse in
the panoramic image in the absence of an intermediate time image.

In this paper, we proposed a method to deal with these two problems based on
two-scale computation model [2]. The model decomposes the image into base layer and
detail layer based on the fact that the human visual system (HVS) to local contrast is
more sensitive than the global contrast. Such a model is much related to the texture
illuminance decoupling technique [2], the texture and illuminance information of the
image are included in the detail layer and the base layer, respectively. We perform local
invariant feature extraction and matching on the detail layer to realize the perfect image
stitching, which can solve the first problem. The second problem is solved by mapping
the effect of the elapsed time on the base layer.

Figure 2 is the flow chart of the proposed method. Our method starts by decom-
posing the day and the night image into the base layer and the detail layer respectively,
which are modified in different ways. In the detail layer, the feature points of the image
pair are extracted and matched, so that the homography matrix is calculated. Then we
can register and fuse the detail layer and the base layer. Registration only needs to
transform one image and fusion using weighted average method. We render time-lapse
effects on the stitching base layer by using reverse and forward tone mapping which is
based on the human eye’s response to realistic lighting.
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Fig. 2. The flowchart of our method.
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2 Image Stitching

In order to calculate the homography matrix of image stitching, we need to match the
feature points between image pairs. At present, the main method to extract the feature
points of the image is Scale-invariant feature transform (SIFT) [5], which mainly
addresses the problem of scale change, but it is not robust enough for large illumination
changes, so it is not suitable for day and night image stitching. In the proposed algo-
rithm, we avoid the influence of illumination by using two-scale decomposition model
which is similar to Durand’s [2], but the base layer is estimated by guided filtering [3]
which has obvious advantages in computational efficiency and maintaining gradient
near the edge compared with bilateral filtering. Directly using the SIFT algorithm to
extract the feature of the detail layer will get fewer matching points, which will calculate
the wrong homography matrix, resulting in dislocation stitching, as shown in Fig. 3.
This is because the overlap between the image pairs is small and the SIFT detector does
not extract many feature points from the detail layer image. In the proposed method, two
improvements are obtained: First, in order to ensure the unity of the synthetic image
style, there is no large scale change between the two images. So in order to reduce the
number of error matching point, we use image pyramid instead of Difference of
Gaussians (DoG) in SIFT. Second, blob detector of SIFT is replaced by corner detector
[9], which can increase the number of detected feature points in detail layer.

Fig. 3. Detail layer stitching result using SIFT.

3 Time Lapse Rendering

Since the pixel value of the image [ is the natural radiance value compressed by the
camera’s camera curve, we first restore the radiance information of the image L by the
inverse camera response function (ICRF) [4].

< (1)

The image that stores the radiance information is also called high dynamic range
(HDR) image [7]. Since the HDR image cannot be displayed on the low dynamic range
(LDR) medium, so we use pseudo color image representation (Fig. 4).
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Fig. 4. Time lapse tone mapping for HDR image.

Because the current display media is LDR, we also need to compress the dynamic
range of HDR image, and HVS-based mapping curve can make the compressed
image more realistic. Relevant physiology study found that human eye compress
dynamic range of luminance mainly depends on the photoreceptors of retina [6].
Photoreceptors’ adaptive luminance curve is shown in Fig. 4. We can see that with
the increase of the external luminance intensity, the response curve of photoreceptors
shift right along the X axis. The result is that the response curve can cover different
dynamic ranges continuously. The photoreceptors’ response R as function of lumi-
nance L may be modelled by [6]:

L

R=—— Ry 2
L+o @)

o=(k-L)" (3)

where k and m are constants. Half-saturation parameter ¢ determines the degree of
photoreceptor response curve shifting to the right along the X axis (Fig. 4). ¢ is a
function of the adaptive luminance L,. In order to render the effect of the passage of
time in a day, we use the columns of the input image n to correspond to the time of day
t, and let R, = I, we obtained:
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L

(4)

L, calculation can be divided into global and local algorithms. Global algorithms
generally use the logarithm average of the image as the adaptive luminance value.
Local algorithms determine the mapping value for a particular pixel as reference to its
neighbouring pixel information. In this paper, a semi-global algorithm is proposed by
using the following linear model to calculate the corresponding adaptive luminance of
each column 7.

Lin)=a-n+p (5)

Like many tone mapping methods [8], we view the log-average luminance as a
useful approximation to the key of the scene. This L, is computed by:

Lo(daynight) — ]lvexp(z log(5+L)) (6)

where N is the total number of pixels in the image and J is a small value to avoid the
singularity that occurs if black pixels are present in the image. We would like to map
this L,(day/night) to middle-column of the input day and night images. As shown in
Fig. 4, the time variation of the result image is from night to day, and according to the
model (5), the following equations are obtained:

{ Lo(night) =% -0+ f (7)
Lo(day) = 2W —o —%) - a+f

where W is the width of each input images, o is the width of the overlapping part of the
stitching. The equations are solved:

_ L (night) — L,(day)
{ B = W (Lq(night) +L},/‘(/d_¢g2)) — 20L,(night) (8>
2(W—o)

and L, of each columns 7 in stitched image is obtained:

_ Ly(night) — Ly(day) W(L,(night) + L,(day)) — 20L,(night)

L) = =800 S ©)

Substituting L,(n) into Eq. (4), then we can get the final effect of time-lapse
rendering.

4 Experimental Results

The proposed method has two main contributions. Firstly, day and night image
stitching is completed based on a two-scale decomposition framework. Image pyramid
and corner detector is used for detecting feature points in detail layer, and compared
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with SIFT, the number of correct matching points obtained by the improved method is
increased by about 10 times. Secondly, based on HVS, we propose a tone mapping
method that can render the image into time-lapse effect. Figure 6 is the result of the
proposed method. As shown in the figure, compared with the image without rendering
(Fig. 5), the result image of the proposed method (Fig. 6) is more natural and more
realistic from night to day.

Fig. 5. Image stitching without rendering.

Fig. 6. Result of the proposed method.

5 Conclusion

This paper presents a new stitching and rendering method based on two-scale
decomposition, in which the stitching method can perfectly combine the day and night
images. Compared with the traditional method, the proposed method is easier to
implement and has a larger viewing angle. The HVS-based rendering algorithm can
make the stitching image more realistic, and show the time-lapse in the final image.
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Abstract. Following on the development of soil shear bands, this paper studies
the processing method of soil mesostructure images taken by optical micro-
scope. The study shows that: the images fusion method based on wavelet
transform can solve the problems caused by depth of field existing in the images
of soil mesostructure; the image mosaic based on the module matching is a
better method to solve the problems of the limited observation range for the
mesostructure; the images of the soil mesostructure processed by combination of
the two methods can meet the needs for the studies of the soil mesostructure
parameters.

Keywords: Soil mesostructured - Image processing - Module matching -
Wavelet transform * Image mosaic

1 Introduction

According to incomplete statistics, the economic loss caused by soil break amounts to
0.5 to 1 billion every year in China. Therefore, soil failure is a problem requiring
further studies. A great deal of engineering practice and theoretical research showed
that the failure of soil was closely related to the status and variation of its own
mesostructure and to a large extent was controlled by them. In fact, various kinds of
macroscopic mechanical behavior are the result of the soil mesostructure’s variation.
Thus, the experimental research and theoretical analysis of the development of shear
bands from mesoscopic scale has great scientific and engineering significance. At
present, the study of soil mesostructure remains experimental, which observes soil
mesoscopic variation while loaded with the help of a magnifying device similar to a
microscope. In this experimental approach, one of the most crucial steps is the pro-
cessing of soil mesostructure images. The difference in observing device and research
targets may result in the difference in the images taken and furthermore the difference
in processing methods. This paper focuses its study on the processing methods of the
soil mesostructure images taken by optical microscope.
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2 Image Processing of Soil Mesostructure

In order to understand the internal variation of the shear failure from the mesoscopic
scale and the development of shear bands caused by the local deformation, there are
two things need addressing regarding the image collection and processing. The soil
shear failure is a process which needs a sequence of images to describe and record.
Therefore the quality of each image is very important because image of good quality
can minimize the interrupt of light stability, test environment and the background noise
of the test equipment. Meanwhile, as the observing range is increasing gradually during
the developmental process of shear bands, the image mosaic is necessary to ensure the
information acquired from the images can reflect the whole process of the development
of soil shear bands caused by the local deformation.

Following developmental characteristics of soil shear bands, based on the wavelet
transform, this paper offers a suitable method for images fusion when collecting the
mesoscopic information. Using the module matching technique, this paper offers an
image mosaic method that can enlarge the observing range.

2.1 Images Fusion Based on the Wavelet Transform

When taking the mesostructure images, the depth of field is very clear because of the
amplification, which makes the image partly clear and partly vague. This may cause the
loss of some information in the images which can greatly affect the extraction of
quantization parameters of soil mesostructure. Therefore, image processing is neces-
sary to solve the problems caused by the depth of field.

Images fusion is effective in solving the above-mentioned problem. In this paper,
we apply the multi-focus approach to process the images for clear picture in the field.
The most common three ways of multi-focus images fusion are: pyramid based [1],
discrete cosine transform based [2] and wavelet transform based [3]. Among these,
wavelet analysis has the characteristics of good localizing quality and multi-resolution
response analysis at both time domain and frequency domain, i.e. it has higher fre-
quency resolution and lower time resolution in low frequency section. This enables the
observers to focus on any small part of the analysis object, which serves precisely for
the images fusion of the soil mesostructure. Thus, we use the wavelet transform based
multi-focus images fusion to solve the problems caused by the depth of field. The
following images processing of the soil mesostructure can prove the applicability of
wavelet transform in our study.

In Fig. 1, Image 1 to Image 3 are the result of different focuses on the same field
and Image 4 is the fusion of the above three images. After the fusion of Image 1 and
Image 2, we fuse it with Image 3 and get Image 4. The quality of Image 4 is good and
the whole field is very clear, which effectively solves the problems caused by the depth
of field. The final result of Image 4 shows that the wavelet transform based multi-focus
image fusion can satisfy our needs of image processing in this study. Therefore, we
apply it in our processing of the images to ensure the accuracy of data analysis.
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Fig. 1. Images processed based on wavelet transform

2.2 Image Mosaic Based on the Module Matching

The measurement unit of soil mesostructure image in one field is usually mm?2.
However, in such a small field, the fracture will quickly enlarge beyond the field.
Which is harmful to the observation of the development of soil shear bands and would
in turn affect the analysis of failure mechanism. An effective solution to the problem is
the enlargement of the observing range.

Reducing magnification can directly enlarge the observing range, but it lead to the
observation loss of some parts of the mesostructure in the original field. To solve this
dilemma, we find another way - image mosaic, which is applied in this study to enlarge
the observing range.

Image mosaic is mainly composed of three parts, image preprocessing, image
registration and image fusion. The fusion in this part is essentially the same as the
image fusion generally mentioned. The only difference lies that we generally fused the
clear parts of images of the same observing field with different focus and finally get a
clear and complete filed; while the fusion in this part is the fusion of the overlaps
between two images of different fields.

In recent years, with the broadening of its application scope, the studies on image
mosaic have increased greatly, which focus mainly on the image registration and image
fusion. Image registration is a registration and superposition process which uses two or
more images for the same scene obtained from different angle, different imaging
modalities and different timing [4]. Due to difference in the light and field of vision, the
images taken are different which would lead to the appearance of the seam after
splicing. Image fusion is effective in erasing the splicing seam [5]. In the following,
after the detailed study of image registration and image fusion, we put forward an
image mosaic method that can be applied to the studies of soil mesostructure.

Selection of Registration Method. There are three common methods of registration:
gray level information based registration, frequency domain based [6] and features
based registration [7]. Generally speaking, the last two methods have more superiority
over the first one and have wider application. Actually, the selection of registration
method is closely related to image acquisition and testing environment. According to
the characteristics of image acquisition of soil mesostructure, we find that there are only
relation of pure translation existing between these images. For example, in Fig. 2,
Image 2 is taken in the central position; Image 1 is taken after upward translation of the
camera; Image 3 is taken after the right translation of the camera. It can be found that
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Fig. 2. Distribution of mosaic images

there has no rotation or affine among these images. Besides, the quality of these images
are greatly improved after wavelet transform based image fusion and the calculation
speed of modern computers also increase substantially. Considering the above factors,
we intent to adopt the gray level information based registration.

Selection of Matching Module. After the selection of registration method, we need to
choose the matching module. The following are the most commonly used modules:
module based matching, ratio based matching and grid structure based fast multiple
template matching.

The module based matching algorithm is the most mature one. Its principle is
relatively simple. First, we need to select a module sized m X n (‘m’ and ‘n’ are the
number of pixels) from the overlap area in the first image. Second, we match this
selected module with the overlap areas in other images at the same size of m x n each
time. Third, we calculate the error according to certain formula. When the error is
minimum, it is thought that the optimal matching region is found. This can further
identify the size of the overlap area. Finally, we get the seamlessly tiled images with the
help of effective method of images fusion. When the matching module is big enough,
the application of this module based matching algorithm would guarantee the accuracy
though the amount of calculation is relatively large [8].

Ratio based matching is the optimal algorithm in module matching and grid
structure based matching can reduce the amount of computation. However, when
considering the accuracy, the module based matching is more suitable for this research,
though it has larger amount of computation. With the development of IT industry, the
update of hardware can meet the need of computation.

Selection of Registration Formula. After the selection of the matching module, we
need to choose the registration formula. The most commonly used formulas include:
absolute error formula, function of minimum average absolute difference, maximum
registration pixel statistics, minimum mean-squared error function, normalized cross
correlation function and so on [9].

We assume that the size of selected module is m x n, A(x,y) is the pixel value for
any point in the module and B(x,y;) stands for pixel value of any point in the overlap
areas between images. Meanwhile, pixels in the module correspond one by one with
that in the overlap areas between images. As shown in Fig. 3, Image 2 is the original
image; Image 1 is the image taken after upward translation of the camera; Image 3 is
taken after the left translation of the camera. When stitching with Image 1, we need to
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@)

Fig. 3. Design of registration module

(3

select a module sized m X n like the black rectangle given in the upper part of Image 2
and then search it in the overlap areas between images; finally we select the optimal
matching points by a certain registration formula. The image mosaic process between
Image 2 and Image 3 is almost the same with that between Image 2 and Image 1; the
only difference lies in that the selected module is the black rectangle given in the right

of Image 2.
The commonly used formulas are as follows:
Minimum Mean-squared Error Function

Minimum Average Absolute Difference Function

m

= mm
x=1 y=1

Maximum Registration Pixel Statistics

x=1 y=1
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From the formulas given above, we can find that the computation by minimum
mean-squared error, minimum average absolute difference and maximum registration
pixel statistics are relatively simple and clear. However, these three formulas are easily
influenced by gray variation, i.e. when one gray value of one image linearly changes,
these three formulas are completely useless. Meanwhile, the selection of threshold is
also a difficult problem. Different modules, different images and different search
windows would require different thresholds. Therefore, choosing these three formulas
as registration formulas are not suitable.

As a registration formula, normalized cross correlation function is more accurate
and suitable compared with the above three. Besides, it is not affected by the linear
variation of gray value. Hereby, we choose normalized cross correlation function as
registration formula in this paper. In fact, the formulas of normalized cross correlation
function and number operation are identical. In reference to others’ research results, we
intent to use the following as the registration formula:

Normalized Cross Correlation Function Q)

(2

m
x=1

NGE

1

Ax,y) x B(x,y))?
N - (6)
2 A" 20 3. (Bl )]

m
m=1n=1 m=1n=1
The third normalized cross correlation function has the advantages of the no. 1 and
no. 2 normalized cross correlation functions. Besides, when programming, involution
operation is easier than that of development.

Searching Method. When doing the matching module search in the images, scholars
have proposed many methods to reduce the registration time and improve the accuracy,
such as pyramid search method, genetic algorithm search method and so on. Consid-
ering the characteristics of the images in our studies and the simple translations of up
and down, left and right, we use direct search method.

If it is up and down translation, the direct search will only search the matching
rectangles of same abscissa in the images after the selection of module. Besides,
because the overlap area is unknown, the search would start from the bottom of the
module which is shown in Fig. 4. The searching method of left and right translation are
identical to that of up and down with a slight difference in direction which is shown in
Fig. 5.

Images Fusion. Images fusion is one of the most important steps of image mosaic
which directly affect the image mosaic. The commonly used images fusion algorithms
are: gray-scale-based images, color-space conversion and transformation domain.
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Fig. 4. Up and down search diagram Fig. 5. Left and right search diagram

Among these three, gray-scale-based images fusion is most widely used at present.
It can be further divided into: weighted average method, fusion of region of interest,
Toet method, contrast modulation fusion and so on. Because the images are taken only
by the translation of camera, weighted average method has its unique advantages
compared with others. Therefore, we adopt the weighted average method in our studies.

In Szeliski’s weighted average, each of the corresponding pixel points between two
images multiply a weight first; then the addition of these two figures would be taken as
the pixel value for the fused image. Assuming f(x,y) is the image after fusion, f(x;,y)
f(x2,¥2) are images to be fused, o and oy are weight values, then image after fusion
can be represented as follow:

In which, oy +0o =1, and O<ay <1, O<op <1. To eliminate the seam after
splicing, o is a gradient value, i.e. based on the width of d in the overlap, the value of
oy begins with 1 and each pixel minuses 1/d until equals to 0. Meanwhile, the value of
o, starts from 0, with increase by degrees to the value of 1.

The program of image mosaic is based on the vb.net and matlab. The size of the
module is measured by the coordinate values of two corners. It is not fixed which can
be adjusted to the conditions. Besides, the matching module can also be a red rectangle
made by the press the right mouse button. Searching range is also flexible which can be
entered according to the size of the image. When the image sequences are taken at the
same time, camera’s up translation and down translation are equidistant. The program
is designed as follow: after one image mosaic, it can calculate the number of pixels of
the width of the overlap areas for next time’s image mosaic. If the numbers of pixels
are known, it can be directly used for image mosaic.

The following sequences of images of soil mesosturcture are to be stitched to
illustrate the reliability of adopted algorithm and program. In order to analyze the
mesostructure of shear band, generally nine images are needed to be stitched. As shown
in Fig. 6, there are nine images of soil mesostructure which are to be stitched.

After the confirmation of registration algorithm, module form, registration formula,
images fusion method and searching method, the size of the module becomes the most
important factor affecting the images fusion. The background of the soil mesostructure
image is usually complicate. If the size of the module is too large, the operation speed
will be affected; if it is too small, it will cause wrong registration easily. Therefore, the
size of the module should be reasonable. The calculation of overlap area during image
stitching of image 1 and image 4 in Fig. 6 is shown in Tables 1 and 2. As shown in
Tables 1 and 2, the height of module does not have much influence on the calculation
result because the overlap area is small. As image mosaic is considered, the search of
the whole image is vertically during the calculation. When the module is too small, a
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Fig. 6. Soil mesostructure images to be stitched

Table 1. Calculation of overlap area with height of 30 and different width

Number | Coordinates of upper and lower angular | Module Pixels of an overlap
point of a module size area’s height
1 (10, 990) (300, 1020) 290 * 30 | 348
2 (10, 990) (400, 1020) 390 * 30 | 983
3 (10, 990) (500, 1020) 490 * 30 | 981
4 (10, 990) (600, 1020) 590 * 30 |419
5 (10, 990) (700, 1020) 690 * 30 |339
6 (10, 990) (800, 1020) 790 * 30 |339
7 (10, 990) (900, 1020) 890 * 30 90
8 (10, 990) (1000, 1020) 990 * 30 90
9 (10, 990) (1100, 1020) 1090 * 30 90

mismatch will easily occur. When the width of module reaches 890 pixels, an accurate
match can be acquired. Enlarging the module over 890 will not make the match more
accurate. The other image mosaic calculation is basically the same as this.
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Table 2. Calculation of overlap area with height of 35 and different width

Number | Coordinates of upper and lower angular | Module Pixels of an overlap
point of a module size area’s height
1 (10, 985) (300, 1020) 290 * 35 |350
2 (10, 985) (400, 1020) 390 * 35 | 985
3 (10, 985) (500, 1020) 490 * 35 | 981
4 (10, 985) (600, 1020) 590 * 35 423
5 (10, 985) (700, 1020) 690 * 35 |337
6 (10, 985) (800, 1020) 790 * 35 | 337
7 (10, 985) (900, 1020) 890 * 35 90
8 (10, 985) (1000, 1020) 990 * 35 90
9 (10, 985) (1100, 1020) 1090 * 35 90

Fig. 7. The image after mosaic

After the determination of the size of module, a proper module is chosen and nine
images in Fig. 6 are stitched. The result is shown in Fig. 7. As shown in Fig. 7, the
result of image mosaic is ideal, there is no obvious trace of image mosaic and the
transition region appears natural and smooth.

3 Conclusions

The conclusions of our studies are as follows: the images fusion based on wavelet
transform can solve the problems caused by the depth of field in the soil mesostructure
images; the image mosaic based on the module matching is a better method to solve the
problems of the limited observation range for the mesostructure; furthermore, to select
the representative parameters of soil mesostructure, we still need to address the
problems of image segmentation, definition and extraction of parameters.
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Abstract. Appropriate method of processing the mesostructure image of soil’s
shear zone is the basis for accurate analysis of the mesostructure parameters of
shear zone. In this paper, the segmentation of shear zones, the extraction of
mesostructure quantization parameters, the determination of study area of
mesostructure variation and the method of tracking observation are studied. The
results show that image segmentation technique based on hue separation is
suitable for segmentation of soil’s shear zone mesostructure image. According
to fractal theory, the study area of the shear zone’s mesostructure variation can
be determined. The tracking points in the study area should be selected outside
the shear zone and be matched by digital image correlation method.

Keywords: Image processing - Soil’s shear zone - Mesostructure

1 Introduction

With the deepen research of soil mesostructure, scholars found that the processing of
soil mesostructure image play an important role in soil study. Suitable image pro-
cessing method can more truthfully reflect the variation of soil mesostructure while
loaded, and more effectively extract mesostructure parameters which are to be ana-
lyzed, and further explain the macro performance of soil. Therefore, it is of great
significance to study image processing of soil mesostructure. The research on the
pretreatment of soil mesostructure images has been discussed in the other paper. In this
paper, the mesostructure parameters extraction method of soil’s shear zone
mesostructure images which are preprocessed by image fusion and image mosaic is
studied.

2 Image Segmentation Based on Hue Separation

Image segmentation is one of the most important steps in soil mesostructure parameters
analysis. The segmentation results directly affect the quantization analysis results of
mesostructure parameters. Therefore, image segmentation is very significant. In article
[1], the method of average gray value and the method of maximum variance automatic
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threshold are adopted to segment the microstructure images of rock and soil materials,
and the results are good. But the images processed in article [1] did not appear large
cracks and the pores were relatively well-distributed [1]. In this paper, the variation of
shear zone mesostructure is studied. The images contain larger cracks, if the methods
provided in the article [1] are adopted, the results could not be guaranteed. In order to
find the best method, the suitability of various methods is studied.

2.1 The Method of Average Gray Value and the Method of Maximum
Variance Automatic Threshold

The principles of the method of average gray value and the method of maximum
variance automatic threshold can be found in article [1]. The applicability of the two
methods is discussed in this paper. As shown in Fig. 1, there are two mesostructure
images of soil’s shear zone. The two images are respectively processed by the method
of average gray value and the method of maximum variance automatic threshold, as
shown in Figs. 2 and 3. The black part of the picture represents the pores and fractures,
and the white part represents the particles. The subsequent sections will share the same
representation without special explanation.

Fig. 1. The mesostructure image of soil’s shear zone with axial strain of 2.09% and 2.41%

Fig. 2. Image processed by the method of average gray value



200% 'ﬂ 2.41%

Fig. 3. Image processed by the method of maximum variance automatic thresholding

As shown in Figs. 2 and 3, it can be found that the images processed by the method
of average gray value and the method of maximum variance automatic threshold are
very similar. Yet compared with the original image, it can be found that the seg-
mentation effect is not ideal. After segmentation, the area of pores and fractures are
obviously enlarged, but the segmented image can not reflect the development of
fracture. It is easy to observe from the original image that the fracture width of axial
strain on 2.41% is wider than the fracture width of axial strain on 2.41%. However, the
binary images processed by the above two methods reflect the opposite result.
Therefore, these two segmentation methods can not be applied to the segmentation of
soil’s shear zone mesostructure image.

2.2 Image Segmentation Based on Hue Separation

The main research object is the mesostructure of soil’s shear zone, the purpose of
segmentation is to reflect the variation of the mesostructure fracture. In order to achieve
better effect with segmentation, the captured images should be analyzed first. Soil
mesostructure images captured during the experiment feature a widely distributed
image gray value. Under this circumstance, there are many obvious differences in gray
values between the area of pores and fractures and the area of particles. But the gray
value between them also occupies a certain proportion. The gray value of image is also
affected in the process of image fusion. Therefore, the pores and fractures are enlarged
by the method of average gray value and the method of maximum variance automatic
threshold. The definition of hue separation is that the color of an original image which
is composed of adjacent gradually changed color is substitute with several abrupt
colors. A region of the processed image is described only by a limited number of hues,
and a clear histogram of strip distribution can be found. Figure 4 is a histogram of a
mesostructure image with axial strain of 2.09% in Fig. 1 and a histogram after hue
separation. (The color gradation choice is level 16 in the process of separation.) After
the original image is processed by hue separation technique, the transition of middle
gray value is no longer smooth, which will make the separatrix of pores, fractures and
particles more obvious in soil’s mesostructure images. After images are processed by
hue separation, the average gray value method or the direct threshold method is used to
segment the image, and better results will be achieved. Since the change of color
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Fig. 4. The histogram of the mesostructure image and the histogram after hue separation with
axial strain of 2.09%

gradation value will greatly affect the segmentation effect, it is critical to select the
appropriate color gradation value. There is certain difference when the color gradation
value is different. After the color gradation value reaches 16, the segmentation is almost
the same as the original image processed by the method of average gray value and the
method of maximum variance automatic threshold. As easily observed by comparing
with the original image, when the color gradation value is 4, the final segmentation
result is best and it can best reflect the characters of fracture in the original image.The
following images can explain the applicability of image segmentation based on hue
separation

As shown in Fig. 5 a sequence of soil mesostructure variation images following the
continuous increase of axial strain of soil sample are collected. And Fig. 6 is a
sequence of binary images after Fig. 5 is segmented based on hue separation. As shown
in Figs. 5 and 6, we can see that the variation of the fracture in the segmented images is
consistent with that of the original image, which shows that the method is applicable to
the segmentation of soil’s shear zone mesostructure image.

1.66% 2.09%

Fig. 5. A sequence of original mesostructure images of soil’s shear zone

NPT M T IR L

W 166% A 200% A 2.40% 2.97%

Fig. 6. A sequence of mesostructure images of soil’s shear zone after segmentation
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2.3 The Extraction Method of Mesostructure Quantization
Characteristic Parameters

After a series of image preprocessing and image segmentation, the outlines of particles
and fractures have basically been separated. According to the definition of
mesostructure parameters the quantization information of mesostructure parameters can
be extracted.

The mesostructure parameters outside soil’s shear zone include morphological
parameters of particle and pore, shape parameters of particle and pore, spatial distri-
bution characteristic parameter of particle and pore, and connecting morphological
parameters. The specific parameters of particle mesostructure include particle area,
particle perimeter, particle roundness, particle orientation and particle distribution
fractal dimension. The specific parameters of pore mesostructure parameters are similar
to that of particles. The morphological parameters can be expressed in terms of Euler
numbers. The definition and extraction methods of the structural parameters which is
discussed above have been described in detail in article [3]. In this paper, the extraction
of quantization information of mesostructure parameters in shear zone is studied, and
the problems related to the selection of research areas are discussed.

Quantization Extraction of Characteristic Parameters of Soil’s Shear Zone
Mesostructure

Calculation of Fracture Area and Perimeter. Area and perimeter can be used to
characterize the size of the area. The statistical method can be used to calculate the area
in the image. When analyzing the images of shear zones mesostructure, the main
research problem is the variation of fracture. A universal image of soil’s shear zone
mesostructure is segmented by image segmentation technique based on hue separation.
And then finish the image binaryzation, as shown in Fig. 7.

It is relatively easy to calculate the fracture area in the shear band by applying
statistical method, which is to calculate the number of pixels of the same gray value in
the region. As shown in Fig. 7, there are only two kinds of gray value after processing.
The black part represents the fracture and its gray value is 0. Therefore, by calculating
the total number of pixels with a gray value of 0, the area of the fracture can be
obtained. The calculation of the perimeter of the shear band is relatively complicated.
First of all, we need to choose the measurement of distance which is Euclidean dis-
tance. The formula is as follows.

The coordinate value of pixels point A is set as (x,y) and the coordinate value of
pixels point B is set as (x,y;).The formula of Euclidean distance is [2]

Do =

(x—x1)2+(y—y1)2.

As shown in Fig. 8, according to the formula of Euclidean distance, the calculation
result of the distance between A and B is /2.

Spatial Distribution Parameter of Fracture. The spatial distribution of soil fracture is
complicated and chaotic, the directions and bandwidths of fractures in different parts
are different. Therefore, the classical geometry theory can not describe them. The



Application of Image Proccessing in Soil’s Shear Zone 45
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Fig. 8. Schematic diagram of fracture of shear

Fig. 7. Local meso-morphology -
zone perimeter

fractal theory created by Mandelbort has its unique advantages in the study of irregular,
unstable and discontinuous phenomena in nature. The theory has been widely applied
to many fields. Many scholars also applied the theory to the study of geotechnical
engineering in order to study the fractal characteristics of fracture in geotechnical
engineering. The results show that the fractal theory can better describe the complex
spatial distribution characteristics of fracture.

For quantization description of things and phenomena with fractal characteristics,
we must understand the concept of dimension. Generally dimensions has several
common definitions, such as capacity dimension, Hansdorff dimension, spectral
dimension, topological dimension, similarity dimension and box counting dimension,
etc. The definition of dimension is not universal; some definitions of dimension are
meaningless in certain situations. The definition of dimension should be chosen
according to research objects. In this paper, the box dimension method is used to
calculate the dimension of fracture. A soil’s shear zone mesostructure image which
contains fracture is divided into squares with a side length of r1, 12, r3...etc. The total
number of squares occupied by fracture after each dividing was calculated respectively.
The total number of squares is represented by N. According to previous studies, the
relationship between R and N can be represented by N — K. In the formula, K is the
fracture dimension. According to statistical results, the relation between N and R is
plotted in the double logarithmic coordinate system, and then the 1g N(r) — 1g(r) curve
can be obtained. The curve is linear, and its slope is K. Theoretically, more r value
means smaller step size, and the result is more accurate. Because of the limitation of
pixel values, we choose integer-valued r in the fractal dimension calculation of the
image.

The Determination of Soil’s Mesostructure Study Area. In order to make the
selected characteristic parameters accurately reflect the information of the shear zone
during the whole process of initiation, evolution and failure because of soil local
deformation. The selection of study areas will influence the value of characteristic
parameters. The purpose of this paper is to study the mesostructure of shear zone
during the process of initiation and the variation of shear zone mesostructure during the
process of evolution. Not all parts of image are useful after stitching. Therefore, the
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image needs to be clipped. It is a primary problem that the size of images be determined
because it has to show the initiation region’s structural characteristics of the shear zone
and the evolution characteristics of the shear zone.

According to previous studies, it is known that the fractal theory is applicable to the
study of soil mesostructure. As early as in 1985, Avnir found in the study that the
surface of soil particles is fractal. Mandelbrot, the founder of fractal theory, defines
fractals as components, which are in some way similar to the whole. Because of the
fractal characteristics of soil particles, if we select a smaller region in soil mesostructure
image, then expand the area slowly, two stages which have the same mesostructure
parameters will appear. The selected smaller areas can be considered as the basic form
that is similar to the whole. In this paper, the small area in the two stages is used as the
study area for the initiation of shear zone, while the large area is used as an study area
for the evolution of shear zone.

Tracking Observation Method. When the size of the study area is determined, it is
necessary to consider how to track the study area. Among the existing techniques, point
tracking is mostly applied [4]. If a random point in the observation region is selected to
be tracked, automatic tracking can be achieved, but if the point selected is located in the
shear zone, it is impossible to track the full test process. For example, If you select
point A in Fig. 9, we can see from a sequence of the soil mesostructure image that point
A is just on the shear zone, and when the strain of sample is 2.09%, the point no longer
exists, which means the tracking cannot be achieved. Considering the above problem,
in this paper, each time the image is taken, a sequence of soil mesostructure image is
obtained by referring to the previous image. Then, a point outside the shear zone is
selected to track according to the characteristics of the sequence images. As shown in
Fig. 9, point B is chosen based on two considerations. First, the point is in the specified
region and it can explain the variation of shear zone; second, the point is located
outside the shear zone.

Since the sequence of image has been acquired, a smaller search region can be
selected when the strain of sample is 2.09% for tracking matching, such as the rect-
angular region in Fig. 9. Then search matching is performed according to the digital

Fig. 9. Schematic diagram of tracking point
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correlation method. It should be noted that the matching points should be selected from
the last captured image, that is, the matching template needs to be dynamic.

3 Conclusion

The image segmentation technique based on hue separation is suitable for segmentation
of soil’s shear zone mesostructure image. According to the fractal theory, the study area
of shear zone’s mesostructure variation can be determined. The tracking points in the
study area should be selected outside the shear zone and be matched by digital image
correlation method.
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Abstract. Security of accessing cloud services is very crucial problem for
front-end devices in network. In the research literature, the typical methods aim
for certificates and key mutual authentication of devices. However, in this paper,
we propose a new efficient design scheme, the key idea of the scheme is to adopt
the elliptic curve cryptography (ECC) algorithm for authentication, combined
with attributes information of front-end device using smart card, and use the
high security Advanced Encryption Standard (AES) algorithm to encrypt data
instead of the conventional DES and 3DES algorithms. Especially, in the pro-
cess of data transmission, the authentication server regularly detects the legiti-
macy identifier of access devices and synchronously update the share key of
session to resist the key hijacking crack. Thus, the front-end device with the
secure modular of smart card not only becomes trusted, but also the device’s
information and data are well protected in the accessing cloud network.

Keywords: Cloud service - Smart card - Authentication - Device attribute -
ECC - AES

1 Introduction

The development of microelectronics’ technology and network technology has caused
turmoil in the study of the Internet of Things (IOT) [1], the sensing layer [1], and cloud
computing [2]. This development changes the interactive mode among governments,
enterprises, and individuals. However, due to the wide variety of front-end devices, the
lack of effective authenticating methods, appropriate supervision mechanisms, Viruses,
Trojans, and malicious intrusion attacks spread within the network. This serious situ-
ation creates a negative impact on the legality of users and their terminal operations;
thus, the popularization of cloud computing [3] is hindered. To improve the safety
access and the supervision mechanism of the networks’ front-end devices is now a
topic of importance and high priority within the cloud service network.

In reference to the safety problem and accessing efficiency, many enterprises,
organizations, and researchers have put forward many various solutions. For example,
the Cisco System proposed a technology named Network Admission Control
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(NAC) [4] for the users. Microsoft developed a Network Access Protection (NAP) [5]
technology. The Trusted Computing Group proposed a Trusted Network Connection
(TNC) [6] technology. In these technologies, the authentication method of IEEE
802.1X is used by the users and the network of cloud computing, but is not included
with device access. Moreover, Ref. [7] puts forward an access method based on the
password and challenge/response for mobile cloud devices: The authentication server
issues a challenge and waits for the access device to communicate with other devices in
the system; thus, the device accepts if it passes the authentication of the website or
application. This soft protection has low authentication efficiency. Reference [8] pro-
poses a simple authentication framework that works for a specific class device and
authorization mechanism. The device refers to various kinds of information equipment
(not computer) that are kept in a ready state in the network that causes many limita-
tions. For example, the authentication of digital broadcast television to its terminal is
realized by using Wired Common Access Card (CAC) [9], and it only guarantees the
credibility of the initial access terminal but does not guarantee the durable consistent of
the device. Reference [10] develops a Trusted Network Equipment Access Authenti-
cation Protocol (TNEAAP), which uses the BAN logic system to prove that TNEAAP
is secure and credible. However, the schemes or methods mentioned above are either
difficult to realize by theoretical research, or are unable to adapt to the diversity of
cloud front end device access.

This paper proposes a scheme that has higher security and less limitation to ensure
the front-end device’s initial access and the durable credibility, which has four mainly
contributions: (1) The key idea of our scheme is to embed the smart card in the
front-end device as a security-modular, which supplies with an intelligent hard
encryption function using ECC algorithm and AES algorithm. (2) The attributes
information of the device and the keys created for authentication and session are saved
security into the smart card, the device is guaranteed by ECC algorithm while raw data
is encrypted by AES algorithm. (3) The authentication server periodically detects the
valid identity of front-end device and updated the share key of the session in the
process of data transmission. (4) The transmission security of cipher-text data using
AES algorithm is higher than that of using DES and 3DES algorithms.

The construction of this paper is organized as follows: the concept and framework
of cloud service, the front-end device accession to cloud service, and the existing
security problems are explained and analyzed in Sect. 2. Section 3 describes the
improved scheme using smart card in detail, including of identifier generation, the
process of accessing session, and the authentication using ECC algorithm and regular
detection. Section 4 mainly describes the cipher-text session with AES algorithm.
Section 5 is analyzed the security of improved scheme. The paper is concluded in
Sect. 6.

2 Access of Device to Cloud Service

In this section, the basic concept and framework of cloud service, the front-end device
accession to cloud service, and the existing security problems are explained and
analyzed.
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2.1 Concept and Framework of Cloud Service

Cloud computing is the further development and application of distributed processing,
parallel processing, grid computing, and virtual network storage. The data collected
through peripheral devices is distributed in a large scale cluster after completing the
network calculation. In cloud service, the enterprise or the individual can access the
data, realize the application, and form its unitary construction and management to the
information service. The tenant and its customer do not need to construct and maintain
the hardware environment; they maintain the traditional mode of service after paying
the inexpensive fee that is proportional to the data’s quality. The function of cloud
service is rich in content and user friendly. Cloud service [3, 11] is divided into three
groups: (1) Infrastructure as a Service (IaaS); (2) Platform as a Service (PaaS); (3) and
Software as a Service (SaaS). The cloud service system includes front-end devices,
sensor and internet networks, virtual servers, resource pools, and applications and
services. The typical framework of a cloud service system is shown in Fig. 1.
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Fig. 1. Typical framework of cloud service

2.2 Front-End Device Access Cloud Service

The network of cloud service includes three layers: (1) The sensor layer; (2) the cloud
computing layer; and (3) the application layer. Communication, which is based on the
sensing layer between the front-end and the access platform of cloud service, includes
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device registration, access authentication, and data communication. The access
authentication equipment includes the front-end devices, the accessing control devices,
and the certificating authenticated servers. The specific process is shown in Fig. 2: The
front-end device sends its identifier or self-contained information certificate to the
access device of the cloud service. The access device will then return a query result or
forward the digital certificate to the authentication server to verify whether the query
result is true or false. If the result is true, then access is allowed; if false, then access is
denied [12].

Front-end device Access device Authentication server
(& .
Boot device Request access T o Authenticate
| —— Tag passes validation validation
Send tag or digital -
1 [
certificate < >, Passed
| Returnresult
Return result Generate session parameters
Raw data
N
Control data Control parameters
— «
Or poweroff

Fig. 2. Access authentication mechanism of front-end device in cloud-service

2.3 Analysis of Security Problems

Compared with the conventional private network, the three advantages of cloud service
are in the breakthrough of the constraints of hardware devices; the realization of
portable data access; and an intelligence load balancing system. Moreover, another
advantage is the low costs of management and services. However, from Sect. 2.1 (the
cloud service structure) and Sect. 2.2 (the cloud access of the front-end device), we are
aware of the existence of security problems in front-end device access to the sensor
layer and to raw data collection. The security problem can be summarized as follows:

(1) The diversity of the front-end devices and the complications of the network
environment: The device for the cloud access is no longer just the traditional
desktop computer, i.e., the mobile phone, notebook, IPAD, and other mobile
devices are used for cloud access. Therefore, the complexity of the system will
increase. The host network is no longer the pure internet; it has evolved into the
superposition of a mobile network and a sensor network as well as the traditional
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internet. These makes the connection environment complicated and negatively
affects cloud system to be safety and security.

(2) The device authentication is too simple: The device in the front-end cloud does
not have the security module or have a lower safety measure, e.g., certificate
processing is only the query access in the gateway or the access equipment. The
device information is in an open state, e.g., the camera of the tenant, the tem-
perature controller, and the mobile device’s identification, model, and power
consumption.

(3) The raw data is transmitted as plaintext: The default transmission mode in most
cloud front-end devices is using plaintext to transmit raw data and the state of
plaintext data is synchronized with the cloud platform, thus, cannot be effectively
protected. Also the attacker can capture the transmission of the device’s plaintext
information as well as hijack the raw data stream, thus, obtaining the enterprise
tenant’s private location information which further threatens key information.

(4) The security problems from the characteristics of interconnection and resource
limitations of cloud front-end devices: Because of the superposition of device
communication and the traditional internet, access possibilities are diverse and the
link and bandwidth are not stable. Device constraints of computation power,
storage power, and battery power cause failure in traditional encryption methods
and access control measures for front-end devices in the cloud environment.

3 Improved the Scheme of Accessing Using the Smart Card

This section describes the improved scheme using smart card in detail, including of the
some notations and their meaning using in this paper, the identifier generation, the
process of accessing session, and the authentication using ECC algorithm and regular
detection.

3.1 Preliminaries

In order to solve these security problems mentioned in Sect. 1.3, we propose a scheme
of embedding a smart card as the security modular in the front-end device. Thus, the
identifier information, the authentication key, and the connection information of the
device are stored in the smart card. When the device accesses the cloud service, the
smart card provides the device’s identification attributes and is combined with the hash
abstract calculation and the ECC algorithm. Thus, the access and routine test verifi-
cation are accomplished with the cloud tenant authentication server. The raw data is
translated into cipher-text to transmit and the key of encryption is regularly updated.
Table 1 refers to the notations that are used in the following content.

The smart card in our scheme contains electrically erasable programmable
read-only memory (EEPROM), read-only memory (ROM), and random access mem-
ory (RAM). The operating system of the smart card is written into ROM with mask.
The EEPROM is used to store the identifiers of the front-end devices, the public and
private keys for encryption and decryption, and the digital signature keys. The smart
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Table 1. The notations and their meaning
Notations Description
FD_ID Front-end Device Identifier
SC_N Smart Card Serial Number
FD_A_ID |Front-end Device Access Identifier
H(x) The one-way hash function
a|b a and b splicing operation
Key The Session Shared key
EK(M, Key) | The AES Encryption Function
DK(C, Key) | The AES Decryption Function
* Multiply (times) Operation
[,] Represents the range
d The private key
Q The public key

card has the key algorithm co-processor, which can support many key algorithms, such
as AES algorithm, data encryption standard (DES), and 3DES, these algorithms are
symmetric. Rivest Shamir Adlemen (RSA) [13] and ECC are asymmetric; and the Hash
algorithm [14] does not belong to either of these two groups. In this scheme, the ECC
algorithm is used to authenticate the device access and to generate the shared key for
encryption and decryption. The AES algorithm is used to encrypt the raw data. The
Hash algorithm is used to compute the information abstract.

3.2 Identifier Generation

Although the front-end device of the cloud service varies, they can always be described
by their property [15]. Suppose a front-end device has the attributes: A, A, ... A,
then the unique identifier of this device can be expressed as:

FD_ID = H(A, |As]...[|An) (1)
where n is an integer that is greater than 2. Equation (1) can give a unique identifier to
different types of devices in a framework. This unique identifier is stored in the smart
card, the access device, and the authentication server. When accessing the cloud service
network, a front-end device needs to register in the authentication server of the cloud
tenants and is bounded with the embedded smart card in the front-end deice. The
identifier of the smart card is its chip serial number SC_N and it connects with the
FD_ID to generate the unique identifier:

FD_A_ID = H(FD_ID||SC_N) (2)

And it is stored in the authentication server for future verification.
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3.3 Improved Process of Access Session

The processing of the access authentication is to build a safe session of transmitting
messages within the smart card of the front-end device, the access device, and the
authentication server of cloud tenants. The detail of the access processing is shown in
Fig. 3.

Front-end device Access and control device Authentication server

Embed Smart card Send TD_ID
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and send ECC” s

—
Boot device|, Response parameters
(
! . —_—
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ECC’ s parameters R v Return result €«
L4 [
Save Key and parameters \
e Return Key . l—
Save KQ‘ ) AES ciphertext Save authentication information
D Regularly detect
Regularly detect and update Key
and update Key )y
e Control data = .
Control data
Response Or pi\a‘er off Power off e
f B B V) B o . .
Terminate Session Send the terminate Save information
release the session resource command

Fig. 3. Process of the access session

(1) Embed the smart card into the front-end device; boot it to send FD_ID to the
access and control device of the cloud service.

(2) The access device queries FD_ID. If the result is ok, then respond to the request,
otherwise deny.

(3) The device manages the returned result and calls for the stored SC_N. The ECC
algorithm is activated as the computing connector FD_A_ID and the generated
random number k. They are sent to the access device in cipher-text and forwarded
to the authentication server of the cloud tenants to request ECC for verification.

(4) After passing the ECC certification, the authentication server of the cloud tenants
calculates the temporary session shared key, Key = H (k), returns to the access
device with the verification results, and then records the authentication informa-
tion and the random number k in cipher-text.

(5) The cloud access device processes and verifies the returned results and saves the
temporary key Key = H (k), and the access results will return to the front-end
device.

(6) The smart card processes the verification results and saves the temporary session
key Key = H (k).
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(7) The Key = H (k) is used to perform the encryption and decryption sessions of the
raw data and the control data.

(8) The front-end device and the platform device of the cloud access responds to the
service termination or to shutdown operation, then notifies the authentication
server of the cloud tenants to retreat from the network. The front-end device, the
platform device, and the authentication server remove the recording information,
e.g., k, Key, and release the session resource to interrupt communication.

3.4 Using ECC Algorithm to Achieve Authentication and Regular
Detection

After the parameters of ECC are identified, the random number generator generates an
integer d € [1, n — 1], where n is larger than the odd prime number 2191, which is the
certification requirement of a safety ECC algorithm [13]. Through the base point G, one
can calculate the point Q = (Xg, Yg) = d * G that is on the elliptic curve. Then the
private key da = d and the public key Qa = Q of the smart card can be generated.
Similarly, one can generate the public key dg and private key Qg of the certification
services of the cloud tenants. The cloud tenants write FD_ID, the public key Qg and
private key d, of the certification service platform into the smart card. The public key
Qa of the smart card, the private key dg, and the front-end device identifier FD_A_ID
are stored in the authentication server and it registers and authorizes to bind the
front-end device. Then the identification and verification are now realized in cipher-text
form by using the public key to encrypt and its private key to decrypt. A detailed
description follows:

The smart card sends the verification parameters to the authentication server of the
cloud tenants.

(1) Read SC_N and calculate: FD_A_ID = H (TD||SC_N);

(2) Use the random number generator to generate a random number k € [1, n — 1]
and keep k.

(3) Computing: C; =k * G;

(4) Computing: C, = FD_A_ID + k * Qg;

5) Send cipher-text point pair C: {C,, C,};

The authentication server of the cloud service tenants uses its private key dg to
decrypt the authentication parameters:

(1) Computing: C'=C, —dg * C; =FD_A_ID + k * Qg — dg * (k * G);
(2) Take Qg =dg * G into C';
(3) The verified parameters:

C' =FD_A_ID +k x Qg — dp * (k * G)
=FD_A_ID +k x (dg * G) — dg * (k * G) = FD_A_ID;

(4) Compare C’ with the access identifier of the registration record in the authenti-
cation server. If they are the same, the device with the smart card is legal. The
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verification information is recorded and the random number k is saved as
cipher-text. Otherwise access is denied.

Regular checking means to periodically verify the device’s legitimate access. Its
certification processing is the same as the raw access certification. However, the ran-
dom number k', which does not need to regenerate, is obtained as k' = k + 1, where k
is the first random number. This regular checking mechanism ensures the certainty and
continuity of the verification and prevents the attacker from using pseudo devices to do
replaying attack [16, 17].

4 Cipher-Text Transmission of AES

Section 4 mainly consists of the basics of AES cryptography, the generation of the
shared key in session, the encryption and decryption of data, and the key updated in
detail.

4.1 AES Cryptography and the Session Shared Key

After the front-end device passes the authenticated access and connects to the cloud
service network, the raw data collected and the control data are transferred as
cipher-text. To improve communication efficiency, one can choose AES algorithm [18,
19, 21] that is supported by the smart card. The AES is symmetric cryptography and is
also referred to as single key cryptography. In this encryption process the receiver and
the sender must agree upon a single secret key, such as the session shared key.

When authentication is valid, the authentication server in cloud service uses a
random number k to produce the session shared key Key = H (k) by the Hash algo-
rithm, and a 128 bit length is required. The Key is returned and saved in the smart card
and access device.

4.2 Encryption and Decryption

The raw data M as the length of Key is encrypted to produce cipher-text data C = EK
(M, Key) and the encryption process needs many rounds. Each round, except for the
last, consists of four transformations called ByteSub, ShiftRow, MixColumn, and
AddRoundKey [19, 21]. In the last round the transformation MixColumn is omitted.
The cipher-text C has also the same length of M, which transfers to the access device of
the cloud service. The receiver of the access device performs M = DK(C, Key), and the
receiver performs the compression processing in the next step. Decryption, which is the
reverse of encryption, uses the same Key as encryption. Figure 4 shows the procession
of AES encryption and decryption.

4.3 Updating the Session Shared Key

The session shared key is updated regularly with each authentication accessing of the
front-end device. When k' = k + 1 changes, the key also changes by Key = H (k');
then the key is protected synchronously by the smart card and the access device of the
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Plaintext: .| Ciphertext:
M (128bit) Encryption: "1 € (128bit)
EK(M,Key)

A
Shared key:

Key (128bit)

\ 4
Decryption:

Ciphertext: DK(C.Key) .| Plaintext:
C (128bit) "1 M (128bit)

Fig. 4. AES encryption and decryption process

cloud service. It is almost impossible for the attacker to access the information of this
session shared key, thus, the data stream transmission is guaranteed to be effective and
safe.

5 Analysis of Security and Efficiency

In this section, Security refers to the protection of the front-end device’s information,
the access device and servers for the cloud service tenants, and the transmitted data
among them. Security includes the authenticity, privacy, and integrity of data. Effi-
ciency means that the raw services remain unchanged while security increases. The
following is the analysis of the security and efficiency of the scheme.

5.1 Analysis of Security

Compared with the raw scheme mentioned by the Sect. 2, the proposed scheme have
the following securities for the front-end devices to access the cloud service.

(1) Smart card as the secure modular is authenticated based on the device’s attributes.

The unified identifiers of the device’s attributes stored in the help to solve the
previous problem of needing to verify multiple access ways, thus, the access envi-
ronment is simplified. The front-end device and the smart card are bound together for
verification in the form of “one-machine; one-card” to ensure that the access device is
the authorized device of cloud service tenants.

(2) Prevent privacy leakage and malicious attacks.

In the scheme, the FD_ID is word strings calculated by the Hash algorithm. The
attacker must decode it before obtaining the relevant access information of the
front-end device. However, it is almost impossible for the attacker to do so because the
Hash abstract calculation is irreversible. Also, the raw data cannot be analyzed and
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cracked by a middleman attacker because the data is encrypted by the regularly
updating the session shared key. Furthermore, the front-end device’s information,
including of FD_ID, FD_A_ID, and public and private keys, are stored in the smart
card. The front-end device’s access verification and periodic detection mechanism
effectively prevent the intervention of a pseudo-device.

(3) Strengthen authentication and cryptographic algorithm.

Accord to [19], compared ECC with RSA under the same security condition, the
Table 2 shows the same security level in the different key size of RSA and ECC. In
another words, in the network environment of the front-end devices accessing the cloud
service, with increasing the key length, ECC security is much higher than RSA in the
smart card, e.g., a 240 bit key length of ECC is safer than a 2048 bit RSA.

Table 2. Different key sizes of RSA and ECC

RSA Key Size (in bits) | ECC key size (in bits)
1024 160
2048 224
3072 256
7680 384
15360 512

At the same time, the majority smart card uses the DES or 3DES algorithms to
encrypt data. DES [20] only uses a 56 bit key. One bit in each of the 8 octets is used for
odd parity on each octet. This is a weakness and allows attacks and other known
methods to exploit the DES weaknesses, which makes the DES an insecure block
cipher. 3DES [21] is called Triple Data Encryption Algorithm which is a block cipher,
and which applies DES cipher three times to each block of data, encryption —
decryption — encryption using DES. Yet, AES, known as the Rijndael (pronounced as
Rain Doll) algorithm encrypts data blocks of 128 bits using symmetric keys 128, 192,
or 256 bits [20, 21], Each round of AES uses permutation and substitution network,
and which is suitable for both hardware and software implementation [22]. Thus, AES
is introduced to replace DES and 3DES to improve security of information and raw
data in our scheme.

5.2 Analysis of Efficiency

In our scheme, the smart card embedding method to ensure the security of the front-end
device leads to more verification and response session. This scheme’s absolute effi-
ciency is lower than that of the no protection scheme. However, when the smart card
scheme is compared to the Digital Certificate and other safely schemes, its security
service occupies very little computation and storage resources: This increases the
efficiency and security of access certification. Moreover, as a hardware protection, the
smart card method is more flexible. Compared with RSA, the smart card’s ECC
algorithm needs less space for storing the key and has a higher efficiency of encryption
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and decryption [23]. The AES algorithm requires less processing time for encryption
and decryption and performs better than DES, and 3DES on the smart card.

6 Conclusions

The safety access of the front-end device is fundamental to ensure cloud service
security. In our scheme, the front-end device with embedded smart card is reliable and
safe. It provides first security protection for cloud service by (1) efficiently and securely
completing the access authentication; (2) the cipher-text session; and (3) the periodical
checking mechanism; thus, protecting the data from its collecting sources. Compared
with currently existing schemes, our scheme is safer and more efficient than the current
schemes.

In future research, we will design the corresponding access standard and interface
as well as to prepare for the realization of the controllability and security of the cloud
service front-end device in the Wisdom City. Our scheme needs the smart card as
described in this paper and adjustments to the front-end devices, which will cause a
small increase in the production cost of the system.
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Abstract. In order to improve the reliability and life of components, product
providers often take the form of redundant backup. The lower the failure rate of
the product itself and the more the number of redundant backups, the more
reliable and stable system is, but the number of redundant backups will greatly
increase the cost of the product. Moreover, the product can not be detected
through dismantling products to achieve, This provides the provider with the
possibility of speculation, so the provider will provide a lower degree of
redundancy of products or secondary products with high-level redundancy is a
huge problem faced by buyers. The study will use the method of truncation
estimation to make a asymptotic estimation, provide statistic reference formula
and feasible calculation method for the purchaser, which can greatly reduce the
cost of the demand and the reliability of the system operation.

Keywords: Reliability - Redundant backup - Truncation estimation

1 Introduction

Reliability theory is a discipline that can analyze characterize the products specified
functions probability of occurrence of random events, which Is the sixties of last
century developed new interdisciplinary subject. Thus, the reliability theory is based on
probability theory, the first based on field research is machine maintenance problem
[1]. At present, the main study of the reliability is the system reliability indices, as well
as the reliability of the index on the basis of the optimal detection time to avoid faults,
reduce the losses caused by the fault, such as the literature [2—4]. Research which has
done basically is qualitative analysis or uses numerical analysis to find the
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approximation value of solution in actual system [5—7]. Fan et al. proposed numerical
simulation algorithm for solving reliability problems which belongs to intelligent
algorithm [7-10]. So all their researches were focusing on engineering method.

In N element exponentially distributed parallel system, Xie Chaofan and Xu
Luxiong has been analyzed reliability and extreme value, obtained some relevant
theoretical guidance. Without considering the economic constraints, the failure rate is
equal to all of the components, the system reliability reaches a minimum, in consid-
ering the economic constraints, and when the failure rate is unit elastic, the conclusion
is the same. And if you choose a good product in parallel with a poor product, the
product reliability are more higher than parallel on two moderate of the failure rate.
During operation, according to the actual situation, if the failure rate in the envelope
line, then the whole system components should be replaced altogether, but if the failure
rate is far away from the envelope, then for economic performance considerations, just
to update the highest failure rate of several originals out [11]. But in this paper, it only
consider parallel connection mode, it doesn’t consider redundant backup connection
mode. In research of redundancy’s system, the reliability of the distribution of
redundancy system is always greater than the parallel systems’. And the average
lifetime difference of the two systems increases gradually with the increase of the
number of parallel systems. The average lifetime difference of the two systems As,, s
order is O(n). When you make economic analysis of two systems, In cases that without
consideration of economic costs, redundancy system’s economic benefits is definitely
better than the parallel system. If funds are limited, And without considering the
economic impact of the failure rate selection on system cost or the cost of the detection
switch is too large. Then we should choose the optimal scheme for parallel system. In
consideration of the effect of failure rate selection on the economic cost of the system, it
gives a specific calculation inequality [12]. When the optimal value point of the
redundancy distribution in parallel system and it is at the right side of the intersection
point. Then we should select the redundancy distribution system. When the optimal
value point is at the left side of the intersection point, Then we should compare the
optimal values of the two systems and last choose the best one.

In the actual system, components are often redundant backup, but the number of
redundant backups will greatly increase the cost of the product, the product can not be
detected through the dismantling of products to achieve, which provides product
providers with the possibility of speculation, the study will use the method of trun-
cation estimation to make a asymptotic estimation, provide statistic reference formula
and feasible calculation method for product consumers, so as to avoid the influence of
provider’s speculation to the consumer’s system.

2 The Definition of the Main Indicators of Reliability

(1) Reliability

The definition of reliability R(z) [13]: it is the probability that product completes the
required function under the specified conditions and within the prescribed time.
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If the life distribution of product is F(z), t > 0, the reliability R(t) = P(T >1) =
1 — F(z). This is a function of time(t), so it can be called as reliability function. To the
components obeying exponential distribution 4, its reliability is e=*,¢>0.

(2) Failure rate

Failure rate A(¢): It is the probability of occurring failure in the unit of time after

product has worked a period of time(r). According to reliability theory, A(7) = %,

when ¢ > 0, the failure rate of exponential distribution is constant A.

(3) System parameter specification

A: represents normal working events of system.

A;: represents normal working events of the element i.

A;: represents failure rate of the element i.

R,(2): represents system reliability, that is,P(A) = R;.

R;(1): represents reliability of the element i, that is, P(A;) = R;.

my: represents the average lifetime of the system, m; = 0+°° Ry(t)dt

Redundant backup systems, some of the elements work, the other unit does not
work, in a waiting or a standby state, When the unit the failure rate of the secondary
unit in a standby period is zero, in other words, is a hundred percent reliability during
standby. One work, n — 1 standby redundant system framework is shown below Fig. 1,
where, K is detected and switches.

X
|

.

Fig. 1. The logical block diagram of redundancy distribution system.

The following lemma is assumed that when the switch is absolutely reliable:

Lemma 1.1: X;,X;,---X, is mutually independent random variables, subject to the
same parameter 4 exponential distribution, then X = X; + X, + --- + X, obey redun-
dancy distribution of order n, the probability density function is:

—u (i”)”il
b,(u) = {ée (=11 Zi(()) (1)
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Proof: Let p(u) is a probability density function of random variables, Since X; are
independent and identically distributed random variables exponentially distributed,

then p(u) is exponential distribution probability density function, to make @(¢) =

[ e™p(u)du is a characteristic function of random variable X; then () =
oo

(1- %)_1. Because of X = X; + X, + - -+ 4+ X,,, then X shows the probability density
function of X; do the n-fold convolution, Since the Fourier transform can become
convolution to multiplication. Therefore, the characteristic function is:

oult) = p(e)'=(1 ~ )"

The probability density function of X is, when u>0, b,(u) =5 [ >

T2 J
e M, (1)dt = 5= [ 1> e~ (1 — )", points can be obtained from the Division:

—0o0
L[> it _ 1 A it too o qu [T it,
- LT e S L P iy \—n+1 / - = n+ldt
7 B Gl i =7 et e
U ou [T, it 1 Ga)"™" e it o ()
—_ iy Sy ntlge = i gy = pe
27In—1/,OC e )v) 27z(n—1)!/,Do e /l) ¢ (n—1)!

So for the n — I redundancy elements and system of component life exponentially
distributed, its distribution follows n-order redundancy distribution, proof.

As the product life is generally longer, so the life test to do all the failure to test
samples will take a long time. Especially for long-life products will take longer, it is all
difficult to achieve that. Therefore, the use of censored life test method has become the
best choice. Here we use the non-replacement censored life test, assuming that there are
N samples to participate in life test, the test to the prior provisions of r failure to stop
the test, and the failure time of failure samples are:

n<fp<--- <t

Lemma 1.2: In the case of no replacement fixed number of truncated samples, and the
life of the product obeys the nth-order Irish distribution, the failure time of r failure
products are r order statistics: | <, < --- <¢,, their joint distribution density are:

r

N —/'»‘ i n-1
flt,ta, - 0) =S wemde = o]l

R n—1,. 4 .
((/;,rfl)l i {Z %e—At,.}N*r’ 0<[1 <Hp< - <t
i=1 L k= ‘

0, other
(2)
It is a likelihood function of truncated r sample failure of N samples.

Proof: From Lemma 1.1 we can see that the probability density function of system life
X;,(i=1,2,---,N) is:
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The i-th order statistics X fall into the infinitesimal interval statistics (f;,7; + At],
i=1,2,---,r, This event is equivalent to ‘“the capacity of the sub-sample
X1,Xs,- -, Xy of N each have a component fall into the interval (1, + Ag], while
the remaining N-r components fall into the interval (7, + Af,, 4+ 00]”, According to the
form of its composition, as shown in Fig. 2, set the probability of this event is equal to
f(ti, b2, 1,)At1 Aty - - - At,, The probability of each sub-component falling into the
interval (¢, + At] is b, (t;)At; + o(At;).

ty LAty t; t+AAt; t t+At,

Fig. 2. The sample component distribution in the interval

+oo A n—1
The probability of falling (¢, + At,, +o0] is 1 — ,f je# st And the N

components are divided into r + 1 groups, From the first group to the rth group each
have a component, and the last group has N-r components. There are ﬁ(’f\/—r)'
possibilities for this grouping. So when 0 <t <, < --- <¢,,

N Y )
ﬂmmmmMMW~M—ﬂﬁTmﬁ:m“ ”'H@_m
(1— / /1**’

1

dt)N "Ati AL - - - Aty 4+ 0(An AL - - - At,)

N 2 n—1
(Atr) NI (/ltr) }e*itr}N—f

N! ,Jgnfﬁmwl
2! (n—1)

TN ”e 2 O

AtjAfy - -+ Atr+0(A[1Al2 oo Atr)

o {[1+it,+

Order Atf; — 0 can get that:

,;LZ
/ ,1, i \N—
fltro )= e e TG {Z e N 0<n <n< - <y

0, other

we can get the conclusion, proof.
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3 Approximate Estimation of Order and Failure Rate
of Redundancy System

Lemma 1.3: The asymptotic estimation of the order of the redundancy system is

2\ 4 ~
X1 = (qc% the failure rate is estimated as A = %

Proof: From Lemma 1.2, we can know that the likelihood function of the r truncated
samples in the N samples is:

N! —/lzr:li r (}t n 1 n—1 —
Ne = ! .{Z 7”’ -

L(I],lz,' RS l’l) (N—r)! ] (n—l

i=1 k:0
According to the necessary conditions for the extremum, the partial derivative of its
logarithmic function 4 can be obtained:

OlnL r (n—1)r
7Rl R L S

) (3)

Among T; = > _ t;, the failure rate of the general products are quite small, and Az, is
i=1
relatively small, then the Eq. (3) approximates:

(9InL r (n — l)r
an i 1t (4)
Get that:
n
T 5
T (5)
For the order n,
r n+1 - N—r
i (21,)
A t )
L(tl,lz,-'-,l,;i,n—‘rl) 11;[1 kz:%) (k—1)!
- [ ]
L(t 1o, 1ri dym) w T (ia) !
k=0 (k=1)!
r N-r (6)
/Lr fi " ;”r 14 n -r
_ tl;[l (Alt;!) 11:[1 (}tr) N
= [ ] 1+ ° 1+ '
n!
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According to the independent variables for discrete cases to obtain the necessary
conditions for the extreme:

L(ty,tp, -+, Aon+ 1)
L(ty,t, -+, t,; A, n)
L(t,tp, -+ 15 2, m)

L(t1,tp, -+, t5 A,n— 1)

<1

>1

Order T, = [] #; Substituting Eq. (5) into Eq. (6), Then (7) is formulated as:
i=1

i (p—1)]" ! 7 (8)

By Stirling’s approximation, when the n is large, n factorial calculation is very large,
so the Stirling’s formula is very easy to use, and, even when #n is small, the value of

calculation has been very accurate formula too. Substituting n! ~ v/2rn(%)" into for-
mula (8) available, the same as (n — 1)! ~ v2mn(2=1)""" can get that:

e
Fe)"  no, [T
V2nn < T, 1 9
B T ©)

V2n(n—1) — o 1

From the form of the inequality set (9), it can be seen that solving this inequality
group corresponds to the intersection of the exponential function ¢"(¢ < 1) and the

power function cn2. The shape of the two curves is shown below (Fig. 3):

1.5 . . T - - T - T T
Tx=c"x“.5 /
Gx=q* /

Fig. 3. The cross curve of exponential and power function
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It can be seen from the figure that there is only one intersection x*, but because it is
transcendental equation, using the spider-web model iterative solution, order

q= }—’]e (g<l),c= N’{/% — 1+v/2n. Structure mapping is as follows:

Tx = cx
Gx=¢q"

2\xp
Iterative Algorithms: x| = T~ 1(Gx;) = (g )k, now prove x; — x*:

2

(qZ Yk—1 (cx

When x| <x* <xg, g% =q & >q ¢

1
=q  >cx_,
X 3
|Txk — ka| =Tx, — Gx;, = gt — 6fYk <6[‘U"’1 — X = |Txk,1 — kafl‘
The same as x; <x* <x;_p,

2\ %ok 2\
: o g 1 (q ) _ (q )
lim Xok+1 = X, lim X =X , X = lim Xok+1 = lim > = 5
k—00 k—00 k—00 k—oo C

* T 1"
g =cx2,x =x" =x".

4 Conclusion

The components of many systems are often redundant backup, but the number of
redundant backups will greatly increase the cost of the product, the product can not be
detected through the dismantling of products to achieve, This paper evaluates the order
and failure rate of the redundancy distributed redundant backup system, thus providing
consumers with a computable and measurable product reliability calculation method.
By using the irreplaceable censored life test, Providing a statistical significance of the
estimation formula. We first derive the likelihood estimation function of the redundant
system, use the Stirling formula to smooth the factorization, and finally obtain the
asymptotic estimation formula through the spider-web model: The asymptotic esti-

24\ A ~
mation of the redundancy order is x; | = %, and the failure rate estimate is: 1 = ;—k]

To provide consumers with a scientific computing method, not only can greatly reduce
costs, but also can improve the reliability of the system.
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Abstract. Recently, Yu et al. proposed a secure shared data integrity
verification protocol called SDVIP? to ensure the integrity of outsourced
file in the cloud. Unfortunately, we exploit the vulnerability of their pro-
tocol in this paper. We demonstrate an active adversary can modify the
outsourced file such that the auditor is unable to detect in the auditing
process. At the end of this paper, we also provide two suggestions to fix
the proposed attack.

Keywords: Cloud storage security - Data integrity verification -
Bilinear pairings + Cryptanalysis

1 Introduction

With the rapid growth of cloud computing, Storage-as-a-Service brings a con-
venience way for users. Though they can access their data over the Internet at
any time and any place, the new security and privacy issues appears where users
handover the physical control to data to the cloud. The data integrity verifica-
tion problem appears when a user wish to assert the whole set of data is kept
on cloud without incurring too much local storage and computation effort. To
address this problem, auditing protocols based on the framework that involving
a trusted third party (TPA) audit protocol were proposed [2,5,8,10,13]. They
focus on checking the integrity of outsourced data in cloud computing. Some
other auditing protocols [6,7] achieve further to preserve the privacy of a group
of users at the same time assert the integrity of the cloud storage.
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In 2014 Ni et al. presented an attack [4] on an auditing protocol [10]. We refer
this attack as a data-corruption attack where an adversary corrupts the storage
at a cloud server and creates a fake-proof in an auditing protocol to convince the
TPA that the file is intact. Later the same group of authors [12] proposed a data
integrity verification protocol called SDIVIP? that allows a secure data sharing
amount a group of users over a cloud. In this paper, however, we found that
SDIVIP? was in fact vulnerable against the data-corruption attack. As a result
the integrity of the file storage is compromised while the TPA cannot perform
its auditor role properly. We provide two suggestions to prevent this kind attack.

2 Review the SDIVIP? Protocol

2.1 Settings

We assume there is a group of mobile users in the system wish to share a file over
a cloud server. These users agree on a group key and one of these users commits
a file together with a set of tags associated with this file to the cloud server.
Each tag is generated based on the group key and the file. A TPA, holding the
public key of the group, assists the mobile users to audit the file integrity on the
cloud server. It randomly generates a set of challenge and send it to the cloud
server. The cloud server shall computes a proof responding the challenge based
on the file content and the tags. The TPA will be able to verify if the file content
are securely stored at cloud without accessing the file content. The flowchart of
SDIVIP? protocol is depicted in Fig. 1.

2. Challenge

A

v

e 3. Proof TPA
Cloud Server
4. Result
1. Integrity verification
Shared file

request

Group Users

Fig. 1. The framework of SDIVIP? protocol
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2.2 Preliminaries and Notation

Let e be a bilinear map e : G X G — Gr, where G and G are two multiplicative

cyclic groups with a large prime order p so that e satisfying the properties.

L. Bilinear. For gy, go € G and a, b € Zj, e(g¢,g5) = e(g1,92)%.

2. Non-degenerate. There exists an identity 1¢ € G such that e(1g, 1g) = lg,.,

an identity of Gp.

3. Computational. There exist several efficient algorithms to compute bilinear

map e.

For the details about bilinear pairings, readers can refer to [1,3,9,11] for a full

descriptions.
Some other notations are used in the protocol and they are summarized in
Table 1.
Table 1. Notation
Notations | Meanings
H A cryptographic hash function. H : {0,1}" — Z;
H, A cryptographic hash function. H; : {0,1}" — G
g Generator of G
U; A mobile user
S A group of mobile users who wish to share a file
n Number of mobile users in the group S, thus S = {U1,Us,...,Us}
F The file being shared and divided into ¢ x s blocks
F={mi,...,m} and m; = {mj1,...,mjs}
pk; Public key of user U;
Chal A challenge sent from the TPA to the cloud server
P A proof responded by the cloud server to the auditor TPA

2.3 Description of the Protocol

SDIVIP? can be described with the following six phases:

1. Key generation. User U; selects its secret key value z; €g Z, and computes

his/her public key pk; = g*i.

2. Group key generation. Mobile users in S = {Uy,Us,..
cycle, ie., U, = Uy, Upy1 = Uy and share a group secret/public key pair
(Gsk, Gpk) where Gpk = g&*. The secret key is assumed only known within

the group.

., Up} formed a
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3. Tag generation. Given the shared file F' which is divided into ¢ x s blocks
We select by €r Z,, and computing uy = g% for k = 1,2,...,s. For each
block mj, U; generates its tag T; = (Hi(Fal|j) - [15—; up. " )9**%, where Fiq
denotes the unique identifier of F. Finally, U; outputs T = {T1, T3, ..., Tt}
and outsources {F, T} to the cloud server.

4. Challenge. The TPA randomly generates a challenge set Q C {1,2,...,t}
and selects v; € Zy, for each m;. Then, it sends Chal = {(j,v;)|j € Q} to the
cloud server.

5. Proof generation. Upon receiving Chal from the TPA, the cloud server
computes p = D i.qVj - Mjk € Zp for k= 1,2,...,s and 0 = [[,cq 1’;’.
Finally, the cloud server sends the proof P = {1, ua, ..., ts,0} to the TPA.

6. Proof checking. Upon receiving P, the TPA verifies e(o,g) Z
e([Tjeq H(Fiallj)¥s - 1=y ui*, Gpk). If the verification holds, the TPA
returns “true”. Otherwise, it returns false.

3 Cryptanalysis on SDIVIP?

Here, we find some active adversary A may exist in their protocol such that it
can modify the outsourced file sent by the mobile user and then generates a fake
proof to pass the proof verification. In other words, the adversary can cheat the
TPA and the file owner who believes the file are well maintained in the cloud. We
assume that a user U; wants to outsource {F, T} to a cloud server, where {F, T}
is mentioned in the previous section. The details descriptions are described as
follows.

1. An adversary A corrupts the file F' on a cloud server by replacing each block
mj as myy, where my = mji, + njy.

2. Upon receiving a challenge Chal = {(j,v;)|j € Q} from the TPA, the cloud
server computes py = > ;. qvj - (mj)) for k=1,2,....,sand 0 = [[,.q T;)J
Then, the server sends a proof P = {u, u4, ..., !, 0} to the TPA.

3. A intercepts P” and then modifies yij to ux = py — > cq vj - njk- Finally, A
sends the modified proof P = {1, pa, ..., 15,0} to the TPA.

4. Upon receiving P, the TPA verifies e(o,g) < e(Iljeq H(Fialls)™ -
[1;—; uk*, Gpk). It is easy to see that the verification holds and the TPA
returns “true”.

After executing the above four steps, the cloud server believes U; outsourcing
{F"”, T} and the TPA believes the proof P generated by the cloud server. It
demonstrates that Yu et al.’s SDIVIP? protocol has a security flaw.

4 Possible Quick Fix

Ni et al. [4] presented their solution to the data corruption attack by introducing
a digital signature on the proof P. The cloud server digitally signed on the proof
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and so no adversary described above may amend the challenge protocol. This
solution rests on the assumption that a trustworthy public key of a cloud server is
available. Yet, if cloud data can be corrupted by an adversary, it is also reasonable
to assume the corresponding private key can be exploited by the adversary too.

The other way round is to encrypt the proof using the TPA’s public key.
Since the proof P is encrypted using the TPA’s public key and the adversary
has no idea which TPA the users will choose to run the protocol, it is impossible
for the adversary to corrupt a TPA’s public key.

5 Conclusion

In this paper, we have revisited SDIVIP? protocol and pointed out that ironically
this protocol is suffering the data-corruption attack proposed by the same group
of authors. In the future, we are exploring the possibility to further optimize the
protocol so that a better security can be achieve without involving TPA or the
cloud server’s credentials.
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Abstract. Anonymous authentication is designed to hide the user’s
identity from any verifiers during an authentication session. Since pass-
words prevail in many authentication systems, anonymous password-
authenticated key exchange (APAKE) has become a candidate technique
for privacy-enhancing applications. Recently, Shin and Kobara proposed
an improved APAKE protocol using general devices such as public direc-
tories. However, we find that their scheme is vulnerable to a credential
forgery attack. Then, we propose an efficient protocol using tamper resis-
tant smart cards. The security and efficiency analysis shows that our
protocol obtains high security and efficiency.

Keywords: Password authentication - Anonymity - Security - Smart
card

1 Introduction

Anonymous authentication allows registered users to authenticate themselves
without revealing their identities. It is desirable when users concern about their
privacy. For example, users may be reluctant to vote or comment if the privacy
is compromised. In fact, as the growth and development of the Internet becomes
faster, many privacy-enhancing technologies have been invented to protect user’s
anonymity.

Recently, many researchers focus on the design of anonymous password-
authenticated key exchange (APAKE) protocol. It not only achieves authen-
tication and key exchange based on a low-entropy password, but also preserves
the client’s privacy. In 2006, Chai et al. [1] found the previous APAKE protocol
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proposed by Viet et al. [2] not efficient enough, and thus proposed a new pro-
tocol using smart cards. Since then, related schemes [3-5] have been proposed
to additionally support traceable client anonymity, but they all failed to resist
known attacks. In 2009, a protocol using general devices such as public direc-
tories was first proposed by Yang et al. [6] and later improved in [7]. In 2012,
to obtain better performance, Qian et al. [8] also utilized general devices in the
design of a new APAKE protocol. However, in 2016, Yang et al. [9] pointed out
that their scheme suffers from the credential sharing problem. Also, Shin and
Kobara [10] observed that their protocol is vulnerable to an active attack, and
proposed an improved protocol (S2APA). Despite their improvement, we find
that the S2APA protocol cannot resist a credential forgery attack.

Our contribution is twofold. Firstly, we find that S2APA is vulnerable to a
credential forgery attack due to the use of general devices. Secondly, to overcome
such attacks, we propose an efficient APAKE protocol using tamper-resistant
smart cards. Although our scheme resorts to the dedicated devices such as smart
cards, according to the analysis, it achieves higher efficiency and resists various
known attacks. The rest of the paper is organized as follows: Sect. 2 shows the
weakness of Shin and Kobara’s protocols. Our proposed APAKE scheme using
smart cards is presented in Sect. 3. In Sect. 4, we perform the security and effi-
ciency analysis on the proposed protocol. Finally, we conclude the paper in
Sect. 5.

2 Security Weakness in the S2APA Protocols

In this section, we briefly review Shin and Kobara’s S2APA protocol, and show
that their protocol is vulnerable to a credential forgery attack. S2APA proto-
col aims to provide unconditional anonymity for users during the authentica-
tion, where the server does not care the users’ real identities as long as they
have registered and provided correct passwords. It utilizes general devices that
only guarantee integrity protection, such as external hard drives, software smart
cards, and public directories. Also, the protocol employs a homomorphic public
key encryption scheme (Gen, E, D) instantiated by ElGamal encryption system:

— Gen(1%) generates the public key and private key for the scheme.
— Epi(+) returns the ciphertext according to the message m and a random coin
r. Also, for messages m; and mo, the homomorphic property states that

Epi(ma - mo; 1) = Epi(ma; ) © Epk(ma;r2), (1)

where - and © represents the group operations in plaintext and ciphertext,
and 7', rq, 79 are some random coins.
— Dy (+) returns the plaintext according to the input ciphertext.

2.1 Review of the S2APA Protocol

The S2APA protocol consists of three phases: the setup phase, the registration
phase, and the authentication phase. In the setup phase, the server S initial-
izes the system with some public parameters {G,p, g, h, H1, Hy, H3, Gen, E, D},
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where G is a cyclic group generated by g of prime order p, h is another generator
of G, Hy,Hy and Hj are one-way hash functions, and (Gen, FE, D) is a public
key encryption scheme described as above. S also invokes Gen to generate keys
(pk, sk), and randomly selects a master secret element N € G. Figure 1 shows
the registration phase and the authentication phase in details.

C; S
Registration
Select pw;

T; = Ep(N - hPws)

T;
<—
Store T; in general device
Authentication
4R Ly, X =g°
X = Epp(X -hP¥is) O T,
C, X
—
X' = Dy (X)/N
y R Z5Y = g¥
K' = (X")Y
trans’ = C||S|{T:}|pk|| XY [ X"| K
Vs = Hy(trans")
S.Y, Vg
K=Y~*
trans = C||S||{T3} |pk[| XY X[ K
Check Vg
Vo = Ha(trans)
Ve
—
Check V¢
SK = Hjs(trans) SK = Hj(trans")

Fig. 1. The registration phase and the authentication phase of the S2APA protocol

2.2 A Credential Forgery Attack

Although the S2APA protocol was proved to be secure against various known
attacks, we find it vulnerable to a credential forgery attack. Note that a client
C;’s credential T; is issued by the Server S, and then stored in a general device.
In our attack, we assume that an adversary A has registered with S, and thus
obtained a credential T4 = Ep,(N - h=P*4) after the registration phase, where
pw 4 is the password chosen by the adversary. Since the credential is stored in a
general device, A can extract T; easily. Then, to forge a credential, A computes

T4 = Epp(h7PP4) @ T a4 = Epi(N). (2)
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In fact, according to the homomorphic property shown in Eq. (1), the newly
forged credential becomes S’s master secret N encrypted under the public key
pk. To use it in the authentication phase, A follows the steps as shown in Fig. 1
except that the value X is computed as follows:

X = E,i(X;s) @ Ty (3)

The modification on X with the forged credential will have no influence on S’s
computation of X’. Therefore, S will accept the authentication request. Note
that the authentication phase no longer involves the input of passwords when
using the forged credential. So, A can secretly shares or publishes 177 to those
who have not registered without leaking the adversary’s own password pw 4. In
a long run, such a credential forgery attack launched by many other registered
adversaries will undermine the system’s registration.

The credential forgery attack against the S2APA protocol can be applied to
similar protocols that merely depend on a general device to store its secrets. The
SAPAKE protocol proposed by Qian et al. [8], the SAP protocol proposed by
Shin and Kobara [11], and the protocol proposed by Son et al. [12] also suffer
from such an attack if they insist on using general devices. As a simple but
effective countermeasure, one replaces the general devices by tamper resistant
dedicated devices such as smart cards, from which the securely stored secrets
cannot be extracted by an adversary any more. The replacement trades usability
for security. However, we observe that once using tamper proof smart cards, their
schemes can be further improved in terms of efficiency.

3 The Proposed APAKE Protocol

In this section, we propose a new APAKE using smart cards. We assume our
scheme uses such a tamper resistant smart card that no information can be
extracted by an adversary. The scheme includes three phases as well. In the
setup phase, the Server S chooses a random secret n and a secure one-way
hash function h, computes N = h(n) sets N, G, g,p, h, H1, Ho, Hs, H4} as public
parameters, G is a cyclic group generated by g of order p, and Hy, Hy, Hs and
H, are secure one-way hash functions.

Figure 2 shows the rest of the scheme. We describe the registration phase and
the authentication phase in details.

In the registration phase, a client C; select a password pw; and a random
nonce r, computes hashed password hpw; and sends it to the server S. The server
computes the client’s credential T; and issues a smart card. After that, the smart
card computes an off-line password verifier R, and appends r and R to itself.
Then, C; hold a tamper resistant smart card {T;,r, R}.

In the authentication phase, C; inputs the password to complete an off-
line verification. If it is not verified, the smart card rejects the login request
immediately. Otherwise, it sends an authenticator A and a group element X to
the server S. S checks the validity of A, selects a group element Y, forms the
Diffie-Hellman key K, and computes another authenticator Vg. Then, it sends
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C;(smart card)
Registration
Select password pw;
Select random nonce r
hpw,; = h(pw;||r)

Check N
R = h(pw||T;||r)

Store 7, R in the smart card

hpw

4

smart card

S

T; = hpw;, ®n
Store T; in a smart card

Authentication

Check R

hpw; = h(pws |r)

T 4p Ly, X=g"

A= Hl(Ti (&) hpwz||X)

K=Y*"

AX

Y, Vs

trans = (T; @ hpw;) | N || Al X[]Y| K

Check Vg
Ve = Hs(trans)

SK = Hy(trans)

Check A

Y <R ZLy,Y =g"

K' = (X)Y

trans’ = n||N||A| XY || K’
Vs = Ha(trans’)

Check V¢
SK = Hy(trans')

Fig. 2. The proposed APAKE protocol

{Y,Vs} back to C;. After that, C; checks Vg and sends a respond Vg to S to
achieve mutual authentication. Finally, S checks Vo and accepts the session.
Both will compute the correct session key SK given successful verifications.

4 Security and Efficiency Analysis

For the past decade, various authenticated key exchange protocols have been
proposed buy many of them have been proven insecure [13-17]. Therefore, in this
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section, we first demonstrate that our protocol satisfies security requirements and
withstands known attack. Then, we evaluate computation and communication
cost of our scheme. Trough analysis and comparison, though less user-friendly,
our scheme proves to be more secure and efficient.

Mutual Authentication. In the authentication phase, both client C; and the
server S verifies each other to complete mutual authentication. If an adversary A4
attempts to impersonate either side, 4 has to compute the correct authenticators
that consists of the master secret x and a Diffie-Hellman key K. However, it is
impossible for A to obtain z. Thus, the adversary cannot generate a correct
authenticator to achieve impersonation.

Unconditional Anonymity. The proposed scheme provides unconditional
anonymity for the clients. During each protocol run, a client C; sends a random-
ized authenticator A to the server S. So, S cannot track the user by checking
A since it differs among protocol runs. Note that a malicious server trying to
break the user’s anonymity can modifies the credential in the registration phase.
Specifically, it picks a unique random nonce n; for each client C;:

T! = hpw,; ® n; (4)

Then, in the authentication phase, S may check the authenticator A against
different master secrets until it finds a match, i.e., A =?7H;(n;||X). However, the
proposed scheme can detect malicious servers. This is because S have publicized
N = h(n) in the setup phase, and the smart card will check the master secret in
the registration phase. Therefore, our scheme guarantees user anonymity.

Forward Secrecy. The security requirement of forward secrecy guarantees that
even if the secrets are compromised, previous session keys will not break. In our
scheme, the session key consists of a Diffie-Hellman key K = XY = Y*. Owing to
the hardness of computational Diffie-Hellman problem, as long as the ephemeral
exponents are not compromised, the session keys will stay secure.

Resistance to Man-in-the-Middle Attack. Suppose an adversary A tries to stand
in the middle of a client C; and the server S, A has to modifies some transmitted
messages. If the value X in A, X sent by C; is modified, A must compute a correct
authenticator A. However, this is impossible since the adversary cannot compute
the master secret. Therefore, our scheme can resist man-in-the-middle attacks.

Resistance to Replay Attack. In this attack, an adversary A tries to replay some
transmitted messages in different protocol runs to achieve malicious ends. Since
all messages does not contain an identity, A4 can replay a message from other
sessions. However, our scheme employs a challenge-response design pattern so
that responses not corresponding to the challenge will be rejected. Therefore,
our scheme can resist replay attacks.



Efficient APAKE Scheme Using Smart Cards 85

Efficiency. Our protocol achieves high efficiency in terms of both computation
and communication cost. The computation overhead in the authentication phase
includes a single exclusive-or (XOR), several hash and two exponentiation oper-
ations. Compared with lightweight operations such as XOR and hash, although
exponentiations are expensive, in order to achieve forward secrecy, at least two
exponentiations have to be performed. Regarding to communication overhead,
the authentication phase is a three-round protocol. The largest size of the mes-
sages transmitted in a single round consists of only a group element and a hash
digest.

We compare our scheme with other APAKE protocols in Table 1. The com-
putation cost is evaluated by the operations performed by a clients or the server,
including paring (P), exponentiation (F), and hash (H) operations. In our analy-
sis, the symmetric encryption/decryption is viewed as a hash operation for sim-
plicity. The communication cost comes from the transmitted messages, including
the size of any group elements (|G|), nonces, and authenticators. We treat all
those other than the group elements as hash digests (|H|). In some schemes, the
costs involves the number of registered clients, which is denoted by n.

Table 1. Efficiency comparison of APAKE protocols

Protocols Computation overhead Comm. Usability | Revoc.
Client Server
NAPAKE [3] |4E +2H (n+3)E+2H |(n+3)|G|+ |H| [(3) v
VEAP [4] 2E +5H (n+2)E+nH 3|G|+ (n+2)|H| (3) v
Yang et al. [7]|2P + 16FE + 2H |4P + 13E + 3H |8|G| + 6|H| (2) v
Yang et al. [6]|7TE + 3H 5FE +3H 3|G| + 5|H| (2) v
S2APA [2] 5E +3H 3E +3H 3|G| + 2|H| 2)* X
SAPAKE [5] |6E+ 3H 3E+3H 3|G| + 2|H| (2)* X
Chai et al. [1] |2E + 5H 2E + (2n+2)H | (n+ 1)|G| + 3|H||(1) v
Ours 2FE +3H 2E +3H 2|G| + 3|H]| (1) X

These protocols varies in computation and communication overhead. On the
one hand, they apply different level of usability. As shown in the table, there are
mainly three levels related to device usage in APAKE protocols: (1) dedicated
device-assisted, e.g. tamper resistant smart cards, (2) general device-assisted,
e.g., public directories, and (3) password-only. The higher the level is, the more
user-friendly the protocol will be in practice. Note that both the S2APA [10]
protocol and the SAPAKE (8] protocol suffer from the credential forgery attack
due to the use of general devices. One possible solution is to downgrade its
usability to 1. Thus, among those schemes of least usability, our proposed scheme
is the most efficient. On the other hand, some schemes emphasize unconditional
anonymity, and thus do not take into account the client revocation, while others
can be extended to support revocation efficiently. Although our scheme cannot
be easily adapted to revoke user’s smart card, it achieves high efficiency.
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5 Conclusions

In this paper, we show that Shin and Kobara’s S2APA protocol is insecure
against a credential forgery attack. The attack lies in the use of general devices.
A simple but effective solution is to replace with dedicated devices such as tamper
proof smart cards. To improve its efficiency, we propose another APAKE protocol
using smart cards. Through analysis, we show that although our protocol requires
a dedicated device, it is secure against various attacks and efficient at protecting
user’s anonymity.
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Abstract. A rapidly growing social interaction technology is the use
of Quick Response (QR) codes as physical entrances (i.e. the encoded
URL address) to Internet resources. However, there exist various kind
of security problems, for example, the URL may point to some phish-
ing web sites. A digital certificate based signature and verification QR
code is proposed in this paper. The public and private keys are gen-
erated by the authentication mechanism, which using the Public Key
Infrastructure (PKI) technology. The public key can be published with
the designed scanning application (App). An authenticated QR code
can be created based on the private key and the merchant information.
Clients can authenticate the codes by the public key and scanning App.
Test results prove that the security QR code designed by this system,
which binds the digital certificate, can be verified by the decoding scan-
ner.

Keywords: QR code + Security - Certificate + Signature

1 Introduction

In this increasingly interconnected world, it is the second nature for people to
communicate, socialize and share information through a huge number of media
platforms, often simultaneously. Along with the emergence of new mechanisms,
technologies to support this is constantly progressing. A rapidly growing social
interaction technology is the use of Quick Response (QR) codes as physical
shortcuts to Internet resources. Individual can use their mobile phones to capture
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the QR code quickly and visit the web site through the decoded URL. Meanwhile,
attacks also gain in conveniences from the popularity of QR codes, and the public
should concern about the security of the widespread used QR codes.

An ordinary usage of QR code is shown in Fig.1 without the procedures
marks with rectangles. In this typical scenario, a merchant can create a QR
code which is corresponding to the payment of some goods for selling. It can be
done by QR code generators as simple as the online tools. Then, the QR code will
be distributed by media such as Internet, waiting for being scanned by clients.
Today, markets in China are filled with such codes for payment, after scanning
the QR code, user will be redirected to an intermediate payment agent or a
company’s web page to buy the goods for convenience, which is often referred to
as “one-click” payment [1]. But along with the convenience, there are also many
risks.

authentication mechanism

Digital
Certificate,

merchant

S
o

client

Fig. 1. Demonstration of the usage of QR code.

One of the most dangerous issue is the risk of phishing. In this case, the
attacker misleads the user to a malicious site and then “phishing” for users’
information such as the bank/credit card details, personally identifying informa-
tion like their mothers maiden name and postal address. It is difficult to identify
the authenticity of QR codes by ordinary users, because firstly the codes are not
human-readable but a ultimate form of URL obscuring service. Secondly, for the
unique way in which users access QR codes, there may be a illusion for people
that the QR code is safer than a web link. Other risks could be the implanting
of viruses such as Trojan. Since there are many extra storage spaces in QR code,
attacks can inject viruses into the code. When users scanned such code, the
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viruses will be downloaded and installed into their mobile terminals and make
some damages.

In order to deal with the problems, security techniques can offer some
help. They have been widely used in applications including encoding, encryp-
tion, secure identification, verification and watermarking. Verification techniques
based on digital certifications have gained more and more attention. In recent
years, experts and scholars have put forward a variety of optical encryption
techniques [1-3,5].

This paper aim to solve the problem for QR code based security payment.
Procedures marked with red rectangles in Fig. 1 highlight differences which dis-
tinguish ours from traditional methods. The main contributions of this paper
is: An authentication scheme is introduced, including the Certificate Authority
based authentication mechanism. Digital signatures techniques are involved to
ensure the authentication and the way of certification based on the proposed QR
code.

The rest of this paper is organized as follows: Sect. 2 presents the introduction
to the QR code standard and an overview of the use cases. In Sect. 3, we present
digital certificate based security payment for QR code applications. Simulation
results are demonstrated in Sect. 4, and Sect. 5 concludes the paper.

2 Problem Statement and Preliminaries

A Dbrief introduction to the QR standard [10] is provided in this section. Each
QR Code 2005 symbol shall be constructed of nominally square modules set
out in a regular square array and shall consist of an encoding region and func-
tion patterns, namely finder, separator, timing patterns, and alignment patterns.
Function patterns do not encode data. The symbol shall be surrounded on all
four sides by a quiet zone border. There are forty sizes of QR Code 2005 symbol
referred to as Version 1, Version 2 ... Version 40. Version 1 measures 21 modules
x 21 modules, Version 2 measures 25 modules x 25 modules and so on increasing
in steps of 4 modules per side upto Version 40 which measures 177 modules x
177 modules. Figure 2 illustrates the structure of a Version 7 symbol.

There are various kind of attacks based on QR code. For example, attackers
use malicious QR codes to direct users to fraudulent web sites, which masquer-
ade as legitimate web sites aiming to steal sensitive personal information such as
usernames, passwords or credit card information. As illustrated in Fig. 3, differ-
ences of the two QR codes are hard to be observed especially when they are not
compared side by side. In other words, attacker replaces the QR code represent-
ing a URL equals to “http://www.fjut.edu.cn” by creating a new one encoded
with a malicious link “http://www.fjat.edu.cn” and pasting it over the original
one. It can be seen that this attack is simple yet effective.

There are some articles designed for avoiding the attacks [4,6-9,13-16].
Among them, digital signatures have proved to be an effective way to improve
security [11]. Based on the digital signatures, the QR code can be checked
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Fig. 2. QR code standard [10].

whether it has been modified or not. Shamir [12] introduced identity-based cryp-
tography in 1984 in order to simplify the key-management procedure of tradi-
tional, certificate-based, public-key infrastructures. Shamir’s approach allowed
an entity’s public key to be derived directly from her or his identity, such as an
email address, and the entity’s private key can be generated by a trusted third
party. A digital certificate based security payment for QR code applications will
be designed in this paper.

EiE FigE
EAE @s

(a) http://fjut.edu.cn (b) http://fjat.edu.cn

Fig. 3. One example of QR code trap

3 Authenticated QR Code Based on Digital Signatures

In this section, a work for QR code authentication is proposed based on tech-
niques such as digital signature. The whole frame is shown in Fig. 4. The frame
can be divided into three phases. The first phase is named the digital certificate
generation (Sect. 3.1), in this phase public and private keys are generated accord-
ing to a authentication mechanism, which using the Public Key Infrastructure
(PKI) technology. The public key can be published with the designed scanning
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application (App), while private key can be generated based on the merchant
information. The second phase is referred to as the authenticated QR code gen-
eration (Sect. 3.2). Using the private key and the merchant information (i.e., the
signature), an authenticated QR code can be generated in the second phase.
The third one is called the authenticated QR code certification. In this phase,
client can authenticate the code by the designed scanning App with public key
downloaded from the Certificate Authority.

A Public key + Signature Digest :
oo Decryption Digest
generation comparison
i Message / Hash
Hash End
Digest + Private key
Signing Message
Signature )
Decoding
‘— Encoding
QR code image
QR code
Products with QR code
Printing Scanning

Fig. 4. The work-flow of the proposed method.

3.1 Digital Certificate Generation Phase

Our proposed scheme is closely related to the ID-based cryptography. In an ID-
based cryptographic algorithms, each merchant needs to register at a CA and
identify himself before joining the network. Once a merchant is accepted, the CA
will generate a private key for him. The merchant’s identity (e.g. merchandise’s
name) becomes the keyword to find the corresponding public key from CA. In
order to verify a digital signature of a QR code, after the merchants associate
the authenticated QR code with the merchandise, the client only needs to know
the authenticated QR code of his trade partner and the public key from the CA
in order to carry out the authentication process.
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3.2 Authenticated QR Code Generation Phase

Before generate the authenticated QR code, basic information should be given
like the ones required for ordinary QR code generation, which include the QR
code version V' and error correction level L for initialization. Then information
from merchandise and its digital signature will be combined and treated as mes-
sage for QR code encoding. If the capacity of selected version is not enough for
encode the entire message, it will be promoted automatically. The algorithm for
authenticated QR code generation is shown in Algorithm 1.

Algorithm 1. Authenticated QR code generation

Input: Information of merchandise M, private key K,.;, version V, error
correction level L, authentication mode O.

Output: Authenticated QR code QRg with authenticated information includ-
ing the digital signature.

Step 1: Adopt a hash operation for M which will result in a digest D =
Hash(M);

Step 2: Use the K,,; to sign the digest D and produce the signature S;

Step 3: Let message M’ be the combination of M and S with specified sep-
arators;

Step 4: Encode M’ to form a QR code as the routine of standard QR code
encoding procedure with V' and L;

As an example shown in Fig. 5. Given the L, L as the parameters and a URL
as the encoded message, then a normal QR code can be generated as shown in
Fig.5(a). While, the result of our method is the one shown in Fig. 5(b), where
both the URL and generated signature are encoded into the QR code.

(@) normal QR code (b) authenticated QR code

Fig.5. One Authenticated QR code example
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3.3 Authenticated QR Code Verification Phase

In the authentication phase, the verification scheme for the proposed QR code
will be given. The basic idea for the verification is that, according to the princi-
ple of digital signature techniques, if we use the hash function, which is the same
one as used for QR code generation, to produce a digest from the original infor-
mation of a merchandise, then it will perfectly match the one decrypted from
signature using the rightful public key from CA. Otherwise, it can be confirmed
that the QR code was modified. The scheme can be described by the following
Algorithm 2.

Algorithm 2. Authenticated QR code verification

Input: Authenticated QR code QRg

Output: The certification result R of QRg

Step 1: Decode the QRg as the routine of standard QR code decoding pro-
cedure, which will result in a message string M’;

Step 2: If M’ is subject to a specified form, extract the original information
of merchandise M, signature S and digital certification for public key keyp
from M’;

Step 3: Use the hash function to generate a digest D; from M;

Step 4: Use the K;q to get the rightful public key K, from CA;

Step 5: Use Kpyp to decrypt S which will get another digest Ds;

Step 6: Compare the two digests, and return the R = True if DyequalDs,
else R = False;

4 Experimental Results

This section describes some experiments. Multiple system environments are used
for testing as shown in Table 1.

Table 1. System testing environment

Device | Type Param

PC ASUS X450V Windows 10(64); 8G (RAM); Inter Core i5-3230M; 500G

PC Lenovo thinkpad E540 | Windows 10(64); 4G (RAM); Inter Core i5-4200; 1T

Phone | HUAWEI honor 8 Android 7.0; 4G (RAM); Hisilicon Kirin 950; 32G

Phone | SAMSUNG GTI9260 |Android 4.1.1; 1G (RAM); Imagination PowerVR SGX544; 4G

To validate the authenticated QR code generation, URL addresses and their
digital signatures are encoded to form different authenticated QR codes. While,
two of them are demonstrated in Fig.6. Our proposed authentication scheme
can identify whether the URL has been modified, as shown in Fig.7. In other
words, the truth or false of the authenticated QR code can be distinguished.
If the authentication fails, entrance of the web site through the URL will be
forbidden, which can make sure the security of the QR code.
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Fig. 6. Test results of the proposed authenticated QR code generation.

Fig. 7. Test result of the authenticate process.
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5 Conclusions

Aiming for guarantee the QR Code based payment security, authenticated QR
codes along with both the generating and resolving methods are proposed in this
paper, digital signatures techniques are involved to ensure the certificate informa-
tion of merchandise delivered by QR code. Besides, an authentication scheme is
introduced, including the certificate authority based authentication mechanism
and the way of certification based on the proposed QR code. If authentication
fails, activities such as entrance of the given URL will be forbidden, which makes
the proposed QR code secure for usage. One limitation of the proposed QR codes
is that, since the signature is encoded along with the original message, a much
larger capacity for QR code is required comparing with the traditional one. The
problem will be solved in our future works.
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Abstract. Region selection algorithm for auto-focusing method based on depth
from focus plays an important role in obtaining a high-quality image. A novel
algorithm is proposed after analyzing different region selection algorithms.
Firstly, the gradient image is obtained through Scharr operator with improved
templates. Then the region with maximum accumulation value is selected as the
final auto-focusing region based on global searching with fixed step. The
experiments show that the proposed algorithm is more accurate compared with
other algorithms.

Keywords: Scharr operator * Region selection * Depth from focus
Auto-focusing

1 Introduction

The focusing technology plays an important part in many imaging devices. However,
manual operated focusing has the disadvantages including low degree of automation,
slow process of focusing and low precision affected by human factor [1]. The
auto-focusing methods could solve the above problems [2]. The auto-focusing methods
can be divided into the initiative controlling methods and image processing [1]. The
image processing based auto-focusing can be classified as depth from defocus and
depth from focus [3].

Depth from focus finds the focusing position through searching process. The
method includes three parts: region selection algorithm, image definition evaluation
function and searching algorithm. Region selection algorithm could improve the
real-time performance of the auto-focusing method through focusing on the portion of
the image instead of the whole image. Traditional fixed region selection algorithms
include center region algorithm, multi-region algorithm, golden section algorithm [4—
6]. With the development of image processing and performance of microcontroller unit,
some automatic region selection algorithms were proposed. The first order region
selection algorithm is proposed in contrast with the disadvantages of some traditional
region selection algorithms [7]. An algorithm based on particle swarm optimization
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(PSO) is proposed in [8]. Entropy-based focusing region selection algorithm estimates
the subject region regardless of the subject’s position and the existence of high fre-
quency component in the background [9]. Liang [10] and Lee [11] also proposed
different algorithms for region selection in auto-focusing. In this study, the local gra-
dient accumulation value based region selection algorithm is proposed based on the
four directional Scharr operator with improved templates and global searching with
fixed step.

This paper is organized as follows. Section 2 describes the detail of the algorithm
with two stages, including obtaining gradient image and selecting focusing region.
Experimental results are shown in Sect. 3. Finally, Sect. 4 concludes the paper.

2 Proposed Region Selection Algorithm

The proposed region selection algorithm can be divided into two stages. Firstly, four
directional Scharr operator with improved templates is used to obtain gradient image.
Then, after fixing the region size, focusing region is selected through global searching
the maximum gradient accumulation value of different region with fixed step.

2.1 Gradient Image Through Scharr Operator with Improved Templates

The intense area corresponds to the detailed region in gradient image, which can be
used as the focusing region in most cases. As Scharr operator owns certain advantages
compared with other operators [12], the Scharr operator with improved template is used
in the proposed algorithm. The proposed algorithm could down-sampled the image
before using Scharr operator if the size of image is big.

Most objects in the images own multi-directional feature. Based on the 5 x 5
external templates with two directions in [12], the proposed algorithm introduces the
5 x 5 external templates with four directions (see Fig. 1).

230 -3-2] [6 3 2 3 0 2 3 6 3 2 0 3 2 3 6

340 -4 -3 (36 4 0 -3 34 6 4 3 30 6 3

6 60 6 6 |2 4 0 —4 =2 00 0 0 0 2 4 0 4 2
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230 -3 -2 [0-3-2-3 -6 [2-3-6-3-2] |6 -3 -2 -30
@ (b) © (d)

Fig. 1. 5 x 5 external templates with four directions. (a) The 0° directional template, (b) the 45°
directional template, (a) the 90° directional template, (b) the 135° directional template.

To improve the real-time performance, the proposed algorithm calculates four
directional gradient absolute values, then accumulate them, as follows:
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Figure 2 shows the gradient image with the original two directional templates and
four directional templates in the proposed algorithm. The detail information in gradient
image with four directional templates is more obvious.
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Fig. 2. Gradient images with different templates. (a) Original image, (b) Gradient image with
two directional templates, (c) Gradient image with four directional template.

Table 1 shows the real-time performance comparison with two directional Scharr
operator and four directional Scharr operator under the Matlab R2015a platform. The
size of test images is 400 x 600, with 10 different images under the hardware con-
figuration shown in Sect. 3. Two algorithms nearly own the same consuming time.
Although the proposed algorithm calculates gradient value with four directional tem-
plates, the algorithm summates four directional gradient absolute values instead of
square operation in two directions and one root operation in original algorithm [12].

Table 1. Real-time performance of Scharr operator with different templates

Different templates | Two directional Scharr operator | Four directional Scharr operator
Time (s) 0.0594 0.0689

2.2 Focusing Region Selection

Inspired by the concept of region division in [9], the proposed algorithm divides the
gradient image into M x N regions as the first step. Then gradient value in each region
is accumulated. Figure 3 shows the gradient distribution with three different block sizes
(or region sizes).

In the original algorithm, if the region size is too big, more non-detailed area is
introduced, while if the region size is too small, the value of image definition evalu-
ation function could be easily affected by noise. At the same time, the subjects may be
divided into two different regions. According to above problems, the proposed algo-
rithm presents region selection algorithm with following steps.
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Fig. 3. Local gradient accumulation results with different region size.

Firstly, the region size is fixed. The region size should be proper to avoiding
introduce the non-detailed area and noise.

Secondly, moving the accumulation region with fixed step and calculating the
gradient accumulation value within the region. Moving direction is from top-left to
bottom-right, then local gradient accumulation value is accumulated as follows:

iov; +1jov, +h

Sy =Y > Sum(Gplxy)) (2)

x=iev; y=jev,

where, Gr(x, y) means the gradient image within the chosen region, Sum() means
accumulate the gradient value within the region; / and /& means the width and height of
the region respectively; v; and v, means moving speed (step length) in two directions,
as shown in Fig. 4; i and j means step number in two directions; S(i,j) means the
accumulation value within the region.
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Fig. 4. The accumulation region moving direction

It can be found that if the moving step is small, it is prone to find the most detailed
region of the image, but real-time performance decreases. Combing with real-time
performance and accuracy, the moving step is set as the half length of the width and
height of the accumulation region, as follows:

{vh:(l/z
vi=(1/2)e

o/

l (3)

~— —

Finally, choosing the region with maximum gradient accumulation value as the
focusing region.
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3 Experiment and Analysis

To verify the feasibility and validity of the proposed algorithm. Testing has been made
to fix the parameter and compare the performance. The image data for testing is
captured by camera or from the websites. Images with different background are chosen
(see Fig. 5).

-

Defocusing image Focusing image Defocusing image Focusing image
(a) (b)

Fig. 5. Test images with different background. (a) Images with simple background, (b) Images
with complicate background.

The experiments are implemented in Matlab (R2015a) on a 2.50 GHz Intel(R) Core
(TM) 17-6500 machine with 8.00 GB of RAM under Windows 10 of 64 bit.
3.1 Fixation of Region Size

In the proposed algorithm, the region size needs to be fixed beforehand. In the
experiments, we introduced different sizes to obtain focusing curves (see Fig. 6).
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Fig. 6. Auto-focusing curve with Roberts operator for different size of region

In the experiments, we choose the most intensive area as focusing region by our
region selection algorithm, and with different region sizes (50 x 50, 100 x 100,
150 x 150 and 200 x 200). It can be concluded that region with different sizes nearly
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have the same shape of curve, and region of 50 x 50 owns the best sensitiveness.
Considered that the smaller region is prone to be affected by noise, we choose the size
near 100 x 100 as the region size.

3.2 Performance of Global Searching with Fixed Step

To test performance of global searching with fixed step in the algorithm, we also use
different images to test the region selection results (see Fig. 7). The proposed algorithm
with global searching finds the more detailed region in the image.

(@) (b) (©) (d)

Fig. 7. Region selection result comparisons for algorithms with and without global searching
with fixed step: (a) and (c) without global searching, (b) and (d) with global searching.

We also test the stability of the proposed algorithm through locating region for
focusing/defocusing images, as shown in Fig. 8. Although different images are in
different levels of focusing, the proposed algorithm can locate the same region for
them.

Fig. 8. Region selection result for focusing/defocusing images

3.3 Comparison with Different Algorithms

In the experiment, some other region selection algorithms are also introduced to
compare the performance in accuracy and real-time performance. The introduced
algorithms include the first order region selection algorithm [7] and entropy-based
focusing region selection algorithm [9]. Figure 9 shows the selection results with three
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Fig. 9. Region selection results comparison for different algorithms

different algorithms. Compared with other algorithms, the proposed algorithm locates
better. As the entropy-based algorithm use threshold for choosing region, the number
of regions for focusing is unstable, even no region is selected when the number of the
regions is small.

The real-time performance comparison with different algorithms is shown in
Table 2. Although the proposed algorithm has the longest consuming time compared
with two other algorithms, but the difference is acceptable.

Table 2. Real-time performance of different algorithms

Different The first order region Entropy-based focusing region | The proposed
algorithms selection algorithm selection algorithm algorithm
Time (s) 0.0592 0.0262 0.0890

4 Conclusion

In this paper, we analysis the region selection algorithms for auto-focusing method
based on depth from focus. Then we present a novel region selection algorithm based
on gradient image obtained by Scharr operator with improved templates and focusing
region selection by global searching maximum gradient accumulation value with fixed
step. We also experiment to validate the feasibility and validity of the proposed
algorithm. Through analyzing, it can be concluded that the proposed region selection
algorithm is suitable for the object in the same plane. If the different subjects are in
different distances, the image maybe blurred when using the proposed algorithm.
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Abstract. There are many classic problems in graph theory which can
be applied to research fields ranging from computer vision to transporta-
tion planning. Petri Nets (PNs) are mathematical objects which can be
demonstrated by live graphic elements such as Place and Transition.
They are competent in formalizing and solving issues in Graph theory.
Take maximum flow problem as an example, though it has been well
studied, its properties are rarely explored in the perspective of PNs to
the best of our knowledge. In this paper, a Petri Nets based maximum
flow modeling approach is proposed. Specifically, PN models of flow net-
works and the corresponding residual networks are firstly introduced.
Based on the proposed models, the way of finding a maximum flow for a
given flow network is presented. The PNs based maximum flow approach
not only can solve the problem accurately, but also is intuitive and easy
to understand resulting from its graphic simulation processes. Addition-
ally, it is feasible to extent this work to other problems in graph theory
as well.

Keywords: Maximum flow - Graph theory - Petri nets - Modeling

1 Introduction

There are many classic problems in graph theory, including the shortest path
problem, maximum flow problem, etc. Many algorithms have been proposed to
solve these problems, but it is undeniable that both the theories and solutions of
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the graph theory problems are generally based on abstract concepts and difficult
to understand especially for junior students. Petri nets (PNs) are mathematic
objects demonstrated by live graphic elements, which give them great advantages
in formalization and modeling problems in graph theory. Many researchers have
investigated methods for the combination, for example, Genrich et al. [1] use
PNs to simulate and analyze the metabolic pathways. Hua and Hai [2] and
Zhang et al. [3] carried out system failure analysis by solving the minimal cut
sets based on PNs. Hu et al. [4] employed rough set theory and PNs to evaluate
the reliability of stochastic flow network. But modeling and analysis for the
properties of maximum flow problem are rarely explored in the perspective of
PNs.

Maximum flow problem can be treated as a combinatorial optimization prob-
lem or special linear programming problem [5], which commonly existed in the
segmentation for point clouds [6], meshes [7,8], images [9,10], and other aspects
need for control and decision such as traffic network analysis [11,12]. Classic
solutions of maximum flow problem include pre-flow push method, augmenting
path method, etc. It can be extended to most reliable maximum flow on uncer-
tain graph, maximum flow in directed planar networks with both node and edge
capacities [13], and so on.

In order to demonstrate the PNs based graph theory modeling, this paper
presents a PNs based maximum flow modeling approach as an example. The
basic idea is similar to the augmenting path method. The proposed method not
only can achieve accurate results, but also is intuitive and easy to understand
resulting from its graphic simulation processes. The main contributions of this
work include:

— A PNs based modeling method for given flow networks is proposed in the
paper for maximum flow demonstration.

— A solution for maximum flow problem is proposed by simulation on proposed
PN models for residual networks similar to the augmenting path method.

The rest of the paper is organized as follows. Problem statements and pre-
liminaries are given in Sect.2. The PNs based modeling for flow networks and
residual networks are described in Sect. 3. Section 4 presents a solution for max-
imum flow, finally Sect.5 concludes the paper.

2 Problem Statement and Preliminaries

2.1 Flow Networks and Flows

Before discussing the maximum flow problem, some basic notions should be
given, including flow network, flow and its value.

Definition 1 (Flow networks [14]). A flow network G = (V, E) is a directed
graph in which each edge (u,v) € E has a nonnegative capacity C(u,v) > 0. We
further require that if E contains an edge (u,v), then there is no edge (v,u) in the
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reverse direction. If (u,v) ¢ E, then C(u,v) =0, and we disallow self-loops. We
distinguish two vertices in a flow network: a source s and a sink t. We assume
that each vertex lies on some path from the source to the sink.

Definition 2 (Flow [14]). Let G = (V,E) be a flow network with a capacity
function c. Let s be the source of the network, and let t be the sink. A flow in G is
a real-valued function f:V xV — R that satisfies the following two properties:

(1) (Capacity constraint) For all u,v € V |, we require 0 < f(u,v) < c(u,v).
(2) (Flow conservation) For all w € V — {s,t}, we require Y, f(v,u) =

veV
> flu,v).
veV
When (u,v) ¢ E, there can be no flow from u to v, and f(u,v) = 0. We call
the nonnegative quantity f(u,v) the flow from vertex u to vertex v.

Definition 3 (Value of a flow [14]). The value |f| of a flow f is defined as
[fl= 2 fls,0) = 3 f(v,s).
veV veV

Generally speaking, because the total flow into the source is zero, therefore
the flow in a flow network equals to total flow out of the source, which also is
the total flow into the sink.

Up to now, the maximum flow problem can be defined formally, as shown
in Definition 4. Sometimes, acquiring the value of a maximum flow in G is the
aim of an application, but more commonly, finding out the value of flow for each
edge is preferred when a maximum flow achieved [15].

Definition 4 (Maximum flow problem [14]). Given a flow network G with
source s and sink t, the mazximum flow problem wishes to find a flow of maximum
value.

2.2 Petri Nets

The concept of Petri nets are firstly introduced by Dr. Carl Adam Petri in 1939,
they are famous mathematical modeling tools for the description of distributed
systems. It also known as a Place/Transition net, which consists of basic elements
such as Places (e.g., conditions, represented by circles) and Transitions (e.g.,
events, represented by bars). Tokens (e.g., resources, represented by spots) can
be transmitted from one Place to another through Transition between them
following some rules. We use |P| to denote the amount of tokens within a Place
P (e.g., represented by numbers within the Place). A formal definition of PNs
is presented in Definition 5.

Definition 5 (Petri Nets) [16]. A Petri net is a triple N = (S,T; F), sat-
isfying (1) SUT # 0, (2) SNT=0, (3) F C (SxT)U(T x S), and
(4) dom(F) |J cod(F) = S |J T, where dom means domain of F and meets
dom(F) = {z|3y : (z,y) € F}, cod means codomain of F and meets cod(F) =
{y|3x : (z,y) € F}. S and T denote the set of Place and Transition respectively,
and F denotes the flow relation between them.
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Furthermore, Y = (N, K, W, M) is a PN system, where K,WW and M are
capacity function of Places, weight function of arcs and case (i.e., the distribution
of tokens) of a system respectively.

3 Modeling of Maximum Flow Using Petri Nets

In this Section, Ford-Fulkerson (i.e., the augmenting path) method is firstly
described in Algorithm 1. Then PNs based flow network and residual network
modeling methods are proposed.

Algorithm 1. Ford-Fulkerson method [14]

Input: Flow network G with source s and sink ¢

Output: A maximum flow f

initialize flow f to O;

while there exists an augmenting path p in the residual network Gy do
‘ augment flow f along p;

end

return f

[ N

3.1 Modeling for Flow Network

A primary issue when utilizing PNs for modeling is to determine the meaning
of each Place and Transition. As for the modeling of flow network G = (V, E)
shown in Fig. 1(a), we decide to use Places stand for vertexes V', while Transitions
will be associated with edges E. Our modeling method for a given flow network
G = (V, E) is described as follows.

(1) For each v € V, we add a Place P, into N¢ corresponding to v in G, where
N¢g denotes the Petri net model of G.

(2) For each (u,v) € E, where u,v € V, we add a Transition T into N¢g between
P, and P,. Two directed arcs also will be added into Ng pointing both from
P, to T and from T to P, with parameter m.,,.

Figure 1(b) shows the result of our modeling method above given G = (V, E)
shown in Fig.1(a) as input. The weight m,, of arcs in N¢ is a variable that
stands for flow f(u,v) between u,v € V. Therefore, in our work, such model is
used for demonstration. In contrast, we solve the maximum flow by a PNs based
residual network model which will be introduced in the next Section.

3.2 Modeling of Residual Networks

Given a flow network G = (V, E), its corresponding residual network G can
be constructed accordingly. Since G ¢ contains not only the edges in G but also
some reversed edges, we propose a PNs based residual network modeling method,
where a flow network G = (V, E) with source s and sink ¢ is given as the input,
a Petri net model Ng, of residual network Gy corresponding to G is generated
as follows.
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Fig. 1. A flow network (a) and its corresponding PNs model (b).

(1) For each v € V, we add a Place P, into Ng, corresponding to v in Gj

(2) For each (u,v) € E, where u,v € V, we add a Transition 7 into Ng, between
P, and P,;

(3) For each (u,v) € E and suppose its associated Transition is T, we add a
foreword Place Py into Ng,, s.t. Py € T* and |Pf| = f(u,v). We also add
a revise Place P, into Ng,, s.t. P, € *T and |P.| = c¢(u,v) — f(u,v), where
*T and T* denote the pre-set and post-set of the Transition T" respectively.
Furthermore, if v # t, a Transition 7" will be added into Ng,, s.t. *T" =
{P,, Ps} and T'* = {P,, P, } as well.

Figure 2(a) demonstrates an instance of method described above. Specifically,
for (u,t) € E, f(u,t) = 0 and c(u,t) = 20, then Py and P, are added into Ng,
with number of tokens equals 0 and 20 respectively. While, for (u,v) € E Av #
t, beside Py and P,, T' also will be added as shown in Fig.2(b). The reason
for treating sink t differently is that adding a reverse edge for the sink in the
residual network is meaningless, resources should not leave the sink after they
have arrived their destination.

N G
Pu Pr Pf
Q Pr Pf Q @

(a) (bT).

Fig. 2. Demonstration of PNs based residual network modeling method given a flow
network G = (V, E) as input. (a) and (b) are the results for (u,v) € E for v =t and
v # t respectively, where t stands for the sink.

It is worth to point out that the Py and P, described in Algorithm 1. are
referred to as forward Place and reverse Place in this paper, because according
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to PN rules, if (u,v) is a forward edge of flow network G, then the amount of
tokens out of P, and into Py will be exactly the same. That is to say, |Py| will
always equals to f(u,v). Similarly, the amount of tokens out of P, and into P.
will be exactly the same. So, |P.| will always be c(u,v) — f(u,v), namely, the
revise flow f(v,u) if v # t. Additionally, Py and P, are complementary Places,
which is an important concept in PNs theory [16], they make sure that no contact
will be added into the system, namely, the system will remain safe [17].

4 The Petri Nets Based Maximum Flow Solution

Benefit from the simulation of PNs, we can achieve a maximum flow for a given
flow network using the proposed residual network model Ng, as shown in Fig. 3,
which is intuitive to be observed and distinguish our method from others. The
core idea of our method is that if we initialize the source Place P; with enough
tokens (e.g., 100 tokens in our experiments) and let the modeling system run
under PN rules automatically until it reaches a status that there exists no path
for a token flows from P; to sink Place P; as shown in Fig. 3, then a maximum flow
is achieved. At the same time, a min-cut can be found as curve line demonstrated
in Fig. 3. It separates V of flow network G(V, E) into two categories, which are
denoted as Cs and C'r in this paper. While C's contains vertexes corresponding
to Places in the biggest live sub-net of Ng, (e.g., Ps, Py1, P2 and P,y in Fig. 3),
C'r contains the rests.

Fig. 3. Solve the maximum flow by the proposed residual network model.

Our method not only can find the maximum flow, but also has the ability
to acquire flow values of every edges when maximum flow achieved. A back-flow
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strategy is used, specifically, we let the tokens flow back to P;, after that, the
amount of tokens reserved in the forward Places Py shall be f(u,v) of each edge
as described above.

5 Conclusion and Future Works

Benefit from animated graphical notations of PNs, a PN based maximum flow
modeling approach is introduced in this paper. Specifically, modeling methods
for both flow networks and residual networks are firstly proposed. Based on the
proposed models, a PN system for solving the maximum flow problem is pre-
sented. Namely, given a flow network, we can construct a PN system accordingly.
A maximum flow is achieved when there exists no path for a token transmitted
from source Place to sink Place. The entire procedures can be intuitive demon-
strated by automatically executed simulation.

It is worth to point out that, though our method can be used to solve the
maximum flow problem, it is meaningless to compare our method with other
methods focus on efficiency, since the aim of our work is the modeling and
analyzing of the problem. Furthermore, for there are many advantages for PNs
based modeling and analyzing, it is feasible for us to extent this work to other
problems in graph theory, which will be one of our future works.
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Abstract. In this paper, we combine the use of sampling methods and
a network generator to assess the degree of similarity between real and
generated networks. Generative network models provide a tool for study-
ing essential network features. These include, for example, the average
and distribution of node degree, cluster coefficient and community size.
The aim of the generators based on these models is to create networks
with properties close to real networks. Even with a high similarity of
global properties of real and generated networks, the local structures of
these networks often differ considerably. On the other hand, when the
network is reduced by a sampling method, global features of networks are
strongly influenced by local structures. In the paper, we compare proper-
ties of a real-world network and a generated network and also properties
of their small samples. In experiments, we show how the distribution of
the properties of individual networks change by using different sampling
methods and how these distributions differ for both networks and their
small samples.

Keywords: Network sampling, Co-authorship network - Network model

1 Introduction

The sampling and modeling of networks belong to the traditional tasks of net-
work analysis. Both tasks are especially important for the analysis of large-scale
networks. The aim of sampling [8] is to find a reduced network of a substantially
smaller size to preserve the properties of the original network. The use of sam-
pling allows studying, in particular, global properties that are otherwise difficult
to examine due to the size of the original network. The aim of generative models
of networks [7] is, on the contrary, to find the essence of network growth so that
it is possible to generate a large-scale network with expected global properties
known from real-world networks. In both areas, there are many methods provid-
ing very good results when studying global network properties. However, even in
these cases, local properties of network samples or generated networks may differ
© Springer International Publishing AG 2018
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substantially from real-world networks (e.g. community structure or the decom-
position of a network into a set of connected components). In our paper, we use
both approaches together. In the experiment, we use a real-world co-authorship
network and a network growth model that allows generating networks with prop-
erties similar to co-authorship networks. Our experimental results show not only
how the real-world network and the generated one resemble each other but also
how they preserve their properties due to sampling.

The paper is organized as follows: In Sect.2, we discuss the related work
from two different sides: from the side of the sampling of large-scale networks
and from the side of network models serving to represent real network data. The
brief description of our model is presented in Sect. 3. In Sect. 4, we focus on the
experiment and its results. Section 5 concludes the paper.

2 Related Work

2.1 Network Sampling

Data sampling, in general, is a statistical analysis technique which serves to
create a representative sample from large data collections. In network analysis
and network modeling, we sometimes want to or have to work with a sample of
a network rather than with all its nodes and edges. This can occur when the
analysis is demanding on computational performance and memory or when we
do not have access to the whole network and have to instead work with what is
possible to obtain (e.g. online social media). If the network is represented by a
graph G = (V, E), where V' denotes the set of nodes (n = |V]) and E is the set
of edges (m = |F|), then the network sample Gg = (Vgs, Eg) is a subgraph of
graph G where Vg C V, Eg C E and ng = |Vg| < n, mg = |Es| < m.

The way we obtain a network sample can have a substantial influence on
every analysis we conduct. Sampling methods can generally be divided into two
groups according to whether we have or do not have access to the whole network.
If we can store the whole network, the methods will include into the sample any
node or edge uniformly randomly or according to a certain property, such as node
degree. Otherwise, we choose a starting node or edge and explore its neighbors
in the part of the network we have access to. For exploration, we use various
strategies such as breadth-first search or random walk.

Some information about a network is, however, lost in sample collection and
it is, therefore, crucial to understanding the change in network structure caused
by sampling [12]. The success of sampling can be determined for instance by
a simple comparison of distributions of certain network properties. The aim of
sampling, in general, is to create the most accurate samples in terms of as many
network properties as possible so that samples can represent original networks.

Subgraph sampling has a long history starting with snowball sampling used in
sociology [5]. A lot of recent works have investigated sampling of large-scale net-
works, with a focus on recovering topological characteristics such as degree dis-
tribution, clustering coefficients and others. Leskovec and Faloutsos [12] focused
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on empirically observed network properties such as shrinking diameter and com-
paring the performance of different sampling techniques. Another comparison
of sampling techniques was presented in [11]. An innovative sampling technique
based on the Metropolis algorithm was proposed in [9] and was tested to assess
the degree of consistency with network properties as well. One of the most pop-
ular directions [6] is the focus on sampling of online social networks.
Real-world networks commonly reveal communities that are densely con-
nected clusters of nodes loosely connected between. Communities play important
roles in real-world systems, mainly in social or collaborative networks. Sampling
has not previously been applied to the problem of community detection. Maiya
and Berger-Wolf show in [13] how to produce samples representative of all or
most of the communities in the network. Also in [3] authors studied the presence
of characteristic groups of nodes in different social and information networks and
analyzed the changes in network group structure introduced by sampling.

2.2 Network Models

In the last two decades, the analysis of real-world networks received extraor-
dinary attention and gave rise to many network models. Models of networks
have been designed based on features observed in real networks, such as the
small-world effect, the power-law degree distribution or community structure.
Underlying processes that take place during the evolution of real-world net-
works have also been examined. Some network models are based on analyzing
these processes using the formally described underlying process as a generative
mechanism. Such a mechanism can generate networks possessing one or more
known properties. Co-authorship and collaboration networks, in general, are
long-investigated sources in this area. A common feature of this type of network
is that underlying processes proceed in cliques, which then become fundamental
building blocks of the network.

Barabasi et al. [1] presented and analyzed in detail a network model inspired
by the evolution of co-authorship networks. Their measurements of real-world
networks revealed that the distribution of degrees in collaboration networks has
a power law and that they are small-world networks with an increasing average
degree. Newman confirmed the above observations in [16] and extended the
knowledge about the properties of collaboration networks by assessing that they
have a high clustering coefficient and a positive assortativity coefficient. The
model presented by Ramasco et al. [18] combines preferential edge attachment
with a bipartite structure and depends on the act of collaboration. They also
demonstrated that assortativity in collaboration networks depends on the aging
of nodes. Among more recent work, is the model of a multilayer network proposed
by Battiston et al. [2]; their model captures the multifaceted character of actors
in collaborative networks. Layers here represent different areas of interest and
interactions can take place both within the same layer and between nodes in
different layers.
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3 3-Lambda Model

3-lambda model briefly described below is based, similarly to Milojevié¢ [14], on
the Poisson distribution of a number of nodes participating in network growth
interactions. The model is based on the following premises: (1) one step in the
growth of the network is the interaction of one proactive node with nodes in three
different roles; (2) the variables describing the numbers of co-authors in different
roles are independent random variables that follow Poisson distribution; (3) the
proactive node, its neighbors (old connections), and new connection nodes are
selected at random; (4) the expected values of A1 (old connections), A2 (newbies),
and A3 (new connections) of the Poisson distributions are preselected.

A1, A2, and A3 significantly affect the density of the network. If we assume
that a randomly selected interaction has, on the basis of the corresponding distri-
butions, b neighbors of a proactive node, n new nodes, and e nodes unconnected
to the proactive node, then the number of nodes involved in this interaction
(interaction size) is as shown in Eq. 1.

s=1+b+n+e (1)
and the following applies:

— n new nodes which must connect to a proactive node and with each other are
created.

— There are b nodes adjacent to the proactive node which must first become con-
nected with each other, then with e nodes that are not adjacent to the proac-
tive node (these edges may already exist prior to the interaction). Finally,
they must connect with the new n nodes.

— There are e nodes not adjacent to the proactive node, which must become
connected with it. Next, they must become connected with each other (these
edges may already exist prior to the interaction) and n new nodes.

The network generator uses a simple algorithm which comes directly from
the model description. The only extra step is setting up the initial network state.
The model is memory-less, which allows working with an arbitrary initial state.
For the generator, a complete graph with a number of nodes equal to the round
of (1 4+ A1+ Ay + A3) was chosen as the default state. The time complexity of
the algorithm is O(s? - 5T) (for details see [10]).

4 Experiments

In our experiments, we have adopted methodology published in [12]. We use a
large static undirected real-world network (based on DBLP dataset) and undi-
rected network generated by the 3-lambda model. As can be seen in Table 3,
these networks do not differ much in most global properties. The purpose of the
experiments described below was to show how these properties change due to
sampling, even in small samples, where differences in local properties necessarily
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occur. Our goal was to show that if the model fits the real-world network well,
then the global features of compared networks should be stable even with the
use of very small samples.

4.1 Data

The first data collection was created from the real-world co-authorship network
DBLP.! The data contained 3,688,962 publications with 1,870,930 authors at
the time of preparing this paper (April 2017). For the purpose of sampling and
experiments, we extracted from the source XML format only publications from
2011. The resulting undirected network consists of only the largest component of
the generated network. Network nodes represent authors, and an undirected edge
between two authors exists in case these authors are co-authors of at least one
publication. More co-authored publications between two authors are neglected,
and edge weights are equal to 1. The generated network contains 158,632 nodes
and 398,521 edges.

The second data collection represents the 3-lambda model and was obtained
by using its generator, see Sect. 3, with parameters \; = 1, Ay = 0.67, A3 = 0.03.
This network consists of 150,001 nodes and 386,630 edges.

4.2 Measured Properties

Researchers have suggested several techniques to evaluate individual methods.
One of the strategies is to calculate the distribution of the original network and
its sample in order to show their similarity. The following properties and their
distributions are compared:

— Degree distribution and average degree <k>.

— The distribution of the clustering coefficient CC' and average <CC>. The
distribution of the average clustering coefficient <CC> for all nodes with
degree k was generated.

— The average shortest path <1> and diameter [.

— The distribution of sizes of connected components and number of connected
components #comp-

— Hop-plot (Hops): the number P(h) of reachable pairs of nodes at distance h
or less where h is the number of hops [17].

— The distribution of the first left singular vector (Sye.) of the graph adjacency
matrix versus the rank.

— The distribution of singular values (Syq;) of the graph adjacency matrix versus
the rank.

— Assortativity r [15].

— Distribution of community sizes IM and modularity Qras (according to
Infomap algorithm [20]).

! http://dblp.uni-trier.de/.
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4.3 Sampling Methods

Network sampling methods can be, in general, divided into two groups (see
Sect. 2.1). The first group includes methods based on random selection. Uniform
node sampling (RN) is the simplest way to obtain a sample network. It selects a
set of nodes Vg uniformly randomly with a probability p. The resulting sample
Ggs is an induced subgraph with Vg. The Hybrid approach (HYB) combines
Random Node-Edge sampling and Random Edge sampling with parameter p =
0.8 [12].

The second group includes methods based on exploration. In the Random
Walk (RW) method, the starting node from which is we simulate a random walk
in the network is (uniformly randomly) selected.

The method Random Jump (RJ) is similar to RW. The difference is that we
randomly jump to any node in the network with the probability ¢ = 0.15.

In the Forest Fire (FF) method, the initial node is selected randomly, and
the burning of the links and corresponding nodes starts from it. If the link is
burned, the second end node gets the chance to burn its links on its own, etc. The
model has two parameters: forward (py) and back (ps) (for directed networks)
probabilities of burning. We set py = 0.7 [12].

Previous methods based on random walks favor nodes with high degrees, and
the distribution of the original network is not maintained. The solution is the
Metropolis-Hastings algorithm in combination with a random walk (Metropolis-
Hastings Random Walk (MHRW)) [9]. The Topologically Divided Stratums (DS)
method [4] takes topological structure into account. The topological structure
can reveal the real topology relation and social relation of networks. The DS
works with the diameter of the original network. In the beginning, one of the
two most distant nodes of the original network is selected. Subsequently, the
nodes of the original network are divided into subsets according to the distance
from the initial node. From each subset, p nodes are selected where p represents
the desired sample size. The goal is to select nodes and edges evenly across the
original network. Parameter k was experimentally tested and set £k = 0.7.

The main problem with the RW method is the threat of being stuck in a small
isolated component or a locally dense area. The success of the method depends
on the initial node selection, and the results can be very different when selecting
another starting node. For this reason, the m-Multi-dimensional Random Walk
method, also called Frontier Sampling (FS) [19], which performs m random
walks, has been proposed.

The above-mentioned algorithms, from both groups, were used for the exper-
iments. For each method, sampling was performed 5 times. The main criterion
determining the success of the method is how similar the two property distrib-
utions for the sample and original network are. The indicator of this criterion
is the D-value representing the maximum difference between cumulative distri-
butions. Typically, the D-statistic is used as a part of the Kolmogorov-Smirnov
test to reject the null hypothesis. Here we use it to measure agreement between
the two distributions. The D-statistic does not address the scale problem but
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compares the shape of (normalized) distributions. The smaller the test value,
the larger the probability that two samples obey the same distribution.

For our experiments, the sample size was set to 15% of the original network
size [12]. We supported this size by our tests when a total of 10 samples of different
sizes from 85% to 5% of the original network size were created. We determined the
quality of the sample based on the average D-value of all distributions.

4.4 Results

In the experiments, we used an ensemble approach and worked with eight meth-
ods in total, the results of which for individual properties in 15% samples were
averaged for the evaluation. For both networks, the RW and FF methods were
the most accurate (see Tables1 and 2, for each column we bold the best test
value). However, the means of all these methods indicate that 15% sampling is
more accurate for the 3-lambda generated network, especially in the CC,IM
and S,, parameters. All these parameters are associated with strongly inter-
connected local network structures (community structures).

Table 1. Average D-values for 3-lambda

<k> |#comp | CC IM Hops | Svee | Sval Avg
RN 0.420 | 1.000 |0.088 |0.651 |0.178 |0.363 | 0.108 |0.401
HYB 0.824 |1.000 |1.000 [0.71 |0.414 |0.860 |0.280 |0.726
RW 0.274 10.000 |0.066 |0.111|0.067 |0.043 |0.072 |0.090

RJ 0.131|1.000 |0.053 | 0.203 |0.064  0.828 |0.128 |0.344
FF 0.161 |0.000 | 0.077 |0.024|0.107 |0.365 | 0.136 |0.124
MHRW | 0.097 | 0.000 | 0.088 |0.167 |0.139 | 0.593 |0.088 |0.167
DS 0.107 | 1.000 |0.047 0.403 |0.014  0.205 |0.006 | 0.254
FS 0.169 | 1.000 |0.036  0.148 | 0.081 |0.804 |0.052 |0.327

Avg 0317 07  |0.158 [0.361 |0.150 |0.494 |0.123 0.329

In Figs.1, 2 and 3, the cumulative distributions of three global properties
(degree, clustering coefficient vs. degree, community size) are shown for the orig-
inal networks and the 15% samples created by the most successful methods. The
degree and community size distributions have similar and consistent behavior for
both networks. For the clustering coefficient vs. degree distribution, it is obvious
for the DBLP network that most methods do not provide good results for 15%
of samples. Higher consistency between the original network and samples for the
3-lambda model is probably related to the fact that, unlike the DBLP network,
this network has a stronger and more regular interconnected local (community)
structure.
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Table

2. Average D-values DBPL

<k> | #comp

ccC IM HOpS Svec

Sval A'Ug

RN 0.409 |1.000

0.124 | 0.867 | 0.124 | 0.777

0.114 | 0.487

HYB 0.802 | 1.000

0.63 |0.657 |0.395 | 0.875

0.338 | 0.671

RW 0.255 |0.000

0.25 |0.0570.032|0.387

0.264 | 0.177

RJ 0.158 | 1.000

0.391 |0.276 | 0.147 |0.662

0.276 |0.415

FF 0.209 | 0.000

0.318 |0.034 0.073 | 0.072

0.158 |0.123

MHRW | 0.099 | 0.000

0.313 ] 0.303 | 0.185 |0.505

0.14 ]0.220

DS 0.072 | 1.000

0.22 |0.784 |0.02 |0.402

0.136 | 0.376

FS 0.121 | 1.000

0.188 | 0.121 | 0.065 | 0.47

0.07 |0.290

Avg 0309 0.7

10.280 |0.466 |0.132 |0.473 |0.191 | 0.364
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Table 3 shows that in the main parameters neither the original networks nor
the samples differ substantially. The only exception is assortativity (r). For the
DBLP network, it is unnaturally high, which again may be due to weaker local
network connections. It can be caused by the fact that only the year 2011 was
used for the analysis, in which may lack links from previous years.

Table 3. Global properties

n m <k> | <I> Heomp | <CC> |1 Qrm
3-lambda (100%) 150,001 386,630 |5.15 | 8.93 |1 0.66 | 0.155 | 0.846
FF (15%) 22,500 41,927 |3.72 |13.42 |1 0.37 |0.072 |0.878
RW (15%) 22,500 38,640 | 3.43 | 9.96 1 0.328 |0.146 |0.836
MHRW (15%) 22,500 36,426 | 3.25 30.63 1 0.377 |0.134 |0.908
Avg 22,500 | 38,997.6 | 3.466 | 18.003 | 1 0.358 |0.117 |0.874
DBLP (100%) | 158,632|398,521 |5.02 |10.18 |1 0.562 | 0.451 |0.85
FF (15%) 23,795 51,328 |4.31 10.39 |1 0.313 |0.668 |0.86
RW (15%) 23,795 37,731 3.7 | 8.48 |1 0.234 |0.129 |0.78
MHRW (15%) 23,795 37,523 | 3.15 26.59 1 0.344 |0.459 |0.90
avg 23,795 42,194 | 3.543 15.153 1 10.297 | 0.4187 | 0.846

5 Conclusion

The main principle of the quality assessment of a network model is a measure-
ment of selected properties of the networks generated by this model. The goal
is to set the parameters of the generator so that the generated network fits well
with the real network. Traditional approaches only use the resulting generated
network when comparing properties of real-world and generated networks. The
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main contribution of our approach is assessment using network samples. Even
though this is a preliminary study, our experiments with a co-authorship net-
work and a network generated by the 3-lambda model show that by applying
sampling methods we are able to, thanks to small samples, assess in more detail
the match between the real-world and the generated network. Further investi-
gation is needed to provide more experiments with other types of networks to
verify our results.

Acknowledgments. This work was supported by grant of Ministry of Health of Czech
Republic (MZ CR VES16-31852A) and by SGS, VSB-Technical University of Ostrava,
under the grant no. SP2017/100.
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Abstract. For images with unequal distribution variances and heterogeneous
foreground or background, a relative homogeneity between-class thresholding
criterion is deduced. For images with distorted gray distribution, as geometric
characteristic, shape measure function is introduced. To segment the images
with unequal, heterogeneous and distorted distribution, two criterions are fused,
a relative homogeneity thresholding method based on shape measure is pro-
posed. The segmentation results show that the accuracy of proposed criterion is
improved greatly.

Keywords: Thresholding method - Focusing on objects - Relative
homogeneity - Shape measure

1 Introduction

Otsu’s measure is regarded as one of the classic image thresholding techniques and
clustering criterion [1, 2]. Nonetheless, when gray level distribution have unequal
variances, Otsu’s method will provide a biased threshold value.

In order to overcome the inherent defect of Otsu’s method, Hou [3] proposed a
generalized criterion, minimum class variance thresholding (MCVT). Chen [4] ana-
lyzed the limitations of Otsu’s criterion and developed a new binarization method,
obtained correct threshold value for unequal distribution variances images. In addition,
extensive research [5-7] has been already conducted to introduce new and more robust
thresholding techniques based on class variance information.

Based on Chen’s [4] method, we have a more detailed research [8], deduced a
relative homogeneity between-class thresholding criterion. In real images, background
distribution is complexity, and image is affected by light, environment and other fac-
tors, the gray distribution does not correctly represent correct distribution information
of object and background. For this case, we introduced shape measure function as a
characteristic information of object geometric features, which is less affected by light
and other factors, can represent the actual image information. By fusing the two cri-
terions, we constructed a new thresholding function, in which, the problem of gray
distribution deviation can be modified, the completeness and accuracy of the object
extraction is greatly improved.
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P. Kromer et al. (eds.), Proceedings of the Fourth Euro-China Conference

on Intelligent Data Analysis and Applications, Advances in Intelligent Systems
and Computing 682, DOI 10.1007/978-3-319-68527-4_14


http://orcid.org/0000-0001-7334-3854
http://orcid.org/0000-0002-8026-3323
http://orcid.org/0000-0002-0927-2892

The Relative Homogeneity Between-class Thresholding Method 129

2 Thresholding Method Based on Relative Homogeneity
Between-class

2.1 Binarization Focusing on Objects

Otsu’s method views both object and background as having uniform or homogeneous
gray distribution. However, for some images, object pixels may have more distribution
uniformity or homogeneity than background pixels, that is, background possesses more
likely heterogeneity and non-uniformity. Therefore, a biased threshold estimate will
possibly be resulted by adopting a single mean to represent background.

For remedying such shortcomings of Otsu’s method, Chen [4] defined an alter-
native discriminant criterion, which assumes object has gray level homogeneity, an
optimal gray level r* € {0,1,2,---,L — 1} is selected, which makes the following
criterion Jic(#) minimized:

> [Agley) = m) + (1= 2)(gxy) - m)’]

P, (l) * (x,y)€0
Jic(t) = 1)
‘ (Pz(t)> S [z(g(x,y)— m)* + (1= 2)(8(xy) - )2]

(xy)¢o

Then, the optimal threshold ¢* is:
£ =Arg min  Jic(i) (2)

Here, (x,y) is gray level of pixel (x,y) , g(x,y) is neighboring average gray level, O

is the set of pixels belonging to object, m = % Z glx,y), Pi(t) = ‘0‘ ,Pa(1) = N—I\O\ ,

W is a window centered at (x,y) , N is the total number of pixels of image, o(o > 0) is an
exponent and adjusts (P;(¢)/P»(t))” to achieve some trade-off and 4(0 < A< 1) also is
an parameter to trade off the proportion between gray levels and its local average gray
levels.

In formula (1), the numerator measures the object-class similarity or scatter
degree, the more similar (compact) the pixels in object class, the smaller the scatter
and thus the smaller the numerator value is. And the denominator measures the
background-class dissimilarity to the object class, a larger value implies that the two
classes are better separated. This criterion more focuses on both the similarity of
object class itself and the dissimilarity of background to object, better avoids the
problem probably incurred by the heterogeneity of background. For images with both
heterogeneous background and uniform foreground (object), a better segmentation
effect can be obtained.

2.2 Thresholding Based on Relative Homogeneity Between-class

In the discriminant of Sect. 2, it is implied that m can represent all, and the threshold #*
can also represent all. Further, if we take into account the difference of gray level his-
togram and neighborhood average histogram, a more detailed description can be given.
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The thresholding criterion based on histogram information is obtained, i.e.

(PO)aZ[#p@O—u®f+U—ifﬂ00—MMﬂ
JO(I) _ 1 i€0
ﬂ“» 5[4+ pli)i = w(0) + (1 = 2) - p(0) (i = (1))’

ig0

where, for an image with M x N size, the gray value of pixel (x,y) is i, f(i) is the total

pixels number of gray level i, p(i) = A’;i’)N, i=0,1,---,L—1. Pi(t) =1/> p(i),
i€0
Py(t) =1/> p(i) are the prior probability of object and background, u(r) =
ig0
> ip(i)/ > p(i) denotes the object area mean value of original image, 7i(¢) denotes the
i€0 i€0
object area mean value of neighborhood average image.

In research, we found that the function J(¢) only includes the degree of consistency
of object (background) with respect to the other pixels, the less the pixels, the better the
internal relative uniformity. That is, with the increase of pixels number, the relative
uniformity may be more and more poor, then Jo(¢) show monotonicity with the increase
of ¢, the optimal threshold value can’t be obtained according to the criterion Jo(7).

In images, the pixels with good homogeneity may be located in low value region,
also be located in high value region of gray level, therefore, the discriminant function
Jo(t) can also be described as follows:

Mozcmyﬂpmooumfmnmwimmﬂ 5
PO S (10 G- P+ = 2)-p0) - (0]
3 (i)
Where, P;(t) = ;_11 , P2(t) = ———, then Pl Eg = t’j ,
> p() Y@ T )
—1 —1 L—
Py 2P0 2L LU
1 o (1) =" (1) =1
P]([)
W > (i) W

Jo1(t) denotes the criterion in which homogeneity is better in low gray level region,
Jo2(t) denotes the function that homogeneity is better in high gray level region. In
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addition to the possible monotonicity, for an image, the information will be lost if only
using the criterion Jo; (7) or Joz(#) to indicate the homogeneity. For taking into account
the regional internal uniform information, we can combine the two criterions and
construct a new thresholding function as follows:

JOB(I) :J01(f)+J02(I) (6)

For simplified, we choose the parameter o« = 0, A = 1, then the criterion function is:
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The optimal threshold 7* is:

r=Arg min  Jos(r) (8)

For any images, whether object is in low or high gray level region, this criterion
function (7) is applicable, the uniformity and integrity of object or background can be
taken better.

Comparing formula (7) with within-class Otsu’s thresholding criterion [1], we can
find that the numerators of them are same. However, it is important that, in (7), the
denominator is the measure of relative uniformity degree between classes. In this way,
the distribution difference of classes is considered, segmentation deviation is reduced.
This method is defined as thresholding technique based on relative homogeneity
between-class.

Comparing formula (7) with formula (3), for each class segmented, although there
is greater uniformity difference, but compared to the other class, there is a better
homogeneity characteristics. It is more reasonable for real images using Jop(#) than
Jo([).

3 Relative Homogeneity Measure Method Based on Shape
Measure

In Sect. 2, using the relative homogeneity method between object and background, the
accuracy of threshold selection can be improved, and more reasonable segmentation
effect can be obtained. However, for some images with complex background and
specific or distorted gray distributions, the applicability is still limited, there is large
threshold selection bias. For such images, the thresholding criterion need to be adjusted
combining with other image feature, such as spatial or shape information.

Usually, spatial feature may be increase information dimension and computation
complexity, but shape feature can avoid that, moreover, can reduce the effect from
specific or deformed gray distribution.
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3.1 Shape Measure Function

As a measure of image segmentation performance, shape measure function is used to
measure the geometric features of objects in an image, to obtain clear edge contour
information, it is calculated as [9]:

> sign(f(x,y) —f(x,y)A(x, y)sign(f(x,y) — 1)

(xy)eF
Jsu(t)= 9
su (1) c )
Here,
1
4 2
A(x,y) = ZD% + V2D (D5 + Ds) — V2Dy(D;3 — Dy) (10)
k=1
In which,

Dl :f(x+17y) _f(x_ lvy)vDZ :f(xay_ 1) _f(xay+l)’
Dy=fx+1,y+1)—fx—1Ly—1),
)_

D4:f<x+17y_1 f(x_17y+l)
B 1 x+1 y+1
f(xvy) = g |Jx1jyzlf(ia]) f(xay)] (11)
sign(x) = { j_ll;; Z:iig (12)

Cr = max Z sign(f(x,y) — f(x,¥))A(x,y)sign(f(x,y) — 1) (13)

(xy)eF

According to the shape measure function, the optimal thresholding value ¢* can be
obtained:

t :Argogrygig_l[JSM(t)] (14)

3.2 Relative Homogeneity Thresholding Method Based on Shape
Measure

As described in Sect. 2, the method based on relative homogeneity between-class can
better avoid the problem probably incurred by the heterogeneity of one class. No matter
the images with both heterogeneous background or foreground, it is compatible.
However, it is limited by specific or distorted.
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Shape measure function is geometric feature measure of object, can avoid the effect
of gray distribution. So, the geometric feature function can be selected as a component
to build criterion function. According to the extreme value direction of two criterions, a
synthetic threshold formula is constructed as:

Jsm_os(t) = Js;(t)

* [Jop(1)] (15)

the optimal thresholding value #* of criterion function is:

= Al'g min [JSM_OB(t)] (16)

0<t<L-1

The method applying with the formula (15) is defined as relative homogeneity
thresholding method based on shape measure.

4 Results and Analysis

In order to verify the correctness and efficiency, the proposed method (denoted as
SM_OB) is compared with Otsu’s method (denoted as 1d_Otsu) [1], relative homo-
geneity method between object and background(denoted as 1d_OB), and shape mea-
sure method (denoted as SM). The two aspects of real images segmentation effect and
segmentation performance assessment are analyzed below.

4.1 Experimental Analysis

Experimental results of four representative images are shown in Figs. 1, 2, 3 and 4:
Color, SAR, Cube and Lymp with sizes 158 x 159, 340 x 304, 486 x 500 and
130 x 130, respectively. Figures 1, 2, 3 and 4 (a) are original images, Figs. 1, 2, 3 and
4 (b), (c), (d), and (e) show the results of four methods. Table 1 lists the segmentation
thresholds of four methods.

Comparing with the results of four methods, for Color and SAR images, back-
ground is complexity and with large heterogeneous, 1d_Otsu, 1d_OB and SM methods
cannot extract the object correctly, but the proposed SM_OB method can obtain
complete object results. For Cube and Lymp images, foreground is complexity and
with large heterogeneous, applying with the proposed SM_OB method, the extraction
integrity of object is the best.

Fig. 1. Color image: (a) original image, (b) 1d_Otsu, (c) 1d_OB, (d) SM, (e) SM_OB.



134 H. Zhang et al.
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Fig. 2. SAR image: (a) original image, (b) 1d_Otsu, (c) 1d_OB, (d) SM, (e) SM_OB.

(@) (b) (© (d) (©

Fig. 3. Cube image: (a) original image, (b) 1d_Otsu, (c) 1d_OB, (d) SM, (e) SM_OB.

Fig. 4. Lymp image: (a) original image, (b) 1d_Otsu, (c) 1d_OB, (d) SM, (e) SM_OB.

Table 1. The results of four methods

Method | Image

Color | SAR | Cube | Lymp
1d _Otsu | 134 | 105 |141 |150
1d_OB 103 |102 |165 |164
SM 120 | 113 | 78 |[148
SM_OB | 33 |191 |246 |195

4.2 Performance Evaluation

For quantitatively analyzing the performance of segmentation method, common mis-
classification error (ME) [10] is selected as an objective evaluation criteria defined as:
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|BomBT| + |F0 ﬂFT|

ME=1— ,
|Bo| + |Fol

(17)

Where, Bo and Fo denote the background and object in the ground-truth image,
respectively, Br and Fr denote the background and object in the test image, respec-
tively, and | « | is the operator to get the cardinality of a set.

The original images and ground-truth images downloaded from site Mehmet Sezgin
[11] are used to test the performance, two representative images which sizes are
93 x 81 and 166 x 60, are shown in Figs. 5 and 6. Where, Figs. 5, 6 (a) and (b) are
original and ground-truth images. The segmentation threshold value and ME value of
two methods are given in Table 2, ME value of our proposed method is less than the
other three methods.

(@) (b) oo © )

Fig. 5. Test imagel of 93 x 81: (a) original image, (b) ground-truth, (c)1d_Otsu, (d)1d_OB,
(e) SM, (f)SM_OB.

Fig. 6. Test image2 of 166 x 60: (a) original image, (b) ground-truth, (c)1d_Otsu, (d)1d_OB,
(e) SM, (HSM_OB.

Table 2. The results of four methods

Image | Method

1d_Otsu 1d_OB SM SM_OB
(r,ME) (r*,ME) (r*,ME) (t*,ME)
Testl | (174,0.4747) | (177,0.3924) | (159,0.7585) | (205,0.0163)
Test2 | (89,0.5642) |(97,0.3789) |(85,0.6310) |(117,0.0168)
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5 Conclusion

In this paper, we analyzed the limitation of method focusing on object, deduced relative
homogeneity between-class segmentation criterion. This method is suitable for images
with unequal gray level distribution variances, especially, for images with heteroge-
neous foreground or background. Taking into account the changes in gray distribution
resulted by light, environment and other factors, as geometric characteristic of images,
shape measure function is introduced. By fusing the relative homogeneity and shape
measure function, a new thresholding criterion function is constructed. The experi-
mental results of real images show that the proposed criterion can deduced the clas-
sification error and improve the completeness of object segmented.

Acknowledgements. This work is supported in part by the National Science Foundation of
China (No. 61671377), the Provincial Natural Science Foundation research project of Shanxi
(No. 2012JQ8045), and the Provincial Education project of Shaanxi (No. 15JK1682).
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Abstract. In this paper, we thus present an algorithm to efficiently
update the multiple fuzzy frequent itemsets from the quantitative dataset
with transaction insertion. The designed approach is based on the Fast
UPdated (FUP) concept to divide the transformed linguistic terms into
four cases, and each case is performed by the designed approach for
updating the discovered information. Also, the fuzzy-list (FL) structure
is adopted to reduce the generation of candidates without multiple data-
base scans. Experiments are conducted to show that the proposed algo-
rithm outperforms the state-of-the-art approach.

Keywords: Fuzzy data mining - FL-strcutrue - Incremetal + Dynamic
database - Insertion

1 Introduction

Data mining can efficiently discover useful and implicit information from a very
large database, which can be used to aid manages or retailers for making efficient-
decision. Association-rule mining (ARM) is the fundamental approach to find the
implicit information among items, and Apriori algorithm [1] was the first one
to discover association rules in the level-wise manner. Since Apriori algorithm
takes costly computation to find the association rules, FP-tree structure and
its mining approach called FP-growth [5] were designed to mine the frequent
itemsets based on minimum support threshold.

When the size of the database is changed, for example, some transactions are
inserted into the original database, most algorithms running on the batch mode
need to process the whole updated database to obtain the up-to-date informa-
tion. Thus, the already discovered information become useless, as well as the
previous computation time. To solve this problem, Cheung et al. proposed the

© Springer International Publishing AG 2018

P. Kromer et al. (eds.), Proceedings of the Fourth Euro-China Conference

on Intelligent Data Analysis and Applications, Advances in Intelligent Systems
and Computing 682, DOI 10.1007/978-3-319-68527-4_15



138 T.-Y. Wu et al.

Fast-UPdated (FUP) [2] concept to incrementally maintain and update the dis-
covered information in ARM. It divides the original databases and new inserted
transactions into four cases. For each case, the process is respectively designed to
update the discovered information. Form the experimental results, it showed bet-
ter performance than that of the traditional batch mode. Lin et al. [7] then pre-
sented a Fast Updated Frequent Pattern (FUFP)-tree for incrementally updat-
ing the discovered frequent itemsets, which showed better performance than the
Apirori-like [2] FUP concept.

Fuzzy-set theory [18] was used to represent the information as the linguis-
tic terms, which can efficiently handle the quantitative database. The fuzzy-
set theory is based on the pre-defined membership functions to transform the
quantitative value into the representation of linguistic terms. Several algo-
rithms [3,6,8,10,17] were presented to mine the set of fuzzy frequent item-
sets (FFIs). Lin et al. respectively presented the fuzzy frequent pattern (FFP)-
tree [11], compressed fuzzy frequent pattern (CFFP)-tree [12], and upper-bound
fuzzy frequent pattern (UBFFP)-tree structure [13] to mine FFIs. Since the pre-
vious algorithms mine the FFIs with maximal cardinality, Hong et al. [9] then
designed a multiple fuzzy frequent pattern (MFFP)-tree algorithm to mine mul-
tiple FFIs (MFFIs) from the database, which can provide more complete infor-
mation for decision-making. To speed up mining process of the MFFTs, Lin et al.
then respectively proposed CMFFP-tree [14] and UBFFP-tree algorithms [15]
to mine MFFTIs. In order to speed up mining performance, Lin et al. proposed
an algorithm called MFFI-Miner [16] to mine the multiple fuzzy frequent item-
sets (MFFIs) without candidate generation. This algorithm adopts the fuzzy-list
(FL)-structure to efficiently reduce the computation for mining MFFIs.

In real-life situations, when some transactions are inserted into the original
database, some information may arise and some rules may become invalid. In this
paper, we present an incremental algorithm to efficiently update the discovered
MFFIs with transaction insertion.

2 Preliminaries and Problem Statement

Let I = {4, 42, ..., im} be a finite set of m distinct items (attributes) in a
quantitative database D = {11, Ty, ..., T),}, in which each transaction T, € D
and (1) is a subset of I; (2) contains several items with its purchase quantities
Vig; (3) has an unique identifier, called TID. An itemset X is a set of k distinct
items {i1, 42, ..., ir}, where k is the length of an itemset called k-itemset. X is
said to be contained in a transaction 7, if X C T,. A minimum support threshold
is defined as . The user-specified membership functions is set as p. An example
is shown in Table 1 for the original quantitative database.

The membership functions used to transform the quantitative value into the
linguistic terms with their fuzzy degrees (values). For example, the membership
functions are presented in Fig. 1.
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Table 1. A quantitative database.

TID | Items with their quantities

1 [ (4:3), (B:1), (E:1)

2 [ (B3), (D:1), (£:3)

3 [ (4:4), (D:5), (E:2)

4 1(C:3), (D:3), (E:1)

5 [(4:3), (C:2), (B:1)

6 (B:1), (D:5)

Membership
value .
| Lew, Middle High
i 2 3 4 Amount

Fig. 1. The membership functions of fuzzy linguistic 3-terms.

Definition 1. The linguistic variable R; is an attribute of a quantitative data-
base whose value is the set of fuzzy linguistic terms represented in natural lan-
guage as (R;1, Ria, ..., Riy); this variable can be defined in the membership
functions p.

Definition 2. The quantitative value of i denoted as v;q, is the quantitative of
the item ¢ in transaction Tj,.

Definition 3. The fuzzy set, denoted as f;q, is the set of fuzzy linguistic terms
with their membership degrees (fuzzy values) transformed from the quantitative
value v, of the linguistic variable ¢ by the membership functions 1 as:

fUqu f’Uti fviqh
e Sl + e + —_), 1
Ri Ris Rin ) M)

fiqg = 1i(vig) (=

where h is the number of fuzzy linguistic terms of i transformed by pu, R;; is the
I-th fuzzy linguistic terms of i, fv;y is the membership degree (fuzzy value) of
v;q of 4 in the I-th fuzzy linguistic terms R;; and fv;q C [0, 1].

Definition 4. The transformed fuzzy linguistic term R;; is represented and
denoted as the fuzzy itemset in the field of fuzzy data mining.
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Definition 5. The support of the fuzzy itemset, denoted supp(R;), is the sum
of its transformed fuzzy values, which can be defined as:

supp(Rq) = > foig, (2)

Ry CT AT €D’

where D’ is the quantitative database D transformed by membership functions
(= u), and the size of D’ is the same as the original D.

Definition 6. The support of fuzzy k-itemset (k > 2), denoted as sup(X), is the
sum of the minimum fuzzy values among k items of X, which can be defined as:

sup(X) ={X € Ry| Z main(fvaqt, fUbqt), 0,0 € X,a ¢ b} (3)
XCT AT, €D’

Most previous work focus on mining MFFIs from the static database. In
real-life situation, the size of database is frequently changed; it is an important
issue to dynamically update the discovered information. The problem statement
of this paper aims to efficiently update the discovered MFFIs based on the
Fast UPdated (FUP) concept [2] and the fuzzy-list (FL) structure [16]. We thus
assume that a set of new transactions are inserted into the original database,
shown in Table 2.

Table 2. A quantitative database.

TID | Items with their quantities
7 (A4:3), (C:2), (E:1)
8 (A:1), (D:1)

Thus, the designed incremental multiple fuzzy frequent itemset mining (IMF-
FIM) is to efficiently update the set of the discovered MFFIs. Thus, an itemset
X is a MFFI in the updated database (D + d) if its support count of each fuzzy
itemset X is no less than the pre-defined minimum support count. The set of
MFFTIs is thus formally defined as:

MFFIs — {X|sup(X) >4 x (|D|+1d])}, (4)
where § is the minimum support threshold, |D| is the size of original database,

and |d| is the size of inserted transactions.

3 Proposed Incremental Algorithm

In the past, Lin et al. proposed a MFFI-Miner algorithm [16] to mine the multiple
fuzzy frequent itemsets (MFFIs) without candidate generation. The algorithm
designed the fuzzy-list (FL) structure, which could efficiently reduce the com-
putation of multiple database scans for mining MFFIs. In this paper, the FL
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Fig. 2. Four cases of the designed approach.
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Algorithm 1. Proposed algorithm

aos W N =

© w0 N o

10

12

13

14

15

16
17
18
19
20

21
22
23

Input: D, a quantitative database; d, the minimum support threshold; u, the

user-specified membership functions; F'Ls, the built FL structure from D; d, a

set of inserted transactions.
Output: the sets of MFFIs.
set MFFIs.U := null;
for each transformed R;; € d do
calculate sup(R;;)%;
if sup(Ri)? > (|D| + |d|) x & then
L 1-MFFIs.d := 1-MFFIs.dUR;;;

for each R;; € T4 C d do
if Ry € 1-MFFIs.De FLs then
sup(Ri)Y := sup(Ry)P + sup(Rq)%;
if sup(Ry)Y > (|D| + |d|) x & then
ADD(FLs);
MFFIs.U := MFFIs.U U Ry;

else
| DEL(FLs) ;
else
L scan-set 1= scan_setUR;;

for R;; € scan_set do
calculate sup(R;;)P;
calculate sup(R;;)Y := sup(Ry)P + sup(Ri)%;
if sup(R;y)Y > (|D| + |d]) x & then
| ADD(FLs);
if F'Ls # null then

Construct(FLs);
update MFFIs.U;

return MFFI1s.U;
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structure is adopted to reduce the multiple database scans and keep the nec-
essary information. An incremental algorithm is thus designed in this paper to
efficiently update the discovered MFFIs based on the FUP concept. It divides the
itemsets in the original database and in the new inserted transactions into four
cases, and each case is performed by the designed procedure to update the dis-
covered MFFIs except the itemsets in Case 4. The four cases can be summarized
in Fig. 2. Details of the designed algorithm is shown in Algorithm 1.

The ADD and DEL approaches are used to respectively add and delete the
R;; in the FL structure. The ADD function can easily update the fuzzy value of
the itemsets based on the FL structure. For the DEL function, it can directly
remove the unpromising itemsets based on the FL structure after database is
updated. After that, the remaining itemsets in the FL structure are then checked
against to the minimum support count in the updated database, and the actual
MFFTIs can thus be maintained.

4 Experimental Results

In this section, the performance of the proposed algorithm is compared with the
state-of-the-art MFFI-Miner algorithm [16]. All algorithms were implemented in
Java and experiments were carried on a computer having an Intel(R) Core(TM)
i7-6700 3.41 GHz processor with 8 GB of main memory, running the 64 bit
Microsoft Windows 10 operating system. A mushroom dataset [4] is used in
the experiments to evaluate the performance of two compared algorithms. The
quantity of items is randomly assigned in the range of [1, 11] interval by adopt-
ing normal distribution. The membership functions for 2-terms and 3-terms were
used in the experiments. Besides, the insertion ratio of the new transactions is
denoted as IR, which is used to set the size of the newly inserted transactions
compared to the original database.

4.1 Runtime

In this experiments, the runtimes of two algorithms are then compared under
varied minimum support thresholds with a fixed insertion ratio. The results are
shown in Fig. 3.

From Fig. 3, the experiments are carried out with 2-terms and 3-terms mem-
bership functions. The runtime decreases along with the increasing of minimum
support thresholds. The reason is that the algorithms generate fewer MFFIs
with higher minimum support threshold, thus the runtime to mine or update the
discovered information can be decreased. It is clear to see that the designed algo-
rithm outperforms the state-of-the-art MFFI-Miner algorithm since the MFFI-
Miner needs to process the updated database in the batch manner. In summary;,
the proposed algorithm performs better than the MFFI-Miner algorithm in terms
of varied linguistic terms.
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(a) 2-terms mushroom (IR=5%) (d) 3—terms mushroom (IR=5%)
31 I
8 )
o) o
E £
510 5
o 14
5 6 7 8 9 10 11 12 13 14
Minimum support threshold (%) Minimum support threshold (%)
| —4— Proposed algorithm MFFI-Miner

Fig. 3. Runtimes under varied minimum support thresholds.

5 Conclusion

In this paper, we present an incremental algorithm to fast update the discov-
ered multiple fuzzy frequent itemsets with transaction insertion. The designed
algorithm is based on the Fast UPdate (FUP) concept and the fuzzy-list (FL)
structure to maintain the discovered information without candidate generation.
The designed algorithm can easily maintain the FL structure and generate the
required multiple fuzzy frequent itemsets (MFFIs) without multiple database
scans. Experiments showed that the designed algorithm outperforms the state-
of-the-art approach in terms of varied linguistic terms.
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Abstract. In the field of the pre-hospital emergency, immediate and medical
processes must be provided to patients to increase their chance of survival. When
a patient is in transit to a hospital, real-time or uninterrupted patient data shall be
transmitted to the hospital so that physicians could realize the present status and
make decisions of appropriate instructions and assessments. For moving ambu-
lances, obtaining uninterrupted network services to wirelessly transmit data is the
most important issue. In the proposed work, a seamless and ubiquitous stream
control transmission protocol (SCTP) tunnel was developed to improve wireless
communication connections. Cognitive radios can optimize spectrum usage by
detecting their operating environment; therefore, it is necessary to integrate
existing wireless communication services in an efficient mobile middleware
(MM) and achieve a seamless transmission in a heterogeneous network. The
developed efficient MM for seamless transmission, which is migrated to an
embedded device, is consistent of existent network environments without
requiring modification of the original system architecture. Moreover, the handoff
when switching between wireless networks is shorter than that obtained in related
studies. Thus, medical personnel can seamlessly transmit video and vital data to
hospitals through the proposed MM while walking or in a moving vehicle.

Keywords: Cognitive radio - Mobile middleware - Prehospital emergency
medicine * Uninterrupted communication

1 Introduction and Related Work

When a person suffers a severe injury, stabilizing them as soon as possible is critical
before transporting them to a hospital for further medical assistance. In life-threatening
cases, the time interval in which these procedures must occur is called the golden
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hour [1]. To maximize the benefits of prehospital time and enhance survival rates,
medical personnel must thoroughly understand the implications of prehospital emer-
gency medical services.

Before an ambulance transporting a patient arrives at a hospital, the real-time
transmission of vital figures regarding a patient’s health to the hospital through video
and pictures is necessary. A doctor can then assess the patient in advance and provide
professional advice to the emergency medical service (EMS) personnel. EMS workflow
is extremely time critical, and successful implementation depends on well-trained
cooperation between EMS personnel [2]. In addition to enabling doctors to assess the
state of patients, sending real-time information to hospitals can enable medical staff to
prepare the necessary medical apparatus and operating rooms during the transition
period. Maximizing such preparations during the golden hour can increase survival
rates. The main challenge to achieving this objective is in maintaining a stable and
uninterrupted communication between moving ambulances and hospitals.

In recent years, the development of prehospital EMS systems has been extensively
studied [2—4]. These EMS systems have been combined with various technologies such
as wireless sensor networks and application development. However, although these
previous research works addressed on the integration of wireless transmissions and EMS,
the quality of wireless transmission has not been analyzed. Wireless communication has
evolved considerably in recent years. The widespread availability of uncharged Wi-Fi
hotspots is a great discover for pre-hospital EMS because of the enhancement of the
communication, mobility and being feasible of real-time data. However, the tough
environments and real-time access of medical processes has necessitated the introduction
of quality-of-service (QoS) provisions in medical wireless networks [5]. Moreover,
according to the existence of numerous wireless network services, another major con-
sideration for real-time EMS transmission is the selection on optimal wireless channels
for ambulances and the maintenance of reliable transmission [6—10].

One solution for robust prehospital EMS transmission is seamless communication.
At present, using a fixed spectrum allocation scheme in traditional wireless communi-
cation systems results in low spectrum utilization. Because of the rapid development of
wireless communication techniques, the spectrum resources available for allocation
have become scarce. Thus, improving spectrum allocation and rendering unused spectra
temporarily available for use is necessary. The concept of cognitive radio was proposed
in 1999 [11]. Cognitive radios can analyze operating environments and optimize
spectrum usage. Therefore, an efficient mobile middleware (MM) based on cognitive
radio techniques for use in a prehospital EMS is proposed in this paper; the MM can not
only select optimal transmission paths when presented with multiple links but can also
provide a reliable transmission in order to prevent data loss during network switching.

2 Methods

2.1 Channel Decision Algorithm

In an intricate concept of the seamless communication presented in [12], the decision
algorithm represents the determinant duty of eliminating handoff delays for wireless



Efficient Mobile Middleware for Seamless Communication 149

medical applicants. An adaptive reasoning and learning framework (ARALF) has been
previously exploited as cognitive engines to manage cognition tasks [13]. A cognitive
cycle has three tasks. First, the radio-scene analysis wherein respective environmental
circumstances are sensed and variant configurations are probed. Second, the
channel-state information is evaluated by the channel identification and the capabilities
of the performance under different configurations are also forecasted. Third,
radio-configuration selection determines what configuration is used to send the signal.
An ARALF differs from typical cognitive engines because of not only the information
with respect to its environment being received but also user-specific information; thus,
an ARALF is able to arrange radio parameters according to users’ preferences.
Moreover, the proposed framework seamlessly integrates the adaptivity together with
the mobility so that all users of cognitive radio are not negatively influenced on
problems resulted by environmental alterations.

For integrating an ARALF inside the proposed MM, a simplified version of an
ARALF, ARALF Lite, was designed (Fig. 1). The main characteristic of the ARALF
Lite is: collecting data, consisting of the strength of signals and quality of links from
USB wireless network adapters. Subsequently, wireless network connections can be
adjusted and the optimal solutions are applied to the proposed MM by ARALF Lite.
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Fig. 1. Design flow of adaptive reasoning and learning framework (ARALF) lite.

2.2 Protocol

Stream control transmission protocol, abbreviated as SCTP, has been designed to run
on transport layer and request for comments (RFC) 4960 [14]. Multihoming is a critical
feature of the SCTP. A multihoming host has more than one network interface and can
be bound to multiple Internet protocol (IP) addresses when the endpoint initializes an
association. The SCTP is capable of switching among various networks without
interrupting ongoing data transfer. The multihoming feature of the SCTP acts a great
important duty in seamless communication, which is why the idea was adopted in this
study to replace among multiple classes of wireless network. As designated in RFC
4960, in the process of an association, one path will be configured as the primary path
and others are backups, indicating that one of the designated IP addresses to receive
data must be selected as the primary address.

Routing is one of the core topics that must be addressed for IP address switching.
Because wireless connections can be unstable and traffic load often varies, establishing
a routing protocol that is based on traffic status is imperative. A routing protocol is a set
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of rules used to decide how routes exchange information and communicate with each
other; such protocols also perform activities such as discovering main networks and
updating routing tables. Among these activities, network discovery involves actively
searching for the next suitable connecting node. Because reducing the search time
during network discovery is critical, ARALF Lite was used in the proposed system to
periodically choose a connecting path with the optimal quality in a heterogeneous
network. Adopting ARALF Lite not only minimizes the time required to search for the
next appropriate network but also eliminates transmitting errors after accessing the
most suitable node to connect.

2.3 Overall Architecture of the System

To attain the goal of seamless communication for wireless medical applicants, the
proposed equipment combines a third-generation mobile network, a Wi-Fi network,
and a mobile middleware for transmission data among a pair of SCTP client and server
(Fig. 2).

TCP/UDP .
o
: )
S §

<" ASCTP Server  Information Server

TCP/UDP 3G (SCTP)

SCTP Client

Hospital Side

+|i|D Ambulance Side
! ': 3

Fig. 2. System overview.

In Taiwan, most hospitals adopt transmission control protocol (TCP)-based infor-
mation systems and connection-oriented communication systems. Each endpoint is
bound to a single interface by TCP protocol; thus, when it is necessary to switch
connectivity among multiple wireless networks, implementing a TCP for a commu-
nication protocol is unsuitable because a TCP connection must be rebuilt. Furthermore,
although user datagram protocol (UDP) is a more agile mechanism of reducing handoff
than TCP, it cannot guarantee that transmitted data is actually arrived under a UDP
transmission because a UDP communication lacks a reliable mechanism. Therefore, the
SCTP was used for multi-homing to conquer present challenges of peer-to-peer
connection.

The developed MM consists of two components: a pair of SCTP server and client.
A SCTP server was set up in a hospital and runs on Linux. The SCTP client, which was
portable because it has to connect to a mobile device, was designed in an embedded
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equip. Target board of a SCTP client is BeagleBoard-xM (BeagleBoard.org, United
States). Before a patient’s data is going to be sent by a first aid officer to the information
system of a hospital, a connection under SCTP among a pair of SCTP client and server
will be created. Next, after receiving data from a mobile device via a TCP/UDP
connection, TCP/UDP data packets shall be encapsulated into SCTP data packets by
the SCTP client and then send those SCTP packets to the SCTP server. Eventually, the
received SCTP packets embedded into the TCP/UDP packets shall be unpacked by the
SCTP server and send these TCP/UDP packets to the data center of the hospital.
Equally, a database is able to transmit packets to a mobile device by being packed and
unpacked from a pair of SCTP server and client, respectively.

Figure 3 illustrates the mechanism of the seamless switching. Phase 1 is about
creating a connection under SCTP to achieve multiple-paths transmission among a
database and a mobile equip, and the data is also obtained with respect to accessible
network interfaces. Afterward, an ARALF Lite is used to calibrate radio parameters
according to environmental alterations and users’ preferences. In Phase 2, the current
optimal connecting path is selected; this path is designated by ARALF Lite to be the
primary path of a SCTP communication, following which replacing to that connecting
path is possible by altering the contents of a routing table in the kernel of the system. In
Phase 3, the present selected path is set to be the primary path and previous primary
paths are set to be backup paths. Phases 2 and 3 are repeated when a new signal of
switching produced by an ARALF Lite is obtained.

Phase 1: Set up an SCTP Connection

}

Get Network Interfaces

)

Decide the Primary Path by the

Phase 2: ARALF Lite ‘
Phase 3: Switch Connecting Path
Primary Backup

Wait for Switch Signal —

Fig. 3. Seamless switching mechanism.
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3 Field Experiment Results

This section demonstrates the experimental results of the developed middleware of
seamless communication for mobile cognitive radio devices. To attain seamless
mobility when connected to heterogeneous wireless networks, the handoff latency
during network switching was required to be less than 100 ms to prevent a noticeable
delay that would impair interactivity [15]. In this study, the proposed MM was tested in
walking and driving scenarios in Taipei City, Taiwan.

In these scenarios, the developed MM was tested under the transferring of medical
information such as electrocardiography (ECG) and saturation of peripheral oxygen
(SpO»,) records and real-time video frames. In this study, the ECG records comprised
open data from MIT-BIH database [16], and the SpO, records comprised open data
from the MIMIC II database [17]. Furthermore, WebRTC—according to a resolution of
640 x 360 pixels at 30 frames per second—was used for browser-based, and real-time
video communication. WebRTC [18] is an application programming interface defini-
tion to enable browser-to-browser video communication; therefore, it can be easily
integrated into medical service systems. The content of the web page served by our
embedded system was established using PHP programs, and each web page should be
updated every 0.2 s to capture updated data. Furthermore, the use of the information
system for sending data from an ambulance to a hospital was tested using a real-life
experiment, and the experimental route selected was from National Taiwan University
(NTU) to National Taiwan University Hospital (NTUH), as illustrated in Fig. 4.

Each of the two aforementioned scenarios (driving or walking) has three config-
urations. In the first configuration, only Wi-Fi hotpots are available. Though a Wi-Fi
service can support a high-bandwidth service, limited coverage interrupts connections.
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Fig. 4. Experimental route for practical measurement.
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In the second configuration, only 3G networks are used, which does not involve
disconnection problems reasoned in restricted coverage, yet the speed of a 3G con-
nection is lower than that obtained with a Wi-Fi service. The third configuration works
as follows. The proposed MM is used for accessing Wi-Fi, accompanying with a
high-bandwidth service and connecting to 3G mobile networks in a complementary
manner to keep obtaining an uninterrupted network serving whenever gaps of Wi-Fi
coverage were encountered. Thus, three types of measurement were obtained: those
measured using the proposed MM, using Wi-Fi alone, and using 3G networks alone.
During the measurement process, four data categories were individually sent to the
server: only SpO, data, only ECG data, only real-time video, or all three types of data;
an average data-transmission rate of 10 s was recorded in each experiment. The
experimental distance in both scenarios was 3.5 km. The walking and driving scenario
experiments involved holding a 6 km/h-walking speed and 40 km/h-average-driving
speed, respectively. The experimental results related to entire data (including real-time
frames of video, SpO, records, and ECG records) transmissions via only Wi-Fi ser-
vices, only 3G networks, or the proposed MM are presented in Fig. 5 for the walking
scenario and Fig. 6 for the driving scenario.
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Fig. 5. Results of transmitting all data during walking via only Wi-Fi services, only 3G
networks, or the proposed MM.
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Fig. 6. Results of transmitting all data during driving via only Wi-Fi services, only 3G
networks, or the proposed MM.
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4 Discussion

Because this study presents a new middleware for providing seamless communication
to mobile clients, this section compares the handoffs observed in this study with those
achieved in other studies. When people are away from the coverage of one access point
(AP) and need to connect to a closer AP, connectivity switching must occur. The
connectivity switch involves a transition called a handoff. A handoff can be further
divided into two different types: intracell handoff and intercell handoff. Both handoffs
can occur simultaneously. An intracell handoff is required to switch connectivity
between APs and can be considered a form of micromobility; the intercell handoff,
however, can be considered a form of macromobility. An intercell handoff is required
to switch connectivity when the user moves between regions connected to different
network domains.

In [19], the mobile-IP (MIP) method of handoff was implemented. Approximately,
the handoff latency is 760 ms because of the delay occurring during MIP registrations
and AP re-associations. According to the above two factors, which lead to severe
delays, exist in actual environments of wireless networks; therefore, they should be
overcome using the proposed system in which seamless communication with the
proposed MM is implemented for controlling AP association and enabling handoffs. In
[20, 21], an integrated seamless transmission of the third generation mobile and
802.11-based wireless networks was developed. The approach reported in [20]
involved using a proxy gateway to be a bridge among a core network and an access
network. Approximately, the handoff latency is 200 ms. Study [21] focused on routing
protocols, and the handoff latency varied from 20 to 270 ms, which nearly achieves the
objective of a rapid handoff and seamless communication. The handoff latency
obtained in studies [20, 21] was greater than that obtained in our study. However, the
validity of the results of [20, 21] is limited because motion experiments were not
conducted. In summary, because most studies regarding handoffs have conducted tests
in simulated environments, their experimental results might not demonstrate the suit-
ability of their methods for actual wireless networks. In [22], Neyem et al. proposed a
cloud-based mobile system for prehospital emergency services to support team col-
laboration and decision-making. The system is used to transmit patients’ vital infor-
mation when patients are being transferred to a hospital and calculates the rapid
emergency medicine score, used to evaluate patients’ mortality so that physicians in the
hospital can make decisions quickly. However, this system does not exploit seamless
communication, which causes discontinuous data transmission. Cheng et al. proposed
an application for in-hospital transfers that uses seamless communication [9]. The
system has an excellent handoff latency of 20-30 ms. However, it cannot be deployed
for high-speed mobile transfer, such as in a moving ambulance.

This paper presents the achievements of handoff tests and practical evaluations
exploited in Taipei City, Taiwan. Regarding the handoff tests, the experiments revealed
that the proposed MM provides rapid and low overhead handoff. With multi-homing
wireless networks, the reliability of a mobile service is enhanced and costs of accessible
network during evaluations can be reduced. Therefore, the mobile cognitive radio
middleware proposed in this study can not only achieve seamless communication but
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also enhance the quality of the current mobile transmission of medical services in
Taipei City, Taiwan.

5 Conclusion

In this study, an efficient MM of performing seamless and ubiquitous SCTP tunnel for
use by EMSs was proposed. The architecture and a protocol for seamless transmission
over a heterogeneous wireless network to improve the quality of mobile transmission in
Taipei City, Taiwan were presented. In Taipei City, the critical challenge to mobile
medical applicants is the selection of sufficient network links for maintaining an
uninterrupted wireless communication. The proposed system was designed to prioritize
connection through Wi-Fi services, which are widely available and free in Taipei City,
and to use 3G networks whenever Wi-Fi coverage gaps are encountered. Because this
approach is integrated with cognitive radio techniques, it can not only select optimal
transmission paths using multiple wireless links but can also support reliable trans-
mission to prevent data loss during network switching. Moreover, to enable the
implementation of the proposed system in current EMS systems without performing
system modifications, the proposed MM was also ported into an embedded system.

The performance of the proposed MM was demonstrated through practical
experiments. The proposed design achieved the goal of seamless communication,
thereby to enable mobile clients in the Taipei City to obtain wireless networks out of
interruptions. Henceforth, as the wireless network coverage in Taipei City increases,
the performance of the proposed MM will be further enhanced. With the developed
architecture, new mobile communication service (e.g., 4G communication network)
could be subjoined in the proposed system to heighten the solid of the seamless
transmissions among a heterogeneous network.
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Abstract. The era is changing from information technology to data technology,
big data is used very well in the field of financial, medical, e-commerce and so
on, but not very well in the field of education. The idea of “Data - driven
schools, analysis of change education” make the need for the educational data
mining more and more prominent. Data mining in education can help us to
connect the relevant areas of education and find the key educational variables,
which can make the education and teaching decision simple and accurate. In this
paper, by using the Chinese word segmentation algorithm, association rule and
RStudio tool, we analyse the title of master’s thesis in four universities that have
same discipline structure. The title data is obtained from http://www.cnki.net,
which is an authority database in China. The results show that the research
directions of the four university tend to be wireless network, mobile commu-
nication and algorithms.

Keywords: Education data mining - RStudio - Association rules - Chinese
word segmentation algorithm

1 Introduction

As the high-speed development of science and technology, interpersonal interaction
become very strong and life is more and more convenient, big data is the product of this
high-tech era. With the help of big data, people can view the complex world from a
more comprehensive and finer perspective. For education, big data contains great
potential to promote personalized learning, improve teaching materials and method,
and ultimately improve student’s achievement, and these effects will also be reflected in
higher education, especially in the situation of Internet + education. Massive data is
produced and recorded in universities’ daily work. It is very important to grasp the
construction of those data and turn it into a strong support for educational
decision-making and comprehensive information for the development of university.
The results of data analysis will effectively promote the cultivation of high-quality and
innovative talents. How to dig out useful information from big data to improve edu-
cational management and learning performance? The emergence of this paper
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prompted the appear of educational data mining (EDM). Since 2005, artificial intelli-
gence education applications, intelligent tutor system and other international confer-
ences carried out a number of “educational data mining” theme seminar, the first
education data mining international academic Conference held in Canada in 2008, now
this seminar has hold 9 times [1]. In 2009, the fifth advanced data mining and appli-
cation of the International Conference [2] hold in Beijing Normal University, in which
the “data mining in the application of education” theme is joined for the first time.
Guiyang International Big Data Industry Expo hold in 2015, in which Alibaba founder
Ma Yun said that the future internet is the era of big data, Ma strongly believe that the
data is the first productive force, who owns the data who will have a huge wealth.
Baidu founder Li Yanhong said that only the data is not feasible, we also need data
mining technology to dig out the hidden value of the data [3]. The Platform for Action
to Promote big data Development is issued by the State Council on August 31, 2015
[4], which promote the education of basic data to accompany the collection and sharing
of the country, explore the use of big data to change the way of education and promote
the quality of education. US 2016 National Education Technology Program “Future
Study Preparation: Remodeling the Role of Technology in Education” [5], as the part
of the study, they propose to meet the individualized learning through data collection
and analysis. In the evaluation part, they propose to use different types of evaluation
data to improve the study better. EDM is the embodiment of digital education research,
it is the inevitable requirement of the development of educational information, and it is
an emerging and interesting research field. Researchers have already started to use
different data mining methods to explore the problems and laws in education [6], such
as Baker’s four EDM key applications [7], Castro presented EDM main applications.
Some new EDM application trends continue to emerge, such as association rules most
commonly used in feedback to teachers to help them make decisions [8], the use of
neural network technology to assess student performance in order to achieve the
purpose of predicting the performance of students [9, 10], the use of clustering
technology to students personalized grouping to improve learning efficiency and
soon [11, 12].

In this paper, we try to mine some useful information about higher education from
public database. The data means the title of master thesis, from which we try to find the
research direction of subject, which is very useful to evaluate the subject characteristic.

2 Data Sources and Research Methods

2.1 Data Collection and Cleaning

First of all, we need to determine the target data and mining object, which can help to
determine the key aspects of data mining technology. The target data were collected
from http://www.cnki.net. According to the needs of the study, A, B, C, D four uni-
versities that have similar disciplined structure are chosen, the title of their master thesis
is collected, 15364 items during 2010-2016. Some inconsistency data will be elimi-
nated in the cleaning processing. Then the title data is divided and stored in the
database to be called. As shown in Table 1:
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Table 1. Details of sample data

A B C D
Number of thesis | 6000 6845 1742 777
Time span 2013-2015|2010-2016 | 2012-2016 | 2010-2016

2.2 Research Methods and Tools

The Chinese word segmentation algorithm and association rules are used to quantita-
tively analyze the content of the literature. RStudio is used to process data, R is a free,
open source software belonging to the GNU system and an excellent tool for statistical
calculation and statistical mapping, it is a complete set of data processing, computing
and mapping software systems. Rwordseg package is used to realize the keyword
frequency statistics, and wordcloud package is used to realize visual analysis.
Rwordseg package is realized by rJava Chinese word segmentation tool Ansj, which is
based on the Chinese Academy of Sciences ictlas Chinese word segmentation
algorithm open source tools. The third party package arules is used to explore the
association rules of the keyword matrix, and the R expansion package arulesViz is used
to visually display the associated results.

2.3 Research Process

The research process includes four aspects: (1) extract the title of master’s thesis from
http://www.cnki.net of A, B, C, D universities, clean the titles manually and store them
in the database for calling; (2) use segmentCN function in Rwordseg package to realize
word segmentation, and delete the commonly stop words, extract the key words and its
frequency, and display them by word cloud; (3) use the Apriori function, which is one
of the most influential algorithms for mining the frequent itemsets of Boolean asso-
ciation rules, to analyse the association rule of the keywords, then plot the support
histogram, set the scatter plot of support and confidence thresholds, and the correlation
plot between the keywords; (4) explore the research hotspots and future research trends
of the four universities by using the analysing results.

3 Analysis of the Results

Key words can reveal the core information of the thesis, which can reflect the main
research field and direction of the paper from one aspect, which can predict the
development direction of the school. Csv file is read by the segmentCN function in the
Rwordseg package, and word segmentation of text is realized. A corpus will be created
by using Corpus function. The stop word will be read by read.table function. And then
use the tm_map function in the tm package to delete the stop word and blank, use the
subset function to select the number of words greater than 1. The number of words
selected more than 50 times for A, B university, more than 10 times for C, D uni-
versities, then use overcloud function to produce a word cloud for visual analysis. As
shown in Fig. 1, the size of the keyword in the figure represents the frequency of the
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keyword, the larger the size, the higher the frequency. The result shows that network
has the highest frequency in A, B, D university. The next following are communica-
tion, mobile, algorithms and wireless, which are all have strong connection with net-
work. Algorithm is the highest frequency in C university, the following are network,
wireless, positioning, images and so on. So the network, algorithms, communications
and other aspects are the most studied in the four universities, which also meet our
expectations.
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Fig. 1. Comparison graph of word frequency statistics

The frequency of the keyword can tell us the research direction of the four uni-
versities, then how about the relation between the keywords? To find the relation
between the keywords we need to use association rules. Support, confidence and lift
should be used to quantify the correlation between two things. The read.transactions
function is used to read the data and create a sparse matrix, the summary function is
used to look at the data set and the relative statistics summary information. The support
can be obtained by using the frequency function, and the inspect function can be used
to see the information. Here we intercept the top ten keywords in terms of support, as
shown in Fig. 2, we can find that the support of the network in A, B, C, D university is
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Fig. 2. The comparison of keywords support in 4 universities

about 0.13, 0.16, 0.08, 0.22 respectively, the algorithm is about 0.05, 0.09, 0.13, 0.13
respectively, the wireless is about 0.05, 0.09, 0.04, 0.06 respectively.

We care about the whole distribution of the keywords, the support and confidence
distribution range of each keyword is very important for us to understand the corre-
lation between the keywords. Using the apriori function in arules package can help us
to find the keywords correlation. The scatter plot can be drawn by plot function. If
introducing interactive parameters (interactive = TRUE) to the plot function, the
interaction scatter plot can be drawn. The association rules below lift will be filtered
out. Because the keyword matrix sparseness is relatively large, and the number of
keywords is also very large, so we set the support threshold of the four universities as
small as possible, the values are shown in Table 2. The results are shown in Fig. 3, The
horizontal axis is the support and the vertical axis is the confidence. Each small square
in the figure represents a keyword greater than the support threshold and the confidence
threshold. The depth of the square color represents the bigger lift degree, the greater the
degree, the better the data quality; the smaller the degree, the more uneven the data.
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Table 2. The threshold and the number of generated rules

Fig. 3. Scatter plot of keyword distribution

A B C D
Support 0.001 | 0.001 | 0.002 | 0.002
Confidence | 0.2 0.5 0.01 |0.1
Rules 525 |642 |623 |1612
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From the figure we can see that the keywords are mostly distributed in areas with a
support degree of less than 0.005, and the degree of improvement of the keyword
increases with the confidence of the whole area. The support of the keyword is rela-
tively low, most of the keywords are not associated with the degree or correlation, and
strong correlation between keywords is insufficient.

Association rule analysis consists of two steps: discover frequent itemsets and
generate their association rules. The frequent itemsets can be found by using the eclat
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Table 3. The threshold and the number of generated rules

A B C D
Support 0.003 | 0.007 | 0.006 | 0.008
Confidence | 0.6 0.6 0.8 0.8
Rules 12 12 19 17

function in the arules package. A certain support and confidence threshold range can
determine a valid rule. In actual process a lot of data will appear, there will be a lot of
rules for a simple search and then have a considerable part of the invalid rules. So one
must test different threshold of support and confidence, until find the expected rules.
For the data of A, B, C, D four universities, a proper support and confidence threshold
is shown in Table 3. The correlation between the keywords is shown in Fig. 4, which is
obtained by using the plot function, the circle’s size indicates the support’s size, the
color’s depth indicates the lift’s size. One can see that the network as the center of the
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Fig. 4. The correlation plot of four universities
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Table 4. The threshold and the number of generated rules

A B C D
Support 0.002 | 0.006 | 0.006 | 0.01
Confidence 0.6 | 0.5 0.6 0.7
Rules 10 11 9 9

formation of divergent outward radiation for A, B, D university, the relatively higher
correlation pair are wireless and network, heterogeneous and network, mobile and
network, mobile and communications, network and communications, wireless and
communications, wireless and sensors. These keywords always appear in pairs that has
a certain relevance. It is easy to infer that mobile communications, wireless networks
and other aspects have a depth research in A, B, D university. The algorithm is the
center of radiation in C university, the higher correlation pair are images and
algorithms, clustering and algorithms, neural and network.
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The network keyword has the highest frequency in A, B, D university, so we
analysis the association rules about it. Set rths = ¢ (“network”™) in the apriori function,
and the threshold of support and confidence in Table 4. The corresponding results are
shown in Fig. 5, the thickness of the straight line indicates the degree of correlation
between two keywords. The thicker the line, the stronger the degree of association. The
results show that heterogeneous networks, wireless networks, mobile networks, social
networks, routing networks are the main direction of research in A, B, D university.
The algorithm keyword has the highest frequency in C university, similarly process as
the network in A, B, D university, it can be seen that wireless location algorithm, image
segmentation algorithm, clustering algorithm, fuzzy algorithm are the hot topic in C
university.

4 Conclusion and Discussion

In this paper, we analysis the title of master’s thesis in A, B, C and D four universities
that have same discipline structure. By using Chinese word segmentation algorithm and
association rules analysis, we find that A, B and D university are focus on network
research. A university is focus on heterogeneous network and sensor network research,
B and D university are focus on wireless networks, mobile networks, routing networks
and so on. C university is focus on the network algorithm, wireless positioning algo-
rithm and so on. For university’s administrator, these results can help them to grasp
their main research direction, find the potential research direction and make a rea-
sonable decision. For education management department, the method in this paper can
help them to evaluate the level of discipline.

The research content in this paper is one part of Educational Data Mining (EDM).
Compared with the analysis of student test scores, students’ campus consumption, book
borrowing and college enrollment et al., our content is from a different way to use the
education data. Combined with artificial intelligence technology, wearable technology,
virtual reality technology, depth learning technology et al., our research is a more
fundamental research and need a deep development.
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Abstract. In this paper, a course selection system using single thread system
and unified language is designed and realized, the system is easy to maintenance
and stable in highly concurrent. The content include designing idea, system
module and implementation methods. Node.js is used to improve the efficiency
and reduce maintenance difficulty. Mongodb database is used to store large files,
pictures, curriculum information, student information and other unstructured
data, it can improve the efficiency of the system in a large degree. The result of
test show that this course selection system is stable and efficiency. If change the
course into person or things, the system will be changed into a personnel or an
item management system for enterprise.

Keywords: Course selection system - Node.js - Single thread - Mongodb

1 Introduction

As the number of undergraduate increasing, course type and number are also
increasing, manual processing of the course selection information become nearly
impossible [1-3]. Most of universities choose to use course selection system, which
can increase the management efficiency and save time for the students. The traditional
course selection system has two weak-points, the first is that it use different language to
realize, for example, background development using C and C++ languages, logic
analysis using java and front page using php [4-7]. It is not very convenient for
maintaining and upgrade. The second is that it is serviced by multi-threading, newly
added threads would occupy more memory and increase the complexity of system, and
lower the speed of server or make server collapse.

In this paper, we will combine Node.js language and Mongodb database to design a
course selection system that can overcome the shortcoming of the previous system.
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2 System Requirements

Although this system is based on the need of the university that the authors belong to, it
still has universality. The number of internal students is from thousands to tens of
thousands, the system should satisfy to handle multiple requests, to realize the storage
and maintenance of the course selection information in a short period, i.e. the system
must has real-time response and high throughput concurrent connection, the database
must satisfy high concurrent and has high efficiency read-write performance. Fortu-
nately, the combination of Node.js language and Mongodb database satisfy those
requirements [8].

The users of the system are students and administrators. The student module must
has the ability to realize the fundamental function of course selection with fewer clicks,
the pages should be simple and friendly. The management module is used to check the
students’ course selection information, and generate course information and the cor-
responding curriculum schedule.

3 System Module Design

The system includes the student and management module [9]. The student module
represents the system’s foreground, its functions are course selection, displaying the
corresponding information, such as course lists and introduction, teacher’s introduction
and so on. The selection results can be submitted at last. The management module
represents the system’s backstage, its function are maintaining and managing the
information of students and courses.

The main structures of this system is shown in Fig. 1:

Course selection
system
\
Student Management
[ System routine
v $ i maintenance
' Show
Course select course Authentication Backstage

‘ selection

Provide corresponding
services

Information
management

Internet

MongoDB
Database

Fig. 1. Main structure of the course selection system

Store information about
students, courses, etc
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3.1 The Function Design of Role Module

The course selection system is divided into foreground and backstage. The foreground
is for students to select courses, and process data interaction between the student and
course, it can display student’s information and the selecting courses. The backstage is
for administrator to manage the users and courses’ information, it can add, delete or
modify the student and course.

The flowchart of role module design is shown in Fig. 2:

Client

v

Foreground Backstage

——
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|
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Student Course
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Successful information ‘ ‘

matching i i
Course

Selection > Data base
Center

Login

Fig. 2. Flowchart of designing role module

The administrator, who has the highest authority, first sets up the students’ and
courses’ information, then the students can visit the course selection system. The
course can be submitted only when it match the courses the database in the system.

3.2 Database Design

Database is the key part of the course selection system, every operation should be visit
with database, the information need to read-write and extract from it. The efficiency of
the whole system is depended on the fluent exchange between database and the
background and foreground. In the logic process of this system, the students corre-
spond to courses and administrator correspond to students and courses [10]. The stu-
dents’ information include 9 items, such as name, ID number, school, sex, class, phone
number, e-mail, birthday, mentor and so on. The administrator’ s information also
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include 7 items, such as name, school, sex, address, phone number, ID number and
e-mail. The course information include 6 items, they are name, classroom, teacher,
credit, time and classroom.

4 System Design and Implementation

Different from others course selection system, our system is written by Node.js from
foreground to background [11, 12], it is easy to maintain and upgrade.

4.1 The Utilization of Single-Threaded Concurrency

The traditional mufti-threading course selection system will be hard to increase the
performance by continuous optimization if its thread reach a certain magnitude. For
example, a Windows Server’s stack is set to 1 megabyte, its working limit will be about
1600 threads, if the stack set to 2 megabyte, the working thread can not reach 1600
[13]. The overall performance increase is limited by increase the number of thread,
while, more thread will occupy more memory and consume more CPU. If one thread is
collapsed, the stable of the whole system will be effected [14, 15].

The system in this paper adopts single-thread high concurrency to process data of
course selection and non-blocking asynchronous I/O is used to invoke [16]. All
requests are managed by this thread, and it allows tens of thousands of concurrent
connections and occupies less memory. Moreover, all requests are routed through a
single-threaded event, which means that users do not need to deliberately avoid traffic
peak in the processing of course selection.

The single-threaded flowchart of this system is shown in Fig. 3:

Eventl Event2 Event3 Event4

L — |

Memory

Processor

Fig. 3. Single-threaded flowchart

4.2 System Implementation

After login, the system would visit the node-based Server through the request from
foreground page. After receiving the response, the system would judge the users’
identity by invoking relevant information in database, and finally send the extracted
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information to users to manipulate through foreground page. In order to avoid conflict
among the various parameters, “sid, type, result, title and target” are used to define
student’s information, curriculum, credit and instructor respectively.

(1) System routing configuration

Express is a development framework based on Node, in which http is used to
respond requests through the ways of app.get (getting data from database) and app.post
(sending information back to database). The key code are as follows:

app.get('/userinfo', checkLogin);

app.get('/userinfo', user.userinfo);

app.get('/user-imglist', checkLogin);

app.get('/user-imglist', user.imglist);

app.post('/user/setface', checkLogin);

app.post('/user/setface', user.dosetface);

app.get('/user/password', checkLogin);

app.get('/user/password', user.setpassword);

app.post('/user/password', checkLogin);

app.post('/user/password', user.dosetpassword);

app.post('/student-user', checkLogin);

app.post('/student-user', student.dostudentuser);

app.get('/student-info', checkLogin);

app.get('/student-info', student.studentinfo);
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Generally, request and response are adopted to handle information in Express.
Through client requests, the route resolves the URL path first and then retrieves the
HTML document. Suppose the URL is http://course-select.xupt.edu.cn/, the browser
will transit into the http site which address is course-select.xupt.edu.cn in a network
sever, and complete corresponding data processing. The first parameter of the “get”
method is the access path, where “/”” represents the root path, and the second parameter
is the callback function, “req” represents the request from the client, and “res” repre-
sents a response to the request. The send method in the callback function refers to
sending a character string to the client. The role of *“/, routes. Index” is to invoke index
to get the designed page and finally present it.

Its key code are as follows:

var express = require('express');
var ejs = require('ejs');

var flash = require('connect-flash');

var settings = require('../settings');
//var routes = require('./routes');
var routes = require('./routes/index‘);

var path = require('path')

var user = require(‘./user');

var teacher = require('./teacher');

var student = require('./student');

app.use(function(req, res, next) {

res.locals.error = req.flash('error').toString();

res.locals.success = req.flash('success').toString();

res.locals.user = req.session ? req.session.user : null;

res.locals.userid = reqg.session ? reqg.session.userid

null;
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res.locals.role = req.session ? req.session.role : null;
res.locals.face = req.session ? reqg.session.face : null;

res.locals.studentlist = req.session ?

req.session.studentlist : null;

next();

})i
routes(app) ;

app.use(express.static(__dirname + '/web'));

(2) Database usage

Before using the database, one need to create a data directory and a db
sub-directory, then using -dbpath to call the database. The code for calling the database
is as follows:

//var settings = require('./settings');
//var mongodb = require('mongodb');
//var Db = mongodb.Db;

//var Connection = mongodb.Connection;
| /var Server = mongodb.Server;

/ /module.exports = new Db(settings.db, new

Server(settings.host, Connection.DEFAULT PORT, {}));
//var util = require('util');
| /var mongoose = require('mongoose');

//var Schema = mongoose.Schema;
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//var dburl = require("../config").db; [/ Database address
var settings = require('./settings');
| [exports.connect = function (callback) {

/] mongoose.connect (settings.db);

1

| [exports.disconnect = function (callback) {

// mongoose.disconnect(callback);

/11

| /exports.setup = function (callback) { callback(null); }
var mongoose = require('./LMS/node modules/mongoose');

mongoose.connect (settings.db);

exports.mongoose = mongoose;

4.3 System Deployment

In the deployment, the coordinated operation among user terminal, Web server and
database should be considered, several crucial works should be done in order to ensure
the stable performance of the system. The network deployment diagram is shown in
Fig. 4:

(1) Implementation of high concurrency

Web server is not stable when a large number of users try to visit the course
selection system, in order to overcome this problem, the system adopts link aggregation
technology to integrate server memory that multiple threads need to occupy into a
single logical circuit, so as to eliminate memory constraints and instability factors in
data transmission channel, at last improve the server response speed and increase the
processing capacity.
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Fig. 4. The network deployment diagram

(2) Database management

The cluster mode of the database adopts a replica set cluster, in which include a
main node, a standby node and one mediation node. The main node is the most
important part of database, because the invocation of relevant information in client and
background must pass through it. The standby node acts as a temporary database, its
function include to divide the visiting flow of client requests in traffic peak and make
preprocessing in information modification so as to correct errors before data through
the main node. The mediation node is used to judge the visiting amount of database, if
the visiting amount exceed the threshold, the standby node will be upgraded to the
main node for data processing.

5 Conclusion

In this paper, the model of single-threaded online course selection system is presented,
and the basic functions of course selection, administrator management and curriculum
maintenance are also realized. The system can overcome the shortcoming of the tra-
ditional course selection system, such as easy to collapse and not easy to maintain. The
test show that this system support multiple responses and has a better processing
performance for higher concurrency.
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Abstract. To help physicians and their assistants plan, rehearse and follow up a
surgical therapy with a computer device, people may carry out a three-
dimensional (3-D) cardiac modeling by digital image processing algorithms and
a 3-D cardiac printing by appropriate materials, according to the DICOM data of
patient’s heart acquired by an advanced computed tomography angiography
(CTA) device in a hospital. In this work, we introduce the design and imple-
mentation of a prototype system of 3-D cardiac modeling and printing. Firstly,
we converted the CTA data of the heart from the original DICOM format to the .
mat format within the Matlab programming environment. Secondly, we carried
out the 3-D image segmentation with the region growing to semi-automatically
determine the region of interest (ROI), i.e., the cardiac tissue, by sequentially
processing the CT image slices. Thirdly, we performed the 3-D modeling and
volume rendering for the binary volume image of the cardiac tissue. Lastly, we
converted the 3-D modeling into STL format and sent it to the table-top 3-D
printer mounted in our lab, generated the corresponding G codes by Flashprint
software to manipulate the 3-D printer. It is noted that the software part of the
prototype system was developed within Matlab and performed well for the
expected task.

Keywords: CTA ‘- DICOM - 3-D modeling + 3-D printing * Volume rendering

1 Introduction

In recent years, three-dimensional (3-D) printing is one of the hot topics in both
academic and industrial fields. To help physicians and their assistants plan, rehearse
and follow up a surgical therapy with a computer device, we carried out a 3-D cardiac
modeling by digital image processing algorithms and a 3-D cardiac printing by
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appropriate materials, according to the DICOM data of a patient’s heart acquired by the
advanced computed tomography angiography (CTA) in a hospital. In this work, we
introduced the design and implementation of a prototype system of 3-D cardiac
modeling and printing with clinical CTA in details. Most of the system was developed
within the Matlab programming environment. Experimental results showed that the
prototype system performs well for the expected task with the CTA data of a patient’s
heart as an input.

2 Working Flow of the Prototype System

The working flow chart of the prototype system of the 3-D cardiac modeling and
printing is shown in Fig. 1. The details will be explained below.

DICOM Format Data

DICOM Image Display | C%r}\égi'ﬂognzex:f i |<—

\
|Se|ection for Slices of Interestl

| Graphic-User Interface |

!
| Image Segmentation |<—

A
I 3-D Modeling and

y
|STL File Generation and Savel Ushime Rendeig

i . y
: . X : Image Display and Save
| Confirm by Flashprint | : gwithi,‘f ,\Xaﬂab |

|Conversion to G Codes |
: l : | Volume Rendering within 3-matic I

I 3-D Printing |

I Physical Model |

Fig. 1. The working flow chart of the developed prototype system of 3-D cardiac modeling and
printing. Note that the part inside the dashed rectangle is carried out within the table-top 3-D
printer mounted in our lab.
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3 Format and Segmentation of CTA Data

3.1 The Structure of DICOM File

Nowadays, CT images acquired in the hospitals are almost always saved as DICOM
files, which are convenient to be archived and transferred. A DICOM file consists of a
number of data elements [4], which shall not appear multiple times in the original data
set, but can appear repeatedly in the nested data set. All the information of file oper-
ations is available by calling the data set information. The schematic on the compo-
sition of a DICOM file is depicted in Fig. 2.

| File Header | Data Element I Data Element I ------ | Data Element | z
The N Section
Tag Valéit:&f’:es' Value Length
(4 Bytes) (2 Bytes) (2/4 Bytes)
/ The 2" Section
o .
Element The 1% Section Vi
Group Number Number
(2 Bytes) (2 Bytes) x
Fig. 2. Composition of a DICOM file. Fig. 3. Schematic of composing vol-

ume dataset

3.2 Read DICOM File Within Matlab
Within Matlab, a DICOM file can be read by the dicomread function as follows,
I = dicomread(filename), (1)

which reads from a compatible DICOM file named filename. As a gray-level image, I is
in a form of M x N array, while as a true-color image, I is in a form of M X N x 3
array.

[I, map] = dicomread(filename), (2)

returns the colormap of image I too. As I is a gray-level or true-color image, the map
will be empty.
3.3 Conversion of Data Format

Input CT data into an array V slice by slice within Matlab. Here, V is a 3-D matrix with
a size of L x M x N, wherein L, M and N are the numbers of pixels along x-, y- and



180 S. Tang et al.

z-directions, respectively. The schematic of composing a volume dataset is shown in
Fig. 3.

3.4 Image Segmentation with the Region Growing

As one of critical digital image processing techniques, the region growing is very
useful to the image segmentation needed in this work [3].

Algorithmic Steps of Region Growing. a. Manually select the initial growing point
(i.e., the seed point) needed for the task of image segmentation and set the coordinate of
the selected pixel as (xg, yo); b. Set the seed point (xq, yo) as the growing point, and
inspect its eight-neighbor pixels (x, y). If the pixel (x, y) meets the rule of the region
growing, the pixel (x, y) will be merged into the region which the growing point
belongs to, and is labeled; c. Select another point on the edge of the growing region as a
new growing point and return back to the step b; d. When all the points on the edge
don’t satisfy the rule of region growing, return back to the step a; e. Repeat the previous
four steps until all the regions to be segmented have been processed.

Semi-automatic 3-D Image Segmentation. After N CT slices have been sequentially
input and the ROI in the first image was successfully extracted, a seed point in the ROI
of the second image is automatically determined, which is of a gray-level value closest
to that of the seed point manually chosen in the first image. The algorithmic steps of
region growing as described in the subsection D.1 is further implemented for the
second image. This process repeats for all the CT slices sequentially. Due to the
inherent characteristic of the CT scanning, the difference between arbitrary two

Original C Contrast Agent Myocardial

Coronal

Sagittal

Transaxial

Fig. 4. The 1*', 2" and 3™ rows correspond to the three orthogonal slices of the patient’s thorax,
while the left, middle and right columns correspond to the original CTA image, the contrast agent
image in cardiac cavity and the cardiac tissue image, respectively.
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sequential CT images is much slight, which makes the 3-D image segmentation fea-
sible in practice. Essentially, the proposed 3-D image segmentation is a sort of
semi-automatic approach.

Display of Segmented Images. From the top to the bottom in Fig. 4 are the three
orthogonal slices of the patient’s thorax, while from the left to the right are the images
of original CTA, the contrast agent in cardiac cavity and the cardiac tissue, respec-
tively. It can be noted that almost no extra bone and muscle tissues are included in the
cardiac tissue image as shown in the right column of Fig. 4.

4 3-D Modeling and Volume Rendering

4.1 3-D Modeling of Segmented Volume Images

a. Data Preprocessing and Smoothing. The 3-D matrix V is usually of a huge
amount of elements. In order to reduce the computational consumption and thereby
increase the computational speed while maintaining the computational accuracy, the
reducevolume function can be used to reduce the amount of elements in V.

[X,y,2, V] = reducevolume(V, [a, b, c]), (3)
V = smooth 3(V), (4)

The principle is to sample V at coordinates X, y and z, which are determined by the
ratio parameters a, b and c.

b. Volume Rendering. Using isosurface function to draw the contours of volume
image is an indirect method for rendering 3-D implicit function within Matlab,

fv = isosurface(x, y, z, D, isovalue) (3)

where the first four parameters have been obtained and the isovalue is generally
taken 1.

c. Construction of Structural Image Patches. Using patch function to define the
light, color and other information of the sub-regions in image,

pl = patch(fv, FaceColor’, yourscol,’ EdgeColor’,’ none’), (6)

where fv is the output of the isosurface function and yourscol is used by user to
define the colors of object.

d. Determine Normal Direction of Image Patches. The isonormals function is used
to create a new 3-D view with appropriate lighting effects,

Isonormals(x, y,z, D, pl). (7)

e. Determine Geometric Boundaries of Volume Image. Using isocaps function to
calculate geometric boundaries for volume image,
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fvc = isocaps(x, y, z, D, isovalue), (8)

where the parameters have been defined in Step b.
f. Replace fv with the results obtained in Step e and repeat Step c.

4.2 3-D Volume Rendering of Segmented Volume Images

Shown in Fig. 5 is the volume rendering of the segmented (a) contrast agent and

Contrast Agent Myocardial

180
100
a0

200 200

150
100 50 100

@ (b)

Fig. 5. The volume rendering of the segmented (a) contrast agent and (b) cardiac tissue within
Matlab.

(b) cardiac tissue within Matlab [1, 7]. From Fig. 5, it can be noted that the image
segmentation used in our system performs well.

5 Generation of STL File

5.1 Introduction of STL File

An STL file is a closed entity consisting of a large number of triangular patches. The
triangular facets are the bridge between the physical layers, which are used to
approximate the surface features of the object and finally generate a STL file. Each
triangular facet stores the coordinates of the three vertices and the normal vector
component data.

5.2 The Rules Obeyed by STL File

A STL file needs to follow certain rules of writing standards to ensure that the file is
written without error. The following is an explanation of the writing rules obeyed by
the STL file for binary and ASCII code storages.
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How to Write STL File. An example to construct a triangular facet to illustrate how to
write the STL file using ASCII code is given as follows:

solid file name // The name of the STL file

facet normal

outer loop // Start of definition

vertex A

vertex B

vertex C

endloop // End of definition

endfact // The overall patch definition ends

...... /I repeat the definition in accordance with the above principles
end solid file name // It marks the end of the definition

“facet normal” is used to define the coordinate information of each directional
components of the normal vector of a triangular facet. “vertex” is followed by the
coordinate information of the vertexes of a facet. “endfacet” finishes all the information
definitions of a facet, and a triangular facet has been successfully created.

The Binary Format of Facet. Shown in Fig. 6 is the binary format of a facet com-
posed of a file header and triangular facet information. The file header is used for user
identification and the major information is stored in the part of the facet information.
The file header consists of 84 bytes, the major triangular facet information is 50 bytes,
used to store the vertex and vector information, all information is stored in the format
of real number, the three vertices and normal vector share four groups of 3-D data, each
group data are 4 bytes, total 48 bytes are stored, the remaining two bytes are used to
reserve other information. A file header includes 84 bytes, wherein the major is of 80
bytes, most of them are annotation contents including the creation time, the format, and
the size of the file, and the software used to create the file, while the remaining four
bytes recorded the total number of facets, which can be observed during the operation

1 2 3 80 81 84
Information on filename, authors Total number of
and other annotations (80 bytes) triangular facets

(a) Contents of a file header
1 5 9 13 17 21 25 29 33 37 41 45 49 50

[ fwinvefxfufzfelvlz]oje]a] | |

N/

Vector normal to a plane and the coordinates of its 3 apexes (48 bytes)

(b) Contents of a triangular facet

Fig. 6. The binary format of STL file.
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to have a glance on the size of the file. If you create a model with N facets, the
corresponding binary file size would be 84 + 50 x N bytes.

Triangular Facet Filled Between Layers. The interlayer filling algorithm is con-
cisely described as follows [2, 6].

Synchronous Marching Approach for Adjacent Contours. The basic idea underlying
the approach is that, at the same time the above mentioned method is carried out, the
connection of the endpoints on the contours in the adjacent slices is simultaneously
realized. The approach is extensively applicable in a practice.

Maximizing for Minimal Interior Angles. The basic idea underlying the approach is to
optimize the minimal internal angles at the positions of dense facets to maximize them.

Volume Rendering of STL File. In this work, we firstly use the isosurface function
within Matlab to output the point and surface information of 3-D data, according to the
rules of writing a STL file in ASCII code for the output of the triangular facet infor-
mation reconstruction. In this way, we generate two STL files named Agent.stl and
HeartMuscle.stl for the contrast agent in the cardiac cavity and the cardiac tissue,

(@) (b

Fig. 7. (a) volume rendering of both Agent.stl and HeartMuscle.stl within 3-matic and
(b) confirm the intactness of Agent.stl by the Flashprint software mounted in the 3-D printer.

respectively (see Fig. 7).

6 3-D Printing of Physical Model

After STL file is successfully generated and confirmed, it is further converted into
G codes, which can be implemented by the table-top 3-D printer mounted in our lab. In
Fig. 8(a) and (b) are the 3-D printer and the physical model of cardiac tissue produced
by the 3-D printer with the HeartMuscle.stl file. The material used by the 3-D printer is
a kind of degradable plastic, which is friendly to our environment.
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(a) (b)

Fig. 8. (a) The table-top 3-D printer mounted in our lab, and (b) the physical model of cardiac
tissue produced by the 3-D printer in (a) with the HeartMuscle.stl file.

7 Design and Implementation of the System

7.1 Analysis on Demand of System Design

In the system design, we demanded some crucial functions such as the image data
input, the conversion of data format, the semi-automatic image segmentation with the
region growing technique, the 3-D modeling, and the generation of STL file. Mean-
while, the 3-D volume rendering, the image display and the data storage are also
needed. The working flow chart of the developed system has been shown in Fig. 1.

7.2 System GUI

In the Matlab GUI designed for the prototype system as in [5], the left side is the
DICOM data directory, the middle is the data information of each image, while the
corresponding image is displayed on the right side. The “save data” button is used to
store all.mat files consisting of DICOM data.

8 Discussions and Conclusions

In this work, we described how to develop and implement a prototype system of 3-D
cardiac modeling and printing. The process included the image data input, the con-
version of data format, the semi-automatic image segmentation with the region growing
technique, the 3-D modeling, the 3-D volume rendering, the generation of STL file, the
data storage, and so on. Preliminary experimental results showed that the prototype
system developed by us performed well for the expected task. Validation on the
accuracy of 3-D modeling and printing will be our works in the near future.

Acknowledgments. This work is supported by the New Star Team of XUPT, by the Department
of Education Shaanxi Province, China, under Grant 15JK1673, by Shaanxi Provincial Natural
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Abstract. According to the demand and development direction of China’s
industry and wisdom, the demand of social old-age home, this paper presents a
PLC control Home Furnishing automation system technology, smart wearable
body sensing technology and network sensing technology based on narrow
band. Through the test, the system can realize the local, WEB and mobile
terminal APP intelligent home control. According to the tracking of the number
of steps, heart rate and moving path of the elderly, combined with the original
health status and living habits of them, the home condition modification and
health warning are given. And under abnormal circumstances, such as pop-up
hints and mail alerts are given. The implementation of the system can effectively
collect and manage the elderly state of home care, and have better market
application prospects and system development value.

Keywords: Home care - Health assistance management - Smart home -
Narrowband Internet of things

1 Introduction

With the aging trend of society becoming more and more serious, the problem of social
support for the “empty nest” elderly is becoming more and more serious. Many elderly
people do not pay enough attention to their health problems because they have no
children to take care of, causing many social problems. The management of home life
and health status of the “empty nest” elderly gradually attracted widespread attention.
How to provide safe and effective service for the elderly in the old age is an important
issue of concern for the government, the community and the elderly. Home Furnishing
intelligent system integration technology of the original maturity, combined with the
rise of wearable development somatosensory sensor technology and low-power nar-
rowband Internet of things technology, gave birth to the people of the wisdom of the
demand for home care system. Therefore, it is necessary to design a stable and reliable
intelligent home for the aged. And the establishment of the system will provide a large
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data base for social pension, in order to provide policy and planning requirements. In
this paper, the key technologies of smart home system and health assistant management
system are introduced, and the system structure diagram is given. The home intelligent
home system is designed by using S7-1200 and SCADA server, and the functions of
health assistant management and mobile monitoring are realized. The system param-
eters are optimized by using the rule self-learning method [1].

2 System Architecture

The intelligent management of home hardware system, personalized service of mobile
terminal and the collection of large data at home are the main focus of smart home. The
base of smart home is the interconnection and interworking of home appliances and
sensors. In order to realize the intelligent, safe and personalized Home Furnishing
control, Home Furnishing with the temperature control system, humidity control sys-
tem, light control system, and control system, safety monitoring system and health
monitoring system. The temperature control system includes the control of ventilation
equipment and air conditioning system. The humidity control system includes the
control of humidifying equipment and air-conditioning system. The lighting system
includes lighting and curtain system controls. The security monitoring system includes
smoke sensing system, gas detection system, security sensor system and camera sys-
tem. Health monitoring system includes kinds of wearable sensors and home health
testing or fitness equipment. We connect all above kinds of signals through wired
connection, RFID, WIFI or infrared communication to the field controller -
S7-1200PLC. PLC achieves the collection of various types of signals and the imple-
mentation of control of household equipment output.

A separate intelligent home control system needs to be equipped with a SCADA
server. As a management device it will manage and control the underlying control
device PLC. Users can set their own home control according to their own needs in the
system. The server will be based on user needs combined with the user’s gender, age,
physical health and the accumulation of user life during the operation of the data
through self-learning to improve the control system to achieve humane intelligent
comfortable user experience. At the same time SCADA server also provides WEB
publishing capabilities to support multi-user mobile monitoring services. In addition
the system provides mobile end APP services to meet the needs of different users of
remote monitoring. Important information in the server through the NB-IOT upload the
cloud through the different needs of large data screening calculation for the community
the competent government departments and various service providers to provide data
support [2, 3].

In this design idea we establish the control system structure as Fig. 1:
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Fig. 1. System structure diagram

3 Designs and Implementation of Health Assistant
Management Function

The initial operation of the system you can choose to enter the user’s gender, age, basic
medical history and daily habits. On the basis of this information the system will give a
reasonable set of wisdom and initial health settings and health management recom-
mendations. During the system operation the actual operation of the user will be
gradually collected and the corresponding parameter values will be corrected step by
step. Such as according to the regular pattern of sleep, the system will correct the
automatic control of different periods of time lighting control; according to the daily
bathing time it will adjust the water heater work; according to the user’s daily
movement and health basic states it will give appropriate sports reminders and warn-
ings. The main interface of the system is shown in Fig. 2. If the system is not initially
set up the system will operate in the basic mode. The health management proposal here
will only give recommendations in the limit state. Such as the number of steps and
mobile frequency ultra-high or ultra-low limit. The system will be in the course of
self-learning to gradually sum up the user’s living habits and thus gradually correct the
corresponding parameter values and the corresponding health management
recommendations.
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Fig. 2. SCADA main interface

The system designs the statistics shows of the number of the steps per day. And if
the set value is reached the system will offer popup as an encouragement; personalized
reminders are provided when the number of steps is less than the regular limit (such as:
Proper aerobic exercise is good for your health!). The comprehensive analysis of the
step number, trajectory and heart rate value information shows that if the elderly less
activity trajectory and concentration range was small, or had abnormal heart rate. The
system will determine that the status of the elderly should be abnormal, and the
corresponding popup will be reminded on the SCSDA server and APP. And send email
alerts to the appropriate service provider. In addition, if the security system of any
security risks, the system will also carry out the necessary alarm services, as shown in

Fig. 3.
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4 Rule Self-learning Method

The system adopts the rule self-learning method based on the statistical analysis model
to optimize the parameters. Using SCADA system to obtain the operation of each
subsystem and the old people’s work and rest information. After data classification and
processing, log files are generated. Then extract the key fields from the log file. The
working states of each subsystem in a certain time interval are calculated to form a set
of rules. According to the threshold condition established, the existing control system
parameters are revised to achieve the purpose of self-learning. [4, 5] Through the
analysis of user’s phased operation rules, the self-learning parameter setting rules are
implemented, and the following steps can be adopted:

(1) Extract all work information from the log;

(2) It calculates the correction law of each work information at a given stage (which
can be analyzed by weekly/monthly intervals);

(3) According to the difference between the statistical result and the current setting, it
chooses the difference of different proportion according to the different object as
the revised value of the original coefficient;

A day after the new rules are executed, the system asks the user for information. It
judges whether the user likes the corrected home work state. Upon receipt of a positive
reply and no reply, the user is deemed to have approved the amendment and will thus
form a whitelist rule.

Take the light control system as an example, the frequency difference of the manual
operation of the user before and after the rule learning method is revised as shown in
Table 1.

Table 1. Manual frequency table.

Day | Morning | Noon | Night
1 2 0 3
2 1 1 2
3 1 0 1
4 10 0 1
5 0 0 0

From the data in the table, we can see that the parameters of the light control system
revised by the rule learning method are more in line with the user’s living habits. It can
effectively reduce the frequency manually modified by the user. After the trial opera-
tion has reached a stable, the system will complete the user’s customary fitting process,
giving users a more comfortable home experience.

5 Mobile Terminal Services

As a smart home management system for the empty nest elderly, it is essential to
provide mobile terminal user login service for the elderly children or other related
service providers at home. The InduSoft software platform adopted by SCADA system
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has the function of WEB publishing. After the platform completes the WEB publishing
settings, run the project in the server. After that, open any browser in different places,
enter the IP address set in the server, and the application alias/picture name you set up
before you can access the project and perform the operation of the corresponding user
rights. The WEB functionality is in full agreement with the SCADA HML. If the server
uses the dynamic allocation of IP, then the IP address will not be able to login. Domain
name resolution services can be used to map domain name addresses on the local router
at the server side. Then the mobile client can login to the system only by using domain
names.

Key information will be driven by event driven or timed drive by the server via a
narrow network of things to communicate with the cloud. Then the APP program is
developed to obtain the appropriate information from the cloud and realize remote
control. When needed the system also provide webcam for authorized users to view
security and the real-time situation of the elderly.

6 Conclusion

The social aged care problem is becoming more and more prominent, which leads to
the rapid development of home aged care service. The progress of science and tech-
nology has led to higher pursuit of quality of life. In order to achieve a more humane
way of life for the elderly, home care intelligent home system came into being. In this
paper, through the comprehensive control of the home environment, to create a com-
fortable, safe and convenient home care environment. It can also provide timely
warning of major security risks and the health of the elderly in the home. Smart home
and home care are now in the ascendant sunrise industry. The system combines the
two, and realizes the design and practice of cloud services by means of narrow band
Internet of things. There is a broad market prospect.
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Abstract. Analysis of data based on gene expressions characterizing
serious disease is an area currently receiving high attention. The basic
task is to classify patients, usually by searching for a small group of
genes that provides sufficient classification power. However, very often,
different gene combinations can describe different aspects of the prob-
lem being analyzed. In this paper, we present in a concrete example
with one real dataset, a methodology that has repeatedly been success-
fully applied to different types of data. In addition to common statistical
methods, this methodology combines methods such as a visualization
of a dataset structure using networks, and feature-selection and neural
network classification. The output of the application of the methodology
is a system for decision support during the reoperation of patients with
joint endoprosthesis.

Keywords: Classification + Feature selection + Gene expressions - Net-
work analysis + Artificial neural network

1 Introduction

Biological data and in particular, human gene expression data, are increasingly
investigated. The reason is new devices providing new and more accurate data
resulting from the analysis of human samples. These samples can be associated
with very complicated and often rare diseases. Therefore, very often there are
only small groups of samples for analysis and the results can be affected by
many factors unrelated to these diseases. Considering new approaches to analysis
is necessary. These approaches are often combinations of statistic and machine
learning methods. Increasingly, artificial neural networks are often used in this
area which, unlike in traditional methods, are able to describe complex internal
relations in data.
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The aim of this work is to design a tool for the classification of patients with
and without prosthetic joint infection (PJI) based on selected gene expressions.
The tool is planned to be used as a decision support system during operation.
The organization of this paper is as follows. Section 2 introduces related work. In
Sect. 3, there is the described methodology of gene expression data analysis. An
example of using the introduced methodology, the dataset, and feature selection
and classification are presented in Sect. 4. Section 5 concludes the paper.

2 Related Work

The analysis of data coming from biologic systems is not an easy task. There is
no universal methodology about how to work with particular datasets. Although
the structure of analyzed data is the same (one data table), unknown relations
between measured values are often hidden. To find such relations, researchers
must consider using a combination of data mining and machine learning meth-
ods. Together with the size of the dataset (in the meaning of very small or
large-scale), the teams of researchers use many approaches.

Liu et al. [1] introduce a framework for working with combinational fea-
ture selection and ensemble neural network for the classification of gene expres-
sion data. He works with micro-array raw data which has been bootstrapped
100 times due to the small size of the dataset. Authors use PCA and extract
the top 15 principal components; selection of important genes is made by the
ranksum test. These components are used as the features for learning several
neural networks, and the final classification is obtained by the majority vot-
ing. Moteghaed et al. [2] study the hybrid optimization algorithm and artificial
neural networks (ANN) on micro-array data for cancer classification. Authors
in this work improve the ability of the algorithm for the classification problem
by finding a small group of biomarkers and also the best parameters of the clas-
sifier. They combine decision tree algorithms to find the relation between the
biomarkers and use a hybrid of GA and PSO algorithms as a feature selection
method. The fitness of each gene subset (chromosome) is determined by an artifi-
cial neural network classifier. The 10-fold cross-validation classification accuracy
on the gene subset in the training and evaluation samples is evaluation criteria.
For increased classification accuracy, authors use a decision tree classifier to see
the relation between founded biomarkers and rule extraction. A different app-
roach to the classification of gene expression data is used by Mehridehnavi and
Ziaei [3]. Authors study minimal gene selection for classification and diagnosis
prediction based on gene expression profile. They use a signal to noise ratio as
the main tool in order to reduce data dimensionality. Authors try to classify
training and testing data with the perceptron neural network. Due to a low
number of data samples, and to achieve a more accurate result, they propose an
approach based on ranked distances between the output of classifier and input
data. Therefore, 14 germinal center and 12 activated like samples with the short-
est distances are selected as a training set for an artificial neural network as the
final classifier.
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Our methodology is inspired by the previously mentioned works. The main
difference is using network visualization as an exploratory analysis tool that
helps in the first decisions and feature selection. Moreover, our final classifier is
based on the parallel usage of artificial neural networks (ANN), and the output
information includes not only their response but also their confidence. The next
section describes the methodology in great detail.

3 Methodology and Tools

We have been working on several healthcare projects, and we have faced the
problem of classifying patients in small datasets with relative gene expressions.
Obtaining larger data is usually a problem because it is time and money con-
suming (the measurement of relative gene expression is done on special devices).
Analysis of this kind of datasets should answer two questions:

1. Can we classify patients for a particular disease based on measured gene
expressions?
2. Is there any combination of genes which is sufficient for disease detection?

To answer these questions, we introduce a methodology combining several
methods and approaches. The application of this methodology is projected to
the decision support system providing correct classification with high reliability
(confidence). The following text introduces the methodology successfully used
in several projects working with gene expression data and patient classification.
The rest of the text in this section is focused on a brief description of used
methods.

3.1 Methodology

The methodology of dataset analysis and classification can be divided into two
main parts. The first part is focused on feature selection and making a model
of the system (Fig. 1). The second one uses this model to create classifier subse-
quently used for the decision support system (Fig. 2).

. » ANNmodel
Univariate |
data analysis
» ANNmodel
Data Make model of Classification
visualization »  Feature p| systemas Input data » ANN model g +
by networks selection several artificial '
Y neural networks Confidence
- » ANNmodel
Evaluation
possible [
combination R |
of attributes ANN model

Fig. 1. Make model of system Fig. 2. Classification
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Model of the System

The first part of our methodology is making a model of the system. The measur-
ing of gene expressions is a highly time and money consuming operation. This
means we need to select the smallest possible number of genes within the range
of input data. By our examination, using widely known methods for feature
selection was usually not sufficient due to low confidence with the results. To
have a reliable approach to get the required feature selection, it is necessary to
combine common statistical methods, visualization and application of artificial
neural networks.

Univariate Data Analysis

The first step in our evaluation process is univariate attribute analysis. This
allows us to better understand the dataset we work with. We get informa-
tion about data ranges and distributions, correlations, outliers, missing values,
etc. Regarding the physicians, it must also be done visually; we use descriptive
statistics, histograms and boxplots. Utilizing Receiver Operating Characteristic
(ROCQ) curves, we can evaluate the ability of a binary classification system in
case a threshold value is varied [4]. ROC curves and their confidence intervals [5]
over all attributes can suggest which attribute should be a candidate for deeper
examination.

Dataset Visualization Using Networks

The understanding of relations between attributes is one of the necessary steps
during data analysis. A visualization is able to show us the hidden structure of
data. For a visualization of the dataset, a transformation of data to the network
(graph construction method) was applied. Network nodes represent individual
patients (vectors of gene expression values); edges between the nodes represent a
similarity of the corresponding patient vectors based on the Gaussian function.
The edges were chosen to link the nearest neighbors (nodes having the highest
similarity). The number of nearest neighbors for each node corresponds to node
representativeness [6].

The networks were constructed for many combinations of attributes pro-
posed by physicians and laboratory staff. The main goal of the visualization
was to understand the internal structure of the dataset influenced by a selected
combination of attributes.

Combinations of Attributes

By the univariate analysis and network visualization, we got some suggestions of
attributes which could play an important role in classification. Due to the com-
plexity of the biological system for which we want to make model, an artificial
neural network (ANN) is a good choice for the evaluation of possible combina-
tions of attributes [7]. In the case of a small dataset (up to thousand patients
and up to ten attributes), it is possible to evaluate all possible combinations
of attributes. For all combinations of attributes, we created an ANN and used
the dataset dividing into training and testing sets. We obtained candidates of
combinations of important attributes as a set of attributes for which ANNs have
the smallest percentage of prediction and mean squared error (MSE).
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Feature Selection

Since the initialization of neutral networks is made with randomly generated
weights, we had to use the k-fold cross-validation procedure for all sets of candi-
date attributes. Then, for each set, we calculated the percentage of classification
error and MSE. All attribute combinations were ordered by the classification
error, and attribute combinations with the smallest value indicated the impor-
tant set of attributes.

Classifier Based on ANN

The final step was to make a model of an examined biological system. Similarly
to the feature selection phase, we used the ANN also for the model creation.
There is no universal way to determine an optimum network topology just from
the number of inputs and outputs. The internal structure of the network depends
on the number of training examples and the complexity of the underlying system.
Based on our evaluation, we suggested the feed-forward ANN with two hidden
layers and back propagation as the training algorithm. This structure of the
ANN has the ability to minimize output error on a small training dataset. In
order to improve the reliability of the created model, we repeatedly used 10-
fold cross-validation on important features. Finally, we used the top five trained
ANNSs with the smallest average error as a base for the model of the system. The
number of ANNs used for the modeling of the system was selected by several
experiments.

Classification

The model of the system will be used for the classification task. The unknown
data we use as an input for our model containing five ANNs. Final classification
of data is obtained as the average response value of these five ANNs (Eq. 1).

1 n
lassi fication = — AN N; 1
classification - ; answer( ) (1)

where n is number of ANN used in model of system.

Although classification of input data is required information, it is necessary
to know a confidence of this value. The response of the each ANN is in range
zero to one. From five ANNs we obtained five network answers therefore we can
calculate the confidence interval of these values. Final confidence of classification
is calculated by Eq. 2.

1
n

) 3
confidence =1 — ( Z(answer(ANNi) — classification)2> (2)
n

i=1

Both calculated values (classification and confidence) together give minimum
necessary information for a decision about the proper classification of unknown
gene expression data.
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4 Methodology Application

In this section, our methodology introduced in Sect. 3 is presented in one example
of a real-world dataset. The results are used as decision support for physicians
to identify infection in the case of revision surgery.

4.1 Dataset

The dataset contains relative expressions of selected genes measured on the
Xxpress cycler (BJS Biotechnologies, UK) system. It consists of 48 records with
nine attributes; eight of which are measured gene expressions, and one is the
PJI class. An example of the dataset is displayed in Table 1. Dataset is exported
from Xxpress machine; there are no missing values.

Table 1. Example of gene expressions dataset

DEFA1 |IL1B |LTF |TLR1 |BPI |IFNG | TLR2 TLR4 PJI
0.005 |0.0010.098|0.085 |0.366 | 0.028 |0.277 |2.219 |0

0.203 |0.218 0.189 | 4.595 | 0.047 | 4.000 |2.144 |9.190
0.277 10.0140.342|0.319 |0.121]0.056 |0.901 |0.732 |1

4.2 Univariate Data Analysis

The first step in understanding the data is a univariate analysis. These methods
help us find if a single gene with the capability to separate groups of patients
exists. For this purpose, we use widely known boxplots and ROC curves. The
dataset contains 23 patients classified as PJI and 25 non-PJI. We used boxplots
to visualize distributions of patients by their classification for every single mea-
sured gene. The images of boxplots are depicted in Fig.3 where green dots are
non-PJI classified patients, and red colored ones are PJI positive. We tested
hypotheses Hy for the equality of distribution of both groups of patients at con-
fidence level 95%. P-value lower than 0.05 reject hypothesis Hy, and we accepted
the alternative hypothesis that there exists a difference between two groups of
patients at confidence level 95% (values are in Table 2).

P-values and boxplots help us to suggest some genes which could be impor-
tant in the dataset. There are six genes with a low P-value which are the main
candidates to be important in the dataset. For the next evaluation of genes we
can use ROC curves (see Fig.4). Parameter AUC (area under the curve) should
have suggested us decision power of single genes. Based on an AUC greater than
79%, we can select four attributes DEFA1, TLR1, LTF, IL1B that could be
important in the dataset.
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Table 2. P-values and AUC for single gene

Gene | P-value | AUC [%]
DEFA1 | <0.0001 | 92.66
IL1B 0.0004 | 79.37
LTF 0.0003 | 79.66
TLR1 |0.001 79.86
BPI 0.002 75.40
IFNG |0.451 44.94
TLR2 |0.002 75.50
TLR4 |0.358 56.65
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The selected genes are the result of our univariate analysis and need to be
examined more. It has been reported that gene profiling in periprosthetic tis-
sues may propose PJI biomarker TLR1 [8]; we take this into account in our
next analysis. Explorative network analysis visualizing relations between selected
genes is described in the next section.

4.3 Network Visualization

Network visualization shows us relations between similar patients. These rela-
tions are based on a selected sets of attributes. Together with univariate analysis,
the networks give us a good overview of important genes. Figure 5 displays visu-
alizations for different sets of genes. The left figure visualizes a network for all
genes. A single gene network for TLR1 is in the middle. Five relatively dense
parts of the network which could identify five (mixed) patient groups in the data
can be seen. The network on the right could be separated by a single cut into
two parts. The left part contains mostly patients with infections from PJI, and
the right side contains patients of non-PJI infections. Due to lack of space, we
do not present all networks created from genes recommended by the univariate
analysis here.

Allgenes , o °

Fig. 5. Networks based on important genes

As result of explorative network analysis of visualization relations between
genes, we selected three genes (DEFAL, IL1B, LTF) as candidates for important
attribute combination in the dataset. In the next step, we verified these genes
as the best choice.

4.4 Feature Selection

Next, we used an ANN as a method of feature selection. Although we have can-
didates for the most important genes, we evaluated all possible combinations of
genes. The dataset contains eight genes so we worked with 256 possible com-
binations of genes. We divided source dataset into two groups. The first one
contained 70% of patients as a learning set and the remaining 30% was used as
a testing set. The obtained results were ordered by the classification error and
MSE value. The top ten feature sets are shown in Table 3.



Important Genes Identification 201

Table 3. Top 10 selected feature sets with smallest validation error

Candidates 10-fold cross-validation
Combination of genes Validation | Validation |Average Average

error [%)] MSE error [%)] MSE
1 |DEFA1, LTF 0 0.1 22 0.207
2 | DEFA1, IL1B, LTF 14.29 0.18 14 0.130
3 |DEFA1, IL1B, TLR2, LTF 14.29 0.15 34 0.298
4 |DEFA1, IFNG, TLR2, TLR1 14.29 0.15 24 0.232
5 | DEFA1, IFNG, BPI, LTF 14.29 0.15 22 0.178
6 |DEFA1, IL1B, IFNG, LTF, TLR1 14.29 0.18 16 0.138
7 |DEFA1, IFNG, TLR2, LTF, TLR1 14.29 0.10 26 0.227
8 |DEFA1, IL1B, IFNG, TLR4, LTF, TLR1 | 14.29 0.19 20 0.187
9 |DEFA1, IL1B, IFNG, BPI, LTF, TLR1 |14.29 0.17 20 0.172
10 | DEFA1, IFNG 28.57 0.18 16 0.143

Due to the random initialization of the neural network, we had to evaluate
the top ten combinations by the 10-fold cross-validation. This method gave us
reliable results, and therefore we can get a decision of important features com-
bination in the dataset. Table 3 includes averaged values of error and MSE for
10-fold cross-validation.

4.5 Model of the System

We needed to create an ANN model of a biological system based on expressions of
important genes. To make sure that our model can be used for the classification
of patients, we utilized five parallel neural networks. For genes DEFA1, IL1B and
TLR, we repeated the 10-fold cross-validation one hundred times. Top five neural
networks with the smallest error were selected as a model of the system. The
structure of the ANN was experimentally chosen as the network with two hidden
layers, with 13 and 9 neurons, and, the training algorithm used back-propagation
and logistic activation function.

Making the model was a necessary step for the classification task which was
the main goal of our work. Description of the classification process follows in the
next subsection.

4.6 Classification

In the classification task, we worked with the model of the system represented
by the five neural networks. All of these ANNs are processed in parallel, and
we obtain five results. These values are averaged (Eq.1) to the final classifica-
tion of input data. In some cases, although the mean value of the model response
provides positive classification, we need to know what the relevance of the classi-
fication is. Positive classification of input data, in the case when network answers
are near border value (0.5), is not very valuable because classification confidence
can be low. For this purposes, our classifier has additional output calculated by
the Eq.2 and its value is the confidence of the classification. Classification and
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confidence is sufficient information for a physician as additional information for
confirming or rejecting hypotheses about infection. Evaluation of our classifi-
cation model was based on ROC curves. As a test group, we used 10 blinded
records (patients not used in analysis). The ROC curve is depicted in Fig. 6, the
AUC is 99.04%. In this evaluation, we correctly classified 100% patients while
the average confidence of classification was 88.8%.

4.7 Decision Support Tool

In order to use our classifier as a decision support tool for physicians, a sim-
ple application was created (see Fig.7); the application has a user-friendly MS
Windows interface for physicians and laboratory medical staff. In the current
state of knowledge, physicians have to decide on the correct treatment in case of
PJI or non-PJIs during operations. Our PJI infection calculator can add extra
information for physicians when he/she is not sure about the infection.

5 Conclusion

In our work, we presented a methodology for analyzing gene expressions data. In
the proposed methodology, we use a combination of several approaches includ-
ing traditional approaches (descriptive statistics, tools like boxplots and ROC
curves), network visualization and machine learning methods, especially artifi-
cial neural networks. We described our application of artificial neural networks
on feature selection and classification tasks. The presented methodology was
used in several projects, and classification is compound into the electronic cal-
culator used by medical staff as a decision support tool. There are several ways
how to improve our methodology. Our main effort will be focused on automatic
processing of the whole pipeline and the optimization of artificial neural network
structures to get faster learning.



Important Genes Identification 203

Acknowledgments. This work was supported by grant of Ministry of Health of Czech
Republic (MZ CR VES16-31852A) and by SGS, VSB-Technical University of Ostrava,
under the grant no. SP2017/85.

References

1. Liu, B., Cui, Q., Jiang, T., Ma, S.: A combinational feature selection and ensemble
neural network method for classification of gene expression data. BMC Bioinform.
5(1), 136 (2004)

2. Moteghaed, N.Y., Maghooli, K., Pirhadi, S., Garshasbi, M.: Biomarker discovery
based on hybrid optimization algorithm and artificial neural networks on microarray
data for cancer classification. J. Med. Signals Sens. 5(2), 88 (2015)

3. Mehridehnavi, A.; Ziaei, L.: Minimal gene selection for classification and diagnosis
prediction based on gene expression profile. Adv. Biomed. Res. 2 (2013)

4. Hajian-Tilaki, K.: Receiver operating characteristic (ROC) curve analysis for med-
ical diagnostic test evaluation. Caspian J. Intern. Med. 4(2), 627-635 (2013)

5. Macskassy, S. Provost, F.: Confidence bands for ROC curves: methods and an empir-
ical study. In: Proceedings of the First Workshop on ROC Analysis in AI, August
2004 (2004)

6. Zehnalova, S., Kudelka, M., Platos, J., Horak, Z.: Local representatives in weighted
networks. In: 2014 IEEE/ACM International Conference on Advances in Social Net-
works Analysis and Mining (ASONAM), pp. 870-875. IEEE (2014)

7. Dayhoff, J.E., DeLeo, J.M.: Artificial neural networks: opening the black box. Can-
cer 91(Suppl. 8), 1615-1635 (2001)

8. Cipriano, C., Maiti, A., Hale, G., Jiranek, W.: The host response: Toll-like receptor
expression in periprosthetic tissues as a biomarker for deep joint infection. J. Bone
Jt. Surg. Am. 96(20), 1692-1698 (2014)



Sensor Technology
and Signal Processing



Wireless Sensor Network Routing Protocol
Research for High Voltage Transmission Line
Monitoring System

Xuhong Huang(m) and Sheng-hui Meng(m)

School of Information Science and Engineering,
Fujian University of Technology, Fuzhou 350108, China
huangxuhl@l63. com, menghui@fjut. edu. cn

Abstract. Wireless sensor network (WSN) was applied to high voltage trans-
mission line monitoring system, according to the characteristics of the high
voltage transmission line, put forward a kind of wireless sensor network Routing
Protocol - Driven Clustering Routing Protocol DCRP (Driven Clustering
Routing Protocol), that suitable for high voltage transmission line monitoring.
And according to the characteristics of the different data that is collected in the
high voltage transmission line monitoring, it is divided into two work modes—
normal and emergency, and energy of the network is optimized. DCRP has good
real-time performance, can effectively prolong the network life cycle, to meet
the application requirement of high voltage transmission line monitoring system.

Keywords: WSN - High voltage transmission line monitoring * Routing
algorithm - Energy optimization

1 Introduction

Serious natural disasters occur frequently in recent years. Especially lightning, debris
flow, ice have seriously damaged on high voltage transmission line. Some criminals for
profiteering risk cut and steal transmission cable. Distribution of high voltage trans-
mission line is wide, the way by manual inspection alone, can’t well realize monitoring.
In order to ensure the safety of high voltage transmission line running effectively, it
must establish an effective monitoring network for high voltage transmission line.
Wireless sensor Network (WSN) is constituted by lots of cheap intelligent sensor node
that is self-organization, also known as intelligent wireless sensor Network (Smart
wireless sensor Network) [1]. The network is wireless network, can solve the problem
that the high-voltage transmission lines are not allowed other devices to take electricity
directly on it. Number of wireless sensor network nodes is enormous and nodes can be
randomly distributed. Node not only has the ability to perceive and data processing [2],
also has the function of routing. WSN can well solve the problem of high voltage
transmission line wide distribution.

Wireless sensor network is Ad hoc network, with low power consumption of
communication mode. But on the technical implementation, it is a big difference with
the traditional Ad hoc network. WSN is easy deployment, high precision, high fault
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tolerance, large covering area, remote monitoring, but Center nodes need to do a lot of
related data processing, integration, and the cache. It also has the characteristics of
limited energy, topology changes frequently [3]. Limited energy refers to that the
network nodes usually don’t complement energy [4]. In addition, each node in wireless
sensor network (WSN) is a random deployment, according to certain algorithm auto-
matically organized into application oriented network. In the application of wireless
sensor for high voltage transmission line monitoring, the comprehensive factors such as
node closing, the change of transmitted power, line swing sharply in windy day, terrain
and weather, etc. may change topology at any time. Therefore, it must design appro-
priate routing protocol. There are many routing protocols of different characteristics,
but they have some limitations [5].

To meet the demand of the high voltage transmission line monitoring, according to
the characteristics of them, suitable routing protocols of wireless sensor network for
high voltage transmission line monitoring must researched, to raise the level of tech-
nology in high voltage transmission line monitoring.

2 The Network Mode of Wireless Sensor Network
Monitoring System

The wireless sensor nodes for monitoring stress, vibration and temperature can be made
into ring clasping on high voltage transmission lines. On transmission line one is to
deploy from a distance, real-time monitors these data. The center node and video
monitoring nodes can be fixed on the transmission tower. A large number of online
annular monitoring sensor nodes and the sensor nodes on tower constitute self-
organized network. The data from sensor nodes is gathered in the center node. After the
data has been fused, it is send to the monitoring center. Online annular sensor nodes
can be used by the exterior of bright colors, then can prevent the helicopter crashed the
high tension line by mistake.
High voltage transmission line monitoring system has its features:

(1) high voltage transmission line network is huge, wide distribution, energy con-
servation requirements. Because the high voltage transmission line networks are
distribution all over the country, include a lot of complex mountainous terrain,
replacement the battery of nodes is difficult. So the problem of the network energy
optimization is important.

(2) methods that collected different data in high voltage transmission line monitoring
system are different. The environmental information, such as real-time stress,
vibration and temperature is collect in normal times, and in other emergencies
need to transmit a lot of data. The data of stress, vibration and temperature is
collected by cyclical, and emergencies are random events.

(3) the emergencies will destruct some nodes, and the high voltage transmission line
monitoring network will change dynamic.

Because above characteristics of the high voltage transmission line monitoring, and
the span of high-voltage transmission lines is generally long, and at the same time
many lines are parallel, and the sensor network scale is larger, the network use
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clustering network structure. The whole wireless sensor network is divided into several
region. One region is between two poles. Each region is divided into several clusters.
Each cluster has a cluster head, with one hop communication between members of the
cluster and the cluster head. The cluster head communication with the center node by
multiple hops communication. The data fused from cluster head will be sent to center
node, so as to reduce the traffic.

Sensor nodes can be set up for four kinds of state, respectively, receiving state,
sending state idle state, and the sleep state. Through transformation among the four
states, it tries to save energy consumption of nodes, prolong the network lifetime.

At ordinary times, most of the base station of high voltage transmission line
monitoring network is a fixed mode, but when emergency occurs, the network structure
is random variation. Therefore, the network can work in two kind modes, normal and
emergency. The data quantity of monitoring normal stress, vibration and temperature is
small, the sensor nodes can be driven by the time of periodic. When emergencies and
stolen transmission line event occurs, network must send a lot of data by event driven

type.

3 Routing Algorithm for High Voltage Transmission Line
Monitoring Network

In order to make the routing protocol has higher extensibility, make load more evenly,
this paper proposes a wireless sensor network routing protocol that is suitable for high
voltage transmission line monitoring - driven routing protocol (DCRP).

High DCRP uses asynchronous clustering method. The communication between
members of the cluster and the cluster head is by one hop. The communication between
cluster head and the center node is by multiple hops. The date fused from cluster head
will be sent to the data fusion center node (Sink node), so as to reduce the traffic. The
method of asynchronous replace cluster head nodes can cause energy consumption
equilibrium.

Cluster head nodes in network constitute the backbone network. Based on the
minimum hop routing algorithm, it establish routing lines for each cluster head. Then
the trunk link of cluster head nodes is form.

Routing algorithm is as follows:

(1) ‘Father_id’, the parents of all the cluster head nodes and ‘Min_hop’, the minimal
hop for reaching the Sink node, initialized to 0;

(2) The Sink node broadcast ‘Hop_Msg’ message that is constructed of message
identifier, sending node ID and send the minimum hop count of ‘Min_hop’ adding
I;

(3) ‘Father_id’ of cluster head nodes with receiving ‘Hop_Msg’ is set to the Sink,
‘Min_hop ‘is set to 1. At the same time, the ‘Min_hop’ and ‘Father_id’ are update,
‘Hop_Msg’ message continue to broadcast to its neighbor nodes;

(4) The cluster head nodes who received ‘Hop_Msg’ message check ‘Min_hop’ from
this message.If it is less than its own ‘Min_hop’, it updates its Father_id and
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Min_hop, then continue to broadcast ‘Hop_Msg’ message to its neighbor nodes,
otherwise does not handle;
(5) repeat step (4), processed until all nodes in the network have handled.

The algorithm flow chart is shown in Fig. 1.

Father_id=0, Min_hop=0
v

Sink node broadcast Hop_Msg message

¥

Father_id of cluster head nodes with receiving Hop_Msg is
set to the Sink, Min_hop is set to 1

l

Update the Min_hop and Father_id in Hop_Msg message,
continue to broadcast Hop_Msg message to neighbor nodes;

e cluster head nodes who received Hop_Msg message check Min_hop
from this message. If it <= its own Min_hop ?

it updates its Father_id and Min_hop, then continue to
broadcast Hop_Msg message to its neighbor nodes
le

des in the network have handled?

Fig. 1. Composition block diagram of wireless sensor nodes.

The cluster head node communication with Sink nodes by multiple hops, transmit
monitoring data. The cluster head nodes and Sink nodes form the backbone. The
backbone uses the minimum hop routing algorithm, routing lines is established for each
of the members. Each cluster head node can obtain the minimum hop and information
of father node, form a minimum hop field. Energy consumption of cluster head is the
biggest. For balancing energy consumption within the cluster, asynchronous mode of
changing the cluster head is used. When energy of cluster head is lower than the
threshold value, the ‘CH_change’ message is broadcasted within the cluster. After
other nodes within cluster receiving the message, they transmit their own location and
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information about energy to the cluster head. According to these information with the
energy and location optimization principle, Cluster head select the new cluster head
and broadcasted information of new cluster head. New cluster head inherit information
about the original father of cluster head nodes and the minimum hop. The other nodes
modify the routing table. The situation of Change cluster head is shown in Fig. 2.

Ordinary

Node cluster

/—\head node

(a) Before changing cluster head node

Ordinary
Node

(b) After changing cluster head node

Fig. 2. Situation of change cluster head 4 network energy optimization.

4 Network Energy Optimization

Wireless sensor network node is usually deployment only ones, independent. The
sensor nodes on the high voltage transmission line are serviced inconvenient. The
energy of node is limited, and supplement for energy is inconvenient. In order to meet
the demands of stability monitoring, decreasing power consumption of network sup-
plement to extend network life is necessary, and must save cost as much as possible.
Most of the base station in monitoring network of high voltage transmission line, at
ordinary times, is fixed mode. when the unexpected events occur, the network structure
is random variation. DCRP network has two work modes, ordinary and sudden event.
Ordinary, monitoring data quantity of line stress, vibration and temperature is small, the
sensor nodes can be driven periodic to collect data, transmission periodically. When
emergencies event occurs, it is to send a lot of data, it use event driven type.

High In high voltage transmission line monitoring, different methods for collecting
information are use in different environmental. Usually, real-time stress, vibration and
temperature sensor is needed. When other emergencies event occur, remote video
monitoring sensors are driven for data transmission. Data collection of stress, vibration
and temperature is cyclical, data collection of emergencies is random events. At
ordinary times, stress, vibration and temperature sensor nodes are driven by periodic
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time. These sensor nodes for stress, vibration and temperature distribution on high
voltage transmission line, sent the network information, and information of stress,
vibration and temperature with small data volume to the cluster head periodically.
Cluster head sensor nodes rapid fuse data and forward the data to center node. As a
result of these information data volume is not big, high transmission rate is not need,
and consume of energy is little.

When emergencies event occur, a lot of data must be send and sensor nodes can be
driven by event. The threshold is set into periodic data acquisition mode. when
emergencies event occur, its numerical is more than induction threshold, the node
sensing at the first broadcast awaken package to the adjacent node and preserve local
event information. The awaken package include node information, event information,
relevant information. After nearby nodes receiving the awaken package, it immediately
test, determine correlation, decided to accept or reject awaken package. After cluster
head receiving the awaken package, broadcasting it immediately. After receiving the
broadcast, video monitoring node determine correlation, start the video surveillance
and transmit monitoring information to the monitoring center.

At the same time, because the sensor node can be set up four kinds of states, such as
receive, send, idle and sleep. Sleep state little energy consumption, and the energy
consumption of idle state is relatively low. Changing the four state transformation can
achieve the goal of reducing energy consumption. When periodic time and emergency
aren’t come, the sensor nodes are try to make in the sleep state to reduce energy
consumption. When nodes detect incidents occur or need periodic transfer daily data,
node is from state sleep to send state; When node is in a state of sleep, if it is received
effective signal, it is from sleep into the receiving state; When nodes sending or
receiving is end, it get into idle state; if, in a certain period of time or need to send and
receive data, it send or receive in; During this period, if no information must be sent
and received, the sensor nodes change into sleep state.

5 Simulation

The DCRP protocol is simulated with NS2 and compared with the MHC [6] routing
protocol, which evaluates the network energy consumption and the transmission delay.

The number of nodes in the simulation were set to 100, these nodes randomly
distributed in the area of 200 m * 1 m, each node has the initial energy of 1 j, Sink
node is located in the coordinates (x = 0, y = 0). The total time of the simulation is
500 s, and the monitoring node sends the usual packet at 384 bits per every other 5 s.
Let’s say that when 300 s, a sudden event occurs, the packet is 2166338.

Figure 3 compares the two protocols in the total energy consumption of the net-
work nodes. As you can see from the diagram, the MHC routing protocol runs to 413 s
and the node energy runs out while the DCRP still has energy in the 500 s. During the
entire run time, the DCRP protocol node total energy consumption is less than the
MHC routing protocol.

Figure 4 compares two protocols in the data transfer latency while the network is
running. As you can see from the diagram, the DCRP protocol data transfer delay is
almost the same as the MHC routing protocol in normal times. But the DCRP protocol
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data transfer latency is less than the MHC routing protocol when an unexpected event
occurrences. Therefore, the DCRP protocol applies to the characteristics of
high-voltage transmission line monitoring system.
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6 Conclusion

Wireless sensor network (WSN) was applied to high voltage transmission line moni-
toring system. According to characteristics of a large scale, wide distribution, and that
high voltage transmission line monitoring system muse have different methods for
different environmental and the emergencies event will cause the failure of some nodes,
a suitable wireless sensor network routing protocol, DCRP, for high voltage trans-
mission line monitoring is proposed. According to peculiarity of the data collected in
the high voltage transmission line, energy of the network is optimization. DCRP has
good real-time, high energy utilization rate, can effectively prolong the life cycle of
monitoring network, and meet to requirement of the application in high voltage
transmission line monitoring system.
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Abstract. The localized surface plasmons of metallic nanoparticles are able to
concentrate light into small volumes, which lead to a variety of fundamental
studies and practical applications in plasmonics. For example, by strong cou-
pling between metallic nanoparticles, plasmonic antennas are able to concentrate
and re-emit light in a controllable way. A variety of structures of optical
antennas have been investigated in in the past decade. The near- and far-field
responses of the plasmonic nanoantennas for example, the intensity and phase
distributions, and the emission polarization state are found to be sensitive to
polarization. This sensitivity is determined to arise from structural properties
including particle size, shape, spacing, relative positions and symmetry of
nanoparticles. In this review, we will discuss our recent advances in plasmonic
nanoparticle antennas from the polarization point of view, i.e., control of the
incident polarization-dependent near-field enhancement, control of the (far-field)
polarization of elastic or inelastic scattering light, and outlook the corresponding
impacts in understanding physics and nanophotonic devices applications.

Keywords: Plasmonics - Nanoantennas - Polarization - Nanoparticle
Generalized Mie theory

1 Introduction

Optical nanoantennas (or plasmonic antennas) as an analogue of microwave antennas at
the nanoscale are of great interest due to the unique ability of controlling absorption
and emission at visible and infrared region [1, 2], such as focusing optical fields to
sub-diffraction limited volumes [3], enhance the excitation and emission of molecules
[4, 5] and quantum emitters [6]. Propagating light can be converted into nanoscale
enhanced near field [7-9], and vice versa, a localized excitation can be coupled to
directed radiation. The plasmonic response from nanoantennas depends on the incident
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polarization, and also the emission polarization states can be tuned by its shape,
material, dimension, geometry, and operation frequency. Most of these coupled
antenna such as dimers [10, 11] and trimers [4] are based on metallic nanostructures
that support surface plasmons (SP). Single and coupled nanoantennas have been
investigated thoroughly by far-field spectroscopy, exploiting two-photon luminescence
and near-field scanning microscope. Abundant applications have been found in surface
enhanced Raman scattering [3, 12], optical manipulation [11, 13], biosensing [14] and
integrated photonic devices [15, 16], etc.

Here we provide an overview of the polarization effects in coupled nano-aggregates
antenna system. Polarization properties such as the incident polarization-dependent
near field, and the polarization of elastic and inelastic emission, can be controlled
effectively by different geometries of nanoantennas, and will be discussed respectively.

2 Control of Incident Polarization-Dependent Near-Field
Enhancement

The coupling of single nanoparticle aggregates are able to concentrate light into small
volumes, which are responsible for the electromagnetic field enhancement particularly
pronounced in nanogaps between coupled nanoparticles, named “hot spots” [3]. The
intensity and phase distributions of near field can be tuned by the shapes and relative
positions of nanoparticles. The control of far-field polarization by nanoparticle trimer
had been fully investigated, and mainly focused on the linear incident polarization [4].
Actually, a trimer can be the simplest asymmetric structure, and its near-field
enhancement is also sensitive to circular polarization light (CPL). In Fig. 1, we use the
excitation of left-hand circularly polarized light (LCP) and right-hand circularly
polarized light (RCP) to theoretically investigate the near-field enhancements in the gap
of asymmetric trimer. The generalized Mie theory (GMT) is a relatively accurate
method to calculate near field which is the constructive/destructive interference [17] of
two near-field parts induced respectively by two orthogonal electric field components
constituting CPL. We found that LCP and RCP led to very different enhancements and
near-field interference by investigating the phases of hot spots in Ag nanoparticle
trimer (R; = R, = 40 nm, with the gap distance of 1 nm) for parallel and perpendicular
polarized at 532 nm. Just as the introduction of circular dichroism (CD) to the realm of
metamaterials, in the plasmonic trimer, hot spots also has CD effect, that is, to be “hot”
or “cold” (enhance or diminish) depending on the polarization state of the excitation.
Similar to the definition of CD signals for far-field transmission or reflection, the CD
factor of hot spots describing near-field response could be defined by p = log;o[(Mg —
M;)[(Mg + Myp)], where M; or Mg are the enhancement factors for LCP or RCP
excitation, respectively. The enhancement factor is often defined as log;oM = log;
(|EN/E]?). A giant CD is obtained at 532 nm (p = 0.9986). This significant effect would
be “Incident circular polarization (ICP)” Raman optical activity (ROA) [18] if there are
individual Raman scattering molecules to probe the hot spots. This study could pave
the way towards ultra-strong polarization-dependent light-matter interaction on the
nanoscale plasmonic devices, with possible applications such as, SERS or ROA sub-
strate, plasmonic nanoantennas and sensor, and polarization sensitive devices, etc.
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Fig. 1. (Reproduced from [19]) Local CD response of the right-angle trimer. (a) Electric field
intensity distributions around the interparticle junction in the right-angle trimer excited by LCP
and RCP at 532 nm, respectively. (b) Local field intensity and local CD response p (black curve,
to the right axis) at the hotspot in the interparticle junction as a function of the incident
wavelength. The green and red curves are for LCP and RCP excitations, respectively. The CD
response reaches its maximum value of 0.998 at 532 nm. (Color figure online)

3 Control of Emission Polarization

The emission polarization states from nanoparticle antenna can also be control by the
plasmonic gap. The quantum effects can also drastically change the coupling strength
as the feature size approaches atomic scales [20]. As shown in Fig. 2, we present a
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Fig. 2. (Reproduced from [21]) Evolution of scattering peak positions of dimer antennas.
(a) TEM images of gold dimers. Averaged diameter of particle is 8042 nm. Scale bars are
100 nm. (b) Evolution of the LBDP (red circles), LBQP/CTP’ (blue triangles/ hollow triangle),
and TDP (black squares) as a function of the gap width. The gray curve is the classical prediction
for gold nanoparticle dimers with the diameter D = 80 nm. The broadening of the curve shows
the influence of diameter variation AD =2 nm on the resonant peak. Red solid and dashed curves
are quantum theoretical results incorporating electron tunneling and nonlocal effect by QCM and
LAM, respectively. The dotted lines are plotted to guide eyes. The uncertainties of peak positions
are caused by the noise level of spectra when finding the maximum of scattering intensity. (Color
figure online)
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comprehensive experimental and theoretical study of the evolution of the resonance
(scattering) peak and emission polarization state as the gap of gold nanoparticle dimer—
antenna narrows to subnanometer scale [21]. We clearly can identify the classical
regime (> ~ 3 nm), the crossover regime where nonlocal screening plays a central role
with a feature of saturated resonance peak (~ 1—3 nm) [22], and the quantum regime
where a charge transfer plasmon appears due to interparticle electron tunneling man-
ifested as a blue-shift (~ 0.8—1.1 nm).

Moreover, as the gap decreases from tens of to a few nanometers, the bonding
dipole mode tends to emit photons with increasing polarizability. When the gap nar-
rows to quantum regime, a significant depolarization of the mode emission is observed
due to the reduction of the charge density of coupled quantum plasmons. These results
would be beneficial for the understanding of quantum effects on emission polarization
of nanoantennas and the development of quantum-based photonic nanodevices.

4 Control of Polarization of Inelastic (Raman) Scattering

Not only the elastic scattering from metal nanoparticle, but also the light polarization
from an emitter such as Raman scattering (RS) of molecules in the gap between
nanoantennas can be manipulated significantly [4, 23]. Compared with the symmetric
response in dimer antenna, a drastically new behavior is obtained from a trimer
structure. These properties of such a trimer with the SEM image shown in Fig. 3a can
be simulated by treating the nanoparticles as spheres. Here the low concentration of
molecules used ensures that each aggregate contains no more than a single molecule
[24]. In order to simulate this situation of trimer, calculation was performed by
assuming that the molecule is placed in turn in each of the three possible junctions.
Only when the molecule is set in the junction marked with a red arrow in Fig. 3a, the
calculated and experimental results are in good agreement for both normalized intensity

| W aay pasnonsans :
7 ¥ A |
G o8 t 1 ]
2 z | i) )
06 3
Bl Y o4 T
'(—é“‘w "o\ ¢]
0 Eozfe oy 3|
Z 00

"0 60 120 180 240 300 360
6 (deg.)
Fig. 3. (Reproduced from [4]) Polarization response of a nanoparticle trimer. (a) SEM image of
the trimer. (b) Normalized SERS intensity at 555 nm (black squares) and 583 nm (red circles) as
a function of the angle of rotation by the A/2 wave-plate. The intensities at both wavelengths
show approximately the same profile, but the maximal intensity is observed at ~75°, which does
not match any pair of nanoparticles in the trimer. The green line the result of a calculation
assuming that the molecule is situated at the junction marked with red arrow in SEM image.
(c) Depolarization ratio (p) measured at 555 nm (back squares) and 583 nm (red circles). The
black and red lines show the result of calculations at the two wavelength, assuming that the
molecule is situated at the junction marked with red arrow in SEM image. (Color figure online)



Near/Far-Field Polarization-Dependent Responses 219

and depolarization, which also confirms the assumption that only one molecule in the
junction, contributes to the signal.

The intensity profile in Fig. 3b is maximal at an angle of ~75°, which is close to
the axis of 1" and 2" nanoparticles. The depolarization p in Fig. 3¢ is defined as p=
(LI )I(L+1), where I, and I, are RS signals with orthogonal polarization. Whereas,
the depolarization ratio profiles do not coincide with each other and in addition they are
both rotated with respect to the intensity profile. The depolarization pattern of the
555 nm light is rotated by ~45°, while the 583 nm light is rotated by ~75". What
should be note is this counter-intuitive wavelength-dependent polarization rotation is
not an accident. The rotation only exists in the cases with the number of the particles
are larger than two.

S Summary

Compare with single structures, more important nanoantennas are coupled systems
which induce near-field enhancement and far-field scattering. Plasmonic antennas can
be used to manipulate light properties at the nanoscale. With the help of SP coupling,
the near-field light intensity, and the far-field emission can be well tailed. The
polarization-related effects in plasmonic nanoparticle (dimer and trimer) antennas have
been introduced here. These results could pave the way towards polarization-dependent
light-matter interaction on the nanoscale plasmonic and quantum devices, with possible
applications such as, SERS or ROA substrate, plasmonic nanoantennas [25] and sensor,
polarization sensitive devices, compact optical diodes and switches, etc.
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Abstract. This study proposes an ultrasound-based collision avoidance/
warning safety system for vehicles cornering on mountain roads. The design
includes a hardware and a software system. The hardware system consists of a
single-chip microcontroller with a minimum system board, a power module, and
an automotive radar system. The radar system includes a stc98c52 control
module, LCD 1602 display module, and hc-sr04 ultrasonic detection module.
The software was programmed using C on the Keil uVision4 platform.

Keywords: Ultrasound - Early warning - Obstacle

1 Background and Research Motivation

Driving safety has become a significant problem in China with the rapid increase in the
number of cars [1]. An ultrasonic cornering radar can remind the driver of an upcoming
corner, effectively reducing the possibility of accidental collision [2]. When a vehicle is
cornering, the automotive cornering radar measures the distance in front of the vehicle
using ultrasound, and compares this with the pre-set safety distance. If the threshold is
exceeded, the radar warns the driver so that he/she can react in a timely manner to
avoid a potential accident.

2 System Operation Overview

The hardware system consists mainly of an ultrasonic transmitter module, ultrasonic
receiver module, control module, buzzer, and display module, as shown in Fig. 1.
During operation, the ultrasonic transmitter module sends out ultrasonic waves, which
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Fig. 1. Hardware system structure.

are then reflected and received by the receiver module. The microcontroller times this
process and computes the distance between the vehicle and obstacle based on the
calculated time. The calculated distance is then compared to the threshold pre-set by the
driver, and displayed on the display module. If it is below the threshold, the buzzer will
be triggered and a warning message will be displayed on the screen to notify the driver
of the obstacle around the corner.

According to a previous publication, “The effect of driver’s response time on
driving safety and detecting system”, the average driver reaction time is 766 ms [3, 4].
The Road Traffic Safety Law of the People’s Republic of China specifies a maximum
vehicle cornering speed of 30 km/h [5]. Based on these figures, a vehicle would travel
6.38 m from the moment at which the driver notices the obstacle, to the moment of
applying the break. Another formula often used by Chinese traffic police to estimate a
vehicle’s initial breaking speed [6] is as follows:

Velocity2 = 254 xu * s (1)

where u is the ground friction coefficient and s is the vehicle skid mark length.
Unusually, u is 0.7 for concrete roads and 0.6 for asphalt roads. A vehicle driving at
30 km/h would therefore have a coasting distance of 5.06 m after breaking. In total,
after the driver notices the obstacle, the vehicle would normally travel 11.44 m before
fully stopping. Therefore, if the radar detection range is equal to or greater than
11.44 m, it should leave enough reaction time for the driver to reduce the likelihood of
an accident.

2.1 Operation of the Ultrasound Module

The TRIG port is the start port of the ultrasound module. When a high level is input,
the ultrasound module starts working, and when the reflected ultrasonic waves are
collected, the ECHO port outputs a high level. After receiving this, the microcontroller
stops the timer and calculates the distance to the obstacle based on the calculated time.
(Fig. 2)
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Fig. 2. Ultrasound module circuit diagram.
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The motor controller chip serves as the control module. EN3 and EN4 are motor
enabling ports, and the motor can only operate after a high level has been input. IN5
and IN6 are motor control ports. When INS5 is on low and IN6 on high, the motor works

in forward mode; otherwise it works in reverse mode. This is shown in Fig. 3.
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Fig. 3. Circuit diagram of the control module.

2.3 LCD Module

With the emergence of various new semiconductor materials, the liquid crystal display
devices market is extremely competitive. Among them, LCD and OLED devices are
very popular among consumers and developers due to their excellent performance. For
this design, there is a single requirement from the LCD module; it need only display the
prompt information. For this reason, the inexpensive LCD1602 module is selected as the
display device for the entire system. The LCD1602 module has the following features:

1. Able to display 16 * 2 characters. This fully meets our normal display needs;

2. Low power consumption. The LCD1602 module requires only a 2 mA driving
current to read and write the LCD screen, greatly saving energy and increasing the
service life of other system components.

3. Simple driving circuit. The SCM can easily set the internal register of the LCD

module through data analysis, without stringent requirements on the IO ports.

4. Adjustable working voltage within a certain range based on need. This ensures that
it will not fail to display characters or display garbled characters when the voltage

decreases.
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The LCD1602 module in this design contains a total of 16 pins, and the function of
each pin is shown below:

VSS: No. 1 pin, connected to the negative terminal of the power supply;

VDD: No. 2 pin, connected to the positive terminal of the power supply. Usually
the 5 V power is connected to drive the LCD module;

VL: No. 3 pin, LCD bias signal. The voltage of this port can be set to adjust the
display brightness of the LCD screen. Usually this port is connected with the
sliding rheostat by VCC. Users can slide the rheostat to change the
resistance of the sliding rheostat, and thereby change the voltage of the LCD
screen port.

RS: No. 4 pin, data and command selecting port. It selects an action object based
on the TTL level of the port. When RS = 1, the data register of the LCD
module is operated; when RS = 0, the command register of the LCD module
is operated.

R/W: No. 5 pin, read and write selecting port. This port can be set to read and
write the LCD module. It is also the main operation port to enable the liquid
crystal display. When R/W = 1, the LCD module works in reading state,
where the working status of the LCD module can be read through the data
port; when R/W = 0, the LCD module works in writing state, where data
can be written through the data port to specify the characters displayed on
the LCD screen.

E: No. 6 pin, enabling port. This port can be set to enable or disable the LCD
module. When E = 1, the LCD module is working properly and ready for
character display; when E = 0, the LCD module is closed and the LCD
screen will not be subject to any control;

D0-D7: No. 7-14 pins, 8-bit data ports. Data can be written to data ports through any
one of SCM ports PO, P1, P2, and P3.

BLA: No. 15 pin, the positive pole of backlight. Usually it is connected to the
positive pole of a 5 V voltage to supply power for backlight;

BLK: No. 16 pin, the negative pole of backlight. Usually it is connected to the
negative pole of a 5 V voltage to supply power for backlight

2.4 Main Program Flow and Principle

The main program primarily involves transmission and receipt of the hr-sr041 ultra-
sound module, the timing, whistle, LCD display, and the safety distance setting, using a
keyboard.

When the system is started, After the ultrasound module receives the echo signal,
the system will calculate the distance based on the result from the timer and check if
the radar alarm is on. If it is not, directly display the calculated distance on the LCD,
where the radar status is also “off”. If the radar alarm function is on and the cal-
culated distance is smaller than the pre-set safety distance, the buzzer will whistle to
remind the driver.
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3 System Test and Debugging Data
The 1% set of data were obtained from a test case where the obstacle was set 300 cm in
front of the vehicle, and the system warning safety distance was set to 0.5 m. The

system successfully triggered the alarm in the 255-270 cm range, as shown in Table 1.

Table 1. Test data: obstacle set in front of vehicle with a safety distance of 0.5 m

Preset safety distance | Number of times | Vehicle stopping distance (cm)
0.5m 1 264
0.5m 2 260
0.5 m 3 264
0.5m 4 270
0.5 m 5 260

In the 2™ test case, the obstacle was set 300 cm in front of the vehicle and the
system warning safety distance was set to 1 m. The system successfully triggered the
alarm in the 196-210 cm range, as shown in Table 2.

Table 2. Table captions should be placed above the tables.

Preset safety distance | Number of times | Vehicle stopping distance (cm)
1 m 1 201
I m 2 201
I1m 3 196
1 m 4 196
Im 5 196
272
£ 270
o
S 268
on
§ 266
@ 264 2
3
o 262
®
£ 260 2%0
G
© 258
=
= 256 Safety distance was set to 0.5 m
254
0.5m 0.5m 0.5m 0.5m 0.5m
1 2 3 4 5

Fig. 4. Test data: obstacle set in front of vehicle with a safety distance of 0.5 m.



226 S.H. Meng et al.

The data from the system test and debugging shown in Tables 1 and 2 are displayed
in the line charts below. In this study, Figs. 4 and 5 show that the sensing success rates
for all test cases reached almost 100%.
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137 196 196 196
196
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The obstacle was set 300 cm

Safety distance was set to 0.5 m.
193
Im Im Im Im Im

1 2 3 4 5

Fig. 5. Test data: obstacle set front of vehicle with a safety distance of 1 m.

4 Conclusion

In this study, a smart car collision avoidance/warning system for cornering on
mountain roads was developed. Using stc89¢52 as the control module, the system
transmits ultrasonic waves from the ultrasound module, which are reflected if obstacles
are encountered. After receiving the reflected waves, the system calculates the distance
between the vehicle and the obstacle based on the recorded time. In tests, the system
was successfully implemented to lower the possibility of vehicle collision, using
warnings and automatic stopping. In emergencies, the system was able to force the
vehicle to stop in order to avoid a collision, protecting the driver, vehicle, and other
vehicles. By warning the driver about a potential danger, the system is expected to have
practical applications in lowering the accident rate resulting from cornering collisions,
or in mitigating the damage resulting from an accident.
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Abstract. In the past few years, people have experienced advanced interest in
the potential use of wireless sensor network in applications such as environment
surveillance, military field protection and medical treatment. Usually hundreds
even thousands of sensors are scattered randomly in remote environment. In
generally, for the scalability of sensor network, cluster techniques are often used
to group nodes into several sets. And in this paper, we proposed a new method
called GF_CENTER to select the positions of centers, which is also a kind of k-
center problem. And a new fitness function is presented for optimize the reso-
lution. We compare our method with two other algorithms. GF_CENTER
method minimizes the number of centers in the network. From the experiments,
GF_CENTER find smaller number of centers than the other methods, which
lower the construction fee of network.

Keywords: Wireless sensor network - Genetic algorithm - Farthest first
traversal

1 Introduction

Wireless sensor networks (WSNs) are networks of sensor nodes, those nodes are
randomly or customized scattered over a field for the purpose of monitoring certain
environment, detecting area pollution. Usually there is one Sink node in the center of
network, which is responsible for collecting and processing data. In the sensor network,
all the sensor nodes work cooperatively for sensing interest packet and re-transmitting
the packet to Sink node through one or more steps. Every sensor node performs
measurements, sense and communicating over a certain equipped device. For most
sensor network, this many-to-one communication pattern is more common [1], but the
vital flaw is hard to resolve. The inner nodes cost more energy than the outer nodes
during the same period time, because the inner nodes need to send their own packet and
they are also required to re-send the outer packets to Sink node due to network
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transferring structure. This condition easily causes running out of energy resulting in
the death of inner node. The problem is hard to avoid, part of the reason is that most of
the sensor nodes in network are powered by a battery, which cannot be re-charged or
re-placed. The solar power or other natural energy is not stable for energy harvesting
strategy [2]. The worst is that all the outer nodes will be forced to stop working even if
they are full of energy, if there are no inner nodes available, because there is no route
for transmitting outer event packets [3]. For part of this reason, the hierarchical wireless
sensor network is evolving. It is very important for network scalability and stability.
Clustering technique is to group sensor nodes into several sets, every sensor node is
distributed to its closest cluster and all the interest packets are transmitted to the cluster
head instead of Sink node. In the past years, a lot of papers about cluster techniques are
proposed. Ameer presents a taxonomy and general classification of published clus-
tering schemes, and the author also compares to the previous clustering algorithms
based on metrics such as convergence rate, cluster stability, cluster overlapping, sup-
porting for node mobility and location awareness characteristics [4].

The rest of the paper is organized as follows. In Sect. 2 we discuss some of related
work, and introduce a few k-center problem resolution strategies and their related
researches. Section 3 presents the proposed algorithm GF_CENTER in detail. In
Sect. 4 several experiments are tested to compare the performance of these simulated
algorithms. Finally the conclusion part will be summarized in Sect. 5.

2 Related Works

There is a similar problem to cluster technique, which is k-center problem. Instead of
group nodes into several clusters, k-center problem is to pick k positions from a set of
pivots that these k pivots could cover all the rest of pivots in the area. And the number
of k should be as few as possible. This is the original k-center problem. Recently, some
generalizations of the k-center problem are considered in the literature [5-7]. One
generalization for the k-center problem, named as capacitated k-center problem, was
introduced in [8]. In this kind of problem, it is required to locate k centers in a certain
area, and assign other points into its closest center, but the condition is that each center
should have a limited number of dominated points. Andreas considered the more
general variant of the k-center problem. The author shows both approximation and
fixed-parameter hardness results, and also provides similar fixed-parameter approxi-
mations for the weighted k-center problems. As in the paper [9], the author consider a
restricted covering problem, in which a convex polygon G with n vertices and an
integer k are given, the objective is to cover the entire region of G using k congruent
disks of minimum radius r, centered on the boundary of G. In the paper [10], the author
considers the widely used k-center clustering problem and its variant used to handle
noisy data, k-center with outliers. The algorithm is fast, memory efficient and matches
their sequential counterparts in distributed settings.

In this paper, GF_CENTER is designed to locate up to k nodes that are work as
cluster center, and every other common node connects at least one center. The aim is to
minimize the number of center node and maximum the distance between centers and
common nodes. There are many algorithm are proposed to solve point selection
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problem. One of the widely and popular algorithms used is farthest first traversal (FF),
which is introduced by Gonzalez [11]. The first center is chosen by randomly, and the
successive point centers are selected by the rules, which have the longest distances with
the previous centers. This is the brief of farthest first traversal idea. The other one is a
variant of minimum dominating set (DO) [12].

3 GF_CENTER Implement

This part we introduce a new proposed method for center selection problem, which is
called GF_CNETER based on genetic algorithm and Farthest-first traversal. Genetic
algorithm is a search heuristic in the field of artificial intelligences [13, 14], which
generate solutions to optimization problems using process like in natural evolution,
such as selection, mutation, crossover and inheritance.

3.1 The Annotation of Symbol

Table 1 summarizes the symbols used in the paper.

Table 1. Annotation of symbol

Symbol | Annotation

N The number of total sensor nodes

M The population of chromosomes

F N The chosen nodes of farthest first traversal
r Mutation rate

ol ol Constant parameter

Pick_N The number of value ‘1’ in one chromosome

Cov_N The number of nodes covered by value ‘1’ representation nodes in one
chromosome

D_ns The total distance between all nodes to Sink node

3.2 The Process GF_CENTER

e First, sort all the nodes and give each node an order number from ‘1’ to ‘N’, then
pick a digit randomly, use this node which the digit presented as the start point of
farthest first traversal to generate one solution. In the farthest first traversal opera-
tion, we choose the next center that has fixed ratio distance from the previous
centers. Mark the solution as F_N. Repeat the process M times with M different
random digit, then we can get M set of F_N.

e Initialization: Initialize M chromosomes, where each chromosome is a N-bit binary
string with value ‘0’ and ‘1, which N is the number of sensor nodes. Each bit in the
chromosome represents a sensor node in the network, the value ‘0’ bit represents a
common node, and value ‘1’ bit denotes that this bit represented node is a center.
The best chromosome with the optimization fitness value is the final result. One
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F_N generates one chromosome, and the value ‘1’ bits are just the nodes from F_N.
See Fig. 1.

Node 1 2 n-1 n
Bit | 1 | o [ .. | o | 1 ]

Fig. 1. A chromosome structure

Evaluation. Get the fitness values of M chromosomes using Eq. 1. Store the best
one with the best fitness value.

Parents selection techniques. Simply divides the population into two sets, Set A and
Set B, Set A has those chromosomes with better fitness values. The other half are
stored in Set B. The father and mother chromosomes are from different sets.
Crossover process. Let CI (mother) Cy, .., C;,, and C2 (father) C;, .., Cj, be the
parents chromosomes. Use one middle-point operator, the child C3 strings of CI
and C2 is

Cs :=Ci1,Ciz, -Ciny21, Ciy2) +15, Gy ny21 +25 -5 Gy

Mutation process. Mutation process [15] works by inverting a bit value in the
chromosome with a small probability. Mutation rate is 0.02. The following Fig. 2
shows the transformation.

Before Node 1 2 n-1 n
mutation Bit | 1]0] Lo [1]
After Node 1 2 n-1 n
mutation Bit |1 [1] o [1]

Fig. 2. Mutation process

3.3 Fitness Function

A fitness function is an objective function that is used to evaluate the evolution
solution. This function includes Pick_N, Cov_N and D_ns parameters. Pick_N is the
number of value ‘1’ bits. Cov_N is the summation of value ‘0’ bits, and those value ‘0’
bits need to satisfy the following conditions: One, each value ‘0’ bits is only counted
once. Two, those bits represented nodes can connect to at least one value ‘1’ bit
represented node. D_ns is the sum of distance from all the nodes to the Sink. The two
parameters o, o, are constants are 0.5 and 0.5.

D_ns
F= = 1
oy X Cov_N—+oap x Pick N (1)
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4 Experiment Analysis

The size of simulation wireless sensor network is a 200 x 200 square area, all sensor
nodes are randomly scattered in the environment. The number of sensor nodes in
network differs from 100, 200, 300 to 400. All the sensor nodes equipped with the
same sensing, receiving and sending components. But the communicating radius keeps
shorter after the growing number of sensor nodes deployed in network. 40 units
communicating radius for 100-nodes network, and 30 units radius for 200-node net-
work, 25 units and 20 units is for 300-node and 400-nodes network corresponding. The
simulation chromosome population number is 20.

The Table 2 shows the result of the amount of centers by three methods, farthest
first traversal and Dominating set and GF_CENTER. For 100-node network,
GF_CENTER only uses 16 centers to cover the rest of nodes in network, and the other
methods use 18 centers at least.

Table 2. The number of center results of three algorithms

Algorithm Number of nodes
100 | 200 | 300 | 400
GF_CENTER |16 |27 |42 |62
Farthest_First |19 |29 |47 |67
Dominating set | 18 |29 |44 |64

The experiments run 42 times in the same condition except for the different random
seed to test the performance of GF_CENTER. Table 3 lists the maximum value (Max),
minimum value (Min) and standard deviation (StD) and average value (AVG) of our
scheme. In the best case, it only uses 13 centers to build a full coverage sensor network,
and 16 centers for the worst case. However even for the worst case, it is still better than
the other two methods, FF needs 19 and DO needs 18. Table 4 shows the results of
fitness value in three methods, and if the fitness value is bigger, it is better.

Table 3. The stability of GF_CENTER algorithm

Value | Number of nodes

100 200 300 400
Max |16 27 42 62
Min |13 25 37 57

AVG | 15.119047 | 26.571428 | 41.071428 | 60.190476
StD | 0.748826 |0.630248 |1.197413 |1.292343

The following figures are the simulation configuration of GF_CENTER routing
structure. The node in blue in the center is Sink node. Those nodes in red are centers
and they can communicate with Sink node directly and collect the data from common
sensing node. The rest of nodes in black are common sensing nodes (Fig. 3).
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Table 4. Fitness values of three methods

Algorithm Fitness values

100 200 300 400
GF_CENTER | 341.61{401.23 | 437.10 | 442.60
Farthest_first | 244.47 | 355.96 | 367.08 | 397.14
Dominating set | 256.30 | 355.96 | 384.98 | 409.45
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5 Conclusion

This paper proposed a new method for solving node selection problem, and applying it
into wireless sensor network for clustering the sensor nodes. GF_CENTER works
based on genetic algorithm and farthest first traversal, the special design of
GF_CENTER lower the times of repeated fitness function evaluation for complex
problems. The experimental results show that GF_CENTER could find a smaller
number of centers to connect all the rest of nodes compared to FF, DO methods.
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Abstract. This p