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Preface

This volume of Advances in Intelligent Systems and Computing contains accepted
papers presented at ECC 2017, the Fourth Euro-China Conference on Intelligent
Data Analysis and Applications. The aim of ECC is to provide an internationally
respected forum for scientific research in the broad areas of intelligent data analysis,
computational intelligence, signal processing, and all associated applications of
AIs.

ECC puts a special emphasis on promoting research and scientific collaboration
between Europe and China, two major centers of development on the contemporary
scientific landscape. It aims at strengthening research partnerships and providing an
opportunity for joint efforts leading to higher quality fundamental and applied
research.

The fourth edition of ECC was organized jointly by the University of Málaga,
Spain, VŠB—Technical University of Ostrava, Czech Republic, and Fujian
University of Technology, Fuzhou, China. The conference will take place on
October 9–11, 2017, in the beautiful Mediterranean city of Málaga, Spain.

The organization of the ECC 2017 conference was entirely voluntary. The
review process required an enormous effort from the members of the International
Technical Program Committee, and we would therefore like to thank all its
members for their contribution to the success of this conference. We would like to
express our sincere thanks to the host of ECC 2017, University of Málaga, and to
the publisher, Springer, for their hard work and support in organizing the confer-
ence. Finally, we would like to thank all the authors for their high-quality contri-
butions. The friendly and welcoming attitude of conference supporters and
contributors made this event a success!

July 2017 Pavel Krömer
Enrique Alba

Jeng-Shyang Pan
Václav Snášel
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Abstract. Utilizing non-contact eye-detection- and image-processing-based
fatigue recognition and early warning technology, this study established a
human-computer interaction system based on dynamic expression recognition.
The degree of fatigue was determined based on the percentage of eyelid closure
(PERCLOS). Facial and eye areas in the key frames for facial expression
identification were adopted to determine the expression of fatigue. A skin-color
technique was used for face detection. A skin model was later established using
the hue, saturation, value (HSV) color model, which was then used to detect the
skin color of any given face. The improved circle Hough transform algorithm
was applied for use in eye detection. Blink rate (pupil region extraction) and
PERCLOS were combined in the detection of fatigue.

Keywords: Fatigue assessment � Skin color detection � Face recognition �
Eye localization

1 Introduction

With the rapid development of modern transportation, traffic accidents have become a
critical concern of countries throughout the world. When drivers are tired, their sen-
sitivity to the environment, their accuracy and speed of judgment, and their control of
the vehicle tend to decrease, resulting in traffic accidents. The system presented in this
study can alert and remind the driver, as well as transmit feedback and other infor-
mation collected from human-computer interaction, to help prevent driving fatigue and
thus reduce traffic accidents.

© Springer International Publishing AG 2018
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Previous studies on the detection of the eye area and eye status usually adopted an
image or infrared radiation (IR)-light-based method [1]. Furthermore, image-based eye
detection can be divided into template-, feature-, and appearance-based methods shown
in Fig. 1.

(1) Template-matching method: In this method, a standard human eye template is
initially constructed, which is then compared to the images that contain a human
face in order to identify and determine whether the image has a similar area to that
in the template. In addition, the template is used to determine the center of the
image if a high degree of similarity is found. Fast template matching requires a
simple background and images with explicitly distinctive facial features for
testing, as factors such as a complicated background may lead to substantial
computations and longer processing time. In addition, a human eye template must
meet certain prerequisites for clarity. This is because successful matching of the
template and image depends on the generality of the eye template and the accu-
racy and clarity of the images in the digital image libraries.

(2) Image-feature statistical learning method: In this method, a mathematical model is
constructed in order to train computers to recognize human facial features using
numerous facial object detection processes. A classifier is then established based
on the model to enhance the system’s ability to analyze and classify data related to
human eyes. Finally, a well-trained classifier is used to identify the region in
which an input image contains a human face. The AdaBoost algorithm is the most
widely employed method among the various statistical methods. The method is
used to detect each region and section of an image. Because the eigenvalues of
each image section must be calculated, the computational complexity is high and
real-time performance is rather poor. However, during the actual detection pro-
cess, several trained classifiers are usually combined into a cascading classifier,
which, in addition to having a high degree of accuracy, can accelerate the
detection speed and reduce detection time.

Eye 

Detection

Feature

Template 
Matching

Eye  

Detection

IR Light  
Based

Image

Based

Skin Color Detection, 

Template Matching

Adaptive Boosting (AdaBoost)

Algorithm, Neural Network

Probably Approximately

Correct (PAC) Algorithm

Fig. 1. Methods of eye detection.

4 S.H. Meng et al.



(3) Geometrical-feature-based method: Based on the characteristics of the location
and geometric features of the human eyes on the face, a mathematical model of
the position of the facial organs can be established. In addition, the mathematical
rules corresponding to the layout of the facial organs can be obtained through
analysis of the mathematical model. Studies have shown that human eyes are
geometrically symmetric. Thus, eye-specific geometric shapes can be used to
locate human eyes. The advantage of such an eye detection method is in its ability
to analyze clearly the geometric characteristics of the human face. However, the
method requires that the image have a non-complex background and be in a
well-lit environment. Visual interference in other areas of the image must also be
reduced. The geometric-feature method is usually used with the
template-matching method in order to create the mathematical model function.

2 System Overviewfirst

Using circle Hough transforms in image analysis requires major computations. Hence,
real-time performance is often poor and cannot be applied in a timely manner [2].
Near-infrared imaging is limited to certain applications in which infrared lighting can
be applied [3]. To achieve better analytical results of the feature model, this study
adopted a color-information method. Specifically, we constructed a skin-color-model
based on an HSV color model [4] for use in detecting facial images based on a
skin-color detection algorithm. Data from image processing were then compared to
standard physical reactions of facial organs that occur during fatigue. Statistical anal-
ysis was then conducted before determining fatigue. Next, selected frames were
extracted from a video clip to act as images, and corresponding image processing and
image detection techniques were then applied to identify the facial and eye areas.
PERCLOS information was detected and analyzed. Finally, the level of fatigue
assessed using a facial dynamic system.

2.1 Research and Analytical

(1) Review and analyze the various face detection algorithms, establish a simulation
model using induction and abstraction, and conduct an analytical simulation based
on the principles of existing algorithms.

(2) Apply the skin-color detection technique to detect human faces. Identify the facial
area and background.

(3) Conduct image preprocessing of the obtained facial area to facilitate eye local-
ization and eye data extraction.

(4) Conduct an in-depth study of the various fatigue detection methods. Then apply
the circle Hough transform method to detect the eye pupils, and determine fatigue.

(5) Use a dynamic facial fatigue system to assess fatigue: First, the human face is
identified. Next, the eyes are located. A line chart is then composed to illustrate
the changes of the pupil over time. Finally, the degree of fatigue is determined
based on the proportion of the number of “fatigue frames” to the total number of
frames. The face-based fatigue detection system is demonstrated in Fig. 2.

Research on Eye Detection and Fatigue Early Warning Technologies 5



2.2 Research Data

This study constructed a dynamic-expression-recognition-based human-computer
interaction system. By identifying the human face and eyes, and producing a line
chart of the changes in pupil size over time, the system could determine the degree of
fatigue based on PERCLOS. The facial and eye areas in the key frames of expression
identification were adopted to determine the expression of fatigue. A skin-color-based
technique was utilized for face detection using the HSV color model [4], which was
then used to detect the skin color of any given face. The improved circle Hough
transform algorithm was applied for use in eye detection. Blink rate (pupil region
extraction) and PERCLOS were combined in order to detect fatigue. The binarization
results of the HSV format are better than those of the Ycbcr format [5]. Image bina-
rization is used to facilitate the extraction of information from an image. Using binary
images improves the efficiency of computer identification [6]. As shown in Fig. 3, the
process of converting HSV binary images into grayscale images using morphological
processing is shown in Fig. 4.

Using circle Hough transformations for eye detection enables the system to detect
and locate the pupils of the eye more accurately. First, a Canny operator was adopted to
extract the image edge of the object to be detected [7]. The area of the pupil was next
determined. Then, the edge of the pupil was defined based on an image with open eyes,
and the improved circle Hough transforms were utilized to detect the quasi-circled
pupil. Eye blink rate and PERCLOS were combined to detect fatigue. Specifically,
when the object to be detected appeared tired, the eye blink rate was likely to increase
and the degree of fatigue could be determined by comparing the proportion of “fatigue
frames” to the total number of frames and the threshold value [8]. Table 1 shows that
the maximum pixel value of the human eye area was 4900, and pupil region extraction
(PRE) could be calculated for each frame. When PRE was less than 0.3, the image was
defined as being in a fatigue state; otherwise, it was defined as being in a non-fatigue
state.

The improved circle Hough transform algorithm was applied to eye detection.
Blink rate (PRE) and PERCLOS were combined to detect fatigue. Based on image

Face Area 
Detection

Input    
magesI

Extract Face 
Area

Images 
Processin

Fatigue 

Assessment

Eye 
Detection

Eye 
Localizati on

Output 
Results

Fig. 2. Face-based fatigue detection system.
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capture and data acquisition, a line chart was generated to illustrate changes in the size
of drivers’ eyes when in a state of fatigue. The results of the association between
changes in blink rate and distribution of apparent state of fatigue are shown in Fig. 5.

HSV format Image

binarization

Ycbcr format Image 

binarization 

Fig. 3. Skin color detection. Comparison of the binarization results of the HSV and Ycbcr
formats.

Fig. 4. Process of converting HSV binary images into grayscale images through morphological
processing.
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3 Conclusion

The non-contact eye-detection-based, fatigue-early-warning, image-processing tech-
nology used in this study applied the HSV color model to detect skin color, define the
human face, and extract eye-related data in order to assess fatigue. The circle Hough
transforms were applied to detect the pupils in the human eye area, from which we
generated a line chart of changes in the size of the pupil over time. Determining fatigue
was accomplished by determining the total number of “fatigue frames.” PERCLOS and
blink rate were combined as a single analytical parameter of fatigue, and the results of
the experiment confirmed that our method was effective at detecting fatigue from a set
of dynamic facial expressions. The proposed method also succeeded in achieving a
human-computer interactive early warning system that generated reminders and feed-
back. The system may be widely applied in the field of fatigue detection to help reduce
the number of traffic accidents.

Table 1.

Pixel values of the eye region
detected by hough transform

Pupil Region Extraction (PRE)

4900 1
3499.12 0.7141
2520.87 0.5144
2629.87 0.5367
1264.25 0.2580
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Fig. 5. Blink rate versus apparent state of fatigue.
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Abstract. A new method of face recognition based on gradient direction his-
togram (HOG) features extraction and fast principal component analysis
(PCA) algorithm is proposed to solve the problem of low accuracy of face
recognition under non-restrictive conditions. In this method, the Haar feature
classifier is used to extract and extract the original data, and then the HOG
features are extracted from the image data and the PCA dimension reduction is
processed, and the Support Vector Machines (SVM) algorithm is used to rec-
ognize the face. The experimental results of the classification recognition on the
LFW face database verify the effectiveness of the method.

Keywords: Haar feature classifier � HOG � Fast PCA � SVM

1 Introduction

As one of the important research topics in the field of biometrics, face recognition has
been favored by its non-contact and non-stealing characteristics [1, 2]. With the
machine learning, pattern recognition, artificial intelligence and computer vision
technology continue to develop, face recognition technology has made great progress.
The commonly used methods of face recognition are: Support Vector Machine (SVM),
Principal Component Analysis (PCA), Histogram of Oriented Gradient (HOG), and so
on. Among them, the improved SVM algorithm based on Optimization of kernel
function [3] and classification algorithm for face recognition [4], due to the extraction
of all features of the image, the computation is large and it is difficult to achieve the
rapid identification of huge amounts of data; PCA is the feature extraction of the global
feature, although the dimension of the feature is reduced, its recognition accuracy is
affected by the illumination [5–7]; HOG method based on feature extraction [8],
although not affected by illumination and geometric deformation, the calculation is still
large, difficult to achieve rapid identification [9]. At present, most of the face recog-
nition methods are based on restrictive conditions (illumination, gesture, expression
and other specific circumstances) of the data classification and identification [10], and
non-restrictive conditions (illumination, gesture, expression and other real state) of the
face recognition is a difficult problem [11].

In this paper, Haar feature classifier is introduced into the preprocessing process of
raw data. A new method of face recognition for non-restrictive conditions is

© Springer International Publishing AG 2018
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constructed by combining HOG feature extraction, fast PCA dimensionality reduction
and SVM classification algorithm.

2 Raw Data Preprocessing

The preprocessing of raw data consists of two main parts: extraction of raw data from
human faces database and detection and extraction of human faces. The flow of raw
data preprocessing is shown in Fig. 1.

2.1 Extract Raw Data

As the original data is collected under non-limiting conditions, some of the data due to
its different acquisition path, resulting in a greater difference in imaging results. Such as
facial mask, facial expression is too exaggerated, large deviation angle of the face, etc.,
as shown in Fig. 2. These data will have a greater impact on the training and final
recognition of the classification model, so the interference data is first removed during
the preprocessing phase. In order to facilitate the mass processing of data, the sorting of
categories and names are ordered at the same time as the original data is extracted.

2.2 Face Detection and Extraction

The difficulty of face recognition in non-restrictive conditions is that there is a lot of
redundant information and interference information in the original data. Figure 2 is

Removing 
interference data

Image 
classification and 

preservation

Read the image 
in batches

Read raw data

Face detection 
and extraction

Image histogram 
equalization 
processing

Image grayscale 
processing

Output the
data

Fig. 1. Preprocessing process
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extracted from the database of experimental data, you can see in the sample not only
the light, posture and expression of the impact, as well as the background of the items
and other human face interference. In this paper, Haar feature classifier is introduced
into the preprocessing of raw data for face detection and face region extraction. The
effect of removing all the interference information outside the face area is realized, and
the experimental samples are optimized. The Haar feature classifier is based on the
AdaBoost algorithm by Viola and Jones [12], which is formed by cascading the trained
strong classifier. Subsequently, Lienhart and Maydt [13] extended the classifier, and
finally formed the Haar classifier used in this paper. First, the original data is processed
by gray scale and histogram equalization, as shown in Figs. 3 and 4.

The effect of the two steps is to reduce the amount of data information and speed up
the follow-up processing, while enhancing the contrast of the image and weakening the
influence of illumination. The Haar feature classifier for face detection and face region
extraction is shown in Fig. 5.

Haar feature classifier can achieve 95% detection accuracy, but its extraction of
data still has a small amount of error data [14]. Delete the extracted data and save it

Fig. 2. Useless interference data

Fig. 3. Grayscale image
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again. As the HOG feature extraction has a certain requirement on the image size, the
image data is normalized to a size of 64 � 128 pixels.

3 HOG Feature Extraction and PCA Dimensionality
Reduction

3.1 HOG Feature Extraction

Histogram of Oriented Gradient (HOG) was proposed by Dalal et al. [15] in 2005 to
detect pedestrians. The HOG feature is robust and has no sensitivity to both light and
geometric changes, and the computational complexity of the HOG feature is much less
than that of the original data. The main steps of HOG feature extraction are as follows:

(1) A 64 � 128 pixel window is divided by 8 � 8 pixel cell, forming 8 � 16 = 128
cells, as shown in Fig. 6. The gradient components of each pixel (x, y) in

Fig. 4. Histogram equalization of the image

The extracted imageThe original image

Fig. 5. Face area extraction process
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horizontal and vertical directions are calculated by formula (1) and formula (2),
and the gradient magnitude and gradient direction of each pixel point are calcu-
lated by formula (3) and formula (4).

Gx x; yð Þ = I xþ 1; yð Þ � Iðx� 1; yÞ ð1Þ

Gy x; yð Þ ¼ I x; yþ 1ð Þ � Iðx; y� 1Þ ð2Þ

m x; yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðGxðx; yÞÞ2 þðGyðx; yÞÞ2

q
ð3Þ

h x; yð Þ ¼ arc tan
Gyðx; yÞ
Gxðx; yÞ ð4Þ

(2) A block of 16 � 16 pixels is composed of 2 � 2 = 4 cells, and 7 � 15 = 105
blocks are composed. The block step size of 8 pixels, the number of blocks in the
horizontal direction is (64−16)/8 + 1 = 7, and the number of blocks in the vertical
direction is (128−16)/8 + 1 = 15, as shown in Fig. 7.

(3) Take a histogram of 9 gradient directions for each cell, as shown in Fig. 8. Such a
block has 4 � 9 = 36 feature vectors, and then 105 blocks of feature vectors are
connected in series to form an image of 36 � 105 = 3780 HOG features.

3.2 PCA Dimensionality Reduction

The main principle of the PCA algorithm is to transform the original data into a set of
linearly independent data by linear transformation, which can be used to extract the
main feature components of the data. Therefore, it is often used for dimensionality

8×8 cell 16×16 block 64×128 window

Fig. 6. Window division process
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reduction of high dimensional data. For face recognition problems, the feature
dimension is often much higher than the number of samples. The original data of this
paper is 64 � 128 = 8192, even if the extracted HOG feature is 3780 dimensions. For
the solution of the covariance matrix in the PCA algorithm, the computational data is
3780 � 3780, which will lead to the running time, and the general computer hardware
is difficult to meet the requirements. In this paper, the traditional PCA algorithm is
improved by using fast-PCA method to solve the eigenvalues and eigenvectors of the
sample matrix. The main principle of fast-PCA is shown in Eq. (5)–(9):

Z =
X� l
r

ð5Þ

P�1 � Z� Z0ð Þ � P = S ð6Þ

Horizontal stepping The initial position of the 
block

Vertical stepping

Fig. 7. Stepping process of the block

Fig. 8. HOG feature extraction display
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P�1 � ðZ0Þ�1 � Z0 � Z� Z0 � P ¼ S ð7Þ

ðZ0 � PÞ�1 � Z0 � Z� Z0 � Pð Þ ¼ S ð8Þ

Among them, X is the sample matrix, l is the mean of the sample, r is the standard
deviation of the sample, and Z is the normalized sample matrix. The eigenvector matrix
of Z0 � Z is Z0 � P, and the eigenvectors of Z0 � Z and Z� Z0 are the same. Z is a row
matrix, it is easy to solve the eigenvectors of Z� Z0. Let V1 be the first k eigenvectors
of Z� Z0, Z0 � V1 is equal to Z0 � P. Therefore, the covariance matrix of the original
problem is (9).

V ¼ Z0 � V1 ð9Þ

1� k�N ;

N is the number of all samples.
The main steps of PCA dimensionality reduction are as follows:

(1) The zero-mean normalized preprocessing of the extracted sample matrix is shown
in Eq. (5).

(2) The eigenvalues and eigenvectors of the sample matrix are obtained by the
fast-PCA method.

(3) Finally, the resulting feature vector V is processed in a modular way, thus
obtaining the final PCA value of the sample.

After PCA processing, the data dimension is reduced from 3780 to k dimension,
which greatly reduces the amount of data and accelerates the speed of operation.

4 Face Recognition

4.1 Data Normalization

The feature data for support vector machine classification is obtained by HOG feature
extraction and PCA dimensionality reduction. However, there is a large difference in
the numerical size of the different feature components in the same sample, and if there
is no normalization, there will be no comparability [16]. Therefore, before the final
classification and identification, it needs to data normalization. In this paper, using the
median normalization method, as shown in Eq. (10), the same sample of data nor-
malized to [−1, 1].

X0 ¼ 2� X� Xmin

Xmax � Xmin
� 1 ð10Þ

Where X0 is the normalized data, X is the original data, Xmax is the maximum value
in the original data, and Xmin is the minimum value in the original data.
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4.2 Face Recognition Based on SVM

SVM algorithm [17, 18] has been widely used in various classification scenes because
of its strong classification ability for small samples and high dimension data. Based on
the statistical learning theory of structural risk minimization, the SVM algorithm
separates the different categories by finding the optimal hyperplane among different
samples. The optimal hyperplane can be expressed as:

y ¼ xT/ xð Þ + b ð11Þ
where x is the normal vector of hyperplane, and b is the offset vector of hyperplane.

For the problem of linear indivisibility, we need to transform the nonlinear clas-
sification problem into quadratic optimization problem. Then the Lagrangian multiplier
is used to transform the classification problem into its dual problem. The final
hyperplane classification function is:

f xð Þ ¼ sign
Xn
i¼1

aiyi / xð Þ � / xið Þð Þ + b

 !
ð12Þ

where sign is a sign function and ai is a Lagrange multiplier.
The kernel function k xi � xð Þ instead of / xð Þ � / xið Þð Þ, on into:

f xð Þ ¼ sign
Xn
i¼1

aiyik xi � xð Þþ b

 !
ð13Þ

The common kernel functions include linear kernel function, Gauss radial basis
function (RBF kernel function), polynomial kernel function and Sigmoid kernel
function. In this paper, the linear kernel function is used as the kernel function of SVM.

Face recognition based on SVM includes two parts: model training and sample
testing. Firstly, the training samples are trained in the case of setting SVM specific
parameters, and the training model is obtained. And then use the trained model to test
the test samples, get the accuracy of face recognition and test time.

5 Experiment

5.1 Experimental Environment

The experimental environment is divided into two parts: hardware environment and
software platform:

(1) Hardware environment: PC, Windows 7_64 bit operating system, the processor
for the Intel (R) Core (TM) i5-2450 M CPU @ 2.50 GHz, memory 4.0 G

(2) Software platform: Visual Studio 2015, OpenCV 3.2.0, MATLAB R2015b

Among them, the libsvm toolkit is used in the MATLAB platform, which is a
simple, easy-to-use and fast and effective SVM pattern recognition and regression
software package designed by Professor Lin Chih-Jen of Taiwan University.

Face Recognition Based on HOG and Fast PCA Algorithm 17



5.2 Experimental Database

This paper adopts the LFW face database under the condition of non restriction.
The LFW face database contains 5749 people, 13233 images in total, and the image
size of 250 � 250 pixels. In this experiment, 14 experimental samples were selected as
the experimental samples with face images with more than 40 data volumes, as shown
in Fig. 9. The model training and sample testing were carried out in the following 4
ways:

(1) 10 samples of each type were selected as experimental samples, of which 5 were
used as training samples and 5 as test samples;

(2) 20 samples of each type were selected as experimental samples, of which 10 were
used as training samples and 10 as test samples;

(3) 30 samples of each type were selected as experimental samples, of which 15 were
used as training samples and 15 as test samples;

(4) 40 samples of each type were selected as experimental samples, of which 20 were
used as training samples and 20 as test samples.

5.3 Comparison and Analysis of Experimental Results

In order to verify the effectiveness of the proposed method, the results of the face
recognition were compared with the SVM algorithm, the PCA + SVM algorithm and
the HOG + SVM algorithm under the same experimental conditions, respectively, in
the above four experimental samples of different sizes, The experimental results shown
in Fig. 10. At the same time, the algorithm is compared with the time of the test phase,
as shown in Fig. 11.

It can be seen from Fig. 10 that the recognition accuracy of SVM algorithm is the
lowest when the same number of training samples and test samples are used, and the
recognition rate of PCA + SVM algorithm and HOG + SVM algorithm is improved,
but their recognition rate is still low. The method proposed in this paper is superior to
the other three algorithms, and the highest recognition accuracy is above 90%. At the

Fig. 9. Experimental sample
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same time, it can be seen from Fig. 11 that the time of SVM algorithm increases rapidly
with the increase of the number of samples at the experimental phase, although the time
of HOG + SVM algorithm reduced, it also affected by experimental sample number.
The method used in this paper is basically the same as the PCA + SVM algorithm, and
it is not affected by the experimental sample number. The comparison of the above two
experimental results fully proves that the proposed method not only uses less time, but
also has higher recognition accuracy.

Fig. 10. Accuracy comparison

Fig. 11. Comparison of test time
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6 Conclusions

In order to solve the problem of low accuracy of face recognition under non - restrictive
conditions, a new method of face recognition based on Haar feature classifier, HOG
feature extraction and fast-PCA dimension reduction is proposed. Firstly, the Haar
feature classifier is used to extract the background interference data at the same time in
the original data preprocessing stage. Then, the feature data of the face is extracted by
the method of HOG feature extraction. Then, the extracted data PCA algorithm is
reduced the size of the final use for the training and testing of the amount of data.
Finally, the use of SVM algorithm is to identify and identify the face. It is verify the
effectiveness of the method with the experimental results.
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Abstract. We present a new method to day and night image stitching and
rendering for exploring the space-time continuum within a two-dimensional still
photograph. Our method is based on a two-scale decomposition of the input
images. Homography matrix is calculated by matching feature points of detail
layer pairs, which can avoid impact of illumination. Then detail layers and base
layers are stitched together, respectively. We mapped the stitched base layer to a
radiance map and then rendered it as time-lapse effect based on human vision
system. Compared with previous method, our method is easier to implement and
has a larger viewing angle.

Keywords: Local invariant feature matching � Image stitching � Rendering

1 Introduction

For many scenes, whether man-made or natural, day and night have their own beauty,
which most people do not want to miss. Therefore, it has definitely a different feeling
to see a picture for including both day and night scenes (Fig. 1). Photographer Stephen
Wilkes crafts stunning compositions of landscapes as they transit from day to night.
But this work takes a long time which depends on how long the whole process from
dawn to dark and it is important that the location and angle of the shot cannot be moved
in more than ten hours. That is, people cannot leave, has to wait and take hundreds of
photos. In addition, after the shooting, he also spent a few months to do post-
processing, and finally get the set of works [10]. In this paper, we propose a method
which only needs two images which are taken at day time and at night time. The two
images are stitched together to achieve the effect of time lapse, and has wide angle
view. Because parallax is allowed between the two images, so there are not many
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restrictions on shooting. After shooting the scene picture of the day, people can do
other things, and then come back at night to shoot another one, so do not have to wait
in place.

Our method has the advantages of wide angle view and simple implementation, but
there are two problems because of the absence of the intermediate state image: First, the
image stitching problem is usually modeled by a geometrical relationship between two
images, known as homography, which is usually estimated by matching local invariant
feature points of two images [1]. However, due to the different shooting time, we need
to deal with great illumination change of the image pairs, that is, how to effectively
complete the extraction and matching of the local invariant features in the case of large
illumination changes. The second problem is how to render the effect of time lapse in
the panoramic image in the absence of an intermediate time image.

In this paper, we proposed a method to deal with these two problems based on
two-scale computation model [2]. The model decomposes the image into base layer and
detail layer based on the fact that the human visual system (HVS) to local contrast is
more sensitive than the global contrast. Such a model is much related to the texture
illuminance decoupling technique [2], the texture and illuminance information of the
image are included in the detail layer and the base layer, respectively. We perform local
invariant feature extraction and matching on the detail layer to realize the perfect image
stitching, which can solve the first problem. The second problem is solved by mapping
the effect of the elapsed time on the base layer.

Figure 2 is the flow chart of the proposed method. Our method starts by decom-
posing the day and the night image into the base layer and the detail layer respectively,
which are modified in different ways. In the detail layer, the feature points of the image
pair are extracted and matched, so that the homography matrix is calculated. Then we
can register and fuse the detail layer and the base layer. Registration only needs to
transform one image and fusion using weighted average method. We render time-lapse
effects on the stitching base layer by using reverse and forward tone mapping which is
based on the human eye’s response to realistic lighting.

Fig. 1. A picture of the day to night.
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Fig. 2. The flowchart of our method.
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2 Image Stitching

In order to calculate the homography matrix of image stitching, we need to match the
feature points between image pairs. At present, the main method to extract the feature
points of the image is Scale-invariant feature transform (SIFT) [5], which mainly
addresses the problem of scale change, but it is not robust enough for large illumination
changes, so it is not suitable for day and night image stitching. In the proposed algo-
rithm, we avoid the influence of illumination by using two-scale decomposition model
which is similar to Durand’s [2], but the base layer is estimated by guided filtering [3]
which has obvious advantages in computational efficiency and maintaining gradient
near the edge compared with bilateral filtering. Directly using the SIFT algorithm to
extract the feature of the detail layer will get fewer matching points, which will calculate
the wrong homography matrix, resulting in dislocation stitching, as shown in Fig. 3.
This is because the overlap between the image pairs is small and the SIFT detector does
not extract many feature points from the detail layer image. In the proposed method, two
improvements are obtained: First, in order to ensure the unity of the synthetic image
style, there is no large scale change between the two images. So in order to reduce the
number of error matching point, we use image pyramid instead of Difference of
Gaussians (DoG) in SIFT. Second, blob detector of SIFT is replaced by corner detector
[9], which can increase the number of detected feature points in detail layer.

3 Time Lapse Rendering

Since the pixel value of the image I is the natural radiance value compressed by the
camera’s camera curve, we first restore the radiance information of the image L by the
inverse camera response function (ICRF) [4].

I �!ICRF L ð1Þ

The image that stores the radiance information is also called high dynamic range
(HDR) image [7]. Since the HDR image cannot be displayed on the low dynamic range
(LDR) medium, so we use pseudo color image representation (Fig. 4).

Fig. 3. Detail layer stitching result using SIFT.
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Because the current display media is LDR, we also need to compress the dynamic
range of HDR image, and HVS-based mapping curve can make the compressed
image more realistic. Relevant physiology study found that human eye compress
dynamic range of luminance mainly depends on the photoreceptors of retina [6].
Photoreceptors’ adaptive luminance curve is shown in Fig. 4. We can see that with
the increase of the external luminance intensity, the response curve of photoreceptors
shift right along the X axis. The result is that the response curve can cover different
dynamic ranges continuously. The photoreceptors’ response R as function of lumi-
nance L may be modelled by [6]:

R ¼ L
Lþ r

� Rmax ð2Þ

r ¼ ðk � LaÞm ð3Þ

where k and m are constants. Half-saturation parameter r determines the degree of
photoreceptor response curve shifting to the right along the X axis (Fig. 4). r is a
function of the adaptive luminance La. In order to render the effect of the passage of
time in a day, we use the columns of the input image n to correspond to the time of day
t, and let Rmax = 1, we obtained:

Fig. 4. Time lapse tone mapping for HDR image.
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RðnÞ ¼ L
Lþðk � LaðnÞÞm ð4Þ

La calculation can be divided into global and local algorithms. Global algorithms
generally use the logarithm average of the image as the adaptive luminance value.
Local algorithms determine the mapping value for a particular pixel as reference to its
neighbouring pixel information. In this paper, a semi-global algorithm is proposed by
using the following linear model to calculate the corresponding adaptive luminance of
each column n.

LaðnÞ ¼ a � nþ b ð5Þ

Like many tone mapping methods [8], we view the log-average luminance as a
useful approximation to the key of the scene. This La is computed by:

Laðday=nightÞ ¼ 1
N
expð

X

x;y

logðdþ LÞÞ ð6Þ

where N is the total number of pixels in the image and d is a small value to avoid the
singularity that occurs if black pixels are present in the image. We would like to map
this La(day/night) to middle-column of the input day and night images. As shown in
Fig. 4, the time variation of the result image is from night to day, and according to the
model (5), the following equations are obtained:

LaðnightÞ ¼ W
2 � aþ b

LaðdayÞ ¼ ð2W � o� W
2 Þ � aþ b

�
ð7Þ

where W is the width of each input images, o is the width of the overlapping part of the
stitching. The equations are solved:

a ¼ LaðnightÞ� LaðdayÞ
W�o

b ¼ WðLaðnightÞþLaðdayÞÞ� 2oLaðnightÞ
2ðW�oÞ

(
ð8Þ

and La of each columns n in stitched image is obtained:

LaðnÞ ¼ LaðnightÞ � LaðdayÞ
W � o

� nþ WðLaðnightÞþ LaðdayÞÞ � 2oLaðnightÞ
2ðW � oÞ ð9Þ

Substituting La(n) into Eq. (4), then we can get the final effect of time-lapse
rendering.

4 Experimental Results

The proposed method has two main contributions. Firstly, day and night image
stitching is completed based on a two-scale decomposition framework. Image pyramid
and corner detector is used for detecting feature points in detail layer, and compared
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with SIFT, the number of correct matching points obtained by the improved method is
increased by about 10 times. Secondly, based on HVS, we propose a tone mapping
method that can render the image into time-lapse effect. Figure 6 is the result of the
proposed method. As shown in the figure, compared with the image without rendering
(Fig. 5), the result image of the proposed method (Fig. 6) is more natural and more
realistic from night to day.

5 Conclusion

This paper presents a new stitching and rendering method based on two-scale
decomposition, in which the stitching method can perfectly combine the day and night
images. Compared with the traditional method, the proposed method is easier to
implement and has a larger viewing angle. The HVS-based rendering algorithm can
make the stitching image more realistic, and show the time-lapse in the final image.
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Abstract. Following on the development of soil shear bands, this paper studies
the processing method of soil mesostructure images taken by optical micro-
scope. The study shows that: the images fusion method based on wavelet
transform can solve the problems caused by depth of field existing in the images
of soil mesostructure; the image mosaic based on the module matching is a
better method to solve the problems of the limited observation range for the
mesostructure; the images of the soil mesostructure processed by combination of
the two methods can meet the needs for the studies of the soil mesostructure
parameters.

Keywords: Soil mesostructured � Image processing � Module matching �
Wavelet transform � Image mosaic

1 Introduction

According to incomplete statistics, the economic loss caused by soil break amounts to
0.5 to 1 billion every year in China. Therefore, soil failure is a problem requiring
further studies. A great deal of engineering practice and theoretical research showed
that the failure of soil was closely related to the status and variation of its own
mesostructure and to a large extent was controlled by them. In fact, various kinds of
macroscopic mechanical behavior are the result of the soil mesostructure’s variation.
Thus, the experimental research and theoretical analysis of the development of shear
bands from mesoscopic scale has great scientific and engineering significance. At
present, the study of soil mesostructure remains experimental, which observes soil
mesoscopic variation while loaded with the help of a magnifying device similar to a
microscope. In this experimental approach, one of the most crucial steps is the pro-
cessing of soil mesostructure images. The difference in observing device and research
targets may result in the difference in the images taken and furthermore the difference
in processing methods. This paper focuses its study on the processing methods of the
soil mesostructure images taken by optical microscope.
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2 Image Processing of Soil Mesostructure

In order to understand the internal variation of the shear failure from the mesoscopic
scale and the development of shear bands caused by the local deformation, there are
two things need addressing regarding the image collection and processing. The soil
shear failure is a process which needs a sequence of images to describe and record.
Therefore the quality of each image is very important because image of good quality
can minimize the interrupt of light stability, test environment and the background noise
of the test equipment. Meanwhile, as the observing range is increasing gradually during
the developmental process of shear bands, the image mosaic is necessary to ensure the
information acquired from the images can reflect the whole process of the development
of soil shear bands caused by the local deformation.

Following developmental characteristics of soil shear bands, based on the wavelet
transform, this paper offers a suitable method for images fusion when collecting the
mesoscopic information. Using the module matching technique, this paper offers an
image mosaic method that can enlarge the observing range.

2.1 Images Fusion Based on the Wavelet Transform

When taking the mesostructure images, the depth of field is very clear because of the
amplification, which makes the image partly clear and partly vague. This may cause the
loss of some information in the images which can greatly affect the extraction of
quantization parameters of soil mesostructure. Therefore, image processing is neces-
sary to solve the problems caused by the depth of field.

Images fusion is effective in solving the above-mentioned problem. In this paper,
we apply the multi-focus approach to process the images for clear picture in the field.
The most common three ways of multi-focus images fusion are: pyramid based [1],
discrete cosine transform based [2] and wavelet transform based [3]. Among these,
wavelet analysis has the characteristics of good localizing quality and multi-resolution
response analysis at both time domain and frequency domain, i.e. it has higher fre-
quency resolution and lower time resolution in low frequency section. This enables the
observers to focus on any small part of the analysis object, which serves precisely for
the images fusion of the soil mesostructure. Thus, we use the wavelet transform based
multi-focus images fusion to solve the problems caused by the depth of field. The
following images processing of the soil mesostructure can prove the applicability of
wavelet transform in our study.

In Fig. 1, Image 1 to Image 3 are the result of different focuses on the same field
and Image 4 is the fusion of the above three images. After the fusion of Image 1 and
Image 2, we fuse it with Image 3 and get Image 4. The quality of Image 4 is good and
the whole field is very clear, which effectively solves the problems caused by the depth
of field. The final result of Image 4 shows that the wavelet transform based multi-focus
image fusion can satisfy our needs of image processing in this study. Therefore, we
apply it in our processing of the images to ensure the accuracy of data analysis.
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2.2 Image Mosaic Based on the Module Matching

The measurement unit of soil mesostructure image in one field is usually mm2.
However, in such a small field, the fracture will quickly enlarge beyond the field.
Which is harmful to the observation of the development of soil shear bands and would
in turn affect the analysis of failure mechanism. An effective solution to the problem is
the enlargement of the observing range.

Reducing magnification can directly enlarge the observing range, but it lead to the
observation loss of some parts of the mesostructure in the original field. To solve this
dilemma, we find another way - image mosaic, which is applied in this study to enlarge
the observing range.

Image mosaic is mainly composed of three parts, image preprocessing, image
registration and image fusion. The fusion in this part is essentially the same as the
image fusion generally mentioned. The only difference lies that we generally fused the
clear parts of images of the same observing field with different focus and finally get a
clear and complete filed; while the fusion in this part is the fusion of the overlaps
between two images of different fields.

In recent years, with the broadening of its application scope, the studies on image
mosaic have increased greatly, which focus mainly on the image registration and image
fusion. Image registration is a registration and superposition process which uses two or
more images for the same scene obtained from different angle, different imaging
modalities and different timing [4]. Due to difference in the light and field of vision, the
images taken are different which would lead to the appearance of the seam after
splicing. Image fusion is effective in erasing the splicing seam [5]. In the following,
after the detailed study of image registration and image fusion, we put forward an
image mosaic method that can be applied to the studies of soil mesostructure.

Selection of Registration Method. There are three common methods of registration:
gray level information based registration, frequency domain based [6] and features
based registration [7]. Generally speaking, the last two methods have more superiority
over the first one and have wider application. Actually, the selection of registration
method is closely related to image acquisition and testing environment. According to
the characteristics of image acquisition of soil mesostructure, we find that there are only
relation of pure translation existing between these images. For example, in Fig. 2,
Image 2 is taken in the central position; Image 1 is taken after upward translation of the
camera; Image 3 is taken after the right translation of the camera. It can be found that

1 2 3 4

Fig. 1. Images processed based on wavelet transform
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there has no rotation or affine among these images. Besides, the quality of these images
are greatly improved after wavelet transform based image fusion and the calculation
speed of modern computers also increase substantially. Considering the above factors,
we intent to adopt the gray level information based registration.

Selection of Matching Module. After the selection of registration method, we need to
choose the matching module. The following are the most commonly used modules:
module based matching, ratio based matching and grid structure based fast multiple
template matching.

The module based matching algorithm is the most mature one. Its principle is
relatively simple. First, we need to select a module sized m� n (‘m’ and ‘n’ are the
number of pixels) from the overlap area in the first image. Second, we match this
selected module with the overlap areas in other images at the same size of m� n each
time. Third, we calculate the error according to certain formula. When the error is
minimum, it is thought that the optimal matching region is found. This can further
identify the size of the overlap area. Finally, we get the seamlessly tiled images with the
help of effective method of images fusion. When the matching module is big enough,
the application of this module based matching algorithm would guarantee the accuracy
though the amount of calculation is relatively large [8].

Ratio based matching is the optimal algorithm in module matching and grid
structure based matching can reduce the amount of computation. However, when
considering the accuracy, the module based matching is more suitable for this research,
though it has larger amount of computation. With the development of IT industry, the
update of hardware can meet the need of computation.

Selection of Registration Formula. After the selection of the matching module, we
need to choose the registration formula. The most commonly used formulas include:
absolute error formula, function of minimum average absolute difference, maximum
registration pixel statistics, minimum mean-squared error function, normalized cross
correlation function and so on [9].

We assume that the size of selected module is m� n, Aðx; yÞ is the pixel value for
any point in the module and Bðx1; y1Þ stands for pixel value of any point in the overlap
areas between images. Meanwhile, pixels in the module correspond one by one with
that in the overlap areas between images. As shown in Fig. 3, Image 2 is the original
image; Image 1 is the image taken after upward translation of the camera; Image 3 is
taken after the left translation of the camera. When stitching with Image 1, we need to

Fig. 2. Distribution of mosaic images
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select a module sized m� n like the black rectangle given in the upper part of Image 2
and then search it in the overlap areas between images; finally we select the optimal
matching points by a certain registration formula. The image mosaic process between
Image 2 and Image 3 is almost the same with that between Image 2 and Image 1; the
only difference lies in that the selected module is the black rectangle given in the right
of Image 2.

The commonly used formulas are as follows:
Minimum Mean-squared Error Function

¼ minð 1
m� n

Xm

x¼1

Xn

y¼1

ðAðx; yÞ � Bðx1; y1ÞÞ2Þ ð1Þ

Minimum Average Absolute Difference Function

¼ minð 1
m� n

Xm

x¼1

Xn

y¼1

ððAðx; yÞ � Bðx1; y1ÞÞj jÞ ð2Þ

Maximum Registration Pixel Statistics

¼ maxð 1
m� n

Xm

x¼1

Xn

y¼1

TÞ where T ¼ 1 Aðx; yÞ � Bðx; yÞj j � t
0 others

�
ð3Þ

Normalized Cross Correlation Function ①

¼

Pm

x¼1

Pn

y¼1
Aðx; yÞ � Bðx; yÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pm

m¼1

Pn

n¼1
½Aðx; yÞ�

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pm

m¼1

Pn

n¼1
½Bðx1; y1Þ�2

s ð4Þ

Normalized Cross Correlation Function ②

1 2 3

Fig. 3. Design of registration module
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¼

Pm

x¼1

Pn

y¼1
Aðx; yÞ � Bðx; yÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pm

m¼1

Pn

n¼1
½Aðx; yÞ�2

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pm

m¼1

Pn

n¼1
½Bðx1; y1Þ�2

s ð5Þ

From the formulas given above, we can find that the computation by minimum
mean-squared error, minimum average absolute difference and maximum registration
pixel statistics are relatively simple and clear. However, these three formulas are easily
influenced by gray variation, i.e. when one gray value of one image linearly changes,
these three formulas are completely useless. Meanwhile, the selection of threshold is
also a difficult problem. Different modules, different images and different search
windows would require different thresholds. Therefore, choosing these three formulas
as registration formulas are not suitable.

As a registration formula, normalized cross correlation function is more accurate
and suitable compared with the above three. Besides, it is not affected by the linear
variation of gray value. Hereby, we choose normalized cross correlation function as
registration formula in this paper. In fact, the formulas of normalized cross correlation
function and number operation are identical. In reference to others’ research results, we
intent to use the following as the registration formula:

Normalized Cross Correlation Function ③

¼
ðP

m

x¼1

Pn

y¼1
Aðx; yÞ � Bðx; yÞÞ2

Pm

m¼1

Pn

n¼1
½Aðx; yÞ�2 Pm

m¼1

Pn

n¼1
½Bðx1; y1Þ�2

ð6Þ

The third normalized cross correlation function has the advantages of the no. 1 and
no. 2 normalized cross correlation functions. Besides, when programming, involution
operation is easier than that of development.

Searching Method. When doing the matching module search in the images, scholars
have proposed many methods to reduce the registration time and improve the accuracy,
such as pyramid search method, genetic algorithm search method and so on. Consid-
ering the characteristics of the images in our studies and the simple translations of up
and down, left and right, we use direct search method.

If it is up and down translation, the direct search will only search the matching
rectangles of same abscissa in the images after the selection of module. Besides,
because the overlap area is unknown, the search would start from the bottom of the
module which is shown in Fig. 4. The searching method of left and right translation are
identical to that of up and down with a slight difference in direction which is shown in
Fig. 5.

Images Fusion. Images fusion is one of the most important steps of image mosaic
which directly affect the image mosaic. The commonly used images fusion algorithms
are: gray-scale-based images, color-space conversion and transformation domain.
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Among these three, gray-scale-based images fusion is most widely used at present.
It can be further divided into: weighted average method, fusion of region of interest,
Toet method, contrast modulation fusion and so on. Because the images are taken only
by the translation of camera, weighted average method has its unique advantages
compared with others. Therefore, we adopt the weighted average method in our studies.

In Szeliski’s weighted average, each of the corresponding pixel points between two
images multiply a weight first; then the addition of these two figures would be taken as
the pixel value for the fused image. Assuming f ðx; yÞ is the image after fusion, f ðx1; y1Þ
f ðx2; y2Þ are images to be fused, a1 and a2 are weight values, then image after fusion
can be represented as follow:

In which, a1 þ a2 ¼ 1, and 0\a1\1, 0\a2\1. To eliminate the seam after
splicing, a1 is a gradient value, i.e. based on the width of d in the overlap, the value of
a1 begins with 1 and each pixel minuses 1=d until equals to 0. Meanwhile, the value of
a2 starts from 0, with increase by degrees to the value of 1.

The program of image mosaic is based on the vb.net and matlab. The size of the
module is measured by the coordinate values of two corners. It is not fixed which can
be adjusted to the conditions. Besides, the matching module can also be a red rectangle
made by the press the right mouse button. Searching range is also flexible which can be
entered according to the size of the image. When the image sequences are taken at the
same time, camera’s up translation and down translation are equidistant. The program
is designed as follow: after one image mosaic, it can calculate the number of pixels of
the width of the overlap areas for next time’s image mosaic. If the numbers of pixels
are known, it can be directly used for image mosaic.

The following sequences of images of soil mesosturcture are to be stitched to
illustrate the reliability of adopted algorithm and program. In order to analyze the
mesostructure of shear band, generally nine images are needed to be stitched. As shown
in Fig. 6, there are nine images of soil mesostructure which are to be stitched.

After the confirmation of registration algorithm, module form, registration formula,
images fusion method and searching method, the size of the module becomes the most
important factor affecting the images fusion. The background of the soil mesostructure
image is usually complicate. If the size of the module is too large, the operation speed
will be affected; if it is too small, it will cause wrong registration easily. Therefore, the
size of the module should be reasonable. The calculation of overlap area during image
stitching of image 1 and image 4 in Fig. 6 is shown in Tables 1 and 2. As shown in
Tables 1 and 2, the height of module does not have much influence on the calculation
result because the overlap area is small. As image mosaic is considered, the search of
the whole image is vertically during the calculation. When the module is too small, a

Fig. 4. Up and down search diagram Fig. 5. Left and right search diagram
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mismatch will easily occur. When the width of module reaches 890 pixels, an accurate
match can be acquired. Enlarging the module over 890 will not make the match more
accurate. The other image mosaic calculation is basically the same as this.

Fig. 6. Soil mesostructure images to be stitched

Table 1. Calculation of overlap area with height of 30 and different width

Number Coordinates of upper and lower angular
point of a module

Module
size

Pixels of an overlap
area’s height

1 (10, 990) (300, 1020) 290 * 30 348
2 (10, 990) (400, 1020) 390 * 30 983
3 (10, 990) (500, 1020) 490 * 30 981
4 (10, 990) (600, 1020) 590 * 30 419
5 (10, 990) (700, 1020) 690 * 30 339
6 (10, 990) (800, 1020) 790 * 30 339
7 (10, 990) (900, 1020) 890 * 30 90
8 (10, 990) (1000, 1020) 990 * 30 90
9 (10, 990) (1100, 1020) 1090 * 30 90
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After the determination of the size of module, a proper module is chosen and nine
images in Fig. 6 are stitched. The result is shown in Fig. 7. As shown in Fig. 7, the
result of image mosaic is ideal, there is no obvious trace of image mosaic and the
transition region appears natural and smooth.

3 Conclusions

The conclusions of our studies are as follows: the images fusion based on wavelet
transform can solve the problems caused by the depth of field in the soil mesostructure
images; the image mosaic based on the module matching is a better method to solve the
problems of the limited observation range for the mesostructure; furthermore, to select
the representative parameters of soil mesostructure, we still need to address the
problems of image segmentation, definition and extraction of parameters.

Acknowledgments. This work is supported by the Science and technology project in Fujian
Province Education Department (No. JAT160549, No. JA15339), Development Fund of Key
Laboratory of Geomechanics and Embankment Engineering, Ministry of Education
(No. GH201405), and startup funds of Fujian University of Technology (No. GY-212081).

Table 2. Calculation of overlap area with height of 35 and different width

Number Coordinates of upper and lower angular
point of a module

Module
size

Pixels of an overlap
area’s height

1 (10, 985) (300, 1020) 290 * 35 350
2 (10, 985) (400, 1020) 390 * 35 985
3 (10, 985) (500, 1020) 490 * 35 981
4 (10, 985) (600, 1020) 590 * 35 423
5 (10, 985) (700, 1020) 690 * 35 337
6 (10, 985) (800, 1020) 790 * 35 337
7 (10, 985) (900, 1020) 890 * 35 90
8 (10, 985) (1000, 1020) 990 * 35 90
9 (10, 985) (1100, 1020) 1090 * 35 90

Fig. 7. The image after mosaic
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Abstract. Appropriate method of processing the mesostructure image of soil’s
shear zone is the basis for accurate analysis of the mesostructure parameters of
shear zone. In this paper, the segmentation of shear zones, the extraction of
mesostructure quantization parameters, the determination of study area of
mesostructure variation and the method of tracking observation are studied. The
results show that image segmentation technique based on hue separation is
suitable for segmentation of soil’s shear zone mesostructure image. According
to fractal theory, the study area of the shear zone’s mesostructure variation can
be determined. The tracking points in the study area should be selected outside
the shear zone and be matched by digital image correlation method.

Keywords: Image processing � Soil’s shear zone � Mesostructure

1 Introduction

With the deepen research of soil mesostructure, scholars found that the processing of
soil mesostructure image play an important role in soil study. Suitable image pro-
cessing method can more truthfully reflect the variation of soil mesostructure while
loaded, and more effectively extract mesostructure parameters which are to be ana-
lyzed, and further explain the macro performance of soil. Therefore, it is of great
significance to study image processing of soil mesostructure. The research on the
pretreatment of soil mesostructure images has been discussed in the other paper. In this
paper, the mesostructure parameters extraction method of soil’s shear zone
mesostructure images which are preprocessed by image fusion and image mosaic is
studied.

2 Image Segmentation Based on Hue Separation

Image segmentation is one of the most important steps in soil mesostructure parameters
analysis. The segmentation results directly affect the quantization analysis results of
mesostructure parameters. Therefore, image segmentation is very significant. In article
[1], the method of average gray value and the method of maximum variance automatic
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threshold are adopted to segment the microstructure images of rock and soil materials,
and the results are good. But the images processed in article [1] did not appear large
cracks and the pores were relatively well-distributed [1]. In this paper, the variation of
shear zone mesostructure is studied. The images contain larger cracks, if the methods
provided in the article [1] are adopted, the results could not be guaranteed. In order to
find the best method, the suitability of various methods is studied.

2.1 The Method of Average Gray Value and the Method of Maximum
Variance Automatic Threshold

The principles of the method of average gray value and the method of maximum
variance automatic threshold can be found in article [1]. The applicability of the two
methods is discussed in this paper. As shown in Fig. 1, there are two mesostructure
images of soil’s shear zone. The two images are respectively processed by the method
of average gray value and the method of maximum variance automatic threshold, as
shown in Figs. 2 and 3. The black part of the picture represents the pores and fractures,
and the white part represents the particles. The subsequent sections will share the same
representation without special explanation.

Fig. 1. The mesostructure image of soil’s shear zone with axial strain of 2.09% and 2.41%

Fig. 2. Image processed by the method of average gray value
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As shown in Figs. 2 and 3, it can be found that the images processed by the method
of average gray value and the method of maximum variance automatic threshold are
very similar. Yet compared with the original image, it can be found that the seg-
mentation effect is not ideal. After segmentation, the area of pores and fractures are
obviously enlarged, but the segmented image can not reflect the development of
fracture. It is easy to observe from the original image that the fracture width of axial
strain on 2.41% is wider than the fracture width of axial strain on 2.41%. However, the
binary images processed by the above two methods reflect the opposite result.
Therefore, these two segmentation methods can not be applied to the segmentation of
soil’s shear zone mesostructure image.

2.2 Image Segmentation Based on Hue Separation

The main research object is the mesostructure of soil’s shear zone, the purpose of
segmentation is to reflect the variation of the mesostructure fracture. In order to achieve
better effect with segmentation, the captured images should be analyzed first. Soil
mesostructure images captured during the experiment feature a widely distributed
image gray value. Under this circumstance, there are many obvious differences in gray
values between the area of pores and fractures and the area of particles. But the gray
value between them also occupies a certain proportion. The gray value of image is also
affected in the process of image fusion. Therefore, the pores and fractures are enlarged
by the method of average gray value and the method of maximum variance automatic
threshold. The definition of hue separation is that the color of an original image which
is composed of adjacent gradually changed color is substitute with several abrupt
colors. A region of the processed image is described only by a limited number of hues,
and a clear histogram of strip distribution can be found. Figure 4 is a histogram of a
mesostructure image with axial strain of 2.09% in Fig. 1 and a histogram after hue
separation. (The color gradation choice is level 16 in the process of separation.) After
the original image is processed by hue separation technique, the transition of middle
gray value is no longer smooth, which will make the separatrix of pores, fractures and
particles more obvious in soil’s mesostructure images. After images are processed by
hue separation, the average gray value method or the direct threshold method is used to
segment the image, and better results will be achieved. Since the change of color

Fig. 3. Image processed by the method of maximum variance automatic thresholding
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gradation value will greatly affect the segmentation effect, it is critical to select the
appropriate color gradation value. There is certain difference when the color gradation
value is different. After the color gradation value reaches 16, the segmentation is almost
the same as the original image processed by the method of average gray value and the
method of maximum variance automatic threshold. As easily observed by comparing
with the original image, when the color gradation value is 4, the final segmentation
result is best and it can best reflect the characters of fracture in the original image.The
following images can explain the applicability of image segmentation based on hue
separation

As shown in Fig. 5 a sequence of soil mesostructure variation images following the
continuous increase of axial strain of soil sample are collected. And Fig. 6 is a
sequence of binary images after Fig. 5 is segmented based on hue separation. As shown
in Figs. 5 and 6, we can see that the variation of the fracture in the segmented images is
consistent with that of the original image, which shows that the method is applicable to
the segmentation of soil’s shear zone mesostructure image.

Fig. 4. The histogram of the mesostructure image and the histogram after hue separation with
axial strain of 2.09%

Fig. 5. A sequence of original mesostructure images of soil’s shear zone

Fig. 6. A sequence of mesostructure images of soil’s shear zone after segmentation
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2.3 The Extraction Method of Mesostructure Quantization
Characteristic Parameters

After a series of image preprocessing and image segmentation, the outlines of particles
and fractures have basically been separated. According to the definition of
mesostructure parameters the quantization information of mesostructure parameters can
be extracted.

The mesostructure parameters outside soil’s shear zone include morphological
parameters of particle and pore, shape parameters of particle and pore, spatial distri-
bution characteristic parameter of particle and pore, and connecting morphological
parameters. The specific parameters of particle mesostructure include particle area,
particle perimeter, particle roundness, particle orientation and particle distribution
fractal dimension. The specific parameters of pore mesostructure parameters are similar
to that of particles. The morphological parameters can be expressed in terms of Euler
numbers. The definition and extraction methods of the structural parameters which is
discussed above have been described in detail in article [3]. In this paper, the extraction
of quantization information of mesostructure parameters in shear zone is studied, and
the problems related to the selection of research areas are discussed.

Quantization Extraction of Characteristic Parameters of Soil’s Shear Zone
Mesostructure

Calculation of Fracture Area and Perimeter. Area and perimeter can be used to
characterize the size of the area. The statistical method can be used to calculate the area
in the image. When analyzing the images of shear zones mesostructure, the main
research problem is the variation of fracture. A universal image of soil’s shear zone
mesostructure is segmented by image segmentation technique based on hue separation.
And then finish the image binaryzation, as shown in Fig. 7.

It is relatively easy to calculate the fracture area in the shear band by applying
statistical method, which is to calculate the number of pixels of the same gray value in
the region. As shown in Fig. 7, there are only two kinds of gray value after processing.
The black part represents the fracture and its gray value is 0. Therefore, by calculating
the total number of pixels with a gray value of 0, the area of the fracture can be
obtained. The calculation of the perimeter of the shear band is relatively complicated.
First of all, we need to choose the measurement of distance which is Euclidean dis-
tance. The formula is as follows.

The coordinate value of pixels point A is set as ðx; yÞ and the coordinate value of
pixels point B is set as ðx1; y1Þ.The formula of Euclidean distance is [2]

DO ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx� x1Þ2 þðy� y1Þ2
1
2

q

:

As shown in Fig. 8, according to the formula of Euclidean distance, the calculation
result of the distance between A and B is

ffiffiffi

2
p

.

Spatial Distribution Parameter of Fracture. The spatial distribution of soil fracture is
complicated and chaotic, the directions and bandwidths of fractures in different parts
are different. Therefore, the classical geometry theory can not describe them. The
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fractal theory created by Mandelbort has its unique advantages in the study of irregular,
unstable and discontinuous phenomena in nature. The theory has been widely applied
to many fields. Many scholars also applied the theory to the study of geotechnical
engineering in order to study the fractal characteristics of fracture in geotechnical
engineering. The results show that the fractal theory can better describe the complex
spatial distribution characteristics of fracture.

For quantization description of things and phenomena with fractal characteristics,
we must understand the concept of dimension. Generally dimensions has several
common definitions, such as capacity dimension, Hansdorff dimension, spectral
dimension, topological dimension, similarity dimension and box counting dimension,
etc. The definition of dimension is not universal; some definitions of dimension are
meaningless in certain situations. The definition of dimension should be chosen
according to research objects. In this paper, the box dimension method is used to
calculate the dimension of fracture. A soil’s shear zone mesostructure image which
contains fracture is divided into squares with a side length of r1, r2, r3…etc. The total
number of squares occupied by fracture after each dividing was calculated respectively.
The total number of squares is represented by N. According to previous studies, the
relationship between R and N can be represented by N � r�K . In the formula, K is the
fracture dimension. According to statistical results, the relation between N and R is
plotted in the double logarithmic coordinate system, and then the lgNðrÞ � lgðrÞ curve
can be obtained. The curve is linear, and its slope is K. Theoretically, more r value
means smaller step size, and the result is more accurate. Because of the limitation of
pixel values, we choose integer-valued r in the fractal dimension calculation of the
image.

The Determination of Soil’s Mesostructure Study Area. In order to make the
selected characteristic parameters accurately reflect the information of the shear zone
during the whole process of initiation, evolution and failure because of soil local
deformation. The selection of study areas will influence the value of characteristic
parameters. The purpose of this paper is to study the mesostructure of shear zone
during the process of initiation and the variation of shear zone mesostructure during the
process of evolution. Not all parts of image are useful after stitching. Therefore, the

Fig. 7. Local meso-morphology Fig. 8. Schematic diagram of fracture of shear
zone perimeter
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image needs to be clipped. It is a primary problem that the size of images be determined
because it has to show the initiation region’s structural characteristics of the shear zone
and the evolution characteristics of the shear zone.

According to previous studies, it is known that the fractal theory is applicable to the
study of soil mesostructure. As early as in 1985, Avnir found in the study that the
surface of soil particles is fractal. Mandelbrot, the founder of fractal theory, defines
fractals as components, which are in some way similar to the whole. Because of the
fractal characteristics of soil particles, if we select a smaller region in soil mesostructure
image, then expand the area slowly, two stages which have the same mesostructure
parameters will appear. The selected smaller areas can be considered as the basic form
that is similar to the whole. In this paper, the small area in the two stages is used as the
study area for the initiation of shear zone, while the large area is used as an study area
for the evolution of shear zone.

Tracking Observation Method. When the size of the study area is determined, it is
necessary to consider how to track the study area. Among the existing techniques, point
tracking is mostly applied [4]. If a random point in the observation region is selected to
be tracked, automatic tracking can be achieved, but if the point selected is located in the
shear zone, it is impossible to track the full test process. For example, If you select
point A in Fig. 9, we can see from a sequence of the soil mesostructure image that point
A is just on the shear zone, and when the strain of sample is 2.09%, the point no longer
exists, which means the tracking cannot be achieved. Considering the above problem,
in this paper, each time the image is taken, a sequence of soil mesostructure image is
obtained by referring to the previous image. Then, a point outside the shear zone is
selected to track according to the characteristics of the sequence images. As shown in
Fig. 9, point B is chosen based on two considerations. First, the point is in the specified
region and it can explain the variation of shear zone; second, the point is located
outside the shear zone.

Since the sequence of image has been acquired, a smaller search region can be
selected when the strain of sample is 2.09% for tracking matching, such as the rect-
angular region in Fig. 9. Then search matching is performed according to the digital

Fig. 9. Schematic diagram of tracking point
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correlation method. It should be noted that the matching points should be selected from
the last captured image, that is, the matching template needs to be dynamic.

3 Conclusion

The image segmentation technique based on hue separation is suitable for segmentation
of soil’s shear zone mesostructure image. According to the fractal theory, the study area
of shear zone’s mesostructure variation can be determined. The tracking points in the
study area should be selected outside the shear zone and be matched by digital image
correlation method.
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Abstract. Security of accessing cloud services is very crucial problem for
front-end devices in network. In the research literature, the typical methods aim
for certificates and key mutual authentication of devices. However, in this paper,
we propose a new efficient design scheme, the key idea of the scheme is to adopt
the elliptic curve cryptography (ECC) algorithm for authentication, combined
with attributes information of front-end device using smart card, and use the
high security Advanced Encryption Standard (AES) algorithm to encrypt data
instead of the conventional DES and 3DES algorithms. Especially, in the pro-
cess of data transmission, the authentication server regularly detects the legiti-
macy identifier of access devices and synchronously update the share key of
session to resist the key hijacking crack. Thus, the front-end device with the
secure modular of smart card not only becomes trusted, but also the device’s
information and data are well protected in the accessing cloud network.

Keywords: Cloud service � Smart card � Authentication � Device attribute �
ECC � AES

1 Introduction

The development of microelectronics’ technology and network technology has caused
turmoil in the study of the Internet of Things (IOT) [1], the sensing layer [1], and cloud
computing [2]. This development changes the interactive mode among governments,
enterprises, and individuals. However, due to the wide variety of front-end devices, the
lack of effective authenticating methods, appropriate supervision mechanisms, Viruses,
Trojans, and malicious intrusion attacks spread within the network. This serious situ-
ation creates a negative impact on the legality of users and their terminal operations;
thus, the popularization of cloud computing [3] is hindered. To improve the safety
access and the supervision mechanism of the networks’ front-end devices is now a
topic of importance and high priority within the cloud service network.

In reference to the safety problem and accessing efficiency, many enterprises,
organizations, and researchers have put forward many various solutions. For example,
the Cisco System proposed a technology named Network Admission Control
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(NAC) [4] for the users. Microsoft developed a Network Access Protection (NAP) [5]
technology. The Trusted Computing Group proposed a Trusted Network Connection
(TNC) [6] technology. In these technologies, the authentication method of IEEE
802.1X is used by the users and the network of cloud computing, but is not included
with device access. Moreover, Ref. [7] puts forward an access method based on the
password and challenge/response for mobile cloud devices: The authentication server
issues a challenge and waits for the access device to communicate with other devices in
the system; thus, the device accepts if it passes the authentication of the website or
application. This soft protection has low authentication efficiency. Reference [8] pro-
poses a simple authentication framework that works for a specific class device and
authorization mechanism. The device refers to various kinds of information equipment
(not computer) that are kept in a ready state in the network that causes many limita-
tions. For example, the authentication of digital broadcast television to its terminal is
realized by using Wired Common Access Card (CAC) [9], and it only guarantees the
credibility of the initial access terminal but does not guarantee the durable consistent of
the device. Reference [10] develops a Trusted Network Equipment Access Authenti-
cation Protocol (TNEAAP), which uses the BAN logic system to prove that TNEAAP
is secure and credible. However, the schemes or methods mentioned above are either
difficult to realize by theoretical research, or are unable to adapt to the diversity of
cloud front end device access.

This paper proposes a scheme that has higher security and less limitation to ensure
the front-end device’s initial access and the durable credibility, which has four mainly
contributions: (1) The key idea of our scheme is to embed the smart card in the
front-end device as a security-modular, which supplies with an intelligent hard
encryption function using ECC algorithm and AES algorithm. (2) The attributes
information of the device and the keys created for authentication and session are saved
security into the smart card, the device is guaranteed by ECC algorithm while raw data
is encrypted by AES algorithm. (3) The authentication server periodically detects the
valid identity of front-end device and updated the share key of the session in the
process of data transmission. (4) The transmission security of cipher-text data using
AES algorithm is higher than that of using DES and 3DES algorithms.

The construction of this paper is organized as follows: the concept and framework
of cloud service, the front-end device accession to cloud service, and the existing
security problems are explained and analyzed in Sect. 2. Section 3 describes the
improved scheme using smart card in detail, including of identifier generation, the
process of accessing session, and the authentication using ECC algorithm and regular
detection. Section 4 mainly describes the cipher-text session with AES algorithm.
Section 5 is analyzed the security of improved scheme. The paper is concluded in
Sect. 6.

2 Access of Device to Cloud Service

In this section, the basic concept and framework of cloud service, the front-end device
accession to cloud service, and the existing security problems are explained and
analyzed.
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2.1 Concept and Framework of Cloud Service

Cloud computing is the further development and application of distributed processing,
parallel processing, grid computing, and virtual network storage. The data collected
through peripheral devices is distributed in a large scale cluster after completing the
network calculation. In cloud service, the enterprise or the individual can access the
data, realize the application, and form its unitary construction and management to the
information service. The tenant and its customer do not need to construct and maintain
the hardware environment; they maintain the traditional mode of service after paying
the inexpensive fee that is proportional to the data’s quality. The function of cloud
service is rich in content and user friendly. Cloud service [3, 11] is divided into three
groups: (1) Infrastructure as a Service (IaaS); (2) Platform as a Service (PaaS); (3) and
Software as a Service (SaaS). The cloud service system includes front-end devices,
sensor and internet networks, virtual servers, resource pools, and applications and
services. The typical framework of a cloud service system is shown in Fig. 1.

2.2 Front-End Device Access Cloud Service

The network of cloud service includes three layers: (1) The sensor layer; (2) the cloud
computing layer; and (3) the application layer. Communication, which is based on the
sensing layer between the front-end and the access platform of cloud service, includes
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Fig. 1. Typical framework of cloud service
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device registration, access authentication, and data communication. The access
authentication equipment includes the front-end devices, the accessing control devices,
and the certificating authenticated servers. The specific process is shown in Fig. 2: The
front-end device sends its identifier or self-contained information certificate to the
access device of the cloud service. The access device will then return a query result or
forward the digital certificate to the authentication server to verify whether the query
result is true or false. If the result is true, then access is allowed; if false, then access is
denied [12].

2.3 Analysis of Security Problems

Compared with the conventional private network, the three advantages of cloud service
are in the breakthrough of the constraints of hardware devices; the realization of
portable data access; and an intelligence load balancing system. Moreover, another
advantage is the low costs of management and services. However, from Sect. 2.1 (the
cloud service structure) and Sect. 2.2 (the cloud access of the front-end device), we are
aware of the existence of security problems in front-end device access to the sensor
layer and to raw data collection. The security problem can be summarized as follows:

(1) The diversity of the front-end devices and the complications of the network
environment: The device for the cloud access is no longer just the traditional
desktop computer, i.e., the mobile phone, notebook, IPAD, and other mobile
devices are used for cloud access. Therefore, the complexity of the system will
increase. The host network is no longer the pure internet; it has evolved into the
superposition of a mobile network and a sensor network as well as the traditional

Front-end device Access device Authentication server 

Boot device Request access 

Send tag or digital 
certificate

Authenticate 
validation

Passed

Tag passes validation

Return result
Generate session parametersReturn result

Raw data

 Control parameters

Or poweroff

Control data

Fig. 2. Access authentication mechanism of front-end device in cloud-service
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internet. These makes the connection environment complicated and negatively
affects cloud system to be safety and security.

(2) The device authentication is too simple: The device in the front-end cloud does
not have the security module or have a lower safety measure, e.g., certificate
processing is only the query access in the gateway or the access equipment. The
device information is in an open state, e.g., the camera of the tenant, the tem-
perature controller, and the mobile device’s identification, model, and power
consumption.

(3) The raw data is transmitted as plaintext: The default transmission mode in most
cloud front-end devices is using plaintext to transmit raw data and the state of
plaintext data is synchronized with the cloud platform, thus, cannot be effectively
protected. Also the attacker can capture the transmission of the device’s plaintext
information as well as hijack the raw data stream, thus, obtaining the enterprise
tenant’s private location information which further threatens key information.

(4) The security problems from the characteristics of interconnection and resource
limitations of cloud front-end devices: Because of the superposition of device
communication and the traditional internet, access possibilities are diverse and the
link and bandwidth are not stable. Device constraints of computation power,
storage power, and battery power cause failure in traditional encryption methods
and access control measures for front-end devices in the cloud environment.

3 Improved the Scheme of Accessing Using the Smart Card

This section describes the improved scheme using smart card in detail, including of the
some notations and their meaning using in this paper, the identifier generation, the
process of accessing session, and the authentication using ECC algorithm and regular
detection.

3.1 Preliminaries

In order to solve these security problems mentioned in Sect. 1.3, we propose a scheme
of embedding a smart card as the security modular in the front-end device. Thus, the
identifier information, the authentication key, and the connection information of the
device are stored in the smart card. When the device accesses the cloud service, the
smart card provides the device’s identification attributes and is combined with the hash
abstract calculation and the ECC algorithm. Thus, the access and routine test verifi-
cation are accomplished with the cloud tenant authentication server. The raw data is
translated into cipher-text to transmit and the key of encryption is regularly updated.
Table 1 refers to the notations that are used in the following content.

The smart card in our scheme contains electrically erasable programmable
read-only memory (EEPROM), read-only memory (ROM), and random access mem-
ory (RAM). The operating system of the smart card is written into ROM with mask.
The EEPROM is used to store the identifiers of the front-end devices, the public and
private keys for encryption and decryption, and the digital signature keys. The smart
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card has the key algorithm co-processor, which can support many key algorithms, such
as AES algorithm, data encryption standard (DES), and 3DES, these algorithms are
symmetric. Rivest Shamir Adlemen (RSA) [13] and ECC are asymmetric; and the Hash
algorithm [14] does not belong to either of these two groups. In this scheme, the ECC
algorithm is used to authenticate the device access and to generate the shared key for
encryption and decryption. The AES algorithm is used to encrypt the raw data. The
Hash algorithm is used to compute the information abstract.

3.2 Identifier Generation

Although the front-end device of the cloud service varies, they can always be described
by their property [15]. Suppose a front-end device has the attributes: A1, A2 … An,
then the unique identifier of this device can be expressed as:

FD ID ¼ H A1 A2k k. . .jjAnð Þ ð1Þ

where n is an integer that is greater than 2. Equation (1) can give a unique identifier to
different types of devices in a framework. This unique identifier is stored in the smart
card, the access device, and the authentication server. When accessing the cloud service
network, a front-end device needs to register in the authentication server of the cloud
tenants and is bounded with the embedded smart card in the front-end deice. The
identifier of the smart card is its chip serial number SC_N and it connects with the
FD_ID to generate the unique identifier:

FD A ID ¼ H FD IDjjSC Nð Þ ð2Þ

And it is stored in the authentication server for future verification.

Table 1. The notations and their meaning

Notations Description

FD_ID Front-end Device Identifier
SC_N Smart Card Serial Number
FD_A_ID Front-end Device Access Identifier
H(x) The one-way hash function
a||b a and b splicing operation
Key The Session Shared key
EK(M, Key) The AES Encryption Function
DK(C, Key) The AES Decryption Function
* Multiply (times) Operation
[,] Represents the range
d The private key
Q The public key
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3.3 Improved Process of Access Session

The processing of the access authentication is to build a safe session of transmitting
messages within the smart card of the front-end device, the access device, and the
authentication server of cloud tenants. The detail of the access processing is shown in
Fig. 3.

(1) Embed the smart card into the front-end device; boot it to send FD_ID to the
access and control device of the cloud service.

(2) The access device queries FD_ID. If the result is ok, then respond to the request,
otherwise deny.

(3) The device manages the returned result and calls for the stored SC_N. The ECC
algorithm is activated as the computing connector FD_A_ID and the generated
random number k. They are sent to the access device in cipher-text and forwarded
to the authentication server of the cloud tenants to request ECC for verification.

(4) After passing the ECC certification, the authentication server of the cloud tenants
calculates the temporary session shared key, Key = H (k), returns to the access
device with the verification results, and then records the authentication informa-
tion and the random number k in cipher-text.

(5) The cloud access device processes and verifies the returned results and saves the
temporary key Key = H (k), and the access results will return to the front-end
device.

(6) The smart card processes the verification results and saves the temporary session
key Key = H (k).
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Power off
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Request authenticate and pass 
ECC s parameters

Return Key
Save Key

Regularly detect  
and update Key Regularly detect 

and update Key 

Save authentication information 

Send the terminate 
command

Control data
Control data

Terminate Session
release the session resource

Response Or power off

Fig. 3. Process of the access session
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(7) The Key = H (k) is used to perform the encryption and decryption sessions of the
raw data and the control data.

(8) The front-end device and the platform device of the cloud access responds to the
service termination or to shutdown operation, then notifies the authentication
server of the cloud tenants to retreat from the network. The front-end device, the
platform device, and the authentication server remove the recording information,
e.g., k, Key, and release the session resource to interrupt communication.

3.4 Using ECC Algorithm to Achieve Authentication and Regular
Detection

After the parameters of ECC are identified, the random number generator generates an
integer d 2 [1, n − 1], where n is larger than the odd prime number 2191, which is the
certification requirement of a safety ECC algorithm [13]. Through the base point G, one
can calculate the point Q = (XG, YG) = d * G that is on the elliptic curve. Then the
private key dA = d and the public key QA = Q of the smart card can be generated.
Similarly, one can generate the public key dB and private key QB of the certification
services of the cloud tenants. The cloud tenants write FD_ID, the public key QB, and
private key dA of the certification service platform into the smart card. The public key
QA of the smart card, the private key dB, and the front-end device identifier FD_A_ID
are stored in the authentication server and it registers and authorizes to bind the
front-end device. Then the identification and verification are now realized in cipher-text
form by using the public key to encrypt and its private key to decrypt. A detailed
description follows:

The smart card sends the verification parameters to the authentication server of the
cloud tenants.

(1) Read SC_N and calculate: FD_A_ID = H (TD||SC_N);
(2) Use the random number generator to generate a random number k 2 [1, n − 1]

and keep k.
(3) Computing: C1 = k * G;
(4) Computing: C2 = FD_A_ID + k * QB;
5) Send cipher-text point pair C: {C1, C2};

The authentication server of the cloud service tenants uses its private key dB to
decrypt the authentication parameters:

(1) Computing: C′ = C2 − dB * C1 = FD_A_ID + k * QB − dB * (k * G);
(2) Take QB = dB * G into C′;
(3) The verified parameters:

C0 ¼ FD A IDþ k � QB � dB � k � Gð Þ
¼ FD A IDþ k � ðdB � GÞ � dB � k � Gð Þ ¼ FD A ID;

(4) Compare C′ with the access identifier of the registration record in the authenti-
cation server. If they are the same, the device with the smart card is legal. The
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verification information is recorded and the random number k is saved as
cipher-text. Otherwise access is denied.

Regular checking means to periodically verify the device’s legitimate access. Its
certification processing is the same as the raw access certification. However, the ran-
dom number k′, which does not need to regenerate, is obtained as k′ = k + 1, where k
is the first random number. This regular checking mechanism ensures the certainty and
continuity of the verification and prevents the attacker from using pseudo devices to do
replaying attack [16, 17].

4 Cipher-Text Transmission of AES

Section 4 mainly consists of the basics of AES cryptography, the generation of the
shared key in session, the encryption and decryption of data, and the key updated in
detail.

4.1 AES Cryptography and the Session Shared Key

After the front-end device passes the authenticated access and connects to the cloud
service network, the raw data collected and the control data are transferred as
cipher-text. To improve communication efficiency, one can choose AES algorithm [18,
19, 21] that is supported by the smart card. The AES is symmetric cryptography and is
also referred to as single key cryptography. In this encryption process the receiver and
the sender must agree upon a single secret key, such as the session shared key.

When authentication is valid, the authentication server in cloud service uses a
random number k to produce the session shared key Key = H (k) by the Hash algo-
rithm, and a 128 bit length is required. The Key is returned and saved in the smart card
and access device.

4.2 Encryption and Decryption

The raw data M as the length of Key is encrypted to produce cipher-text data C = EK
(M, Key) and the encryption process needs many rounds. Each round, except for the
last, consists of four transformations called ByteSub, ShiftRow, MixColumn, and
AddRoundKey [19, 21]. In the last round the transformation MixColumn is omitted.
The cipher-text C has also the same length of M, which transfers to the access device of
the cloud service. The receiver of the access device performs M = DK(C, Key), and the
receiver performs the compression processing in the next step. Decryption, which is the
reverse of encryption, uses the same Key as encryption. Figure 4 shows the procession
of AES encryption and decryption.

4.3 Updating the Session Shared Key

The session shared key is updated regularly with each authentication accessing of the
front-end device. When k′ = k + 1 changes, the key also changes by Key = H (k′);
then the key is protected synchronously by the smart card and the access device of the
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cloud service. It is almost impossible for the attacker to access the information of this
session shared key, thus, the data stream transmission is guaranteed to be effective and
safe.

5 Analysis of Security and Efficiency

In this section, Security refers to the protection of the front-end device’s information,
the access device and servers for the cloud service tenants, and the transmitted data
among them. Security includes the authenticity, privacy, and integrity of data. Effi-
ciency means that the raw services remain unchanged while security increases. The
following is the analysis of the security and efficiency of the scheme.

5.1 Analysis of Security

Compared with the raw scheme mentioned by the Sect. 2, the proposed scheme have
the following securities for the front-end devices to access the cloud service.

(1) Smart card as the secure modular is authenticated based on the device’s attributes.

The unified identifiers of the device’s attributes stored in the help to solve the
previous problem of needing to verify multiple access ways, thus, the access envi-
ronment is simplified. The front-end device and the smart card are bound together for
verification in the form of “one-machine; one-card” to ensure that the access device is
the authorized device of cloud service tenants.

(2) Prevent privacy leakage and malicious attacks.

In the scheme, the FD_ID is word strings calculated by the Hash algorithm. The
attacker must decode it before obtaining the relevant access information of the
front-end device. However, it is almost impossible for the attacker to do so because the
Hash abstract calculation is irreversible. Also, the raw data cannot be analyzed and

Plaintext:
M (128bit) Encryption:

EK(M,Key)

Ciphertext:
C (128bit)

 Shared key:
Key (128bit)

Ciphertext:
C (128bit)

Decryption:
DK(C,Key) Plaintext:

M (128bit)

Fig. 4. AES encryption and decryption process
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cracked by a middleman attacker because the data is encrypted by the regularly
updating the session shared key. Furthermore, the front-end device’s information,
including of FD_ID, FD_A_ID, and public and private keys, are stored in the smart
card. The front-end device’s access verification and periodic detection mechanism
effectively prevent the intervention of a pseudo-device.

(3) Strengthen authentication and cryptographic algorithm.

Accord to [19], compared ECC with RSA under the same security condition, the
Table 2 shows the same security level in the different key size of RSA and ECC. In
another words, in the network environment of the front-end devices accessing the cloud
service, with increasing the key length, ECC security is much higher than RSA in the
smart card, e.g., a 240 bit key length of ECC is safer than a 2048 bit RSA.

At the same time, the majority smart card uses the DES or 3DES algorithms to
encrypt data. DES [20] only uses a 56 bit key. One bit in each of the 8 octets is used for
odd parity on each octet. This is a weakness and allows attacks and other known
methods to exploit the DES weaknesses, which makes the DES an insecure block
cipher. 3DES [21] is called Triple Data Encryption Algorithm which is a block cipher,
and which applies DES cipher three times to each block of data, encryption –

decryption – encryption using DES. Yet, AES, known as the Rijndael (pronounced as
Rain Doll) algorithm encrypts data blocks of 128 bits using symmetric keys 128, 192,
or 256 bits [20, 21], Each round of AES uses permutation and substitution network,
and which is suitable for both hardware and software implementation [22]. Thus, AES
is introduced to replace DES and 3DES to improve security of information and raw
data in our scheme.

5.2 Analysis of Efficiency

In our scheme, the smart card embedding method to ensure the security of the front-end
device leads to more verification and response session. This scheme’s absolute effi-
ciency is lower than that of the no protection scheme. However, when the smart card
scheme is compared to the Digital Certificate and other safely schemes, its security
service occupies very little computation and storage resources: This increases the
efficiency and security of access certification. Moreover, as a hardware protection, the
smart card method is more flexible. Compared with RSA, the smart card’s ECC
algorithm needs less space for storing the key and has a higher efficiency of encryption

Table 2. Different key sizes of RSA and ECC

RSA Key Size (in bits) ECC key size (in bits)

1024 160
2048 224
3072 256
7680 384
15360 512
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and decryption [23]. The AES algorithm requires less processing time for encryption
and decryption and performs better than DES, and 3DES on the smart card.

6 Conclusions

The safety access of the front-end device is fundamental to ensure cloud service
security. In our scheme, the front-end device with embedded smart card is reliable and
safe. It provides first security protection for cloud service by (1) efficiently and securely
completing the access authentication; (2) the cipher-text session; and (3) the periodical
checking mechanism; thus, protecting the data from its collecting sources. Compared
with currently existing schemes, our scheme is safer and more efficient than the current
schemes.

In future research, we will design the corresponding access standard and interface
as well as to prepare for the realization of the controllability and security of the cloud
service front-end device in the Wisdom City. Our scheme needs the smart card as
described in this paper and adjustments to the front-end devices, which will cause a
small increase in the production cost of the system.
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Abstract. In order to improve the reliability and life of components, product
providers often take the form of redundant backup. The lower the failure rate of
the product itself and the more the number of redundant backups, the more
reliable and stable system is, but the number of redundant backups will greatly
increase the cost of the product. Moreover, the product can not be detected
through dismantling products to achieve, This provides the provider with the
possibility of speculation, so the provider will provide a lower degree of
redundancy of products or secondary products with high-level redundancy is a
huge problem faced by buyers. The study will use the method of truncation
estimation to make a asymptotic estimation, provide statistic reference formula
and feasible calculation method for the purchaser, which can greatly reduce the
cost of the demand and the reliability of the system operation.

Keywords: Reliability � Redundant backup � Truncation estimation

1 Introduction

Reliability theory is a discipline that can analyze characterize the products specified
functions probability of occurrence of random events, which Is the sixties of last
century developed new interdisciplinary subject. Thus, the reliability theory is based on
probability theory, the first based on field research is machine maintenance problem
[1]. At present, the main study of the reliability is the system reliability indices, as well
as the reliability of the index on the basis of the optimal detection time to avoid faults,
reduce the losses caused by the fault, such as the literature [2–4]. Research which has
done basically is qualitative analysis or uses numerical analysis to find the
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approximation value of solution in actual system [5–7]. Fan et al. proposed numerical
simulation algorithm for solving reliability problems which belongs to intelligent
algorithm [7–10]. So all their researches were focusing on engineering method.

In N element exponentially distributed parallel system, Xie Chaofan and Xu
Luxiong has been analyzed reliability and extreme value, obtained some relevant
theoretical guidance. Without considering the economic constraints, the failure rate is
equal to all of the components, the system reliability reaches a minimum, in consid-
ering the economic constraints, and when the failure rate is unit elastic, the conclusion
is the same. And if you choose a good product in parallel with a poor product, the
product reliability are more higher than parallel on two moderate of the failure rate.
During operation, according to the actual situation, if the failure rate in the envelope
line, then the whole system components should be replaced altogether, but if the failure
rate is far away from the envelope, then for economic performance considerations, just
to update the highest failure rate of several originals out [11]. But in this paper, it only
consider parallel connection mode, it doesn’t consider redundant backup connection
mode. In research of redundancy’s system, the reliability of the distribution of
redundancy system is always greater than the parallel systems’. And the average
lifetime difference of the two systems increases gradually with the increase of the
number of parallel systems. The average lifetime difference of the two systems Msn, s
order is OðnÞ. When you make economic analysis of two systems, In cases that without
consideration of economic costs, redundancy system’s economic benefits is definitely
better than the parallel system. If funds are limited, And without considering the
economic impact of the failure rate selection on system cost or the cost of the detection
switch is too large. Then we should choose the optimal scheme for parallel system. In
consideration of the effect of failure rate selection on the economic cost of the system, it
gives a specific calculation inequality [12]. When the optimal value point of the
redundancy distribution in parallel system and it is at the right side of the intersection
point. Then we should select the redundancy distribution system. When the optimal
value point is at the left side of the intersection point, Then we should compare the
optimal values of the two systems and last choose the best one.

In the actual system, components are often redundant backup, but the number of
redundant backups will greatly increase the cost of the product, the product can not be
detected through the dismantling of products to achieve, which provides product
providers with the possibility of speculation, the study will use the method of trun-
cation estimation to make a asymptotic estimation, provide statistic reference formula
and feasible calculation method for product consumers, so as to avoid the influence of
provider’s speculation to the consumer’s system.

2 The Definition of the Main Indicators of Reliability

(1) Reliability

The definition of reliability R(t) [13]: it is the probability that product completes the
required function under the specified conditions and within the prescribed time.
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If the life distribution of product is FðtÞ, t[ 0, the reliability RðtÞ ¼ PðT � tÞ ¼
1� FðtÞ. This is a function of time(t), so it can be called as reliability function. To the
components obeying exponential distribution k, its reliability is e�kt; t� 0.

(2) Failure rate

Failure rate kðtÞ: It is the probability of occurring failure in the unit of time after

product has worked a period of time(t). According to reliability theory, kðtÞ ¼ f ðtÞ
1�FðtÞ,

when t[ 0, the failure rate of exponential distribution is constant k.

(3) System parameter specification

A: represents normal working events of system.
Ai: represents normal working events of the element i.
ki: represents failure rate of the element i.
RsðtÞ: represents system reliability, that is,PðAÞ ¼ Rs.
RiðtÞ: represents reliability of the element i, that is, PðAiÞ ¼ Ri.
ms: represents the average lifetime of the system, ms ¼

R þ1
0 RsðtÞdt

Redundant backup systems, some of the elements work, the other unit does not
work, in a waiting or a standby state, When the unit the failure rate of the secondary
unit in a standby period is zero, in other words, is a hundred percent reliability during
standby. One work, n − 1 standby redundant system framework is shown below Fig. 1,
where, K is detected and switches.

The following lemma is assumed that when the switch is absolutely reliable:

Lemma 1.1: X1;X2; � � �Xn is mutually independent random variables, subject to the
same parameter k exponential distribution, then X ¼ X1 þX2 þ � � � þXn obey redun-
dancy distribution of order n, the probability density function is:

bnðuÞ ¼ ke�ku ðkuÞn�1

ðn�1Þ! ; u� 0
0; u\0

(

ð1Þ

2

1

n

K

K

Fig. 1. The logical block diagram of redundancy distribution system.
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Proof: Let pðuÞ is a probability density function of random variables, Since Xi are
independent and identically distributed random variables exponentially distributed,
then pðuÞ is exponential distribution probability density function, to make uðtÞ ¼
R þ1
�1 eitupðuÞdu is a characteristic function of random variable Xi then uðtÞ ¼
ð1� it

kÞ�1. Because of X ¼ X1 þX2 þ � � � þXn, then X shows the probability density
function of Xi do the n-fold convolution, Since the Fourier transform can become
convolution to multiplication. Therefore, the characteristic function is:

unðtÞ ¼ uðtÞn¼ð1� it
k
Þ�n

The probability density function of X is, when u� 0, bnðuÞ ¼ 1
2p

R þ1
�1

e�ituunðtÞdt ¼ 1
2p

R þ1
�1 e�ituð1� it

kÞ�ndt, points can be obtained from the Division:

1
2p

Z þ1

�1
e�ituð1� it

k
Þ�ndt ¼ 1

2p
½ k
ðn� 1Þi e

ituð1� it
k
Þ�nþ 1

þ1
�1

�

�

�

�

�

þ ku
n� 1

Z þ1

�1
e�ituð1� it

k
Þ�nþ 1dt�

¼ 1
2p

ku
n� 1

Z þ1

�1
e�ituð1� it

k
Þ�nþ 1dt ¼ � � � ¼ 1

2p
ðkuÞn�1

ðn� 1Þ!
Z þ1

�1
e�ituð1� it

k
Þ�1dt ¼ ke�ku ðkuÞn�1

ðn� 1Þ!

So for the n − 1 redundancy elements and system of component life exponentially
distributed, its distribution follows n-order redundancy distribution, proof.

As the product life is generally longer, so the life test to do all the failure to test
samples will take a long time. Especially for long-life products will take longer, it is all
difficult to achieve that. Therefore, the use of censored life test method has become the
best choice. Here we use the non-replacement censored life test, assuming that there are
N samples to participate in life test, the test to the prior provisions of r failure to stop
the test, and the failure time of failure samples are:

t1 � t2 � � � � � tr

Lemma 1.2: In the case of no replacement fixed number of truncated samples, and the
life of the product obeys the nth-order Irish distribution, the failure time of r failure
products are r order statistics: t1 � t2 � � � � � tr, their joint distribution density are:

f ðt1; t2; � � � ; trÞ ¼ N!
ðN�rÞ! k

re
�k

P

r

i¼1

ti � Q

r

i¼1

ðktiÞn�1

ðn�1Þ! � f
P

n�1

k¼0

ðktrÞk�1

ðk�1Þ! e
�ktrgN�r; 0\t1 � t2 � � � � � tr

0; other

8

>

<

>

:

ð2Þ

It is a likelihood function of truncated r sample failure of N samples.

Proof: From Lemma 1.1 we can see that the probability density function of system life
Xi; ði ¼ 1; 2; � � � ;NÞ is:
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bnðtÞ ¼ ke�kt ðktÞn�1

ðn�1Þ! ; t� 0
0; t\0

(

The i-th order statistics XðiÞ fall into the infinitesimal interval statistics ðti; ti þDti�;
i ¼ 1; 2; � � � ; r, This event is equivalent to “the capacity of the sub-sample
X1;X2; � � � ;XN of N each have a component fall into the interval ðti; ti þDti�, while
the remaining N-r components fall into the interval ðtr þDtr; þ1�”, According to the
form of its composition, as shown in Fig. 2, set the probability of this event is equal to
f ðt1; t2; � � � ; trÞDt1Dt2 � � �Dtr, The probability of each sub-component falling into the
interval ðti; ti þDti� is bnðtiÞDti þ oðDtiÞ.

The probability of falling ðtr þDtr; þ1� is 1� R

þ1

tr

ke�kt ðktÞn�1

ðn�1Þ!dt. And the N

components are divided into r + 1 groups, From the first group to the rth group each
have a component, and the last group has N-r components. There are N!

1!1!���1!ðN�rÞ!
possibilities for this grouping. So when 0\t1 � t2 � � � � � tr,

f ðt1; t2; � � � ; trÞDt1Dt2 � � �Dtr ¼ N!
1!1! � � � 1!ðN � rÞ! k

re
�k

P

r

i¼1

ti �
Y

r

i¼1

ðktiÞn�1

ðn� 1Þ!

� ð1�
Z

þ1

tr

ke�kt ðktÞn�1

ðn� 1Þ!dtÞ
N�rDt1Dt2 � � �Dtr þ oðDt1Dt2 � � �DtrÞ

¼ N!
ðN � rÞ! k

re
�k

P

r

i¼1

ti �
Y

r

i¼1

ðktiÞn�1

ðn� 1Þ! � f½1þ ktr þ ðktrÞ2
2!

þ � � � þ ðktrÞn�1

ðn� 1Þ!�e
�ktrgN�r

Dt1Dt2 � � �Dtr þ oðDt1Dt2 � � �DtrÞ

Order Dti ! 0 can get that:

f ðt1; t2; � � � ; trÞ ¼ N!
ðN�rÞ! k

re
�k

P

r

i¼1

ti � Q

r

i¼1

ðktiÞn�1

ðn�1Þ! � f
P

n�1

k¼0

ðktrÞk�1

ðk�1Þ! e
�ktrgN�r; 0\t1 � t2 � � � � � tr

0; other

8

>

<

>

:

we can get the conclusion, proof.

Fig. 2. The sample component distribution in the interval
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3 Approximate Estimation of Order and Failure Rate
of Redundancy System

Lemma 1.3: The asymptotic estimation of the order of the redundancy system is

x̂kþ 1 ¼ ðq2Þx̂k
c2 , the failure rate is estimated as k̂ ¼ x̂k

T1
Proof: From Lemma 1.2, we can know that the likelihood function of the r truncated

samples in the N samples is:

Lðt1; t2; � � � ; tr; k; nÞ ¼ N!
ðN � rÞ! k

re
�k

P

r

i¼1

ti �
Y

r

i¼1

ðktiÞn�1

ðn� 1Þ! � f
X

n�1

k¼0

ðktrÞk�1

ðk � 1Þ!e
�ktrgN�r

According to the necessary conditions for the extremum, the partial derivative of its
logarithmic function k can be obtained:

@InL
@k

¼ r
k
� T1 þ ðn� 1Þr

k
� ðN � rÞtr

ðktrÞn�1

ðn�1Þ!
P

n�1

k¼0

ðktrÞk�1

ðk�1Þ!

¼ 0 ð3Þ

Among T1 ¼
P

r

i¼1
ti, the failure rate of the general products are quite small, and ktr is

relatively small, then the Eq. (3) approximates:

@InL
@k

¼ r
k
� T1 þ ðn� 1Þr

k
¼ 0 ð4Þ

Get that:

k ¼ n
T1

ð5Þ

For the order n,

Lðt1; t2; � � � ; tr; k; nþ 1Þ
Lðt1; t2; � � � ; tr; k; nÞ ¼

kr
Q

r

i¼1
ti

nr
�

P

nþ 1

k¼0

ðktrÞk�1

ðk�1Þ!

P

n

k¼0

ðktrÞk�1

ðk�1Þ!

0

B

B

B

@

1

C

C

C

A

N�r

¼
kr

Q

r

i¼1
ti

nr
� 1þ

ðktrÞn
n!

P

n

k¼0

ðktrÞk�1

ðk�1Þ!

0

B

B

@

1

C

C

A

N�r

�
kr

Q

r

i¼1
ti

nr
� 1þ ðktrÞn

n!

� �N�r

ð6Þ
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According to the independent variables for discrete cases to obtain the necessary
conditions for the extreme:

Lðt1; t2; � � � ; tr; k; nþ 1Þ
Lðt1; t2; � � � ; tr; k; nÞ \1

Lðt1; t2; � � � ; tr; k; nÞ
Lðt1; t2; � � � ; tr; k; n� 1Þ � 1

8

>

>

<

>

>

:

ð7Þ

Order T2 ¼
Q

r

i¼1
ti Substituting Eq. (5) into Eq. (6), Then (7) is formulated as:

ð trT1nÞ
n

n! \
ffiffiffiffiffiffiffiffiffiffiffiffi

Tr
1

T2
� 1N�r

q

½ trT1ðn�1Þ�n�1

ðn�1Þ! �
ffiffiffiffiffiffiffiffiffiffiffiffi

Tr
1

T2
� 1N�r

q

8

<

:

ð8Þ

By Stirling’s approximation, when the n is large, n factorial calculation is very large,
so the Stirling’s formula is very easy to use, and, even when n is small, the value of
calculation has been very accurate formula too. Substituting n! � ffiffiffiffiffiffiffiffi

2pn
p ðneÞn into for-

mula (8) available, the same as ðn� 1Þ! � ffiffiffiffiffiffiffiffi

2pn
p ðn�1

e Þn�1 can get that:

ð trT1eÞ
n

ffiffiffiffiffiffi

2pn
p \

ffiffiffiffiffiffiffiffiffiffiffiffi

Tr
1

T2
� 1N�r

q

½ trT1e�
n�1

ffiffiffiffiffiffiffiffiffiffiffiffiffi

2pðn�1Þ
p �

ffiffiffiffiffiffiffiffiffiffiffiffi

Tr
1

T2
� 1N�r

q

8

>

<

>

:

ð9Þ

From the form of the inequality set (9), it can be seen that solving this inequality
group corresponds to the intersection of the exponential function qnðq 	 1Þ and the
power function cn

1
2. The shape of the two curves is shown below (Fig. 3):

Fig. 3. The cross curve of exponential and power function
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It can be seen from the figure that there is only one intersection x
, but because it is
transcendental equation, using the spider-web model iterative solution, order

q ¼ tr
T1
e ðq 	 1Þ; c ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Tr
1

T2
� 1

ffiffiffiffiffiffi

2p
p

N�r
q

. Structure mapping is as follows:

Tx ¼ cx
1
2

Gx ¼ qx

�

Iterative Algorithms: xkþ 1 ¼ T�1ðGxkÞ ¼ ðq2Þxk
c2 , now prove xk ! x
:

When xk�1\x
\xk; qxk ¼ q
ðq2Þxk�1

c2 [ q
ðcx

1
2
k�1

Þ2

c2 ¼ q
xk�1 [ cx

1
2
k�1

jTxk � Gxkj ¼ Txk � Gxk ¼ qxk�1 � qxk\qxk�1 � cx
1
2
k�1 ¼ jTxk�1 � Gxk�1j

The same as xk\x
\xk�1;

lim
k!1

x2kþ 1 ¼ x
0
; lim
k!1

x2k ¼ x00; x
0 ¼ lim

k!1
x2kþ 1 ¼ lim

k!1
ðq2Þx2k
c2

¼ ðq2Þx00
c2

;

qx

 ¼ cx


1
2; x

0 ¼ x
 ¼ x00:

4 Conclusion

The components of many systems are often redundant backup, but the number of
redundant backups will greatly increase the cost of the product, the product can not be
detected through the dismantling of products to achieve, This paper evaluates the order
and failure rate of the redundancy distributed redundant backup system, thus providing
consumers with a computable and measurable product reliability calculation method.
By using the irreplaceable censored life test, Providing a statistical significance of the
estimation formula. We first derive the likelihood estimation function of the redundant
system, use the Stirling formula to smooth the factorization, and finally obtain the
asymptotic estimation formula through the spider-web model: The asymptotic esti-

mation of the redundancy order is x̂kþ 1 ¼ ðq2Þx̂k
c2 , and the failure rate estimate is: k ¼ x̂k

T1
.

To provide consumers with a scientific computing method, not only can greatly reduce
costs, but also can improve the reliability of the system.
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Abstract. Recently, Yu et al. proposed a secure shared data integrity
verification protocol called SDVIP2 to ensure the integrity of outsourced
file in the cloud. Unfortunately, we exploit the vulnerability of their pro-
tocol in this paper. We demonstrate an active adversary can modify the
outsourced file such that the auditor is unable to detect in the auditing
process. At the end of this paper, we also provide two suggestions to fix
the proposed attack.

Keywords: Cloud storage security · Data integrity verification ·
Bilinear pairings · Cryptanalysis

1 Introduction

With the rapid growth of cloud computing, Storage-as-a-Service brings a con-
venience way for users. Though they can access their data over the Internet at
any time and any place, the new security and privacy issues appears where users
handover the physical control to data to the cloud. The data integrity verifica-
tion problem appears when a user wish to assert the whole set of data is kept
on cloud without incurring too much local storage and computation effort. To
address this problem, auditing protocols based on the framework that involving
a trusted third party (TPA) audit protocol were proposed [2,5,8,10,13]. They
focus on checking the integrity of outsourced data in cloud computing. Some
other auditing protocols [6,7] achieve further to preserve the privacy of a group
of users at the same time assert the integrity of the cloud storage.

c© Springer International Publishing AG 2018
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In 2014 Ni et al. presented an attack [4] on an auditing protocol [10]. We refer
this attack as a data-corruption attack where an adversary corrupts the storage
at a cloud server and creates a fake-proof in an auditing protocol to convince the
TPA that the file is intact. Later the same group of authors [12] proposed a data
integrity verification protocol called SDIVIP2 that allows a secure data sharing
amount a group of users over a cloud. In this paper, however, we found that
SDIVIP2 was in fact vulnerable against the data-corruption attack. As a result
the integrity of the file storage is compromised while the TPA cannot perform
its auditor role properly. We provide two suggestions to prevent this kind attack.

2 Review the SDIVIP2 Protocol

2.1 Settings

We assume there is a group of mobile users in the system wish to share a file over
a cloud server. These users agree on a group key and one of these users commits
a file together with a set of tags associated with this file to the cloud server.
Each tag is generated based on the group key and the file. A TPA, holding the
public key of the group, assists the mobile users to audit the file integrity on the
cloud server. It randomly generates a set of challenge and send it to the cloud
server. The cloud server shall computes a proof responding the challenge based
on the file content and the tags. The TPA will be able to verify if the file content
are securely stored at cloud without accessing the file content. The flowchart of
SDIVIP2 protocol is depicted in Fig. 1.

Fig. 1. The framework of SDIVIP2 protocol
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2.2 Preliminaries and Notation

Let e be a bilinear map e : G×G → GT , where G and GT are two multiplicative
cyclic groups with a large prime order p so that e satisfying the properties.

1. Bilinear. For g1, g2 ∈ G and a, b ∈ Z
∗
p, e(ga1 , gb2) = e(g1, g2)ab.

2. Non-degenerate. There exists an identity 1G ∈ G such that e(1G, 1G) = 1GT
,

an identity of GT .
3. Computational. There exist several efficient algorithms to compute bilinear

map e.

For the details about bilinear pairings, readers can refer to [1,3,9,11] for a full
descriptions.

Some other notations are used in the protocol and they are summarized in
Table 1.

Table 1. Notation

Notations Meanings

H A cryptographic hash function. H : {0, 1}∗ → Z
∗
p

H1 A cryptographic hash function. H1 : {0, 1}∗ → G

g Generator of G

Ui A mobile user

S A group of mobile users who wish to share a file

n Number of mobile users in the group S, thus S = {U1, U2, . . . , Un}
F The file being shared and divided into t × s blocks

F = {m1, . . . ,mt} and mj = {mj1, . . . ,mjs}
pki Public key of user Ui

Chal A challenge sent from the TPA to the cloud server

P A proof responded by the cloud server to the auditor TPA

2.3 Description of the Protocol

SDIVIP2 can be described with the following six phases:

1. Key generation. User Ui selects its secret key value xi ∈R Z
∗
p and computes

his/her public key pki = gxi .
2. Group key generation. Mobile users in S = {U1, U2, . . . , Un} formed a

cycle, i.e., Un = U0, Un+1 = U1 and share a group secret/public key pair
(Gsk,Gpk) where Gpk = gGsk. The secret key is assumed only known within
the group.
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3. Tag generation. Given the shared file F which is divided into t × s blocks
We select bk ∈R Z

∗
p and computing uk = gbk for k = 1, 2, . . . , s. For each

block mj , Ui generates its tag Tj = (H1(Fid||j) · ∏s
k=1 u

mjk

k )Gsk, where Fid

denotes the unique identifier of F . Finally, Ui outputs T = {T1, T2, . . . , Tt}
and outsources {F,T} to the cloud server.

4. Challenge. The TPA randomly generates a challenge set Q ⊂ {1, 2, . . . , t}
and selects vj ∈ Z

∗
p for each mj . Then, it sends Chal = {(j, vj)|j ∈ Q} to the

cloud server.
5. Proof generation. Upon receiving Chal from the TPA, the cloud server

computes μk =
∑

j∈Q vj · mjk ∈ Zp for k = 1, 2, . . . , s and σ =
∏

j∈Q T
vj

j .
Finally, the cloud server sends the proof P = {μ1, μ2, . . . , μs, σ} to the TPA.

6. Proof checking. Upon receiving P, the TPA verifies e(σ, g) ?=
e(

∏
j∈Q H(Fid||j)vj · ∏s

k=1 uµk

k , Gpk). If the verification holds, the TPA
returns “true”. Otherwise, it returns false.

3 Cryptanalysis on SDIVIP2

Here, we find some active adversary A may exist in their protocol such that it
can modify the outsourced file sent by the mobile user and then generates a fake
proof to pass the proof verification. In other words, the adversary can cheat the
TPA and the file owner who believes the file are well maintained in the cloud. We
assume that a user Ui wants to outsource {F,T} to a cloud server, where {F,T}
is mentioned in the previous section. The details descriptions are described as
follows.

1. An adversary A corrupts the file F on a cloud server by replacing each block
mjk as m′′

jk, where m′′
jk = mjk + njk.

2. Upon receiving a challenge Chal = {(j, vj)|j ∈ Q} from the TPA, the cloud
server computes μ′′

k =
∑

j∈Q vj · (m′′
jk) for k = 1, 2, . . . , s and σ =

∏
j∈Q T

vj

j .
Then, the server sends a proof P′′ = {μ′′

1 , μ′′
2 , . . . , μ′′

s , σ} to the TPA.
3. A intercepts P′′ and then modifies μ′′

k to μk = μ′′
k − ∑

j∈Q vj · njk. Finally, A
sends the modified proof P = {μ1, μ2, . . . , μs, σ} to the TPA.

4. Upon receiving P, the TPA verifies e(σ, g) ?= e(
∏

j∈Q H(Fid||j)vj ·
∏s

k=1 uµk

k , Gpk). It is easy to see that the verification holds and the TPA
returns “true”.

After executing the above four steps, the cloud server believes Ui outsourcing
{F ′′,T} and the TPA believes the proof P generated by the cloud server. It
demonstrates that Yu et al.’s SDIVIP2 protocol has a security flaw.

4 Possible Quick Fix

Ni et al. [4] presented their solution to the data corruption attack by introducing
a digital signature on the proof P. The cloud server digitally signed on the proof
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and so no adversary described above may amend the challenge protocol. This
solution rests on the assumption that a trustworthy public key of a cloud server is
available. Yet, if cloud data can be corrupted by an adversary, it is also reasonable
to assume the corresponding private key can be exploited by the adversary too.

The other way round is to encrypt the proof using the TPA’s public key.
Since the proof P is encrypted using the TPA’s public key and the adversary
has no idea which TPA the users will choose to run the protocol, it is impossible
for the adversary to corrupt a TPA’s public key.

5 Conclusion

In this paper, we have revisited SDIVIP2 protocol and pointed out that ironically
this protocol is suffering the data-corruption attack proposed by the same group
of authors. In the future, we are exploring the possibility to further optimize the
protocol so that a better security can be achieve without involving TPA or the
cloud server’s credentials.
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Abstract. Anonymous authentication is designed to hide the user’s
identity from any verifiers during an authentication session. Since pass-
words prevail in many authentication systems, anonymous password-
authenticated key exchange (APAKE) has become a candidate technique
for privacy-enhancing applications. Recently, Shin and Kobara proposed
an improved APAKE protocol using general devices such as public direc-
tories. However, we find that their scheme is vulnerable to a credential
forgery attack. Then, we propose an efficient protocol using tamper resis-
tant smart cards. The security and efficiency analysis shows that our
protocol obtains high security and efficiency.

Keywords: Password authentication · Anonymity · Security · Smart
card

1 Introduction

Anonymous authentication allows registered users to authenticate themselves
without revealing their identities. It is desirable when users concern about their
privacy. For example, users may be reluctant to vote or comment if the privacy
is compromised. In fact, as the growth and development of the Internet becomes
faster, many privacy-enhancing technologies have been invented to protect user’s
anonymity.

Recently, many researchers focus on the design of anonymous password-
authenticated key exchange (APAKE) protocol. It not only achieves authen-
tication and key exchange based on a low-entropy password, but also preserves
the client’s privacy. In 2006, Chai et al. [1] found the previous APAKE protocol

c© Springer International Publishing AG 2018
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proposed by Viet et al. [2] not efficient enough, and thus proposed a new pro-
tocol using smart cards. Since then, related schemes [3–5] have been proposed
to additionally support traceable client anonymity, but they all failed to resist
known attacks. In 2009, a protocol using general devices such as public direc-
tories was first proposed by Yang et al. [6] and later improved in [7]. In 2012,
to obtain better performance, Qian et al. [8] also utilized general devices in the
design of a new APAKE protocol. However, in 2016, Yang et al. [9] pointed out
that their scheme suffers from the credential sharing problem. Also, Shin and
Kobara [10] observed that their protocol is vulnerable to an active attack, and
proposed an improved protocol (S2APA). Despite their improvement, we find
that the S2APA protocol cannot resist a credential forgery attack.

Our contribution is twofold. Firstly, we find that S2APA is vulnerable to a
credential forgery attack due to the use of general devices. Secondly, to overcome
such attacks, we propose an efficient APAKE protocol using tamper-resistant
smart cards. Although our scheme resorts to the dedicated devices such as smart
cards, according to the analysis, it achieves higher efficiency and resists various
known attacks. The rest of the paper is organized as follows: Sect. 2 shows the
weakness of Shin and Kobara’s protocols. Our proposed APAKE scheme using
smart cards is presented in Sect. 3. In Sect. 4, we perform the security and effi-
ciency analysis on the proposed protocol. Finally, we conclude the paper in
Sect. 5.

2 Security Weakness in the S2APA Protocols

In this section, we briefly review Shin and Kobara’s S2APA protocol, and show
that their protocol is vulnerable to a credential forgery attack. S2APA proto-
col aims to provide unconditional anonymity for users during the authentica-
tion, where the server does not care the users’ real identities as long as they
have registered and provided correct passwords. It utilizes general devices that
only guarantee integrity protection, such as external hard drives, software smart
cards, and public directories. Also, the protocol employs a homomorphic public
key encryption scheme (Gen,E,D) instantiated by ElGamal encryption system:

– Gen(1k) generates the public key and private key for the scheme.
– Epk(·) returns the ciphertext according to the message m and a random coin
r. Also, for messages m1 and m2, the homomorphic property states that

Epk(m1 · m2; r′) = Epk(m1; r1) � Epk(m2; r2), (1)

where · and � represents the group operations in plaintext and ciphertext,
and r′, r1, r2 are some random coins.

– Dsk(·) returns the plaintext according to the input ciphertext.

2.1 Review of the S2APA Protocol

The S2APA protocol consists of three phases: the setup phase, the registration
phase, and the authentication phase. In the setup phase, the server S initial-
izes the system with some public parameters {G, p, g, h,H1,H2,H3, Gen,E,D},



Efficient APAKE Scheme Using Smart Cards 81

where G is a cyclic group generated by g of prime order p, h is another generator
of G, H1,H2 and H3 are one-way hash functions, and (Gen,E,D) is a public
key encryption scheme described as above. S also invokes Gen to generate keys
(pk, sk), and randomly selects a master secret element N ∈ G. Figure 1 shows
the registration phase and the authentication phase in details.

Fig. 1. The registration phase and the authentication phase of the S2APA protocol

2.2 A Credential Forgery Attack

Although the S2APA protocol was proved to be secure against various known
attacks, we find it vulnerable to a credential forgery attack. Note that a client
Ci’s credential Ti is issued by the Server S, and then stored in a general device.
In our attack, we assume that an adversary A has registered with S, and thus
obtained a credential TA = Epk(N · h−pwA) after the registration phase, where
pwA is the password chosen by the adversary. Since the credential is stored in a
general device, A can extract Ti easily. Then, to forge a credential, A computes

T ∗
A = Epk(h−pwA) � TA ≡ Epk(N). (2)
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In fact, according to the homomorphic property shown in Eq. (1), the newly
forged credential becomes S’s master secret N encrypted under the public key
pk. To use it in the authentication phase, A follows the steps as shown in Fig. 1
except that the value X̂ is computed as follows:

X̂ = Epk(X; s) � T ∗
A. (3)

The modification on X̂ with the forged credential will have no influence on S’s
computation of X ′. Therefore, S will accept the authentication request. Note
that the authentication phase no longer involves the input of passwords when
using the forged credential. So, A can secretly shares or publishes T ∗

A to those
who have not registered without leaking the adversary’s own password pwA. In
a long run, such a credential forgery attack launched by many other registered
adversaries will undermine the system’s registration.

The credential forgery attack against the S2APA protocol can be applied to
similar protocols that merely depend on a general device to store its secrets. The
SAPAKE protocol proposed by Qian et al. [8], the SAP protocol proposed by
Shin and Kobara [11], and the protocol proposed by Son et al. [12] also suffer
from such an attack if they insist on using general devices. As a simple but
effective countermeasure, one replaces the general devices by tamper resistant
dedicated devices such as smart cards, from which the securely stored secrets
cannot be extracted by an adversary any more. The replacement trades usability
for security. However, we observe that once using tamper proof smart cards, their
schemes can be further improved in terms of efficiency.

3 The Proposed APAKE Protocol

In this section, we propose a new APAKE using smart cards. We assume our
scheme uses such a tamper resistant smart card that no information can be
extracted by an adversary. The scheme includes three phases as well. In the
setup phase, the Server S chooses a random secret n and a secure one-way
hash function h, computes N = h(n) sets N,G, g, p, h,H1,H2,H3,H4} as public
parameters, G is a cyclic group generated by g of order p, and H1,H2,H3 and
H4 are secure one-way hash functions.

Figure 2 shows the rest of the scheme. We describe the registration phase and
the authentication phase in details.

In the registration phase, a client Ci select a password pwi and a random
nonce r, computes hashed password hpwi and sends it to the server S. The server
computes the client’s credential Ti and issues a smart card. After that, the smart
card computes an off-line password verifier R, and appends r and R to itself.
Then, Ci hold a tamper resistant smart card {Ti, r, R}.

In the authentication phase, Ci inputs the password to complete an off-
line verification. If it is not verified, the smart card rejects the login request
immediately. Otherwise, it sends an authenticator A and a group element X to
the server S. S checks the validity of A, selects a group element Y , forms the
Diffie-Hellman key K, and computes another authenticator VS . Then, it sends
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Fig. 2. The proposed APAKE protocol

{Y, VS} back to Ci. After that, Ci checks VS and sends a respond VC to S to
achieve mutual authentication. Finally, S checks VC and accepts the session.
Both will compute the correct session key SK given successful verifications.

4 Security and Efficiency Analysis

For the past decade, various authenticated key exchange protocols have been
proposed buy many of them have been proven insecure [13–17]. Therefore, in this
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section, we first demonstrate that our protocol satisfies security requirements and
withstands known attack. Then, we evaluate computation and communication
cost of our scheme. Trough analysis and comparison, though less user-friendly,
our scheme proves to be more secure and efficient.

Mutual Authentication. In the authentication phase, both client Ci and the
server S verifies each other to complete mutual authentication. If an adversary A
attempts to impersonate either side, A has to compute the correct authenticators
that consists of the master secret x and a Diffie-Hellman key K. However, it is
impossible for A to obtain x. Thus, the adversary cannot generate a correct
authenticator to achieve impersonation.

Unconditional Anonymity. The proposed scheme provides unconditional
anonymity for the clients. During each protocol run, a client Ci sends a random-
ized authenticator A to the server S. So, S cannot track the user by checking
A since it differs among protocol runs. Note that a malicious server trying to
break the user’s anonymity can modifies the credential in the registration phase.
Specifically, it picks a unique random nonce ni for each client Ci:

T ′
i = hpw i ⊕ ni (4)

Then, in the authentication phase, S may check the authenticator A against
different master secrets until it finds a match, i.e., A =?H1(ni‖X). However, the
proposed scheme can detect malicious servers. This is because S have publicized
N = h(n) in the setup phase, and the smart card will check the master secret in
the registration phase. Therefore, our scheme guarantees user anonymity.

Forward Secrecy. The security requirement of forward secrecy guarantees that
even if the secrets are compromised, previous session keys will not break. In our
scheme, the session key consists of a Diffie-Hellman key K = Xy = Y x. Owing to
the hardness of computational Diffie-Hellman problem, as long as the ephemeral
exponents are not compromised, the session keys will stay secure.

Resistance to Man-in-the-Middle Attack. Suppose an adversary A tries to stand
in the middle of a client Ci and the server S, A has to modifies some transmitted
messages. If the value X in A,X sent by Ci is modified, A must compute a correct
authenticator A. However, this is impossible since the adversary cannot compute
the master secret. Therefore, our scheme can resist man-in-the-middle attacks.

Resistance to Replay Attack. In this attack, an adversary A tries to replay some
transmitted messages in different protocol runs to achieve malicious ends. Since
all messages does not contain an identity, A can replay a message from other
sessions. However, our scheme employs a challenge-response design pattern so
that responses not corresponding to the challenge will be rejected. Therefore,
our scheme can resist replay attacks.
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Efficiency. Our protocol achieves high efficiency in terms of both computation
and communication cost. The computation overhead in the authentication phase
includes a single exclusive-or (XOR), several hash and two exponentiation oper-
ations. Compared with lightweight operations such as XOR and hash, although
exponentiations are expensive, in order to achieve forward secrecy, at least two
exponentiations have to be performed. Regarding to communication overhead,
the authentication phase is a three-round protocol. The largest size of the mes-
sages transmitted in a single round consists of only a group element and a hash
digest.

We compare our scheme with other APAKE protocols in Table 1. The com-
putation cost is evaluated by the operations performed by a clients or the server,
including paring (P ), exponentiation (E), and hash (H) operations. In our analy-
sis, the symmetric encryption/decryption is viewed as a hash operation for sim-
plicity. The communication cost comes from the transmitted messages, including
the size of any group elements (|G|), nonces, and authenticators. We treat all
those other than the group elements as hash digests (|H|). In some schemes, the
costs involves the number of registered clients, which is denoted by n.

Table 1. Efficiency comparison of APAKE protocols

Protocols Computation overhead Comm. Usability Revoc.

Client Server

NAPAKE [3] 4E + 2H (n+ 3)E + 2H (n+ 3)|G|+ |H| (3) �
VEAP [4] 2E + 5H (n+ 2)E + nH 3|G|+ (n+ 2)|H| (3) �
Yang et al. [7] 2P + 16E + 2H 4P + 13E + 3H 8|G|+ 6|H| (2) �
Yang et al. [6] 7E + 3H 5E + 3H 3|G|+ 5|H| (2) �
S2APA [2] 5E + 3H 3E + 3H 3|G|+ 2|H| (2)∗ ×
SAPAKE [5] 6E + 3H 3E + 3H 3|G|+ 2|H| (2)∗ ×
Chai et al. [1] 2E + 5H 2E + (2n+ 2)H (n+ 1)|G|+ 3|H| (1) �
Ours 2E + 3H 2E + 3H 2|G|+ 3|H| (1) ×

These protocols varies in computation and communication overhead. On the
one hand, they apply different level of usability. As shown in the table, there are
mainly three levels related to device usage in APAKE protocols: (1) dedicated
device-assisted, e.g. tamper resistant smart cards, (2) general device-assisted,
e.g., public directories, and (3) password-only. The higher the level is, the more
user-friendly the protocol will be in practice. Note that both the S2APA [10]
protocol and the SAPAKE [8] protocol suffer from the credential forgery attack
due to the use of general devices. One possible solution is to downgrade its
usability to 1. Thus, among those schemes of least usability, our proposed scheme
is the most efficient. On the other hand, some schemes emphasize unconditional
anonymity, and thus do not take into account the client revocation, while others
can be extended to support revocation efficiently. Although our scheme cannot
be easily adapted to revoke user’s smart card, it achieves high efficiency.
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5 Conclusions

In this paper, we show that Shin and Kobara’s S2APA protocol is insecure
against a credential forgery attack. The attack lies in the use of general devices.
A simple but effective solution is to replace with dedicated devices such as tamper
proof smart cards. To improve its efficiency, we propose another APAKE protocol
using smart cards. Through analysis, we show that although our protocol requires
a dedicated device, it is secure against various attacks and efficient at protecting
user’s anonymity.
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Abstract. A rapidly growing social interaction technology is the use
of Quick Response (QR) codes as physical entrances (i.e. the encoded
URL address) to Internet resources. However, there exist various kind
of security problems, for example, the URL may point to some phish-
ing web sites. A digital certificate based signature and verification QR
code is proposed in this paper. The public and private keys are gen-
erated by the authentication mechanism, which using the Public Key
Infrastructure (PKI) technology. The public key can be published with
the designed scanning application (App). An authenticated QR code
can be created based on the private key and the merchant information.
Clients can authenticate the codes by the public key and scanning App.
Test results prove that the security QR code designed by this system,
which binds the digital certificate, can be verified by the decoding scan-
ner.

Keywords: QR code · Security · Certificate · Signature

1 Introduction

In this increasingly interconnected world, it is the second nature for people to
communicate, socialize and share information through a huge number of media
platforms, often simultaneously. Along with the emergence of new mechanisms,
technologies to support this is constantly progressing. A rapidly growing social
interaction technology is the use of Quick Response (QR) codes as physical
shortcuts to Internet resources. Individual can use their mobile phones to capture
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the QR code quickly and visit the web site through the decoded URL. Meanwhile,
attacks also gain in conveniences from the popularity of QR codes, and the public
should concern about the security of the widespread used QR codes.

An ordinary usage of QR code is shown in Fig. 1 without the procedures
marks with rectangles. In this typical scenario, a merchant can create a QR
code which is corresponding to the payment of some goods for selling. It can be
done by QR code generators as simple as the online tools. Then, the QR code will
be distributed by media such as Internet, waiting for being scanned by clients.
Today, markets in China are filled with such codes for payment, after scanning
the QR code, user will be redirected to an intermediate payment agent or a
company’s web page to buy the goods for convenience, which is often referred to
as “one-click” payment [1]. But along with the convenience, there are also many
risks.

Fig. 1. Demonstration of the usage of QR code.

One of the most dangerous issue is the risk of phishing. In this case, the
attacker misleads the user to a malicious site and then “phishing” for users’
information such as the bank/credit card details, personally identifying informa-
tion like their mothers maiden name and postal address. It is difficult to identify
the authenticity of QR codes by ordinary users, because firstly the codes are not
human-readable but a ultimate form of URL obscuring service. Secondly, for the
unique way in which users access QR codes, there may be a illusion for people
that the QR code is safer than a web link. Other risks could be the implanting
of viruses such as Trojan. Since there are many extra storage spaces in QR code,
attacks can inject viruses into the code. When users scanned such code, the
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viruses will be downloaded and installed into their mobile terminals and make
some damages.

In order to deal with the problems, security techniques can offer some
help. They have been widely used in applications including encoding, encryp-
tion, secure identification, verification and watermarking. Verification techniques
based on digital certifications have gained more and more attention. In recent
years, experts and scholars have put forward a variety of optical encryption
techniques [1–3,5].

This paper aim to solve the problem for QR code based security payment.
Procedures marked with red rectangles in Fig. 1 highlight differences which dis-
tinguish ours from traditional methods. The main contributions of this paper
is: An authentication scheme is introduced, including the Certificate Authority
based authentication mechanism. Digital signatures techniques are involved to
ensure the authentication and the way of certification based on the proposed QR
code.

The rest of this paper is organized as follows: Sect. 2 presents the introduction
to the QR code standard and an overview of the use cases. In Sect. 3, we present
digital certificate based security payment for QR code applications. Simulation
results are demonstrated in Sect. 4, and Sect. 5 concludes the paper.

2 Problem Statement and Preliminaries

A brief introduction to the QR standard [10] is provided in this section. Each
QR Code 2005 symbol shall be constructed of nominally square modules set
out in a regular square array and shall consist of an encoding region and func-
tion patterns, namely finder, separator, timing patterns, and alignment patterns.
Function patterns do not encode data. The symbol shall be surrounded on all
four sides by a quiet zone border. There are forty sizes of QR Code 2005 symbol
referred to as Version 1, Version 2 . . . Version 40. Version 1 measures 21 modules
× 21 modules, Version 2 measures 25 modules × 25 modules and so on increasing
in steps of 4 modules per side upto Version 40 which measures 177 modules ×
177 modules. Figure 2 illustrates the structure of a Version 7 symbol.

There are various kind of attacks based on QR code. For example, attackers
use malicious QR codes to direct users to fraudulent web sites, which masquer-
ade as legitimate web sites aiming to steal sensitive personal information such as
usernames, passwords or credit card information. As illustrated in Fig. 3, differ-
ences of the two QR codes are hard to be observed especially when they are not
compared side by side. In other words, attacker replaces the QR code represent-
ing a URL equals to “http://www.fjut.edu.cn” by creating a new one encoded
with a malicious link “http://www.fjat.edu.cn” and pasting it over the original
one. It can be seen that this attack is simple yet effective.

There are some articles designed for avoiding the attacks [4,6–9,13–16].
Among them, digital signatures have proved to be an effective way to improve
security [11]. Based on the digital signatures, the QR code can be checked

http://www.fjut.edu.cn
http://www.fjat.edu.cn
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Fig. 2. QR code standard [10].

whether it has been modified or not. Shamir [12] introduced identity-based cryp-
tography in 1984 in order to simplify the key-management procedure of tradi-
tional, certificate-based, public-key infrastructures. Shamir’s approach allowed
an entity’s public key to be derived directly from her or his identity, such as an
email address, and the entity’s private key can be generated by a trusted third
party. A digital certificate based security payment for QR code applications will
be designed in this paper.

Fig. 3. One example of QR code trap

3 Authenticated QR Code Based on Digital Signatures

In this section, a work for QR code authentication is proposed based on tech-
niques such as digital signature. The whole frame is shown in Fig. 4. The frame
can be divided into three phases. The first phase is named the digital certificate
generation (Sect. 3.1), in this phase public and private keys are generated accord-
ing to a authentication mechanism, which using the Public Key Infrastructure
(PKI) technology. The public key can be published with the designed scanning
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application (App), while private key can be generated based on the merchant
information. The second phase is referred to as the authenticated QR code gen-
eration (Sect. 3.2). Using the private key and the merchant information (i.e., the
signature), an authenticated QR code can be generated in the second phase.
The third one is called the authenticated QR code certification. In this phase,
client can authenticate the code by the designed scanning App with public key
downloaded from the Certificate Authority.

Fig. 4. The work-flow of the proposed method.

3.1 Digital Certificate Generation Phase

Our proposed scheme is closely related to the ID-based cryptography. In an ID-
based cryptographic algorithms, each merchant needs to register at a CA and
identify himself before joining the network. Once a merchant is accepted, the CA
will generate a private key for him. The merchant’s identity (e.g. merchandise’s
name) becomes the keyword to find the corresponding public key from CA. In
order to verify a digital signature of a QR code, after the merchants associate
the authenticated QR code with the merchandise, the client only needs to know
the authenticated QR code of his trade partner and the public key from the CA
in order to carry out the authentication process.
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3.2 Authenticated QR Code Generation Phase

Before generate the authenticated QR code, basic information should be given
like the ones required for ordinary QR code generation, which include the QR
code version V and error correction level L for initialization. Then information
from merchandise and its digital signature will be combined and treated as mes-
sage for QR code encoding. If the capacity of selected version is not enough for
encode the entire message, it will be promoted automatically. The algorithm for
authenticated QR code generation is shown in Algorithm1.

Algorithm 1. Authenticated QR code generation
Input: Information of merchandise M , private key Kpri, version V , error

correction level L, authentication mode O.
Output: Authenticated QR code QRS with authenticated information includ-

ing the digital signature.
Step 1: Adopt a hash operation for M which will result in a digest D =

Hash(M);
Step 2: Use the Kpri to sign the digest D and produce the signature S;
Step 3: Let message M ′ be the combination of M and S with specified sep-

arators;
Step 4: Encode M ′ to form a QR code as the routine of standard QR code

encoding procedure with V and L;

As an example shown in Fig. 5. Given the L,L as the parameters and a URL
as the encoded message, then a normal QR code can be generated as shown in
Fig. 5(a). While, the result of our method is the one shown in Fig. 5(b), where
both the URL and generated signature are encoded into the QR code.

Fig. 5. One Authenticated QR code example
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3.3 Authenticated QR Code Verification Phase

In the authentication phase, the verification scheme for the proposed QR code
will be given. The basic idea for the verification is that, according to the princi-
ple of digital signature techniques, if we use the hash function, which is the same
one as used for QR code generation, to produce a digest from the original infor-
mation of a merchandise, then it will perfectly match the one decrypted from
signature using the rightful public key from CA. Otherwise, it can be confirmed
that the QR code was modified. The scheme can be described by the following
Algorithm 2.

Algorithm 2. Authenticated QR code verification
Input: Authenticated QR code QRS

Output: The certification result R of QRS

Step 1: Decode the QRS as the routine of standard QR code decoding pro-
cedure, which will result in a message string M ′;

Step 2: If M ′ is subject to a specified form, extract the original information
of merchandise M , signature S and digital certification for public key keyID
from M ′;

Step 3: Use the hash function to generate a digest D1 from M ;
Step 4: Use the Kid to get the rightful public key Kpub from CA;
Step 5: Use Kpub to decrypt S which will get another digest D2;
Step 6: Compare the two digests, and return the R = True if D1equalD2,

else R = False;

4 Experimental Results

This section describes some experiments. Multiple system environments are used
for testing as shown in Table 1.

Table 1. System testing environment

Device Type Param

PC ASUS X450V Windows 10(64); 8G (RAM); Inter Core i5-3230M; 500G

PC Lenovo thinkpad E540 Windows 10(64); 4G (RAM); Inter Core i5-4200; 1T

Phone HUAWEI honor 8 Android 7.0; 4G (RAM); Hisilicon Kirin 950; 32G

Phone SAMSUNG GTI9260 Android 4.1.1; 1G (RAM); Imagination PowerVR SGX544; 4G

To validate the authenticated QR code generation, URL addresses and their
digital signatures are encoded to form different authenticated QR codes. While,
two of them are demonstrated in Fig. 6. Our proposed authentication scheme
can identify whether the URL has been modified, as shown in Fig. 7. In other
words, the truth or false of the authenticated QR code can be distinguished.
If the authentication fails, entrance of the web site through the URL will be
forbidden, which can make sure the security of the QR code.
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Fig. 6. Test results of the proposed authenticated QR code generation.

Fig. 7. Test result of the authenticate process.
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5 Conclusions

Aiming for guarantee the QR Code based payment security, authenticated QR
codes along with both the generating and resolving methods are proposed in this
paper, digital signatures techniques are involved to ensure the certificate informa-
tion of merchandise delivered by QR code. Besides, an authentication scheme is
introduced, including the certificate authority based authentication mechanism
and the way of certification based on the proposed QR code. If authentication
fails, activities such as entrance of the given URL will be forbidden, which makes
the proposed QR code secure for usage. One limitation of the proposed QR codes
is that, since the signature is encoded along with the original message, a much
larger capacity for QR code is required comparing with the traditional one. The
problem will be solved in our future works.
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Abstract. Region selection algorithm for auto-focusing method based on depth
from focus plays an important role in obtaining a high-quality image. A novel
algorithm is proposed after analyzing different region selection algorithms.
Firstly, the gradient image is obtained through Scharr operator with improved
templates. Then the region with maximum accumulation value is selected as the
final auto-focusing region based on global searching with fixed step. The
experiments show that the proposed algorithm is more accurate compared with
other algorithms.

Keywords: Scharr operator � Region selection � Depth from focus �
Auto-focusing

1 Introduction

The focusing technology plays an important part in many imaging devices. However,
manual operated focusing has the disadvantages including low degree of automation,
slow process of focusing and low precision affected by human factor [1]. The
auto-focusing methods could solve the above problems [2]. The auto-focusing methods
can be divided into the initiative controlling methods and image processing [1]. The
image processing based auto-focusing can be classified as depth from defocus and
depth from focus [3].

Depth from focus finds the focusing position through searching process. The
method includes three parts: region selection algorithm, image definition evaluation
function and searching algorithm. Region selection algorithm could improve the
real-time performance of the auto-focusing method through focusing on the portion of
the image instead of the whole image. Traditional fixed region selection algorithms
include center region algorithm, multi-region algorithm, golden section algorithm [4–
6]. With the development of image processing and performance of microcontroller unit,
some automatic region selection algorithms were proposed. The first order region
selection algorithm is proposed in contrast with the disadvantages of some traditional
region selection algorithms [7]. An algorithm based on particle swarm optimization
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(PSO) is proposed in [8]. Entropy-based focusing region selection algorithm estimates
the subject region regardless of the subject’s position and the existence of high fre-
quency component in the background [9]. Liang [10] and Lee [11] also proposed
different algorithms for region selection in auto-focusing. In this study, the local gra-
dient accumulation value based region selection algorithm is proposed based on the
four directional Scharr operator with improved templates and global searching with
fixed step.

This paper is organized as follows. Section 2 describes the detail of the algorithm
with two stages, including obtaining gradient image and selecting focusing region.
Experimental results are shown in Sect. 3. Finally, Sect. 4 concludes the paper.

2 Proposed Region Selection Algorithm

The proposed region selection algorithm can be divided into two stages. Firstly, four
directional Scharr operator with improved templates is used to obtain gradient image.
Then, after fixing the region size, focusing region is selected through global searching
the maximum gradient accumulation value of different region with fixed step.

2.1 Gradient Image Through Scharr Operator with Improved Templates

The intense area corresponds to the detailed region in gradient image, which can be
used as the focusing region in most cases. As Scharr operator owns certain advantages
compared with other operators [12], the Scharr operator with improved template is used
in the proposed algorithm. The proposed algorithm could down-sampled the image
before using Scharr operator if the size of image is big.

Most objects in the images own multi-directional feature. Based on the 5 � 5
external templates with two directions in [12], the proposed algorithm introduces the
5 � 5 external templates with four directions (see Fig. 1).

To improve the real-time performance, the proposed algorithm calculates four
directional gradient absolute values, then accumulate them, as follows:

2 3 0 3 2 6 3 2 3 0 2 3 6 3 2 0 3 2 3 6
3 4 0 4 3 3 6 4 0 3 3 4 6 4 3 3 0 4 6 3
6 6 0 6 6 2 4 0 4 2 0 0 0 0 0 2 4 0 4 2
3 4 0 4 3 3 0 4 6 3 3 4 6 4 3 3 6 4 0 3
2 3 0 3 2 0 3 2 3 6 2 3 6 3 2 6 3 2 3 0

− −⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥− − − −⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢− − − − − −
⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢− − − − − − − − − − − − −⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢
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⎥
⎥
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(a) (b) (c) (d)

Fig. 1. 5 � 5 external templates with four directions. (a) The 0° directional template, (b) the 45°
directional template, (a) the 90° directional template, (b) the 135° directional template.
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where, I(i,j) means the image after preprocessing, GI(i,j) means the gradient image,
@Iði; jÞ=@0� , @Iði; jÞ=@45� , @Iði; jÞ=@90� , @Iði; jÞ=@135� means four directional gradient
value respectively.

Figure 2 shows the gradient image with the original two directional templates and
four directional templates in the proposed algorithm. The detail information in gradient
image with four directional templates is more obvious.

Table 1 shows the real-time performance comparison with two directional Scharr
operator and four directional Scharr operator under the Matlab R2015a platform. The
size of test images is 400 � 600, with 10 different images under the hardware con-
figuration shown in Sect. 3. Two algorithms nearly own the same consuming time.
Although the proposed algorithm calculates gradient value with four directional tem-
plates, the algorithm summates four directional gradient absolute values instead of
square operation in two directions and one root operation in original algorithm [12].

2.2 Focusing Region Selection

Inspired by the concept of region division in [9], the proposed algorithm divides the
gradient image into M � N regions as the first step. Then gradient value in each region
is accumulated. Figure 3 shows the gradient distribution with three different block sizes
(or region sizes).

In the original algorithm, if the region size is too big, more non-detailed area is
introduced, while if the region size is too small, the value of image definition evalu-
ation function could be easily affected by noise. At the same time, the subjects may be
divided into two different regions. According to above problems, the proposed algo-
rithm presents region selection algorithm with following steps.

(a) (b)  (c) 

Fig. 2. Gradient images with different templates. (a) Original image, (b) Gradient image with
two directional templates, (c) Gradient image with four directional template.

Table 1. Real-time performance of Scharr operator with different templates

Different templates Two directional Scharr operator Four directional Scharr operator

Time (s) 0.0594 0.0689
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Firstly, the region size is fixed. The region size should be proper to avoiding
introduce the non-detailed area and noise.

Secondly, moving the accumulation region with fixed step and calculating the
gradient accumulation value within the region. Moving direction is from top-left to
bottom-right, then local gradient accumulation value is accumulated as follows:

Sði; jÞ ¼
Xi�vl þ l

x¼i�vl

Xj�vh þ h

y¼j�vh
SumðGIRðx; yÞÞ ð2Þ

where, GIR(x, y) means the gradient image within the chosen region, Sum() means
accumulate the gradient value within the region; l and h means the width and height of
the region respectively; vl and vh means moving speed (step length) in two directions,
as shown in Fig. 4; i and j means step number in two directions; S(i,j) means the
accumulation value within the region.

It can be found that if the moving step is small, it is prone to find the most detailed
region of the image, but real-time performance decreases. Combing with real-time
performance and accuracy, the moving step is set as the half length of the width and
height of the accumulation region, as follows:

vh ¼ ð1=2Þ � h
vl ¼ ð1=2Þ � l

�
ð3Þ

Finally, choosing the region with maximum gradient accumulation value as the
focusing region.

Fig. 3. Local gradient accumulation results with different region size.

h

l

vh

vl

Fig. 4. The accumulation region moving direction
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3 Experiment and Analysis

To verify the feasibility and validity of the proposed algorithm. Testing has been made
to fix the parameter and compare the performance. The image data for testing is
captured by camera or from the websites. Images with different background are chosen
(see Fig. 5).

The experiments are implemented in Matlab (R2015a) on a 2.50 GHz Intel(R) Core
(TM) i7-6500 machine with 8.00 GB of RAM under Windows 10 of 64 bit.

3.1 Fixation of Region Size

In the proposed algorithm, the region size needs to be fixed beforehand. In the
experiments, we introduced different sizes to obtain focusing curves (see Fig. 6).

In the experiments, we choose the most intensive area as focusing region by our
region selection algorithm, and with different region sizes (50 � 50, 100 � 100,
150 � 150 and 200 � 200). It can be concluded that region with different sizes nearly

Defocusing image Focusing image Defocusing image Focusing image

(a) (b)

Fig. 5. Test images with different background. (a) Images with simple background, (b) Images
with complicate background.

Fig. 6. Auto-focusing curve with Roberts operator for different size of region
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have the same shape of curve, and region of 50 � 50 owns the best sensitiveness.
Considered that the smaller region is prone to be affected by noise, we choose the size
near 100 � 100 as the region size.

3.2 Performance of Global Searching with Fixed Step

To test performance of global searching with fixed step in the algorithm, we also use
different images to test the region selection results (see Fig. 7). The proposed algorithm
with global searching finds the more detailed region in the image.

We also test the stability of the proposed algorithm through locating region for
focusing/defocusing images, as shown in Fig. 8. Although different images are in
different levels of focusing, the proposed algorithm can locate the same region for
them.

3.3 Comparison with Different Algorithms

In the experiment, some other region selection algorithms are also introduced to
compare the performance in accuracy and real-time performance. The introduced
algorithms include the first order region selection algorithm [7] and entropy-based
focusing region selection algorithm [9]. Figure 9 shows the selection results with three

(a) (b) (c) (d)

Fig. 7. Region selection result comparisons for algorithms with and without global searching
with fixed step: (a) and (c) without global searching, (b) and (d) with global searching.

Fig. 8. Region selection result for focusing/defocusing images
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different algorithms. Compared with other algorithms, the proposed algorithm locates
better. As the entropy-based algorithm use threshold for choosing region, the number
of regions for focusing is unstable, even no region is selected when the number of the
regions is small.

The real-time performance comparison with different algorithms is shown in
Table 2. Although the proposed algorithm has the longest consuming time compared
with two other algorithms, but the difference is acceptable.

4 Conclusion

In this paper, we analysis the region selection algorithms for auto-focusing method
based on depth from focus. Then we present a novel region selection algorithm based
on gradient image obtained by Scharr operator with improved templates and focusing
region selection by global searching maximum gradient accumulation value with fixed
step. We also experiment to validate the feasibility and validity of the proposed
algorithm. Through analyzing, it can be concluded that the proposed region selection
algorithm is suitable for the object in the same plane. If the different subjects are in
different distances, the image maybe blurred when using the proposed algorithm.

Fig. 9. Region selection results comparison for different algorithms

Table 2. Real-time performance of different algorithms

Different
algorithms

The first order region
selection algorithm

Entropy-based focusing region
selection algorithm

The proposed
algorithm

Time (s) 0.0592 0.0262 0.0890
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Abstract. There are many classic problems in graph theory which can
be applied to research fields ranging from computer vision to transporta-
tion planning. Petri Nets (PNs) are mathematical objects which can be
demonstrated by live graphic elements such as Place and Transition.
They are competent in formalizing and solving issues in Graph theory.
Take maximum flow problem as an example, though it has been well
studied, its properties are rarely explored in the perspective of PNs to
the best of our knowledge. In this paper, a Petri Nets based maximum
flow modeling approach is proposed. Specifically, PN models of flow net-
works and the corresponding residual networks are firstly introduced.
Based on the proposed models, the way of finding a maximum flow for a
given flow network is presented. The PNs based maximum flow approach
not only can solve the problem accurately, but also is intuitive and easy
to understand resulting from its graphic simulation processes. Addition-
ally, it is feasible to extent this work to other problems in graph theory
as well.

Keywords: Maximum flow · Graph theory · Petri nets · Modeling

1 Introduction

There are many classic problems in graph theory, including the shortest path
problem, maximum flow problem, etc. Many algorithms have been proposed to
solve these problems, but it is undeniable that both the theories and solutions of
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the graph theory problems are generally based on abstract concepts and difficult
to understand especially for junior students. Petri nets (PNs) are mathematic
objects demonstrated by live graphic elements, which give them great advantages
in formalization and modeling problems in graph theory. Many researchers have
investigated methods for the combination, for example, Genrich et al. [1] use
PNs to simulate and analyze the metabolic pathways. Hua and Hai [2] and
Zhang et al. [3] carried out system failure analysis by solving the minimal cut
sets based on PNs. Hu et al. [4] employed rough set theory and PNs to evaluate
the reliability of stochastic flow network. But modeling and analysis for the
properties of maximum flow problem are rarely explored in the perspective of
PNs.

Maximum flow problem can be treated as a combinatorial optimization prob-
lem or special linear programming problem [5], which commonly existed in the
segmentation for point clouds [6], meshes [7,8], images [9,10], and other aspects
need for control and decision such as traffic network analysis [11,12]. Classic
solutions of maximum flow problem include pre-flow push method, augmenting
path method, etc. It can be extended to most reliable maximum flow on uncer-
tain graph, maximum flow in directed planar networks with both node and edge
capacities [13], and so on.

In order to demonstrate the PNs based graph theory modeling, this paper
presents a PNs based maximum flow modeling approach as an example. The
basic idea is similar to the augmenting path method. The proposed method not
only can achieve accurate results, but also is intuitive and easy to understand
resulting from its graphic simulation processes. The main contributions of this
work include:

– A PNs based modeling method for given flow networks is proposed in the
paper for maximum flow demonstration.

– A solution for maximum flow problem is proposed by simulation on proposed
PN models for residual networks similar to the augmenting path method.

The rest of the paper is organized as follows. Problem statements and pre-
liminaries are given in Sect. 2. The PNs based modeling for flow networks and
residual networks are described in Sect. 3. Section 4 presents a solution for max-
imum flow, finally Sect. 5 concludes the paper.

2 Problem Statement and Preliminaries

2.1 Flow Networks and Flows

Before discussing the maximum flow problem, some basic notions should be
given, including flow network, flow and its value.

Definition 1 (Flow networks [14]). A flow network G = (V,E) is a directed
graph in which each edge (u, v) ∈ E has a nonnegative capacity C(u, v) ≥ 0. We
further require that if E contains an edge (u, v), then there is no edge (v, u) in the
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reverse direction. If (u, v) /∈ E, then C(u, v) = 0, and we disallow self-loops. We
distinguish two vertices in a flow network: a source s and a sink t. We assume
that each vertex lies on some path from the source to the sink.

Definition 2 (Flow [14]). Let G = (V,E) be a flow network with a capacity
function c. Let s be the source of the network, and let t be the sink. A flow in G is
a real-valued function f : V × V → R that satisfies the following two properties:

(1) (Capacity constraint) For all u, v ∈ V , we require 0 ≤ f(u, v) ≤ c(u, v).
(2) (Flow conservation) For all u ∈ V − {s, t}, we require

∑

v∈V

f(v, u) =
∑

v∈V

f(u, v).

When (u, v) /∈ E, there can be no flow from u to v, and f(u, v) = 0. We call
the nonnegative quantity f(u, v) the flow from vertex u to vertex v.

Definition 3 (Value of a flow [14]). The value |f | of a flow f is defined as
|f | =

∑

v∈V

f(s, v) − ∑

v∈V

f(v, s).

Generally speaking, because the total flow into the source is zero, therefore
the flow in a flow network equals to total flow out of the source, which also is
the total flow into the sink.

Up to now, the maximum flow problem can be defined formally, as shown
in Definition 4. Sometimes, acquiring the value of a maximum flow in G is the
aim of an application, but more commonly, finding out the value of flow for each
edge is preferred when a maximum flow achieved [15].

Definition 4 (Maximum flow problem [14]). Given a flow network G with
source s and sink t, the maximum flow problem wishes to find a flow of maximum
value.

2.2 Petri Nets

The concept of Petri nets are firstly introduced by Dr. Carl Adam Petri in 1939,
they are famous mathematical modeling tools for the description of distributed
systems. It also known as a Place/Transition net, which consists of basic elements
such as Places (e.g., conditions, represented by circles) and Transitions (e.g.,
events, represented by bars). Tokens (e.g., resources, represented by spots) can
be transmitted from one Place to another through Transition between them
following some rules. We use |P | to denote the amount of tokens within a Place
P (e.g., represented by numbers within the Place). A formal definition of PNs
is presented in Definition 5.

Definition 5 (Petri Nets) [16]. A Petri net is a triple N = (S, T ;F ), sat-
isfying (1) S

⋃
T �= ∅, (2) S

⋂
T=∅, (3) F ⊆ (S × T )

⋃
(T × S), and

(4) dom(F )
⋃

cod(F ) = S
⋃

T , where dom means domain of F and meets
dom(F ) = {x|∃y : (x, y) ∈ F}, cod means codomain of F and meets cod(F ) =
{y|∃x : (x, y) ∈ F}. S and T denote the set of Place and Transition respectively,
and F denotes the flow relation between them.
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Furthermore,
∑

= (N,K,W,M) is a PN system, where K,W and M are
capacity function of Places, weight function of arcs and case (i.e., the distribution
of tokens) of a system respectively.

3 Modeling of Maximum Flow Using Petri Nets

In this Section, Ford-Fulkerson (i.e., the augmenting path) method is firstly
described in Algorithm 1. Then PNs based flow network and residual network
modeling methods are proposed.

Algorithm 1. Ford-Fulkerson method [14]
Input: Flow network G with source s and sink t
Output: A maximum flow f

1 initialize flow f to 0;
2 while there exists an augmenting path p in the residual network Gf do
3 augment flow f along p;
4 end
5 return f

3.1 Modeling for Flow Network

A primary issue when utilizing PNs for modeling is to determine the meaning
of each Place and Transition. As for the modeling of flow network G = (V,E)
shown in Fig. 1(a), we decide to use Places stand for vertexes V , while Transitions
will be associated with edges E. Our modeling method for a given flow network
G = (V,E) is described as follows.

(1) For each v ∈ V , we add a Place Pv into NG corresponding to v in G, where
NG denotes the Petri net model of G.

(2) For each (u, v) ∈ E, where u, v ∈ V , we add a Transition T into NG between
Pu and Pv. Two directed arcs also will be added into NG pointing both from
Pu to T and from T to Pv with parameter muv.

Figure 1(b) shows the result of our modeling method above given G = (V,E)
shown in Fig. 1(a) as input. The weight muv of arcs in NG is a variable that
stands for flow f(u, v) between u, v ∈ V . Therefore, in our work, such model is
used for demonstration. In contrast, we solve the maximum flow by a PNs based
residual network model which will be introduced in the next Section.

3.2 Modeling of Residual Networks

Given a flow network G = (V,E), its corresponding residual network Gf can
be constructed accordingly. Since Gf contains not only the edges in G but also
some reversed edges, we propose a PNs based residual network modeling method,
where a flow network G = (V,E) with source s and sink t is given as the input,
a Petri net model NGf

of residual network Gf corresponding to G is generated
as follows.
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Fig. 1. A flow network (a) and its corresponding PNs model (b).

(1) For each v ∈ V , we add a Place Pv into NGf
corresponding to v in G;

(2) For each (u, v) ∈ E, where u, v ∈ V , we add a Transition T into NGf
between

Pu and Pv;
(3) For each (u, v) ∈ E and suppose its associated Transition is T , we add a

foreword Place Pf into NGf
, s.t. Pf ∈ T • and |Pf | = f(u, v). We also add

a revise Place Pr into NGf
, s.t. Pr ∈ •T and |Pr| = c(u, v) − f(u, v), where

•T and T • denote the pre-set and post-set of the Transition T respectively.
Furthermore, if v �= t, a Transition T ′ will be added into NGf

, s.t. •T ′ =
{Pv, Pf} and T ′• = {Pu, Pr} as well.

Figure 2(a) demonstrates an instance of method described above. Specifically,
for (u, t) ∈ E, f(u, t) = 0 and c(u, t) = 20, then Pf and Pr are added into NGf

with number of tokens equals 0 and 20 respectively. While, for (u, v) ∈ E
∧
v �=

t, beside Pf and Pr, T ′ also will be added as shown in Fig. 2(b). The reason
for treating sink t differently is that adding a reverse edge for the sink in the
residual network is meaningless, resources should not leave the sink after they
have arrived their destination.

Fig. 2. Demonstration of PNs based residual network modeling method given a flow
network G = (V,E) as input. (a) and (b) are the results for (u, v) ∈ E for v = t and
v �= t respectively, where t stands for the sink.

It is worth to point out that the Pf and Pr described in Algorithm 1. are
referred to as forward Place and reverse Place in this paper, because according
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to PN rules, if (u, v) is a forward edge of flow network G, then the amount of
tokens out of Pu and into Pf will be exactly the same. That is to say, |Pf | will
always equals to f(u, v). Similarly, the amount of tokens out of Pv and into Pr

will be exactly the same. So, |Pr| will always be c(u, v) − f(u, v), namely, the
revise flow f(v, u) if v �= t. Additionally, Pf and Pr are complementary Places,
which is an important concept in PNs theory [16], they make sure that no contact
will be added into the system, namely, the system will remain safe [17].

4 The Petri Nets Based Maximum Flow Solution

Benefit from the simulation of PNs, we can achieve a maximum flow for a given
flow network using the proposed residual network model NGf

as shown in Fig. 3,
which is intuitive to be observed and distinguish our method from others. The
core idea of our method is that if we initialize the source Place Ps with enough
tokens (e.g., 100 tokens in our experiments) and let the modeling system run
under PN rules automatically until it reaches a status that there exists no path
for a token flows from Ps to sink Place Pt as shown in Fig. 3, then a maximum flow
is achieved. At the same time, a min-cut can be found as curve line demonstrated
in Fig. 3. It separates V of flow network G(V,E) into two categories, which are
denoted as CS and CT in this paper. While CS contains vertexes corresponding
to Places in the biggest live sub-net of NGf

(e.g., Ps, Pv1, Pv2 and Pv4 in Fig. 3),
CT contains the rests.

Fig. 3. Solve the maximum flow by the proposed residual network model.

Our method not only can find the maximum flow, but also has the ability
to acquire flow values of every edges when maximum flow achieved. A back-flow
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strategy is used, specifically, we let the tokens flow back to Ps, after that, the
amount of tokens reserved in the forward Places Pf shall be f(u, v) of each edge
as described above.

5 Conclusion and Future Works

Benefit from animated graphical notations of PNs, a PN based maximum flow
modeling approach is introduced in this paper. Specifically, modeling methods
for both flow networks and residual networks are firstly proposed. Based on the
proposed models, a PN system for solving the maximum flow problem is pre-
sented. Namely, given a flow network, we can construct a PN system accordingly.
A maximum flow is achieved when there exists no path for a token transmitted
from source Place to sink Place. The entire procedures can be intuitive demon-
strated by automatically executed simulation.

It is worth to point out that, though our method can be used to solve the
maximum flow problem, it is meaningless to compare our method with other
methods focus on efficiency, since the aim of our work is the modeling and
analyzing of the problem. Furthermore, for there are many advantages for PNs
based modeling and analyzing, it is feasible for us to extent this work to other
problems in graph theory, which will be one of our future works.
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Abstract. In this paper, we combine the use of sampling methods and
a network generator to assess the degree of similarity between real and
generated networks. Generative network models provide a tool for study-
ing essential network features. These include, for example, the average
and distribution of node degree, cluster coefficient and community size.
The aim of the generators based on these models is to create networks
with properties close to real networks. Even with a high similarity of
global properties of real and generated networks, the local structures of
these networks often differ considerably. On the other hand, when the
network is reduced by a sampling method, global features of networks are
strongly influenced by local structures. In the paper, we compare proper-
ties of a real-world network and a generated network and also properties
of their small samples. In experiments, we show how the distribution of
the properties of individual networks change by using different sampling
methods and how these distributions differ for both networks and their
small samples.

Keywords: Network sampling, Co-authorship network · Network model

1 Introduction

The sampling and modeling of networks belong to the traditional tasks of net-
work analysis. Both tasks are especially important for the analysis of large-scale
networks. The aim of sampling [8] is to find a reduced network of a substantially
smaller size to preserve the properties of the original network. The use of sam-
pling allows studying, in particular, global properties that are otherwise difficult
to examine due to the size of the original network. The aim of generative models
of networks [7] is, on the contrary, to find the essence of network growth so that
it is possible to generate a large-scale network with expected global properties
known from real-world networks. In both areas, there are many methods provid-
ing very good results when studying global network properties. However, even in
these cases, local properties of network samples or generated networks may differ

c© Springer International Publishing AG 2018
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substantially from real-world networks (e.g. community structure or the decom-
position of a network into a set of connected components). In our paper, we use
both approaches together. In the experiment, we use a real-world co-authorship
network and a network growth model that allows generating networks with prop-
erties similar to co-authorship networks. Our experimental results show not only
how the real-world network and the generated one resemble each other but also
how they preserve their properties due to sampling.

The paper is organized as follows: In Sect. 2, we discuss the related work
from two different sides: from the side of the sampling of large-scale networks
and from the side of network models serving to represent real network data. The
brief description of our model is presented in Sect. 3. In Sect. 4, we focus on the
experiment and its results. Section 5 concludes the paper.

2 Related Work

2.1 Network Sampling

Data sampling, in general, is a statistical analysis technique which serves to
create a representative sample from large data collections. In network analysis
and network modeling, we sometimes want to or have to work with a sample of
a network rather than with all its nodes and edges. This can occur when the
analysis is demanding on computational performance and memory or when we
do not have access to the whole network and have to instead work with what is
possible to obtain (e.g. online social media). If the network is represented by a
graph G = (V,E), where V denotes the set of nodes (n = |V |) and E is the set
of edges (m = |E|), then the network sample GS = (VS , ES) is a subgraph of
graph G where VS ⊂ V,ES ⊂ E and nS = |VS | � n, mS = |ES | � m.

The way we obtain a network sample can have a substantial influence on
every analysis we conduct. Sampling methods can generally be divided into two
groups according to whether we have or do not have access to the whole network.
If we can store the whole network, the methods will include into the sample any
node or edge uniformly randomly or according to a certain property, such as node
degree. Otherwise, we choose a starting node or edge and explore its neighbors
in the part of the network we have access to. For exploration, we use various
strategies such as breadth-first search or random walk.

Some information about a network is, however, lost in sample collection and
it is, therefore, crucial to understanding the change in network structure caused
by sampling [12]. The success of sampling can be determined for instance by
a simple comparison of distributions of certain network properties. The aim of
sampling, in general, is to create the most accurate samples in terms of as many
network properties as possible so that samples can represent original networks.

Subgraph sampling has a long history starting with snowball sampling used in
sociology [5]. A lot of recent works have investigated sampling of large-scale net-
works, with a focus on recovering topological characteristics such as degree dis-
tribution, clustering coefficients and others. Leskovec and Faloutsos [12] focused
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on empirically observed network properties such as shrinking diameter and com-
paring the performance of different sampling techniques. Another comparison
of sampling techniques was presented in [11]. An innovative sampling technique
based on the Metropolis algorithm was proposed in [9] and was tested to assess
the degree of consistency with network properties as well. One of the most pop-
ular directions [6] is the focus on sampling of online social networks.

Real-world networks commonly reveal communities that are densely con-
nected clusters of nodes loosely connected between. Communities play important
roles in real-world systems, mainly in social or collaborative networks. Sampling
has not previously been applied to the problem of community detection. Maiya
and Berger-Wolf show in [13] how to produce samples representative of all or
most of the communities in the network. Also in [3] authors studied the presence
of characteristic groups of nodes in different social and information networks and
analyzed the changes in network group structure introduced by sampling.

2.2 Network Models

In the last two decades, the analysis of real-world networks received extraor-
dinary attention and gave rise to many network models. Models of networks
have been designed based on features observed in real networks, such as the
small-world effect, the power-law degree distribution or community structure.
Underlying processes that take place during the evolution of real-world net-
works have also been examined. Some network models are based on analyzing
these processes using the formally described underlying process as a generative
mechanism. Such a mechanism can generate networks possessing one or more
known properties. Co-authorship and collaboration networks, in general, are
long-investigated sources in this area. A common feature of this type of network
is that underlying processes proceed in cliques, which then become fundamental
building blocks of the network.

Barabasi et al. [1] presented and analyzed in detail a network model inspired
by the evolution of co-authorship networks. Their measurements of real-world
networks revealed that the distribution of degrees in collaboration networks has
a power law and that they are small-world networks with an increasing average
degree. Newman confirmed the above observations in [16] and extended the
knowledge about the properties of collaboration networks by assessing that they
have a high clustering coefficient and a positive assortativity coefficient. The
model presented by Ramasco et al. [18] combines preferential edge attachment
with a bipartite structure and depends on the act of collaboration. They also
demonstrated that assortativity in collaboration networks depends on the aging
of nodes. Among more recent work, is the model of a multilayer network proposed
by Battiston et al. [2]; their model captures the multifaceted character of actors
in collaborative networks. Layers here represent different areas of interest and
interactions can take place both within the same layer and between nodes in
different layers.



120 E. Ochodkova et al.

3 3-Lambda Model

3-lambda model briefly described below is based, similarly to Milojević [14], on
the Poisson distribution of a number of nodes participating in network growth
interactions. The model is based on the following premises: (1) one step in the
growth of the network is the interaction of one proactive node with nodes in three
different roles; (2) the variables describing the numbers of co-authors in different
roles are independent random variables that follow Poisson distribution; (3) the
proactive node, its neighbors (old connections), and new connection nodes are
selected at random; (4) the expected values of λ1 (old connections), λ2 (newbies),
and λ3 (new connections) of the Poisson distributions are preselected.

λ1, λ2, and λ3 significantly affect the density of the network. If we assume
that a randomly selected interaction has, on the basis of the corresponding distri-
butions, b neighbors of a proactive node, n new nodes, and e nodes unconnected
to the proactive node, then the number of nodes involved in this interaction
(interaction size) is as shown in Eq. 1.

s = 1 + b + n + e (1)

and the following applies:

– n new nodes which must connect to a proactive node and with each other are
created.

– There are b nodes adjacent to the proactive node which must first become con-
nected with each other, then with e nodes that are not adjacent to the proac-
tive node (these edges may already exist prior to the interaction). Finally,
they must connect with the new n nodes.

– There are e nodes not adjacent to the proactive node, which must become
connected with it. Next, they must become connected with each other (these
edges may already exist prior to the interaction) and n new nodes.

The network generator uses a simple algorithm which comes directly from
the model description. The only extra step is setting up the initial network state.
The model is memory-less, which allows working with an arbitrary initial state.
For the generator, a complete graph with a number of nodes equal to the round
of (1 + λ1 + λ2 + λ3) was chosen as the default state. The time complexity of
the algorithm is O(s2 · N

λ2
) (for details see [10]).

4 Experiments

In our experiments, we have adopted methodology published in [12]. We use a
large static undirected real-world network (based on DBLP dataset) and undi-
rected network generated by the 3-lambda model. As can be seen in Table 3,
these networks do not differ much in most global properties. The purpose of the
experiments described below was to show how these properties change due to
sampling, even in small samples, where differences in local properties necessarily
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occur. Our goal was to show that if the model fits the real-world network well,
then the global features of compared networks should be stable even with the
use of very small samples.

4.1 Data

The first data collection was created from the real-world co-authorship network
DBLP.1 The data contained 3,688,962 publications with 1,870,930 authors at
the time of preparing this paper (April 2017). For the purpose of sampling and
experiments, we extracted from the source XML format only publications from
2011. The resulting undirected network consists of only the largest component of
the generated network. Network nodes represent authors, and an undirected edge
between two authors exists in case these authors are co-authors of at least one
publication. More co-authored publications between two authors are neglected,
and edge weights are equal to 1. The generated network contains 158,632 nodes
and 398,521 edges.

The second data collection represents the 3-lambda model and was obtained
by using its generator, see Sect. 3, with parameters λ1 = 1, λ2 = 0.67, λ3 = 0.03.
This network consists of 150,001 nodes and 386,630 edges.

4.2 Measured Properties

Researchers have suggested several techniques to evaluate individual methods.
One of the strategies is to calculate the distribution of the original network and
its sample in order to show their similarity. The following properties and their
distributions are compared:

– Degree distribution and average degree <k>.
– The distribution of the clustering coefficient CC and average <CC>. The

distribution of the average clustering coefficient <CC> for all nodes with
degree k was generated.

– The average shortest path <l> and diameter l.
– The distribution of sizes of connected components and number of connected

components #comp.
– Hop-plot (Hops): the number P (h) of reachable pairs of nodes at distance h

or less where h is the number of hops [17].
– The distribution of the first left singular vector (Svec) of the graph adjacency

matrix versus the rank.
– The distribution of singular values (Sval) of the graph adjacency matrix versus

the rank.
– Assortativity r [15].
– Distribution of community sizes IM and modularity QIM (according to

Infomap algorithm [20]).

1 http://dblp.uni-trier.de/.

http://dblp.uni-trier.de/
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4.3 Sampling Methods

Network sampling methods can be, in general, divided into two groups (see
Sect. 2.1). The first group includes methods based on random selection. Uniform
node sampling (RN) is the simplest way to obtain a sample network. It selects a
set of nodes VS uniformly randomly with a probability p. The resulting sample
GS is an induced subgraph with VS . The Hybrid approach (HYB) combines
Random Node-Edge sampling and Random Edge sampling with parameter p =
0.8 [12].

The second group includes methods based on exploration. In the Random
Walk (RW) method, the starting node from which is we simulate a random walk
in the network is (uniformly randomly) selected.

The method Random Jump (RJ) is similar to RW. The difference is that we
randomly jump to any node in the network with the probability c = 0.15.

In the Forest Fire (FF) method, the initial node is selected randomly, and
the burning of the links and corresponding nodes starts from it. If the link is
burned, the second end node gets the chance to burn its links on its own, etc. The
model has two parameters: forward (pf ) and back (pb) (for directed networks)
probabilities of burning. We set pf = 0.7 [12].

Previous methods based on random walks favor nodes with high degrees, and
the distribution of the original network is not maintained. The solution is the
Metropolis-Hastings algorithm in combination with a random walk (Metropolis-
Hastings Random Walk (MHRW)) [9]. The Topologically Divided Stratums (DS)
method [4] takes topological structure into account. The topological structure
can reveal the real topology relation and social relation of networks. The DS
works with the diameter of the original network. In the beginning, one of the
two most distant nodes of the original network is selected. Subsequently, the
nodes of the original network are divided into subsets according to the distance
from the initial node. From each subset, p nodes are selected where p represents
the desired sample size. The goal is to select nodes and edges evenly across the
original network. Parameter k was experimentally tested and set k = 0.7.

The main problem with the RW method is the threat of being stuck in a small
isolated component or a locally dense area. The success of the method depends
on the initial node selection, and the results can be very different when selecting
another starting node. For this reason, the m-Multi-dimensional Random Walk
method, also called Frontier Sampling (FS) [19], which performs m random
walks, has been proposed.

The above-mentioned algorithms, from both groups, were used for the exper-
iments. For each method, sampling was performed 5 times. The main criterion
determining the success of the method is how similar the two property distrib-
utions for the sample and original network are. The indicator of this criterion
is the D-value representing the maximum difference between cumulative distri-
butions. Typically, the D-statistic is used as a part of the Kolmogorov-Smirnov
test to reject the null hypothesis. Here we use it to measure agreement between
the two distributions. The D-statistic does not address the scale problem but
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compares the shape of (normalized) distributions. The smaller the test value,
the larger the probability that two samples obey the same distribution.

For our experiments, the sample size was set to 15% of the original network
size [12]. We supported this size by our tests when a total of 10 samples of different
sizes from 85% to 5% of the original network size were created. We determined the
quality of the sample based on the average D-value of all distributions.

4.4 Results

In the experiments, we used an ensemble approach and worked with eight meth-
ods in total, the results of which for individual properties in 15% samples were
averaged for the evaluation. For both networks, the RW and FF methods were
the most accurate (see Tables 1 and 2, for each column we bold the best test
value). However, the means of all these methods indicate that 15% sampling is
more accurate for the 3-lambda generated network, especially in the CC, IM
and Sval parameters. All these parameters are associated with strongly inter-
connected local network structures (community structures).

Table 1. Average D-values for 3-lambda

<k> #comp CC IM Hops Svec Sval Avg

RN 0.420 1.000 0.088 0.651 0.178 0.363 0.108 0.401

HYB 0.824 1.000 1.000 0.71 0.414 0.860 0.280 0.726

RW 0.274 0.000 0.066 0.111 0.067 0.043 0.072 0.090

RJ 0.131 1.000 0.053 0.203 0.064 0.828 0.128 0.344

FF 0.161 0.000 0.077 0.024 0.107 0.365 0.136 0.124

MHRW 0.097 0.000 0.088 0.167 0.139 0.593 0.088 0.167

DS 0.107 1.000 0.047 0.403 0.014 0.205 0.006 0.254

FS 0.169 1.000 0.036 0.148 0.081 0.804 0.052 0.327

Avg 0.317 0.7 0.158 0.361 0.150 0.494 0.123 0.329

In Figs. 1, 2 and 3, the cumulative distributions of three global properties
(degree, clustering coefficient vs. degree, community size) are shown for the orig-
inal networks and the 15% samples created by the most successful methods. The
degree and community size distributions have similar and consistent behavior for
both networks. For the clustering coefficient vs. degree distribution, it is obvious
for the DBLP network that most methods do not provide good results for 15%
of samples. Higher consistency between the original network and samples for the
3-lambda model is probably related to the fact that, unlike the DBLP network,
this network has a stronger and more regular interconnected local (community)
structure.
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Table 2. Average D-values DBPL

<k> #comp CC IM Hops Svec Sval Avg

RN 0.409 1.000 0.124 0.867 0.124 0.777 0.114 0.487

HYB 0.802 1.000 0.63 0.657 0.395 0.875 0.338 0.671

RW 0.255 0.000 0.25 0.057 0.032 0.387 0.264 0.177

RJ 0.158 1.000 0.391 0.276 0.147 0.662 0.276 0.415

FF 0.209 0.000 0.318 0.034 0.073 0.072 0.158 0.123

MHRW 0.099 0.000 0.313 0.303 0.185 0.505 0.14 0.220

DS 0.072 1.000 0.22 0.784 0.02 0.402 0.136 0.376

FS 0.121 1.000 0.188 0.121 0.065 0.47 0.07 0.290

Avg 0.309 0.7 0.280 0.466 0.132 0.473 0.191 0.364
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Table 3 shows that in the main parameters neither the original networks nor
the samples differ substantially. The only exception is assortativity (r). For the
DBLP network, it is unnaturally high, which again may be due to weaker local
network connections. It can be caused by the fact that only the year 2011 was
used for the analysis, in which may lack links from previous years.

Table 3. Global properties

n m <k> <l> #comp <CC> r QIM

3-lambda (100%) 150,001 386,630 5.15 8.93 1 0.66 0.155 0.846

FF (15%) 22,500 41,927 3.72 13.42 1 0.37 0.072 0.878

RW (15%) 22,500 38,640 3.43 9.96 1 0.328 0.146 0.836

MHRW (15%) 22,500 36,426 3.25 30.63 1 0.377 0.134 0.908

Avg 22,500 38,997.6 3.466 18.003 1 0.358 0.117 0.874

DBLP (100%) 158,632 398,521 5.02 10.18 1 0.562 0.451 0.85

FF (15%) 23,795 51,328 4.31 10.39 1 0.313 0.668 0.86

RW (15%) 23,795 37,731 3.17 8.48 1 0.234 0.129 0.78

MHRW (15%) 23,795 37,523 3.15 26.59 1 0.344 0.459 0.90

avg 23,795 42,194 3.543 15.153 1 0.297 0.4187 0.846

5 Conclusion

The main principle of the quality assessment of a network model is a measure-
ment of selected properties of the networks generated by this model. The goal
is to set the parameters of the generator so that the generated network fits well
with the real network. Traditional approaches only use the resulting generated
network when comparing properties of real-world and generated networks. The
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main contribution of our approach is assessment using network samples. Even
though this is a preliminary study, our experiments with a co-authorship net-
work and a network generated by the 3-lambda model show that by applying
sampling methods we are able to, thanks to small samples, assess in more detail
the match between the real-world and the generated network. Further investi-
gation is needed to provide more experiments with other types of networks to
verify our results.
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Abstract. For images with unequal distribution variances and heterogeneous
foreground or background, a relative homogeneity between-class thresholding
criterion is deduced. For images with distorted gray distribution, as geometric
characteristic, shape measure function is introduced. To segment the images
with unequal, heterogeneous and distorted distribution, two criterions are fused,
a relative homogeneity thresholding method based on shape measure is pro-
posed. The segmentation results show that the accuracy of proposed criterion is
improved greatly.

Keywords: Thresholding method � Focusing on objects � Relative
homogeneity � Shape measure

1 Introduction

Otsu’s measure is regarded as one of the classic image thresholding techniques and
clustering criterion [1, 2]. Nonetheless, when gray level distribution have unequal
variances, Otsu’s method will provide a biased threshold value.

In order to overcome the inherent defect of Otsu’s method, Hou [3] proposed a
generalized criterion, minimum class variance thresholding (MCVT). Chen [4] ana-
lyzed the limitations of Otsu’s criterion and developed a new binarization method,
obtained correct threshold value for unequal distribution variances images. In addition,
extensive research [5–7] has been already conducted to introduce new and more robust
thresholding techniques based on class variance information.

Based on Chen’s [4] method, we have a more detailed research [8], deduced a
relative homogeneity between-class thresholding criterion. In real images, background
distribution is complexity, and image is affected by light, environment and other fac-
tors, the gray distribution does not correctly represent correct distribution information
of object and background. For this case, we introduced shape measure function as a
characteristic information of object geometric features, which is less affected by light
and other factors, can represent the actual image information. By fusing the two cri-
terions, we constructed a new thresholding function, in which, the problem of gray
distribution deviation can be modified, the completeness and accuracy of the object
extraction is greatly improved.
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2 Thresholding Method Based on Relative Homogeneity
Between-class

2.1 Binarization Focusing on Objects

Otsu’s method views both object and background as having uniform or homogeneous
gray distribution. However, for some images, object pixels may have more distribution
uniformity or homogeneity than background pixels, that is, background possesses more
likely heterogeneity and non-uniformity. Therefore, a biased threshold estimate will
possibly be resulted by adopting a single mean to represent background.

For remedying such shortcomings of Otsu’s method, Chen [4] defined an alter-
native discriminant criterion, which assumes object has gray level homogeneity, an
optimal gray level t� 2 0; 1; 2; � � � ; L� 1f g is selected, which makes the following
criterion JLCðtÞ minimized:

JLCðtÞ ¼ P1ðtÞ
P2ðtÞ

� �a

P
ðx;yÞ2o

kðgðx; yÞ � mÞ2 þð1� kÞð�gðx; yÞ � mÞ2
h i

P
ðx;yÞ62o

kðgðx; yÞ � mÞ2 þð1� kÞð�gðx; yÞ � mÞ2
h i ð1Þ

Then, the optimal threshold t� is:

t� ¼ Arg min
0� t�L�1

JLCðtÞ ð2Þ

Here, ðx; yÞ is gray level of pixel ðx; yÞ , �gðx; yÞ is neighboring average gray level, O
is the set of pixels belonging to object, m ¼ 1

Oj j
P

ðx;yÞ2O
gðx; yÞ, P1ðtÞ ¼ 1

Oj j , P2ðtÞ ¼ 1
N� Oj j ;

W is a window centered at ðx; yÞ , N is the total number of pixels of image, aða� 0Þ is an
exponent and adjusts ðP1ðtÞ=P2ðtÞÞa to achieve some trade-off and kð0� k� 1Þ also is
an parameter to trade off the proportion between gray levels and its local average gray
levels.

In formula (1), the numerator measures the object-class similarity or scatter
degree, the more similar (compact) the pixels in object class, the smaller the scatter
and thus the smaller the numerator value is. And the denominator measures the
background-class dissimilarity to the object class, a larger value implies that the two
classes are better separated. This criterion more focuses on both the similarity of
object class itself and the dissimilarity of background to object, better avoids the
problem probably incurred by the heterogeneity of background. For images with both
heterogeneous background and uniform foreground (object), a better segmentation
effect can be obtained.

2.2 Thresholding Based on Relative Homogeneity Between-class

In the discriminant of Sect. 2, it is implied that m can represent all, and the threshold t�

can also represent all. Further, if we take into account the difference of gray level his-
togram and neighborhood average histogram, a more detailed description can be given.
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The thresholding criterion based on histogram information is obtained, i.e.

JOðtÞ ¼ P1ðtÞ
P2ðtÞ

� �a

P
i2O

k � pðiÞði� lðtÞÞ2 þð1� kÞ � �pðiÞði� �lðtÞÞ2
h i

P
i 62O

k � pðiÞði� lðtÞÞ2 þð1� kÞ � �pðiÞði� �lðtÞÞ2
h i ð3Þ

where, for an image with M � N size, the gray value of pixel ðx; yÞ is i, f ðiÞ is the total
pixels number of gray level i, pðiÞ ¼ f ðiÞ

M�N, i ¼ 0; 1; � � � ; L� 1. P1ðtÞ ¼ 1=
P
i2O

pðiÞ,

P2ðtÞ ¼ 1=
P
i 62O

pðiÞ are the prior probability of object and background, lðtÞ ¼
P
i2O

ipðiÞ=P
i2O

pðiÞ denotes the object area mean value of original image, lðtÞ denotes the
object area mean value of neighborhood average image.

In research, we found that the function JOðtÞ only includes the degree of consistency
of object (background) with respect to the other pixels, the less the pixels, the better the
internal relative uniformity. That is, with the increase of pixels number, the relative
uniformity may be more and more poor, then JOðtÞ show monotonicity with the increase
of t, the optimal threshold value can’t be obtained according to the criterion JOðtÞ.

In images, the pixels with good homogeneity may be located in low value region,
also be located in high value region of gray level, therefore, the discriminant function
JOðtÞ can also be described as follows:

JO1ðtÞ ¼ P1ðtÞ
P2ðtÞ

� �a
Pt�1

i¼0
k � pðiÞ � ði� l1ðtÞÞ2 þð1� kÞ � �pðiÞ � ði� l1ðtÞÞ2
h i

PL�1

j¼t
k � pðjÞ � ðj� l1ðtÞÞ2 þð1� kÞ � �pðjÞ � ðj� l1ðtÞÞ2
h i ð4Þ

JO2ðtÞ ¼ P2ðtÞ
P1ðtÞ

� �a
PL�1

i¼t
k � pðiÞ � ði� l2ðtÞÞ2 þð1� kÞ � �pðiÞ � ði� l2ðtÞÞ2
h i

Pt
j¼0

k � pðjÞ � ðj� l2ðtÞÞ2 þð1� kÞ � �pðjÞ � ðj� l2ðtÞÞ2
h i ð5Þ

Where, P1ðtÞ ¼ 1Pt�1

i¼0
pðiÞ

; P2ðtÞ ¼ 1PL�1

i¼t
pðiÞ

; then
P1ðtÞ
P2ðtÞ ¼

PL�1

i¼t
pðiÞ

Pt�1

i¼0
pðiÞ

;

P2ðtÞ
P1ðtÞ ¼

Pt�1

i¼0
pðiÞ

PL�1

i¼t
pðiÞ

� l1ðtÞ ¼
Pt�1

i¼0
ipðiÞ

Pt�1

i¼0
pðiÞ

; l2ðtÞ ¼
PL�1

i¼t
ipðiÞ

PL�1

i¼t
pðiÞ

:

JO1ðtÞ denotes the criterion in which homogeneity is better in low gray level region,
JO2ðtÞ denotes the function that homogeneity is better in high gray level region. In
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addition to the possible monotonicity, for an image, the information will be lost if only
using the criterion JO1ðtÞ or JO2ðtÞ to indicate the homogeneity. For taking into account
the regional internal uniform information, we can combine the two criterions and
construct a new thresholding function as follows:

JOBðtÞ ¼ JO1ðtÞþ JO2ðtÞ ð6Þ

For simplified, we choose the parameter a ¼ 0 , k ¼ 1, then the criterion function is:

JOBðtÞ ¼
Pt�1

i¼0
k � pðiÞ � ði� l1ðtÞÞ2
h i

PL�1

j¼t
k � pðjÞ � ðj� l1ðtÞÞ2
h i þ

PL�1

i¼t
pðiÞ � ði� l2ðtÞÞ2
h i

Pt
j¼0

pðjÞ � ðj� l2ðtÞÞ2
h i ð7Þ

The optimal threshold t� is:

t� ¼ Arg min
0� t� L�1

JOBðtÞ ð8Þ

For any images, whether object is in low or high gray level region, this criterion
function (7) is applicable, the uniformity and integrity of object or background can be
taken better.

Comparing formula (7) with within-class Otsu’s thresholding criterion [1], we can
find that the numerators of them are same. However, it is important that, in (7), the
denominator is the measure of relative uniformity degree between classes. In this way,
the distribution difference of classes is considered, segmentation deviation is reduced.
This method is defined as thresholding technique based on relative homogeneity
between-class.

Comparing formula (7) with formula (3), for each class segmented, although there
is greater uniformity difference, but compared to the other class, there is a better
homogeneity characteristics. It is more reasonable for real images using JOBðtÞ than
JOðtÞ.

3 Relative Homogeneity Measure Method Based on Shape
Measure

In Sect. 2, using the relative homogeneity method between object and background, the
accuracy of threshold selection can be improved, and more reasonable segmentation
effect can be obtained. However, for some images with complex background and
specific or distorted gray distributions, the applicability is still limited, there is large
threshold selection bias. For such images, the thresholding criterion need to be adjusted
combining with other image feature, such as spatial or shape information.

Usually, spatial feature may be increase information dimension and computation
complexity, but shape feature can avoid that, moreover, can reduce the effect from
specific or deformed gray distribution.
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3.1 Shape Measure Function

As a measure of image segmentation performance, shape measure function is used to
measure the geometric features of objects in an image, to obtain clear edge contour
information, it is calculated as [9]:

JSMðtÞ¼

P
ðx;yÞ2F

signðf ðx; yÞ � �f ðx; yÞÞDðx; yÞsignðf ðx; yÞ � tÞ

CF
ð9Þ

Here,

Dðx; yÞ ¼
X4
k¼1

D2
k þ

ffiffiffi
2

p
D1ðD3 þD4Þ �

ffiffiffi
2

p
D2ðD3 � D4Þ

" #1
2

ð10Þ

In which,

D1 ¼ f ðxþ 1; yÞ � f ðx� 1; yÞ;D2 ¼ f ðx; y� 1Þ � f ðx; yþ 1Þ;
D3 ¼ f ðxþ 1; yþ 1Þ � f ðx� 1; y� 1Þ;
D4 ¼ f ðxþ 1; y� 1Þ � f ðx� 1; yþ 1Þ:

�f ðx; yÞ ¼ 1
8

Xxþ 1

i¼x�1

Xyþ 1

j¼y�1

f ði; jÞ � f ðx; yÞ
" #

ð11Þ

signðxÞ ¼ þ 1; if x� 0
�1; if x\0

�
ð12Þ

CF ¼ max
t

X
ðx;yÞ2F

signðf ðx; yÞ � �f ðx; yÞÞDðx; yÞsignðf ðx; yÞ � tÞ
8<
:

9=
; ð13Þ

According to the shape measure function, the optimal thresholding value t� can be
obtained:

t� ¼ Arg max
0� t�L�1

½JSMðtÞ	 ð14Þ

3.2 Relative Homogeneity Thresholding Method Based on Shape
Measure

As described in Sect. 2, the method based on relative homogeneity between-class can
better avoid the problem probably incurred by the heterogeneity of one class. No matter
the images with both heterogeneous background or foreground, it is compatible.
However, it is limited by specific or distorted.
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Shape measure function is geometric feature measure of object, can avoid the effect
of gray distribution. So, the geometric feature function can be selected as a component
to build criterion function. According to the extreme value direction of two criterions, a
synthetic threshold formula is constructed as:

JSM OBðtÞ ¼ 1
JSMðtÞ � ½JOBðtÞ	 ð15Þ

the optimal thresholding value t� of criterion function is:

t� ¼ Arg min
0� t� L�1

½JSM OBðtÞ	 ð16Þ

The method applying with the formula (15) is defined as relative homogeneity
thresholding method based on shape measure.

4 Results and Analysis

In order to verify the correctness and efficiency, the proposed method (denoted as
SM_OB) is compared with Otsu’s method (denoted as 1d_Otsu) [1], relative homo-
geneity method between object and background(denoted as 1d_OB), and shape mea-
sure method (denoted as SM). The two aspects of real images segmentation effect and
segmentation performance assessment are analyzed below.

4.1 Experimental Analysis

Experimental results of four representative images are shown in Figs. 1, 2, 3 and 4:
Color, SAR, Cube and Lymp with sizes 158 � 159, 340 � 304, 486 � 500 and
130 � 130, respectively. Figures 1, 2, 3 and 4 (a) are original images, Figs. 1, 2, 3 and
4 (b), (c), (d), and (e) show the results of four methods. Table 1 lists the segmentation
thresholds of four methods.

Comparing with the results of four methods, for Color and SAR images, back-
ground is complexity and with large heterogeneous, 1d_Otsu, 1d_OB and SM methods
cannot extract the object correctly, but the proposed SM_OB method can obtain
complete object results. For Cube and Lymp images, foreground is complexity and
with large heterogeneous, applying with the proposed SM_OB method, the extraction
integrity of object is the best.

(a) (b) (c) (d) (e)

Fig. 1. Color image: (a) original image, (b) 1d_Otsu, (c) 1d_OB, (d) SM, (e) SM_OB.
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4.2 Performance Evaluation

For quantitatively analyzing the performance of segmentation method, common mis-
classification error (ME) [10] is selected as an objective evaluation criteria defined as:

(a)  (b) (c) (d) (e)

Fig. 2. SAR image: (a) original image, (b) 1d_Otsu, (c) 1d_OB, (d) SM, (e) SM_OB.

(a)  (b) (c) (d) (e)

Fig. 3. Cube image: (a) original image, (b) 1d_Otsu, (c) 1d_OB, (d) SM, (e) SM_OB.

(a)  (b) (c) (d) (e)

Fig. 4. Lymp image: (a) original image, (b) 1d_Otsu, (c) 1d_OB, (d) SM, (e) SM_OB.

Table 1. The results of four methods

Method Image
Color SAR Cube Lymp

1d _Otsu 134 105 141 150
1d_OB 103 102 165 164
SM 120 113 78 148
SM_OB 33 191 246 195
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ME ¼ 1� jBO \BT j þ jFO \FT j
jBOj þ jFOj ; ð17Þ

Where, BO and FO denote the background and object in the ground-truth image,
respectively, BT and FT denote the background and object in the test image, respec-
tively, and | • | is the operator to get the cardinality of a set.

The original images and ground-truth images downloaded from site Mehmet Sezgin
[11] are used to test the performance, two representative images which sizes are
93 � 81 and 166 � 60, are shown in Figs. 5 and 6. Where, Figs. 5, 6 (a) and (b) are
original and ground-truth images. The segmentation threshold value and ME value of
two methods are given in Table 2, ME value of our proposed method is less than the
other three methods.

(a)       (b) (c) (d)  (e) (f)

Fig. 5. Test image1 of 93 � 81: (a) original image, (b) ground-truth, (c)1d_Otsu, (d)1d_OB,
(e) SM, (f)SM_OB.

(a)            (b) (c) 

(d)  (e) (f)

Fig. 6. Test image2 of 166 � 60: (a) original image, (b) ground-truth, (c)1d_Otsu, (d)1d_OB,
(e) SM, (f)SM_OB.

Table 2. The results of four methods

Image Method
1d_Otsu
t�;MEð Þ

1d_OB
t�;MEð Þ

SM
t�;MEð Þ

SM_OB
t�;MEð Þ

Test1 (174,0.4747) (177,0.3924) (159,0.7585) (205,0.0163)
Test2 (89,0.5642) (97,0.3789) (85,0.6310) (117,0.0168)
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5 Conclusion

In this paper, we analyzed the limitation of method focusing on object, deduced relative
homogeneity between-class segmentation criterion. This method is suitable for images
with unequal gray level distribution variances, especially, for images with heteroge-
neous foreground or background. Taking into account the changes in gray distribution
resulted by light, environment and other factors, as geometric characteristic of images,
shape measure function is introduced. By fusing the relative homogeneity and shape
measure function, a new thresholding criterion function is constructed. The experi-
mental results of real images show that the proposed criterion can deduced the clas-
sification error and improve the completeness of object segmented.
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Abstract. In this paper, we thus present an algorithm to efficiently
update the multiple fuzzy frequent itemsets from the quantitative dataset
with transaction insertion. The designed approach is based on the Fast
UPdated (FUP) concept to divide the transformed linguistic terms into
four cases, and each case is performed by the designed approach for
updating the discovered information. Also, the fuzzy-list (FL) structure
is adopted to reduce the generation of candidates without multiple data-
base scans. Experiments are conducted to show that the proposed algo-
rithm outperforms the state-of-the-art approach.

Keywords: Fuzzy data mining · FL-strcutrue · Incremetal · Dynamic
database · Insertion

1 Introduction

Data mining can efficiently discover useful and implicit information from a very
large database, which can be used to aid manages or retailers for making efficient-
decision. Association-rule mining (ARM) is the fundamental approach to find the
implicit information among items, and Apriori algorithm [1] was the first one
to discover association rules in the level-wise manner. Since Apriori algorithm
takes costly computation to find the association rules, FP-tree structure and
its mining approach called FP-growth [5] were designed to mine the frequent
itemsets based on minimum support threshold.

When the size of the database is changed, for example, some transactions are
inserted into the original database, most algorithms running on the batch mode
need to process the whole updated database to obtain the up-to-date informa-
tion. Thus, the already discovered information become useless, as well as the
previous computation time. To solve this problem, Cheung et al. proposed the

c© Springer International Publishing AG 2018
P. Krömer et al. (eds.), Proceedings of the Fourth Euro-China Conference
on Intelligent Data Analysis and Applications, Advances in Intelligent Systems
and Computing 682, DOI 10.1007/978-3-319-68527-4 15
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Fast-UPdated (FUP) [2] concept to incrementally maintain and update the dis-
covered information in ARM. It divides the original databases and new inserted
transactions into four cases. For each case, the process is respectively designed to
update the discovered information. Form the experimental results, it showed bet-
ter performance than that of the traditional batch mode. Lin et al. [7] then pre-
sented a Fast Updated Frequent Pattern (FUFP)-tree for incrementally updat-
ing the discovered frequent itemsets, which showed better performance than the
Apirori-like [2] FUP concept.

Fuzzy-set theory [18] was used to represent the information as the linguis-
tic terms, which can efficiently handle the quantitative database. The fuzzy-
set theory is based on the pre-defined membership functions to transform the
quantitative value into the representation of linguistic terms. Several algo-
rithms [3,6,8,10,17] were presented to mine the set of fuzzy frequent item-
sets (FFIs). Lin et al. respectively presented the fuzzy frequent pattern (FFP)-
tree [11], compressed fuzzy frequent pattern (CFFP)-tree [12], and upper-bound
fuzzy frequent pattern (UBFFP)-tree structure [13] to mine FFIs. Since the pre-
vious algorithms mine the FFIs with maximal cardinality, Hong et al. [9] then
designed a multiple fuzzy frequent pattern (MFFP)-tree algorithm to mine mul-
tiple FFIs (MFFIs) from the database, which can provide more complete infor-
mation for decision-making. To speed up mining process of the MFFIs, Lin et al.
then respectively proposed CMFFP-tree [14] and UBFFP-tree algorithms [15]
to mine MFFIs. In order to speed up mining performance, Lin et al. proposed
an algorithm called MFFI-Miner [16] to mine the multiple fuzzy frequent item-
sets (MFFIs) without candidate generation. This algorithm adopts the fuzzy-list
(FL)-structure to efficiently reduce the computation for mining MFFIs.

In real-life situations, when some transactions are inserted into the original
database, some information may arise and some rules may become invalid. In this
paper, we present an incremental algorithm to efficiently update the discovered
MFFIs with transaction insertion.

2 Preliminaries and Problem Statement

Let I = {i1, i2, . . . , im} be a finite set of m distinct items (attributes) in a
quantitative database D = {T1, T2, . . . , Tn}, in which each transaction Tq ∈ D
and (1) is a subset of I ; (2) contains several items with its purchase quantities
viq; (3) has an unique identifier, called TID. An itemset X is a set of k distinct
items {i1, i2, . . . , ik}, where k is the length of an itemset called k -itemset. X is
said to be contained in a transaction Tq if X ⊆ Tq. A minimum support threshold
is defined as δ. The user-specified membership functions is set as μ. An example
is shown in Table 1 for the original quantitative database.

The membership functions used to transform the quantitative value into the
linguistic terms with their fuzzy degrees (values). For example, the membership
functions are presented in Fig. 1.
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Table 1. A quantitative database.

TID Items with their quantities

1 (A:3), (B :1), (E :1)

2 (B :3), (D :1), (E :3)

3 (A:4), (D :5), (E :2)

4 (C :3), (D :3), (E :1)

5 (A:3), (C :2), (E :1)

6 (B :1), (D :5)

1

Membership
value

1 3 4 Amount

MiddleLow High

2

Fig. 1. The membership functions of fuzzy linguistic 3-terms.

Definition 1. The linguistic variable Ri is an attribute of a quantitative data-
base whose value is the set of fuzzy linguistic terms represented in natural lan-
guage as (Ri1, Ri2, . . . , Rih); this variable can be defined in the membership
functions μ.

Definition 2. The quantitative value of i denoted as viq, is the quantitative of
the item i in transaction Tq.

Definition 3. The fuzzy set, denoted as fiq, is the set of fuzzy linguistic terms
with their membership degrees (fuzzy values) transformed from the quantitative
value viq of the linguistic variable i by the membership functions μ as:

fiq = μi(viq)(=
fviq1
Ri1

+
fviq2
Ri2

+ · · · +
fviqh
Rih

), (1)

where h is the number of fuzzy linguistic terms of i transformed by μ, Ril is the
l -th fuzzy linguistic terms of i, fviql is the membership degree (fuzzy value) of
viq of i in the l -th fuzzy linguistic terms Ril and fviql ⊆ [0, 1].

Definition 4. The transformed fuzzy linguistic term Ril is represented and
denoted as the fuzzy itemset in the field of fuzzy data mining.
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Definition 5. The support of the fuzzy itemset, denoted supp(Ril), is the sum
of its transformed fuzzy values, which can be defined as:

supp(Ril) =
∑

Ril⊆Tq∧Tq∈D′
fviql, (2)

where D′ is the quantitative database D transformed by membership functions
(= μ), and the size of D′ is the same as the original D.

Definition 6. The support of fuzzy k -itemset (k ≥ 2), denoted as sup(X), is the
sum of the minimum fuzzy values among k items of X, which can be defined as:

sup(X) = {X ∈ Ril|
∑

X⊆Tq∧Tq∈D′
min(fvaql, fvbql), a, b ∈ X, a /∈ b} (3)

Most previous work focus on mining MFFIs from the static database. In
real-life situation, the size of database is frequently changed; it is an important
issue to dynamically update the discovered information. The problem statement
of this paper aims to efficiently update the discovered MFFIs based on the
Fast UPdated (FUP) concept [2] and the fuzzy-list (FL) structure [16]. We thus
assume that a set of new transactions are inserted into the original database,
shown in Table 2.

Table 2. A quantitative database.

TID Items with their quantities

7 (A:3), (C :2), (E :1)

8 (A:1), (D :1)

Thus, the designed incremental multiple fuzzy frequent itemset mining (IMF-
FIM) is to efficiently update the set of the discovered MFFIs. Thus, an itemset
X is a MFFI in the updated database (D + d) if its support count of each fuzzy
itemset X is no less than the pre-defined minimum support count. The set of
MFFIs is thus formally defined as:

MFFIs ← {X|sup(X) ≥ δ × (|D| + |d|)}, (4)

where δ is the minimum support threshold, |D| is the size of original database,
and |d| is the size of inserted transactions.

3 Proposed Incremental Algorithm

In the past, Lin et al. proposed a MFFI-Miner algorithm [16] to mine the multiple
fuzzy frequent itemsets (MFFIs) without candidate generation. The algorithm
designed the fuzzy-list (FL) structure, which could efficiently reduce the com-
putation of multiple database scans for mining MFFIs. In this paper, the FL
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Original databases

New records

MFFIs

Non-MFFIs

MFFIs Non-MFFIs

Case 1 Case 2

Case 3 Case 4

Fig. 2. Four cases of the designed approach.

Algorithm 1. Proposed algorithm

Input: D, a quantitative database; δ, the minimum support threshold; μ, the
user-specified membership functions; FLs, the built FL structure from D; d, a
set of inserted transactions.

Output: the sets of MFFIs.

1 set MFFIs.U := null ;
2 for each transformed Ril ∈ d do

3 calculate sup(Ril)
d;

4 if sup(Ril)
d ≥ (|D| + |d|) × δ then

5 1-MFFIs.d := 1-MFFIs.d∪Ril;

6 for each Ril ∈ Tq ⊆ d do

7 if Ril ∈ 1-MFFIs.D∈ FLs then
8 sup(Ril)

U := sup(Ril)
D + sup(Ril)

d;
9 if sup(Ril)

U ≥ (|D| + |d|) × δ then

10 ADD(FLs);

11 MFFIs.U := MFFIs.U ∪ Ril;

12 else

13 DEL(FLs) ;

14 else

15 scan set := scan set∪Ril;

16 for Ril ∈ scan set do
17 calculate sup(Ril)

D;
18 calculate sup(Ril)

U := sup(Ril)
D + sup(Ril)

d;
19 if sup(Ril)

U ≥ (|D| + |d|) × δ then

20 ADD(FLs);

21 if FLs �= null then

22 Construct(FLs);

23 update MFFIs.U ;

24 return MFFIs.U ;
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structure is adopted to reduce the multiple database scans and keep the nec-
essary information. An incremental algorithm is thus designed in this paper to
efficiently update the discovered MFFIs based on the FUP concept. It divides the
itemsets in the original database and in the new inserted transactions into four
cases, and each case is performed by the designed procedure to update the dis-
covered MFFIs except the itemsets in Case 4. The four cases can be summarized
in Fig. 2. Details of the designed algorithm is shown in Algorithm1.

The ADD and DEL approaches are used to respectively add and delete the
Ril in the FL structure. The ADD function can easily update the fuzzy value of
the itemsets based on the FL structure. For the DEL function, it can directly
remove the unpromising itemsets based on the FL structure after database is
updated. After that, the remaining itemsets in the FL structure are then checked
against to the minimum support count in the updated database, and the actual
MFFIs can thus be maintained.

4 Experimental Results

In this section, the performance of the proposed algorithm is compared with the
state-of-the-art MFFI-Miner algorithm [16]. All algorithms were implemented in
Java and experiments were carried on a computer having an Intel(R) Core(TM)
i7-6700 3.41 GHz processor with 8 GB of main memory, running the 64 bit
Microsoft Windows 10 operating system. A mushroom dataset [4] is used in
the experiments to evaluate the performance of two compared algorithms. The
quantity of items is randomly assigned in the range of [1, 11] interval by adopt-
ing normal distribution. The membership functions for 2-terms and 3-terms were
used in the experiments. Besides, the insertion ratio of the new transactions is
denoted as IR, which is used to set the size of the newly inserted transactions
compared to the original database.

4.1 Runtime

In this experiments, the runtimes of two algorithms are then compared under
varied minimum support thresholds with a fixed insertion ratio. The results are
shown in Fig. 3.

From Fig. 3, the experiments are carried out with 2-terms and 3-terms mem-
bership functions. The runtime decreases along with the increasing of minimum
support thresholds. The reason is that the algorithms generate fewer MFFIs
with higher minimum support threshold, thus the runtime to mine or update the
discovered information can be decreased. It is clear to see that the designed algo-
rithm outperforms the state-of-the-art MFFI-Miner algorithm since the MFFI-
Miner needs to process the updated database in the batch manner. In summary,
the proposed algorithm performs better than the MFFI-Miner algorithm in terms
of varied linguistic terms.
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Fig. 3. Runtimes under varied minimum support thresholds.

5 Conclusion

In this paper, we present an incremental algorithm to fast update the discov-
ered multiple fuzzy frequent itemsets with transaction insertion. The designed
algorithm is based on the Fast UPdate (FUP) concept and the fuzzy-list (FL)
structure to maintain the discovered information without candidate generation.
The designed algorithm can easily maintain the FL structure and generate the
required multiple fuzzy frequent itemsets (MFFIs) without multiple database
scans. Experiments showed that the designed algorithm outperforms the state-
of-the-art approach in terms of varied linguistic terms.
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Abstract. In the field of the pre-hospital emergency, immediate and medical
processes must be provided to patients to increase their chance of survival. When
a patient is in transit to a hospital, real-time or uninterrupted patient data shall be
transmitted to the hospital so that physicians could realize the present status and
make decisions of appropriate instructions and assessments. For moving ambu-
lances, obtaining uninterrupted network services to wirelessly transmit data is the
most important issue. In the proposed work, a seamless and ubiquitous stream
control transmission protocol (SCTP) tunnel was developed to improve wireless
communication connections. Cognitive radios can optimize spectrum usage by
detecting their operating environment; therefore, it is necessary to integrate
existing wireless communication services in an efficient mobile middleware
(MM) and achieve a seamless transmission in a heterogeneous network. The
developed efficient MM for seamless transmission, which is migrated to an
embedded device, is consistent of existent network environments without
requiring modification of the original system architecture. Moreover, the handoff
when switching between wireless networks is shorter than that obtained in related
studies. Thus, medical personnel can seamlessly transmit video and vital data to
hospitals through the proposed MM while walking or in a moving vehicle.

Keywords: Cognitive radio � Mobile middleware � Prehospital emergency
medicine � Uninterrupted communication

1 Introduction and Related Work

When a person suffers a severe injury, stabilizing them as soon as possible is critical
before transporting them to a hospital for further medical assistance. In life-threatening
cases, the time interval in which these procedures must occur is called the golden
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hour [1]. To maximize the benefits of prehospital time and enhance survival rates,
medical personnel must thoroughly understand the implications of prehospital emer-
gency medical services.

Before an ambulance transporting a patient arrives at a hospital, the real-time
transmission of vital figures regarding a patient’s health to the hospital through video
and pictures is necessary. A doctor can then assess the patient in advance and provide
professional advice to the emergency medical service (EMS) personnel. EMS workflow
is extremely time critical, and successful implementation depends on well-trained
cooperation between EMS personnel [2]. In addition to enabling doctors to assess the
state of patients, sending real-time information to hospitals can enable medical staff to
prepare the necessary medical apparatus and operating rooms during the transition
period. Maximizing such preparations during the golden hour can increase survival
rates. The main challenge to achieving this objective is in maintaining a stable and
uninterrupted communication between moving ambulances and hospitals.

In recent years, the development of prehospital EMS systems has been extensively
studied [2–4]. These EMS systems have been combined with various technologies such
as wireless sensor networks and application development. However, although these
previous research works addressed on the integration of wireless transmissions and EMS,
the quality of wireless transmission has not been analyzed. Wireless communication has
evolved considerably in recent years. The widespread availability of uncharged Wi-Fi
hotspots is a great discover for pre-hospital EMS because of the enhancement of the
communication, mobility and being feasible of real-time data. However, the tough
environments and real-time access of medical processes has necessitated the introduction
of quality-of-service (QoS) provisions in medical wireless networks [5]. Moreover,
according to the existence of numerous wireless network services, another major con-
sideration for real-time EMS transmission is the selection on optimal wireless channels
for ambulances and the maintenance of reliable transmission [6–10].

One solution for robust prehospital EMS transmission is seamless communication.
At present, using a fixed spectrum allocation scheme in traditional wireless communi-
cation systems results in low spectrum utilization. Because of the rapid development of
wireless communication techniques, the spectrum resources available for allocation
have become scarce. Thus, improving spectrum allocation and rendering unused spectra
temporarily available for use is necessary. The concept of cognitive radio was proposed
in 1999 [11]. Cognitive radios can analyze operating environments and optimize
spectrum usage. Therefore, an efficient mobile middleware (MM) based on cognitive
radio techniques for use in a prehospital EMS is proposed in this paper; the MM can not
only select optimal transmission paths when presented with multiple links but can also
provide a reliable transmission in order to prevent data loss during network switching.

2 Methods

2.1 Channel Decision Algorithm

In an intricate concept of the seamless communication presented in [12], the decision
algorithm represents the determinant duty of eliminating handoff delays for wireless
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medical applicants. An adaptive reasoning and learning framework (ARALF) has been
previously exploited as cognitive engines to manage cognition tasks [13]. A cognitive
cycle has three tasks. First, the radio-scene analysis wherein respective environmental
circumstances are sensed and variant configurations are probed. Second, the
channel-state information is evaluated by the channel identification and the capabilities
of the performance under different configurations are also forecasted. Third,
radio-configuration selection determines what configuration is used to send the signal.
An ARALF differs from typical cognitive engines because of not only the information
with respect to its environment being received but also user-specific information; thus,
an ARALF is able to arrange radio parameters according to users’ preferences.
Moreover, the proposed framework seamlessly integrates the adaptivity together with
the mobility so that all users of cognitive radio are not negatively influenced on
problems resulted by environmental alterations.

For integrating an ARALF inside the proposed MM, a simplified version of an
ARALF, ARALF Lite, was designed (Fig. 1). The main characteristic of the ARALF
Lite is: collecting data, consisting of the strength of signals and quality of links from
USB wireless network adapters. Subsequently, wireless network connections can be
adjusted and the optimal solutions are applied to the proposed MM by ARALF Lite.

2.2 Protocol

Stream control transmission protocol, abbreviated as SCTP, has been designed to run
on transport layer and request for comments (RFC) 4960 [14]. Multihoming is a critical
feature of the SCTP. A multihoming host has more than one network interface and can
be bound to multiple Internet protocol (IP) addresses when the endpoint initializes an
association. The SCTP is capable of switching among various networks without
interrupting ongoing data transfer. The multihoming feature of the SCTP acts a great
important duty in seamless communication, which is why the idea was adopted in this
study to replace among multiple classes of wireless network. As designated in RFC
4960, in the process of an association, one path will be configured as the primary path
and others are backups, indicating that one of the designated IP addresses to receive
data must be selected as the primary address.

Routing is one of the core topics that must be addressed for IP address switching.
Because wireless connections can be unstable and traffic load often varies, establishing
a routing protocol that is based on traffic status is imperative. A routing protocol is a set

Fig. 1. Design flow of adaptive reasoning and learning framework (ARALF) lite.
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of rules used to decide how routes exchange information and communicate with each
other; such protocols also perform activities such as discovering main networks and
updating routing tables. Among these activities, network discovery involves actively
searching for the next suitable connecting node. Because reducing the search time
during network discovery is critical, ARALF Lite was used in the proposed system to
periodically choose a connecting path with the optimal quality in a heterogeneous
network. Adopting ARALF Lite not only minimizes the time required to search for the
next appropriate network but also eliminates transmitting errors after accessing the
most suitable node to connect.

2.3 Overall Architecture of the System

To attain the goal of seamless communication for wireless medical applicants, the
proposed equipment combines a third-generation mobile network, a Wi-Fi network,
and a mobile middleware for transmission data among a pair of SCTP client and server
(Fig. 2).

In Taiwan, most hospitals adopt transmission control protocol (TCP)-based infor-
mation systems and connection-oriented communication systems. Each endpoint is
bound to a single interface by TCP protocol; thus, when it is necessary to switch
connectivity among multiple wireless networks, implementing a TCP for a commu-
nication protocol is unsuitable because a TCP connection must be rebuilt. Furthermore,
although user datagram protocol (UDP) is a more agile mechanism of reducing handoff
than TCP, it cannot guarantee that transmitted data is actually arrived under a UDP
transmission because a UDP communication lacks a reliable mechanism. Therefore, the
SCTP was used for multi-homing to conquer present challenges of peer-to-peer
connection.

The developed MM consists of two components: a pair of SCTP server and client.
A SCTP server was set up in a hospital and runs on Linux. The SCTP client, which was
portable because it has to connect to a mobile device, was designed in an embedded

Fig. 2. System overview.
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equip. Target board of a SCTP client is BeagleBoard-xM (BeagleBoard.org, United
States). Before a patient’s data is going to be sent by a first aid officer to the information
system of a hospital, a connection under SCTP among a pair of SCTP client and server
will be created. Next, after receiving data from a mobile device via a TCP/UDP
connection, TCP/UDP data packets shall be encapsulated into SCTP data packets by
the SCTP client and then send those SCTP packets to the SCTP server. Eventually, the
received SCTP packets embedded into the TCP/UDP packets shall be unpacked by the
SCTP server and send these TCP/UDP packets to the data center of the hospital.
Equally, a database is able to transmit packets to a mobile device by being packed and
unpacked from a pair of SCTP server and client, respectively.

Figure 3 illustrates the mechanism of the seamless switching. Phase 1 is about
creating a connection under SCTP to achieve multiple-paths transmission among a
database and a mobile equip, and the data is also obtained with respect to accessible
network interfaces. Afterward, an ARALF Lite is used to calibrate radio parameters
according to environmental alterations and users’ preferences. In Phase 2, the current
optimal connecting path is selected; this path is designated by ARALF Lite to be the
primary path of a SCTP communication, following which replacing to that connecting
path is possible by altering the contents of a routing table in the kernel of the system. In
Phase 3, the present selected path is set to be the primary path and previous primary
paths are set to be backup paths. Phases 2 and 3 are repeated when a new signal of
switching produced by an ARALF Lite is obtained.

Phase 1:

Phase 2:

Phase 3: 

Set up an SCTP Connection

Get Network Interfaces

Decide the Primary Path by the 
ARALF Lite 

Switch Connecting Path

Wait for Switch Signal

Primary Backup

Fig. 3. Seamless switching mechanism.
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3 Field Experiment Results

This section demonstrates the experimental results of the developed middleware of
seamless communication for mobile cognitive radio devices. To attain seamless
mobility when connected to heterogeneous wireless networks, the handoff latency
during network switching was required to be less than 100 ms to prevent a noticeable
delay that would impair interactivity [15]. In this study, the proposed MM was tested in
walking and driving scenarios in Taipei City, Taiwan.

In these scenarios, the developed MM was tested under the transferring of medical
information such as electrocardiography (ECG) and saturation of peripheral oxygen
(SpO2) records and real-time video frames. In this study, the ECG records comprised
open data from MIT-BIH database [16], and the SpO2 records comprised open data
from the MIMIC II database [17]. Furthermore, WebRTC—according to a resolution of
640 � 360 pixels at 30 frames per second—was used for browser-based, and real-time
video communication. WebRTC [18] is an application programming interface defini-
tion to enable browser-to-browser video communication; therefore, it can be easily
integrated into medical service systems. The content of the web page served by our
embedded system was established using PHP programs, and each web page should be
updated every 0.2 s to capture updated data. Furthermore, the use of the information
system for sending data from an ambulance to a hospital was tested using a real-life
experiment, and the experimental route selected was from National Taiwan University
(NTU) to National Taiwan University Hospital (NTUH), as illustrated in Fig. 4.

Each of the two aforementioned scenarios (driving or walking) has three config-
urations. In the first configuration, only Wi-Fi hotpots are available. Though a Wi-Fi
service can support a high-bandwidth service, limited coverage interrupts connections.

Wi-Fi

Wi-Fi

Wi-Fi

Wi-Fi

Wi-Fi

3G

NTU

NTUH

Only using 3G network service Only using Wi-Fi service
Using the proposed middleware

Fig. 4. Experimental route for practical measurement.
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In the second configuration, only 3G networks are used, which does not involve
disconnection problems reasoned in restricted coverage, yet the speed of a 3G con-
nection is lower than that obtained with a Wi-Fi service. The third configuration works
as follows. The proposed MM is used for accessing Wi-Fi, accompanying with a
high-bandwidth service and connecting to 3G mobile networks in a complementary
manner to keep obtaining an uninterrupted network serving whenever gaps of Wi-Fi
coverage were encountered. Thus, three types of measurement were obtained: those
measured using the proposed MM, using Wi-Fi alone, and using 3G networks alone.
During the measurement process, four data categories were individually sent to the
server: only SpO2 data, only ECG data, only real-time video, or all three types of data;
an average data-transmission rate of 10 s was recorded in each experiment. The
experimental distance in both scenarios was 3.5 km. The walking and driving scenario
experiments involved holding a 6 km/h-walking speed and 40 km/h-average-driving
speed, respectively. The experimental results related to entire data (including real-time
frames of video, SpO2 records, and ECG records) transmissions via only Wi-Fi ser-
vices, only 3G networks, or the proposed MM are presented in Fig. 5 for the walking
scenario and Fig. 6 for the driving scenario.
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Fig. 5. Results of transmitting all data during walking via only Wi-Fi services, only 3G
networks, or the proposed MM.
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Fig. 6. Results of transmitting all data during driving via only Wi-Fi services, only 3G
networks, or the proposed MM.
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4 Discussion

Because this study presents a new middleware for providing seamless communication
to mobile clients, this section compares the handoffs observed in this study with those
achieved in other studies. When people are away from the coverage of one access point
(AP) and need to connect to a closer AP, connectivity switching must occur. The
connectivity switch involves a transition called a handoff. A handoff can be further
divided into two different types: intracell handoff and intercell handoff. Both handoffs
can occur simultaneously. An intracell handoff is required to switch connectivity
between APs and can be considered a form of micromobility; the intercell handoff,
however, can be considered a form of macromobility. An intercell handoff is required
to switch connectivity when the user moves between regions connected to different
network domains.

In [19], the mobile-IP (MIP) method of handoff was implemented. Approximately,
the handoff latency is 760 ms because of the delay occurring during MIP registrations
and AP re-associations. According to the above two factors, which lead to severe
delays, exist in actual environments of wireless networks; therefore, they should be
overcome using the proposed system in which seamless communication with the
proposed MM is implemented for controlling AP association and enabling handoffs. In
[20, 21], an integrated seamless transmission of the third generation mobile and
802.11-based wireless networks was developed. The approach reported in [20]
involved using a proxy gateway to be a bridge among a core network and an access
network. Approximately, the handoff latency is 200 ms. Study [21] focused on routing
protocols, and the handoff latency varied from 20 to 270 ms, which nearly achieves the
objective of a rapid handoff and seamless communication. The handoff latency
obtained in studies [20, 21] was greater than that obtained in our study. However, the
validity of the results of [20, 21] is limited because motion experiments were not
conducted. In summary, because most studies regarding handoffs have conducted tests
in simulated environments, their experimental results might not demonstrate the suit-
ability of their methods for actual wireless networks. In [22], Neyem et al. proposed a
cloud-based mobile system for prehospital emergency services to support team col-
laboration and decision-making. The system is used to transmit patients’ vital infor-
mation when patients are being transferred to a hospital and calculates the rapid
emergency medicine score, used to evaluate patients’ mortality so that physicians in the
hospital can make decisions quickly. However, this system does not exploit seamless
communication, which causes discontinuous data transmission. Cheng et al. proposed
an application for in-hospital transfers that uses seamless communication [9]. The
system has an excellent handoff latency of 20–30 ms. However, it cannot be deployed
for high-speed mobile transfer, such as in a moving ambulance.

This paper presents the achievements of handoff tests and practical evaluations
exploited in Taipei City, Taiwan. Regarding the handoff tests, the experiments revealed
that the proposed MM provides rapid and low overhead handoff. With multi-homing
wireless networks, the reliability of a mobile service is enhanced and costs of accessible
network during evaluations can be reduced. Therefore, the mobile cognitive radio
middleware proposed in this study can not only achieve seamless communication but
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also enhance the quality of the current mobile transmission of medical services in
Taipei City, Taiwan.

5 Conclusion

In this study, an efficient MM of performing seamless and ubiquitous SCTP tunnel for
use by EMSs was proposed. The architecture and a protocol for seamless transmission
over a heterogeneous wireless network to improve the quality of mobile transmission in
Taipei City, Taiwan were presented. In Taipei City, the critical challenge to mobile
medical applicants is the selection of sufficient network links for maintaining an
uninterrupted wireless communication. The proposed system was designed to prioritize
connection through Wi-Fi services, which are widely available and free in Taipei City,
and to use 3G networks whenever Wi-Fi coverage gaps are encountered. Because this
approach is integrated with cognitive radio techniques, it can not only select optimal
transmission paths using multiple wireless links but can also support reliable trans-
mission to prevent data loss during network switching. Moreover, to enable the
implementation of the proposed system in current EMS systems without performing
system modifications, the proposed MM was also ported into an embedded system.

The performance of the proposed MM was demonstrated through practical
experiments. The proposed design achieved the goal of seamless communication,
thereby to enable mobile clients in the Taipei City to obtain wireless networks out of
interruptions. Henceforth, as the wireless network coverage in Taipei City increases,
the performance of the proposed MM will be further enhanced. With the developed
architecture, new mobile communication service (e.g., 4G communication network)
could be subjoined in the proposed system to heighten the solid of the seamless
transmissions among a heterogeneous network.
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Abstract. The era is changing from information technology to data technology,
big data is used very well in the field of financial, medical, e-commerce and so
on, but not very well in the field of education. The idea of “Data - driven
schools, analysis of change education” make the need for the educational data
mining more and more prominent. Data mining in education can help us to
connect the relevant areas of education and find the key educational variables,
which can make the education and teaching decision simple and accurate. In this
paper, by using the Chinese word segmentation algorithm, association rule and
RStudio tool, we analyse the title of master’s thesis in four universities that have
same discipline structure. The title data is obtained from http://www.cnki.net,
which is an authority database in China. The results show that the research
directions of the four university tend to be wireless network, mobile commu-
nication and algorithms.

Keywords: Education data mining � RStudio � Association rules � Chinese
word segmentation algorithm

1 Introduction

As the high-speed development of science and technology, interpersonal interaction
become very strong and life is more and more convenient, big data is the product of this
high-tech era. With the help of big data, people can view the complex world from a
more comprehensive and finer perspective. For education, big data contains great
potential to promote personalized learning, improve teaching materials and method,
and ultimately improve student’s achievement, and these effects will also be reflected in
higher education, especially in the situation of Internet + education. Massive data is
produced and recorded in universities’ daily work. It is very important to grasp the
construction of those data and turn it into a strong support for educational
decision-making and comprehensive information for the development of university.
The results of data analysis will effectively promote the cultivation of high-quality and
innovative talents. How to dig out useful information from big data to improve edu-
cational management and learning performance? The emergence of this paper
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prompted the appear of educational data mining (EDM). Since 2005, artificial intelli-
gence education applications, intelligent tutor system and other international confer-
ences carried out a number of “educational data mining” theme seminar, the first
education data mining international academic Conference held in Canada in 2008, now
this seminar has hold 9 times [1]. In 2009, the fifth advanced data mining and appli-
cation of the International Conference [2] hold in Beijing Normal University, in which
the “data mining in the application of education” theme is joined for the first time.
Guiyang International Big Data Industry Expo hold in 2015, in which Alibaba founder
Ma Yun said that the future internet is the era of big data, Ma strongly believe that the
data is the first productive force, who owns the data who will have a huge wealth.
Baidu founder Li Yanhong said that only the data is not feasible, we also need data
mining technology to dig out the hidden value of the data [3]. The Platform for Action
to Promote big data Development is issued by the State Council on August 31, 2015
[4], which promote the education of basic data to accompany the collection and sharing
of the country, explore the use of big data to change the way of education and promote
the quality of education. US 2016 National Education Technology Program “Future
Study Preparation: Remodeling the Role of Technology in Education” [5], as the part
of the study, they propose to meet the individualized learning through data collection
and analysis. In the evaluation part, they propose to use different types of evaluation
data to improve the study better. EDM is the embodiment of digital education research,
it is the inevitable requirement of the development of educational information, and it is
an emerging and interesting research field. Researchers have already started to use
different data mining methods to explore the problems and laws in education [6], such
as Baker’s four EDM key applications [7], Castro presented EDM main applications.
Some new EDM application trends continue to emerge, such as association rules most
commonly used in feedback to teachers to help them make decisions [8], the use of
neural network technology to assess student performance in order to achieve the
purpose of predicting the performance of students [9, 10], the use of clustering
technology to students personalized grouping to improve learning efficiency and
so on [11, 12].

In this paper, we try to mine some useful information about higher education from
public database. The data means the title of master thesis, from which we try to find the
research direction of subject, which is very useful to evaluate the subject characteristic.

2 Data Sources and Research Methods

2.1 Data Collection and Cleaning

First of all, we need to determine the target data and mining object, which can help to
determine the key aspects of data mining technology. The target data were collected
from http://www.cnki.net. According to the needs of the study, A, B, C, D four uni-
versities that have similar disciplined structure are chosen, the title of their master thesis
is collected, 15364 items during 2010–2016. Some inconsistency data will be elimi-
nated in the cleaning processing. Then the title data is divided and stored in the
database to be called. As shown in Table 1:
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2.2 Research Methods and Tools

The Chinese word segmentation algorithm and association rules are used to quantita-
tively analyze the content of the literature. RStudio is used to process data, R is a free,
open source software belonging to the GNU system and an excellent tool for statistical
calculation and statistical mapping, it is a complete set of data processing, computing
and mapping software systems. Rwordseg package is used to realize the keyword
frequency statistics, and wordcloud package is used to realize visual analysis.
Rwordseg package is realized by rJava Chinese word segmentation tool Ansj, which is
based on the Chinese Academy of Sciences ictlas Chinese word segmentation
algorithm open source tools. The third party package arules is used to explore the
association rules of the keyword matrix, and the R expansion package arulesViz is used
to visually display the associated results.

2.3 Research Process

The research process includes four aspects: (1) extract the title of master’s thesis from
http://www.cnki.net of A, B, C, D universities, clean the titles manually and store them
in the database for calling; (2) use segmentCN function in Rwordseg package to realize
word segmentation, and delete the commonly stop words, extract the key words and its
frequency, and display them by word cloud; (3) use the Apriori function, which is one
of the most influential algorithms for mining the frequent itemsets of Boolean asso-
ciation rules, to analyse the association rule of the keywords, then plot the support
histogram, set the scatter plot of support and confidence thresholds, and the correlation
plot between the keywords; (4) explore the research hotspots and future research trends
of the four universities by using the analysing results.

3 Analysis of the Results

Key words can reveal the core information of the thesis, which can reflect the main
research field and direction of the paper from one aspect, which can predict the
development direction of the school. Csv file is read by the segmentCN function in the
Rwordseg package, and word segmentation of text is realized. A corpus will be created
by using Corpus function. The stop word will be read by read.table function. And then
use the tm_map function in the tm package to delete the stop word and blank, use the
subset function to select the number of words greater than 1. The number of words
selected more than 50 times for A, B university, more than 10 times for C, D uni-
versities, then use overcloud function to produce a word cloud for visual analysis. As
shown in Fig. 1, the size of the keyword in the figure represents the frequency of the

Table 1. Details of sample data

A B C D

Number of thesis 6000 6845 1742 777
Time span 2013–2015 2010–2016 2012–2016 2010–2016
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keyword, the larger the size, the higher the frequency. The result shows that network
has the highest frequency in A, B, D university. The next following are communica-
tion, mobile, algorithms and wireless, which are all have strong connection with net-
work. Algorithm is the highest frequency in C university, the following are network,
wireless, positioning, images and so on. So the network, algorithms, communications
and other aspects are the most studied in the four universities, which also meet our
expectations.

The frequency of the keyword can tell us the research direction of the four uni-
versities, then how about the relation between the keywords? To find the relation
between the keywords we need to use association rules. Support, confidence and lift
should be used to quantify the correlation between two things. The read.transactions
function is used to read the data and create a sparse matrix, the summary function is
used to look at the data set and the relative statistics summary information. The support
can be obtained by using the frequency function, and the inspect function can be used
to see the information. Here we intercept the top ten keywords in terms of support, as
shown in Fig. 2, we can find that the support of the network in A, B, C, D university is

Fig. 1. Comparison graph of word frequency statistics
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about 0.13, 0.16, 0.08, 0.22 respectively, the algorithm is about 0.05, 0.09, 0.13, 0.13
respectively, the wireless is about 0.05, 0.09, 0.04, 0.06 respectively.

We care about the whole distribution of the keywords, the support and confidence
distribution range of each keyword is very important for us to understand the corre-
lation between the keywords. Using the apriori function in arules package can help us
to find the keywords correlation. The scatter plot can be drawn by plot function. If
introducing interactive parameters (interactive = TRUE) to the plot function, the
interaction scatter plot can be drawn. The association rules below lift will be filtered
out. Because the keyword matrix sparseness is relatively large, and the number of
keywords is also very large, so we set the support threshold of the four universities as
small as possible, the values are shown in Table 2. The results are shown in Fig. 3, The
horizontal axis is the support and the vertical axis is the confidence. Each small square
in the figure represents a keyword greater than the support threshold and the confidence
threshold. The depth of the square color represents the bigger lift degree, the greater the
degree, the better the data quality; the smaller the degree, the more uneven the data.

Fig. 2. The comparison of keywords support in 4 universities
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From the figure we can see that the keywords are mostly distributed in areas with a
support degree of less than 0.005, and the degree of improvement of the keyword
increases with the confidence of the whole area. The support of the keyword is rela-
tively low, most of the keywords are not associated with the degree or correlation, and
strong correlation between keywords is insufficient.

Association rule analysis consists of two steps: discover frequent itemsets and
generate their association rules. The frequent itemsets can be found by using the eclat

Table 2. The threshold and the number of generated rules

A B C D

Support 0.001 0.001 0.002 0.002
Confidence 0.2 0.5 0.01 0.1
Rules 525 642 623 1612

Fig. 3. Scatter plot of keyword distribution
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function in the arules package. A certain support and confidence threshold range can
determine a valid rule. In actual process a lot of data will appear, there will be a lot of
rules for a simple search and then have a considerable part of the invalid rules. So one
must test different threshold of support and confidence, until find the expected rules.
For the data of A, B, C, D four universities, a proper support and confidence threshold
is shown in Table 3. The correlation between the keywords is shown in Fig. 4, which is
obtained by using the plot function, the circle’s size indicates the support’s size, the
color’s depth indicates the lift’s size. One can see that the network as the center of the

Table 3. The threshold and the number of generated rules

A B C D

Support 0.003 0.007 0.006 0.008
Confidence 0.6 0.6 0.8 0.8
Rules 12 12 19 17

Fig. 4. The correlation plot of four universities
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formation of divergent outward radiation for A, B, D university, the relatively higher
correlation pair are wireless and network, heterogeneous and network, mobile and
network, mobile and communications, network and communications, wireless and
communications, wireless and sensors. These keywords always appear in pairs that has
a certain relevance. It is easy to infer that mobile communications, wireless networks
and other aspects have a depth research in A, B, D university. The algorithm is the
center of radiation in C university, the higher correlation pair are images and
algorithms, clustering and algorithms, neural and network.

Table 4. The threshold and the number of generated rules

A B C D

Support 0.002 0.006 0.006 0.01
Confidence 0.6 0.5 0.6 0.7
Rules 10 11 9 9

Fig. 5. The correlation plot between the keywords that satisfied the threshold conditions
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The network keyword has the highest frequency in A, B, D university, so we
analysis the association rules about it. Set rhs = c (“network”) in the apriori function,
and the threshold of support and confidence in Table 4. The corresponding results are
shown in Fig. 5, the thickness of the straight line indicates the degree of correlation
between two keywords. The thicker the line, the stronger the degree of association. The
results show that heterogeneous networks, wireless networks, mobile networks, social
networks, routing networks are the main direction of research in A, B, D university.
The algorithm keyword has the highest frequency in C university, similarly process as
the network in A, B, D university, it can be seen that wireless location algorithm, image
segmentation algorithm, clustering algorithm, fuzzy algorithm are the hot topic in C
university.

4 Conclusion and Discussion

In this paper, we analysis the title of master’s thesis in A, B, C and D four universities
that have same discipline structure. By using Chinese word segmentation algorithm and
association rules analysis, we find that A, B and D university are focus on network
research. A university is focus on heterogeneous network and sensor network research,
B and D university are focus on wireless networks, mobile networks, routing networks
and so on. C university is focus on the network algorithm, wireless positioning algo-
rithm and so on. For university’s administrator, these results can help them to grasp
their main research direction, find the potential research direction and make a rea-
sonable decision. For education management department, the method in this paper can
help them to evaluate the level of discipline.

The research content in this paper is one part of Educational Data Mining (EDM).
Compared with the analysis of student test scores, students’ campus consumption, book
borrowing and college enrollment et al., our content is from a different way to use the
education data. Combined with artificial intelligence technology, wearable technology,
virtual reality technology, depth learning technology et al., our research is a more
fundamental research and need a deep development.
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Science Foundation of China (No. 11475135).
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Abstract. In this paper, a course selection system using single thread system
and unified language is designed and realized, the system is easy to maintenance
and stable in highly concurrent. The content include designing idea, system
module and implementation methods. Node.js is used to improve the efficiency
and reduce maintenance difficulty. Mongodb database is used to store large files,
pictures, curriculum information, student information and other unstructured
data, it can improve the efficiency of the system in a large degree. The result of
test show that this course selection system is stable and efficiency. If change the
course into person or things, the system will be changed into a personnel or an
item management system for enterprise.

Keywords: Course selection system � Node.js � Single thread � Mongodb

1 Introduction

As the number of undergraduate increasing, course type and number are also
increasing, manual processing of the course selection information become nearly
impossible [1–3]. Most of universities choose to use course selection system, which
can increase the management efficiency and save time for the students. The traditional
course selection system has two weak-points, the first is that it use different language to
realize, for example, background development using C and C++ languages, logic
analysis using java and front page using php [4–7]. It is not very convenient for
maintaining and upgrade. The second is that it is serviced by multi-threading, newly
added threads would occupy more memory and increase the complexity of system, and
lower the speed of server or make server collapse.

In this paper, we will combine Node.js language and Mongodb database to design a
course selection system that can overcome the shortcoming of the previous system.
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2 System Requirements

Although this system is based on the need of the university that the authors belong to, it
still has universality. The number of internal students is from thousands to tens of
thousands, the system should satisfy to handle multiple requests, to realize the storage
and maintenance of the course selection information in a short period, i.e. the system
must has real-time response and high throughput concurrent connection, the database
must satisfy high concurrent and has high efficiency read-write performance. Fortu-
nately, the combination of Node.js language and Mongodb database satisfy those
requirements [8].

The users of the system are students and administrators. The student module must
has the ability to realize the fundamental function of course selection with fewer clicks,
the pages should be simple and friendly. The management module is used to check the
students’ course selection information, and generate course information and the cor-
responding curriculum schedule.

3 System Module Design

The system includes the student and management module [9]. The student module
represents the system’s foreground, its functions are course selection, displaying the
corresponding information, such as course lists and introduction, teacher’s introduction
and so on. The selection results can be submitted at last. The management module
represents the system’s backstage, its function are maintaining and managing the
information of students and courses.

The main structures of this system is shown in Fig. 1:

Course selection 
system

Student Management

 Course select
Show
course

selection
Authentication Backstage

System routine 
maintenance

Information
management

Internet

MongoDB
Database

Store information about 
students, courses, etc

Provide corresponding 
services

Fig. 1. Main structure of the course selection system
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3.1 The Function Design of Role Module

The course selection system is divided into foreground and backstage. The foreground
is for students to select courses, and process data interaction between the student and
course, it can display student’s information and the selecting courses. The backstage is
for administrator to manage the users and courses’ information, it can add, delete or
modify the student and course.

The flowchart of role module design is shown in Fig. 2:

The administrator, who has the highest authority, first sets up the students’ and
courses’ information, then the students can visit the course selection system. The
course can be submitted only when it match the courses the database in the system.

3.2 Database Design

Database is the key part of the course selection system, every operation should be visit
with database, the information need to read-write and extract from it. The efficiency of
the whole system is depended on the fluent exchange between database and the
background and foreground. In the logic process of this system, the students corre-
spond to courses and administrator correspond to students and courses [10]. The stu-
dents’ information include 9 items, such as name, ID number, school, sex, class, phone
number, e-mail, birthday, mentor and so on. The administrator’ s information also

Client

Foreground Backstage

Student Administrators

Login
Student

information
Course

information

Course
Selection

Center
Data base

Successful information 
matching

Fig. 2. Flowchart of designing role module
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include 7 items, such as name, school, sex, address, phone number, ID number and
e-mail. The course information include 6 items, they are name, classroom, teacher,
credit, time and classroom.

4 System Design and Implementation

Different from others course selection system, our system is written by Node.js from
foreground to background [11, 12], it is easy to maintain and upgrade.

4.1 The Utilization of Single-Threaded Concurrency

The traditional mufti-threading course selection system will be hard to increase the
performance by continuous optimization if its thread reach a certain magnitude. For
example, a Windows Server’s stack is set to 1 megabyte, its working limit will be about
1600 threads, if the stack set to 2 megabyte, the working thread can not reach 1600
[13]. The overall performance increase is limited by increase the number of thread,
while, more thread will occupy more memory and consume more CPU. If one thread is
collapsed, the stable of the whole system will be effected [14, 15].

The system in this paper adopts single-thread high concurrency to process data of
course selection and non-blocking asynchronous I/O is used to invoke [16]. All
requests are managed by this thread, and it allows tens of thousands of concurrent
connections and occupies less memory. Moreover, all requests are routed through a
single-threaded event, which means that users do not need to deliberately avoid traffic
peak in the processing of course selection.

The single-threaded flowchart of this system is shown in Fig. 3:

4.2 System Implementation

After login, the system would visit the node-based Server through the request from
foreground page. After receiving the response, the system would judge the users’
identity by invoking relevant information in database, and finally send the extracted

Processor

Event1 Event2 Event3 Event4

Memory

Fig. 3. Single-threaded flowchart
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information to users to manipulate through foreground page. In order to avoid conflict
among the various parameters, “sid, type, result, title and target” are used to define
student’s information, curriculum, credit and instructor respectively.

(1) System routing configuration

Express is a development framework based on Node, in which http is used to
respond requests through the ways of app.get (getting data from database) and app.post
(sending information back to database). The key code are as follows:
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Generally, request and response are adopted to handle information in Express.
Through client requests, the route resolves the URL path first and then retrieves the
HTML document. Suppose the URL is http://course-select.xupt.edu.cn/, the browser
will transit into the http site which address is course-select.xupt.edu.cn in a network
sever, and complete corresponding data processing. The first parameter of the “get”
method is the access path, where “/” represents the root path, and the second parameter
is the callback function, “req” represents the request from the client, and “res” repre-
sents a response to the request. The send method in the callback function refers to
sending a character string to the client. The role of “/, routes. Index” is to invoke index
to get the designed page and finally present it.

Its key code are as follows:
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(2) Database usage

Before using the database, one need to create a data directory and a db
sub-directory, then using -dbpath to call the database. The code for calling the database
is as follows:
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4.3 System Deployment

In the deployment, the coordinated operation among user terminal, Web server and
database should be considered, several crucial works should be done in order to ensure
the stable performance of the system. The network deployment diagram is shown in
Fig. 4:

(1) Implementation of high concurrency

Web server is not stable when a large number of users try to visit the course
selection system, in order to overcome this problem, the system adopts link aggregation
technology to integrate server memory that multiple threads need to occupy into a
single logical circuit, so as to eliminate memory constraints and instability factors in
data transmission channel, at last improve the server response speed and increase the
processing capacity.
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(2) Database management

The cluster mode of the database adopts a replica set cluster, in which include a
main node, a standby node and one mediation node. The main node is the most
important part of database, because the invocation of relevant information in client and
background must pass through it. The standby node acts as a temporary database, its
function include to divide the visiting flow of client requests in traffic peak and make
preprocessing in information modification so as to correct errors before data through
the main node. The mediation node is used to judge the visiting amount of database, if
the visiting amount exceed the threshold, the standby node will be upgraded to the
main node for data processing.

5 Conclusion

In this paper, the model of single-threaded online course selection system is presented,
and the basic functions of course selection, administrator management and curriculum
maintenance are also realized. The system can overcome the shortcoming of the tra-
ditional course selection system, such as easy to collapse and not easy to maintain. The
test show that this system support multiple responses and has a better processing
performance for higher concurrency.

Acknowledgements. This research was supported in part by grants from the National Natural
Science Foundation of China (No. 11475135).
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Abstract. To help physicians and their assistants plan, rehearse and follow up a
surgical therapy with a computer device, people may carry out a three-
dimensional (3-D) cardiac modeling by digital image processing algorithms and
a 3-D cardiac printing by appropriate materials, according to the DICOM data of
patient’s heart acquired by an advanced computed tomography angiography
(CTA) device in a hospital. In this work, we introduce the design and imple-
mentation of a prototype system of 3-D cardiac modeling and printing. Firstly,
we converted the CTA data of the heart from the original DICOM format to the .
mat format within the Matlab programming environment. Secondly, we carried
out the 3-D image segmentation with the region growing to semi-automatically
determine the region of interest (ROI), i.e., the cardiac tissue, by sequentially
processing the CT image slices. Thirdly, we performed the 3-D modeling and
volume rendering for the binary volume image of the cardiac tissue. Lastly, we
converted the 3-D modeling into STL format and sent it to the table-top 3-D
printer mounted in our lab, generated the corresponding G codes by Flashprint
software to manipulate the 3-D printer. It is noted that the software part of the
prototype system was developed within Matlab and performed well for the
expected task.

Keywords: CTA � DICOM � 3-D modeling � 3-D printing � Volume rendering

1 Introduction

In recent years, three-dimensional (3-D) printing is one of the hot topics in both
academic and industrial fields. To help physicians and their assistants plan, rehearse
and follow up a surgical therapy with a computer device, we carried out a 3-D cardiac
modeling by digital image processing algorithms and a 3-D cardiac printing by
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appropriate materials, according to the DICOM data of a patient’s heart acquired by the
advanced computed tomography angiography (CTA) in a hospital. In this work, we
introduced the design and implementation of a prototype system of 3-D cardiac
modeling and printing with clinical CTA in details. Most of the system was developed
within the Matlab programming environment. Experimental results showed that the
prototype system performs well for the expected task with the CTA data of a patient’s
heart as an input.

2 Working Flow of the Prototype System

The working flow chart of the prototype system of the 3-D cardiac modeling and
printing is shown in Fig. 1. The details will be explained below.

Fig. 1. The working flow chart of the developed prototype system of 3-D cardiac modeling and
printing. Note that the part inside the dashed rectangle is carried out within the table-top 3-D
printer mounted in our lab.
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3 Format and Segmentation of CTA Data

3.1 The Structure of DICOM File

Nowadays, CT images acquired in the hospitals are almost always saved as DICOM
files, which are convenient to be archived and transferred. A DICOM file consists of a
number of data elements [4], which shall not appear multiple times in the original data
set, but can appear repeatedly in the nested data set. All the information of file oper-
ations is available by calling the data set information. The schematic on the compo-
sition of a DICOM file is depicted in Fig. 2.

3.2 Read DICOM File Within Matlab

Within Matlab, a DICOM file can be read by the dicomread function as follows,

I ¼ dicomread filenameð Þ; ð1Þ

which reads from a compatible DICOM file named filename. As a gray-level image, I is
in a form of M � N array, while as a true-color image, I is in a form of M � N � 3
array.

I;map½ � ¼ dicomread filenameð Þ; ð2Þ

returns the colormap of image I too. As I is a gray-level or true-color image, the map
will be empty.

3.3 Conversion of Data Format

Input CT data into an array V slice by slice within Matlab. Here, V is a 3-D matrix with
a size of L � M � N, wherein L, M and N are the numbers of pixels along x-, y- and

Fig. 2. Composition of a DICOM file. Fig. 3. Schematic of composing vol-
ume dataset
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z-directions, respectively. The schematic of composing a volume dataset is shown in
Fig. 3.

3.4 Image Segmentation with the Region Growing

As one of critical digital image processing techniques, the region growing is very
useful to the image segmentation needed in this work [3].

Algorithmic Steps of Region Growing. a. Manually select the initial growing point
(i.e., the seed point) needed for the task of image segmentation and set the coordinate of
the selected pixel as (x0, y0); b. Set the seed point (x0, y0) as the growing point, and
inspect its eight-neighbor pixels (x, y). If the pixel (x, y) meets the rule of the region
growing, the pixel (x, y) will be merged into the region which the growing point
belongs to, and is labeled; c. Select another point on the edge of the growing region as a
new growing point and return back to the step b; d. When all the points on the edge
don’t satisfy the rule of region growing, return back to the step a; e. Repeat the previous
four steps until all the regions to be segmented have been processed.

Semi-automatic 3-D Image Segmentation. After N CT slices have been sequentially
input and the ROI in the first image was successfully extracted, a seed point in the ROI
of the second image is automatically determined, which is of a gray-level value closest
to that of the seed point manually chosen in the first image. The algorithmic steps of
region growing as described in the subsection D.1 is further implemented for the
second image. This process repeats for all the CT slices sequentially. Due to the
inherent characteristic of the CT scanning, the difference between arbitrary two
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Fig. 4. The 1st, 2nd and 3rd rows correspond to the three orthogonal slices of the patient’s thorax,
while the left, middle and right columns correspond to the original CTA image, the contrast agent
image in cardiac cavity and the cardiac tissue image, respectively.
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sequential CT images is much slight, which makes the 3-D image segmentation fea-
sible in practice. Essentially, the proposed 3-D image segmentation is a sort of
semi-automatic approach.

Display of Segmented Images. From the top to the bottom in Fig. 4 are the three
orthogonal slices of the patient’s thorax, while from the left to the right are the images
of original CTA, the contrast agent in cardiac cavity and the cardiac tissue, respec-
tively. It can be noted that almost no extra bone and muscle tissues are included in the
cardiac tissue image as shown in the right column of Fig. 4.

4 3-D Modeling and Volume Rendering

4.1 3-D Modeling of Segmented Volume Images

a. Data Preprocessing and Smoothing. The 3-D matrix V is usually of a huge
amount of elements. In order to reduce the computational consumption and thereby
increase the computational speed while maintaining the computational accuracy, the
reducevolume function can be used to reduce the amount of elements in V.

x; y; z;V½ � ¼ reducevolume V; a; b; c½ �ð Þ; ð3Þ

V ¼ smooth 3 Vð Þ; ð4Þ

The principle is to sample V at coordinates x, y and z, which are determined by the
ratio parameters a, b and c.

b. Volume Rendering. Using isosurface function to draw the contours of volume
image is an indirect method for rendering 3-D implicit function within Matlab,

fv ¼ isosurface x; y; z;D; isovalueð Þ ð5Þ

where the first four parameters have been obtained and the isovalue is generally
taken 1.

c. Construction of Structural Image Patches. Using patch function to define the
light, color and other information of the sub-regions in image,

p1 ¼ patch fv;0 FaceColor0; yourscol;0 EdgeColor0;0 none0ð Þ; ð6Þ

where fv is the output of the isosurface function and yourscol is used by user to
define the colors of object.

d. Determine Normal Direction of Image Patches. The isonormals function is used
to create a new 3-D view with appropriate lighting effects,

Isonormals x; y; z;D; p1ð Þ: ð7Þ

e. Determine Geometric Boundaries of Volume Image. Using isocaps function to
calculate geometric boundaries for volume image,
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fvc ¼ isocaps x; y; z;D; isovalueð Þ; ð8Þ

where the parameters have been defined in Step b.
f. Replace fv with the results obtained in Step e and repeat Step c.

4.2 3-D Volume Rendering of Segmented Volume Images

Shown in Fig. 5 is the volume rendering of the segmented (a) contrast agent and

(b) cardiac tissue within Matlab [1, 7]. From Fig. 5, it can be noted that the image
segmentation used in our system performs well.

5 Generation of STL File

5.1 Introduction of STL File

An STL file is a closed entity consisting of a large number of triangular patches. The
triangular facets are the bridge between the physical layers, which are used to
approximate the surface features of the object and finally generate a STL file. Each
triangular facet stores the coordinates of the three vertices and the normal vector
component data.

5.2 The Rules Obeyed by STL File

A STL file needs to follow certain rules of writing standards to ensure that the file is
written without error. The following is an explanation of the writing rules obeyed by
the STL file for binary and ASCII code storages.

Fig. 5. The volume rendering of the segmented (a) contrast agent and (b) cardiac tissue within
Matlab.
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How to Write STL File. An example to construct a triangular facet to illustrate how to
write the STL file using ASCII code is given as follows:

solid file name // The name of the STL file
facet normal
outer loop // Start of definition
vertex A
vertex B
vertex C
endloop // End of definition
endfact // The overall patch definition ends
…… // repeat the definition in accordance with the above principles
end solid file name // It marks the end of the definition

“facet normal” is used to define the coordinate information of each directional
components of the normal vector of a triangular facet. “vertex” is followed by the
coordinate information of the vertexes of a facet. “endfacet” finishes all the information
definitions of a facet, and a triangular facet has been successfully created.

The Binary Format of Facet. Shown in Fig. 6 is the binary format of a facet com-
posed of a file header and triangular facet information. The file header is used for user
identification and the major information is stored in the part of the facet information.
The file header consists of 84 bytes, the major triangular facet information is 50 bytes,
used to store the vertex and vector information, all information is stored in the format
of real number, the three vertices and normal vector share four groups of 3-D data, each
group data are 4 bytes, total 48 bytes are stored, the remaining two bytes are used to
reserve other information. A file header includes 84 bytes, wherein the major is of 80
bytes, most of them are annotation contents including the creation time, the format, and
the size of the file, and the software used to create the file, while the remaining four
bytes recorded the total number of facets, which can be observed during the operation

Fig. 6. The binary format of STL file.
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to have a glance on the size of the file. If you create a model with N facets, the
corresponding binary file size would be 84 + 50 � N bytes.

Triangular Facet Filled Between Layers. The interlayer filling algorithm is con-
cisely described as follows [2, 6].

Synchronous Marching Approach for Adjacent Contours. The basic idea underlying
the approach is that, at the same time the above mentioned method is carried out, the
connection of the endpoints on the contours in the adjacent slices is simultaneously
realized. The approach is extensively applicable in a practice.

Maximizing for Minimal Interior Angles. The basic idea underlying the approach is to
optimize the minimal internal angles at the positions of dense facets to maximize them.

Volume Rendering of STL File. In this work, we firstly use the isosurface function
within Matlab to output the point and surface information of 3-D data, according to the
rules of writing a STL file in ASCII code for the output of the triangular facet infor-
mation reconstruction. In this way, we generate two STL files named Agent.stl and
HeartMuscle.stl for the contrast agent in the cardiac cavity and the cardiac tissue,

respectively (see Fig. 7).

6 3-D Printing of Physical Model

After STL file is successfully generated and confirmed, it is further converted into
G codes, which can be implemented by the table-top 3-D printer mounted in our lab. In
Fig. 8(a) and (b) are the 3-D printer and the physical model of cardiac tissue produced
by the 3-D printer with the HeartMuscle.stl file. The material used by the 3-D printer is
a kind of degradable plastic, which is friendly to our environment.

Fig. 7. (a) volume rendering of both Agent.stl and HeartMuscle.stl within 3-matic and
(b) confirm the intactness of Agent.stl by the Flashprint software mounted in the 3-D printer.
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7 Design and Implementation of the System

7.1 Analysis on Demand of System Design

In the system design, we demanded some crucial functions such as the image data
input, the conversion of data format, the semi-automatic image segmentation with the
region growing technique, the 3-D modeling, and the generation of STL file. Mean-
while, the 3-D volume rendering, the image display and the data storage are also
needed. The working flow chart of the developed system has been shown in Fig. 1.

7.2 System GUI

In the Matlab GUI designed for the prototype system as in [5], the left side is the
DICOM data directory, the middle is the data information of each image, while the
corresponding image is displayed on the right side. The “save data” button is used to
store all.mat files consisting of DICOM data.

8 Discussions and Conclusions

In this work, we described how to develop and implement a prototype system of 3-D
cardiac modeling and printing. The process included the image data input, the con-
version of data format, the semi-automatic image segmentation with the region growing
technique, the 3-D modeling, the 3-D volume rendering, the generation of STL file, the
data storage, and so on. Preliminary experimental results showed that the prototype
system developed by us performed well for the expected task. Validation on the
accuracy of 3-D modeling and printing will be our works in the near future.
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Fig. 8. (a) The table-top 3-D printer mounted in our lab, and (b) the physical model of cardiac
tissue produced by the 3-D printer in (a) with the HeartMuscle.stl file.
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Abstract. According to the demand and development direction of China’s
industry and wisdom, the demand of social old-age home, this paper presents a
PLC control Home Furnishing automation system technology, smart wearable
body sensing technology and network sensing technology based on narrow
band. Through the test, the system can realize the local, WEB and mobile
terminal APP intelligent home control. According to the tracking of the number
of steps, heart rate and moving path of the elderly, combined with the original
health status and living habits of them, the home condition modification and
health warning are given. And under abnormal circumstances, such as pop-up
hints and mail alerts are given. The implementation of the system can effectively
collect and manage the elderly state of home care, and have better market
application prospects and system development value.

Keywords: Home care � Health assistance management � Smart home �
Narrowband Internet of things

1 Introduction

With the aging trend of society becoming more and more serious, the problem of social
support for the “empty nest” elderly is becoming more and more serious. Many elderly
people do not pay enough attention to their health problems because they have no
children to take care of, causing many social problems. The management of home life
and health status of the “empty nest” elderly gradually attracted widespread attention.
How to provide safe and effective service for the elderly in the old age is an important
issue of concern for the government, the community and the elderly. Home Furnishing
intelligent system integration technology of the original maturity, combined with the
rise of wearable development somatosensory sensor technology and low-power nar-
rowband Internet of things technology, gave birth to the people of the wisdom of the
demand for home care system. Therefore, it is necessary to design a stable and reliable
intelligent home for the aged. And the establishment of the system will provide a large

© Springer International Publishing AG 2018
P. Krömer et al. (eds.), Proceedings of the Fourth Euro-China Conference
on Intelligent Data Analysis and Applications, Advances in Intelligent Systems
and Computing 682, DOI 10.1007/978-3-319-68527-4_20



data base for social pension, in order to provide policy and planning requirements. In
this paper, the key technologies of smart home system and health assistant management
system are introduced, and the system structure diagram is given. The home intelligent
home system is designed by using S7-1200 and SCADA server, and the functions of
health assistant management and mobile monitoring are realized. The system param-
eters are optimized by using the rule self-learning method [1].

2 System Architecture

The intelligent management of home hardware system, personalized service of mobile
terminal and the collection of large data at home are the main focus of smart home. The
base of smart home is the interconnection and interworking of home appliances and
sensors. In order to realize the intelligent, safe and personalized Home Furnishing
control, Home Furnishing with the temperature control system, humidity control sys-
tem, light control system, and control system, safety monitoring system and health
monitoring system. The temperature control system includes the control of ventilation
equipment and air conditioning system. The humidity control system includes the
control of humidifying equipment and air-conditioning system. The lighting system
includes lighting and curtain system controls. The security monitoring system includes
smoke sensing system, gas detection system, security sensor system and camera sys-
tem. Health monitoring system includes kinds of wearable sensors and home health
testing or fitness equipment. We connect all above kinds of signals through wired
connection, RFID, WIFI or infrared communication to the field controller -
S7-1200PLC. PLC achieves the collection of various types of signals and the imple-
mentation of control of household equipment output.

A separate intelligent home control system needs to be equipped with a SCADA
server. As a management device it will manage and control the underlying control
device PLC. Users can set their own home control according to their own needs in the
system. The server will be based on user needs combined with the user’s gender, age,
physical health and the accumulation of user life during the operation of the data
through self-learning to improve the control system to achieve humane intelligent
comfortable user experience. At the same time SCADA server also provides WEB
publishing capabilities to support multi-user mobile monitoring services. In addition
the system provides mobile end APP services to meet the needs of different users of
remote monitoring. Important information in the server through the NB-IOT upload the
cloud through the different needs of large data screening calculation for the community
the competent government departments and various service providers to provide data
support [2, 3].

In this design idea we establish the control system structure as Fig. 1:
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3 Designs and Implementation of Health Assistant
Management Function

The initial operation of the system you can choose to enter the user’s gender, age, basic
medical history and daily habits. On the basis of this information the system will give a
reasonable set of wisdom and initial health settings and health management recom-
mendations. During the system operation the actual operation of the user will be
gradually collected and the corresponding parameter values will be corrected step by
step. Such as according to the regular pattern of sleep, the system will correct the
automatic control of different periods of time lighting control; according to the daily
bathing time it will adjust the water heater work; according to the user’s daily
movement and health basic states it will give appropriate sports reminders and warn-
ings. The main interface of the system is shown in Fig. 2. If the system is not initially
set up the system will operate in the basic mode. The health management proposal here
will only give recommendations in the limit state. Such as the number of steps and
mobile frequency ultra-high or ultra-low limit. The system will be in the course of
self-learning to gradually sum up the user’s living habits and thus gradually correct the
corresponding parameter values and the corresponding health management
recommendations.

Fig. 1. System structure diagram
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The system designs the statistics shows of the number of the steps per day. And if
the set value is reached the system will offer popup as an encouragement; personalized
reminders are provided when the number of steps is less than the regular limit (such as:
Proper aerobic exercise is good for your health!). The comprehensive analysis of the
step number, trajectory and heart rate value information shows that if the elderly less
activity trajectory and concentration range was small, or had abnormal heart rate. The
system will determine that the status of the elderly should be abnormal, and the
corresponding popup will be reminded on the SCSDA server and APP. And send email
alerts to the appropriate service provider. In addition, if the security system of any
security risks, the system will also carry out the necessary alarm services, as shown in
Fig. 3.

Fig. 2. SCADA main interface

Fig. 3. Mail receive alarm
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4 Rule Self-learning Method

The system adopts the rule self-learning method based on the statistical analysis model
to optimize the parameters. Using SCADA system to obtain the operation of each
subsystem and the old people’s work and rest information. After data classification and
processing, log files are generated. Then extract the key fields from the log file. The
working states of each subsystem in a certain time interval are calculated to form a set
of rules. According to the threshold condition established, the existing control system
parameters are revised to achieve the purpose of self-learning. [4, 5] Through the
analysis of user’s phased operation rules, the self-learning parameter setting rules are
implemented, and the following steps can be adopted:

(1) Extract all work information from the log;
(2) It calculates the correction law of each work information at a given stage (which

can be analyzed by weekly/monthly intervals);
(3) According to the difference between the statistical result and the current setting, it

chooses the difference of different proportion according to the different object as
the revised value of the original coefficient;

A day after the new rules are executed, the system asks the user for information. It
judges whether the user likes the corrected home work state. Upon receipt of a positive
reply and no reply, the user is deemed to have approved the amendment and will thus
form a whitelist rule.

Take the light control system as an example, the frequency difference of the manual
operation of the user before and after the rule learning method is revised as shown in
Table 1.

From the data in the table, we can see that the parameters of the light control system
revised by the rule learning method are more in line with the user’s living habits. It can
effectively reduce the frequency manually modified by the user. After the trial opera-
tion has reached a stable, the system will complete the user’s customary fitting process,
giving users a more comfortable home experience.

5 Mobile Terminal Services

As a smart home management system for the empty nest elderly, it is essential to
provide mobile terminal user login service for the elderly children or other related
service providers at home. The InduSoft software platform adopted by SCADA system

Table 1. Manual frequency table.

Day Morning Noon Night

1 2 0 3
2 1 1 2
3 1 0 1
4 0 0 1
5 0 0 0
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has the function of WEB publishing. After the platform completes the WEB publishing
settings, run the project in the server. After that, open any browser in different places,
enter the IP address set in the server, and the application alias/picture name you set up
before you can access the project and perform the operation of the corresponding user
rights. The WEB functionality is in full agreement with the SCADA HMI. If the server
uses the dynamic allocation of IP, then the IP address will not be able to login. Domain
name resolution services can be used to map domain name addresses on the local router
at the server side. Then the mobile client can login to the system only by using domain
names.

Key information will be driven by event driven or timed drive by the server via a
narrow network of things to communicate with the cloud. Then the APP program is
developed to obtain the appropriate information from the cloud and realize remote
control. When needed the system also provide webcam for authorized users to view
security and the real-time situation of the elderly.

6 Conclusion

The social aged care problem is becoming more and more prominent, which leads to
the rapid development of home aged care service. The progress of science and tech-
nology has led to higher pursuit of quality of life. In order to achieve a more humane
way of life for the elderly, home care intelligent home system came into being. In this
paper, through the comprehensive control of the home environment, to create a com-
fortable, safe and convenient home care environment. It can also provide timely
warning of major security risks and the health of the elderly in the home. Smart home
and home care are now in the ascendant sunrise industry. The system combines the
two, and realizes the design and practice of cloud services by means of narrow band
Internet of things. There is a broad market prospect.
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Abstract. Analysis of data based on gene expressions characterizing
serious disease is an area currently receiving high attention. The basic
task is to classify patients, usually by searching for a small group of
genes that provides sufficient classification power. However, very often,
different gene combinations can describe different aspects of the prob-
lem being analyzed. In this paper, we present in a concrete example
with one real dataset, a methodology that has repeatedly been success-
fully applied to different types of data. In addition to common statistical
methods, this methodology combines methods such as a visualization
of a dataset structure using networks, and feature-selection and neural
network classification. The output of the application of the methodology
is a system for decision support during the reoperation of patients with
joint endoprosthesis.

Keywords: Classification · Feature selection · Gene expressions · Net-
work analysis · Artificial neural network

1 Introduction

Biological data and in particular, human gene expression data, are increasingly
investigated. The reason is new devices providing new and more accurate data
resulting from the analysis of human samples. These samples can be associated
with very complicated and often rare diseases. Therefore, very often there are
only small groups of samples for analysis and the results can be affected by
many factors unrelated to these diseases. Considering new approaches to analysis
is necessary. These approaches are often combinations of statistic and machine
learning methods. Increasingly, artificial neural networks are often used in this
area which, unlike in traditional methods, are able to describe complex internal
relations in data.
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The aim of this work is to design a tool for the classification of patients with
and without prosthetic joint infection (PJI) based on selected gene expressions.
The tool is planned to be used as a decision support system during operation.
The organization of this paper is as follows. Section 2 introduces related work. In
Sect. 3, there is the described methodology of gene expression data analysis. An
example of using the introduced methodology, the dataset, and feature selection
and classification are presented in Sect. 4. Section 5 concludes the paper.

2 Related Work

The analysis of data coming from biologic systems is not an easy task. There is
no universal methodology about how to work with particular datasets. Although
the structure of analyzed data is the same (one data table), unknown relations
between measured values are often hidden. To find such relations, researchers
must consider using a combination of data mining and machine learning meth-
ods. Together with the size of the dataset (in the meaning of very small or
large-scale), the teams of researchers use many approaches.

Liu et al. [1] introduce a framework for working with combinational fea-
ture selection and ensemble neural network for the classification of gene expres-
sion data. He works with micro-array raw data which has been bootstrapped
100 times due to the small size of the dataset. Authors use PCA and extract
the top 15 principal components; selection of important genes is made by the
ranksum test. These components are used as the features for learning several
neural networks, and the final classification is obtained by the majority vot-
ing. Moteghaed et al. [2] study the hybrid optimization algorithm and artificial
neural networks (ANN) on micro-array data for cancer classification. Authors
in this work improve the ability of the algorithm for the classification problem
by finding a small group of biomarkers and also the best parameters of the clas-
sifier. They combine decision tree algorithms to find the relation between the
biomarkers and use a hybrid of GA and PSO algorithms as a feature selection
method. The fitness of each gene subset (chromosome) is determined by an artifi-
cial neural network classifier. The 10-fold cross-validation classification accuracy
on the gene subset in the training and evaluation samples is evaluation criteria.
For increased classification accuracy, authors use a decision tree classifier to see
the relation between founded biomarkers and rule extraction. A different app-
roach to the classification of gene expression data is used by Mehridehnavi and
Ziaei [3]. Authors study minimal gene selection for classification and diagnosis
prediction based on gene expression profile. They use a signal to noise ratio as
the main tool in order to reduce data dimensionality. Authors try to classify
training and testing data with the perceptron neural network. Due to a low
number of data samples, and to achieve a more accurate result, they propose an
approach based on ranked distances between the output of classifier and input
data. Therefore, 14 germinal center and 12 activated like samples with the short-
est distances are selected as a training set for an artificial neural network as the
final classifier.
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Our methodology is inspired by the previously mentioned works. The main
difference is using network visualization as an exploratory analysis tool that
helps in the first decisions and feature selection. Moreover, our final classifier is
based on the parallel usage of artificial neural networks (ANN), and the output
information includes not only their response but also their confidence. The next
section describes the methodology in great detail.

3 Methodology and Tools

We have been working on several healthcare projects, and we have faced the
problem of classifying patients in small datasets with relative gene expressions.
Obtaining larger data is usually a problem because it is time and money con-
suming (the measurement of relative gene expression is done on special devices).
Analysis of this kind of datasets should answer two questions:

1. Can we classify patients for a particular disease based on measured gene
expressions?

2. Is there any combination of genes which is sufficient for disease detection?

To answer these questions, we introduce a methodology combining several
methods and approaches. The application of this methodology is projected to
the decision support system providing correct classification with high reliability
(confidence). The following text introduces the methodology successfully used
in several projects working with gene expression data and patient classification.
The rest of the text in this section is focused on a brief description of used
methods.

3.1 Methodology

The methodology of dataset analysis and classification can be divided into two
main parts. The first part is focused on feature selection and making a model
of the system (Fig. 1). The second one uses this model to create classifier subse-
quently used for the decision support system (Fig. 2).

Fig. 1. Make model of system Fig. 2. Classification
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Model of the System
The first part of our methodology is making a model of the system. The measur-
ing of gene expressions is a highly time and money consuming operation. This
means we need to select the smallest possible number of genes within the range
of input data. By our examination, using widely known methods for feature
selection was usually not sufficient due to low confidence with the results. To
have a reliable approach to get the required feature selection, it is necessary to
combine common statistical methods, visualization and application of artificial
neural networks.

Univariate Data Analysis
The first step in our evaluation process is univariate attribute analysis. This
allows us to better understand the dataset we work with. We get informa-
tion about data ranges and distributions, correlations, outliers, missing values,
etc. Regarding the physicians, it must also be done visually; we use descriptive
statistics, histograms and boxplots. Utilizing Receiver Operating Characteristic
(ROC) curves, we can evaluate the ability of a binary classification system in
case a threshold value is varied [4]. ROC curves and their confidence intervals [5]
over all attributes can suggest which attribute should be a candidate for deeper
examination.

Dataset Visualization Using Networks
The understanding of relations between attributes is one of the necessary steps
during data analysis. A visualization is able to show us the hidden structure of
data. For a visualization of the dataset, a transformation of data to the network
(graph construction method) was applied. Network nodes represent individual
patients (vectors of gene expression values); edges between the nodes represent a
similarity of the corresponding patient vectors based on the Gaussian function.
The edges were chosen to link the nearest neighbors (nodes having the highest
similarity). The number of nearest neighbors for each node corresponds to node
representativeness [6].

The networks were constructed for many combinations of attributes pro-
posed by physicians and laboratory staff. The main goal of the visualization
was to understand the internal structure of the dataset influenced by a selected
combination of attributes.

Combinations of Attributes
By the univariate analysis and network visualization, we got some suggestions of
attributes which could play an important role in classification. Due to the com-
plexity of the biological system for which we want to make model, an artificial
neural network (ANN) is a good choice for the evaluation of possible combina-
tions of attributes [7]. In the case of a small dataset (up to thousand patients
and up to ten attributes), it is possible to evaluate all possible combinations
of attributes. For all combinations of attributes, we created an ANN and used
the dataset dividing into training and testing sets. We obtained candidates of
combinations of important attributes as a set of attributes for which ANNs have
the smallest percentage of prediction and mean squared error (MSE).
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Feature Selection
Since the initialization of neutral networks is made with randomly generated
weights, we had to use the k-fold cross-validation procedure for all sets of candi-
date attributes. Then, for each set, we calculated the percentage of classification
error and MSE. All attribute combinations were ordered by the classification
error, and attribute combinations with the smallest value indicated the impor-
tant set of attributes.

Classifier Based on ANN
The final step was to make a model of an examined biological system. Similarly
to the feature selection phase, we used the ANN also for the model creation.
There is no universal way to determine an optimum network topology just from
the number of inputs and outputs. The internal structure of the network depends
on the number of training examples and the complexity of the underlying system.
Based on our evaluation, we suggested the feed-forward ANN with two hidden
layers and back propagation as the training algorithm. This structure of the
ANN has the ability to minimize output error on a small training dataset. In
order to improve the reliability of the created model, we repeatedly used 10-
fold cross-validation on important features. Finally, we used the top five trained
ANNs with the smallest average error as a base for the model of the system. The
number of ANNs used for the modeling of the system was selected by several
experiments.

Classification
The model of the system will be used for the classification task. The unknown
data we use as an input for our model containing five ANNs. Final classification
of data is obtained as the average response value of these five ANNs (Eq. 1).

classification =
1
n

n∑

i=1

answer(ANNi) (1)

where n is number of ANN used in model of system.
Although classification of input data is required information, it is necessary

to know a confidence of this value. The response of the each ANN is in range
zero to one. From five ANNs we obtained five network answers therefore we can
calculate the confidence interval of these values. Final confidence of classification
is calculated by Eq. 2.

confidence = 1 −
(

1
n

n∑

i=1

(answer(ANNi) − classification)2
) 1

2

(2)

Both calculated values (classification and confidence) together give minimum
necessary information for a decision about the proper classification of unknown
gene expression data.
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4 Methodology Application

In this section, our methodology introduced in Sect. 3 is presented in one example
of a real-world dataset. The results are used as decision support for physicians
to identify infection in the case of revision surgery.

4.1 Dataset

The dataset contains relative expressions of selected genes measured on the
Xxpress cycler (BJS Biotechnologies, UK) system. It consists of 48 records with
nine attributes; eight of which are measured gene expressions, and one is the
PJI class. An example of the dataset is displayed in Table 1. Dataset is exported
from Xxpress machine; there are no missing values.

Table 1. Example of gene expressions dataset

DEFA1 IL1B LTF TLR1 BPI IFNG TLR2 TLR4 PJI

0.005 0.001 0.098 0.085 0.366 0.028 0.277 2.219 0

0.203 0.218 0.189 4.595 0.047 4.000 2.144 9.190 1

0.277 0.014 0.342 0.319 0.121 0.056 0.901 0.732 1

. . . . . . . . .

4.2 Univariate Data Analysis

The first step in understanding the data is a univariate analysis. These methods
help us find if a single gene with the capability to separate groups of patients
exists. For this purpose, we use widely known boxplots and ROC curves. The
dataset contains 23 patients classified as PJI and 25 non-PJI. We used boxplots
to visualize distributions of patients by their classification for every single mea-
sured gene. The images of boxplots are depicted in Fig. 3 where green dots are
non-PJI classified patients, and red colored ones are PJI positive. We tested
hypotheses H0 for the equality of distribution of both groups of patients at con-
fidence level 95%. P-value lower than 0.05 reject hypothesis H0, and we accepted
the alternative hypothesis that there exists a difference between two groups of
patients at confidence level 95% (values are in Table 2).

P-values and boxplots help us to suggest some genes which could be impor-
tant in the dataset. There are six genes with a low P-value which are the main
candidates to be important in the dataset. For the next evaluation of genes we
can use ROC curves (see Fig. 4). Parameter AUC (area under the curve) should
have suggested us decision power of single genes. Based on an AUC greater than
79%, we can select four attributes DEFA1, TLR1, LTF, IL1B that could be
important in the dataset.
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Table 2. P-values and AUC for single gene

Gene P-value AUC [%]

DEFA1 <0.0001 92.66

IL1B 0.0004 79.37

LTF 0.0003 79.66

TLR1 0.001 79.86

BPI 0.002 75.40

IFNG 0.451 44.94

TLR2 0.002 75.50

TLR4 0.358 56.65

Fig. 3. Comparsion of data by single gene

Fig. 4. ROC curves for selected genes
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The selected genes are the result of our univariate analysis and need to be
examined more. It has been reported that gene profiling in periprosthetic tis-
sues may propose PJI biomarker TLR1 [8]; we take this into account in our
next analysis. Explorative network analysis visualizing relations between selected
genes is described in the next section.

4.3 Network Visualization

Network visualization shows us relations between similar patients. These rela-
tions are based on a selected sets of attributes. Together with univariate analysis,
the networks give us a good overview of important genes. Figure 5 displays visu-
alizations for different sets of genes. The left figure visualizes a network for all
genes. A single gene network for TLR1 is in the middle. Five relatively dense
parts of the network which could identify five (mixed) patient groups in the data
can be seen. The network on the right could be separated by a single cut into
two parts. The left part contains mostly patients with infections from PJI, and
the right side contains patients of non-PJI infections. Due to lack of space, we
do not present all networks created from genes recommended by the univariate
analysis here.

Fig. 5. Networks based on important genes

As result of explorative network analysis of visualization relations between
genes, we selected three genes (DEFA1, IL1B, LTF) as candidates for important
attribute combination in the dataset. In the next step, we verified these genes
as the best choice.

4.4 Feature Selection

Next, we used an ANN as a method of feature selection. Although we have can-
didates for the most important genes, we evaluated all possible combinations of
genes. The dataset contains eight genes so we worked with 256 possible com-
binations of genes. We divided source dataset into two groups. The first one
contained 70% of patients as a learning set and the remaining 30% was used as
a testing set. The obtained results were ordered by the classification error and
MSE value. The top ten feature sets are shown in Table 3.
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Table 3. Top 10 selected feature sets with smallest validation error

Candidates 10-fold cross-validation

Combination of genes Validation

error [%]

Validation

MSE

Average

error [%]

Average

MSE

1 DEFA1, LTF 0 0.1 22 0.207

2 DEFA1, IL1B, LTF 14.29 0.18 14 0.130

3 DEFA1, IL1B, TLR2, LTF 14.29 0.15 34 0.298

4 DEFA1, IFNG, TLR2, TLR1 14.29 0.15 24 0.232

5 DEFA1, IFNG, BPI, LTF 14.29 0.15 22 0.178

6 DEFA1, IL1B, IFNG, LTF, TLR1 14.29 0.18 16 0.138

7 DEFA1, IFNG, TLR2, LTF, TLR1 14.29 0.10 26 0.227

8 DEFA1, IL1B, IFNG, TLR4, LTF, TLR1 14.29 0.19 20 0.187

9 DEFA1, IL1B, IFNG, BPI, LTF, TLR1 14.29 0.17 20 0.172

10 DEFA1, IFNG 28.57 0.18 16 0.143

Due to the random initialization of the neural network, we had to evaluate
the top ten combinations by the 10-fold cross-validation. This method gave us
reliable results, and therefore we can get a decision of important features com-
bination in the dataset. Table 3 includes averaged values of error and MSE for
10-fold cross-validation.

4.5 Model of the System

We needed to create an ANN model of a biological system based on expressions of
important genes. To make sure that our model can be used for the classification
of patients, we utilized five parallel neural networks. For genes DEFA1, IL1B and
TLR, we repeated the 10-fold cross-validation one hundred times. Top five neural
networks with the smallest error were selected as a model of the system. The
structure of the ANN was experimentally chosen as the network with two hidden
layers, with 13 and 9 neurons, and, the training algorithm used back-propagation
and logistic activation function.

Making the model was a necessary step for the classification task which was
the main goal of our work. Description of the classification process follows in the
next subsection.

4.6 Classification

In the classification task, we worked with the model of the system represented
by the five neural networks. All of these ANNs are processed in parallel, and
we obtain five results. These values are averaged (Eq. 1) to the final classifica-
tion of input data. In some cases, although the mean value of the model response
provides positive classification, we need to know what the relevance of the classi-
fication is. Positive classification of input data, in the case when network answers
are near border value (0.5), is not very valuable because classification confidence
can be low. For this purposes, our classifier has additional output calculated by
the Eq. 2 and its value is the confidence of the classification. Classification and



202 M. Radvansky et al.

Fig. 6. ROC curve of classifier Fig. 7. Decision support tool

confidence is sufficient information for a physician as additional information for
confirming or rejecting hypotheses about infection. Evaluation of our classifi-
cation model was based on ROC curves. As a test group, we used 10 blinded
records (patients not used in analysis). The ROC curve is depicted in Fig. 6, the
AUC is 99.04%. In this evaluation, we correctly classified 100% patients while
the average confidence of classification was 88.8%.

4.7 Decision Support Tool

In order to use our classifier as a decision support tool for physicians, a sim-
ple application was created (see Fig. 7); the application has a user-friendly MS
Windows interface for physicians and laboratory medical staff. In the current
state of knowledge, physicians have to decide on the correct treatment in case of
PJI or non-PJIs during operations. Our PJI infection calculator can add extra
information for physicians when he/she is not sure about the infection.

5 Conclusion

In our work, we presented a methodology for analyzing gene expressions data. In
the proposed methodology, we use a combination of several approaches includ-
ing traditional approaches (descriptive statistics, tools like boxplots and ROC
curves), network visualization and machine learning methods, especially artifi-
cial neural networks. We described our application of artificial neural networks
on feature selection and classification tasks. The presented methodology was
used in several projects, and classification is compound into the electronic cal-
culator used by medical staff as a decision support tool. There are several ways
how to improve our methodology. Our main effort will be focused on automatic
processing of the whole pipeline and the optimization of artificial neural network
structures to get faster learning.
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Abstract. Wireless sensor network (WSN) was applied to high voltage trans-
mission line monitoring system, according to the characteristics of the high
voltage transmission line, put forward a kind of wireless sensor network Routing
Protocol - Driven Clustering Routing Protocol DCRP (Driven Clustering
Routing Protocol), that suitable for high voltage transmission line monitoring.
And according to the characteristics of the different data that is collected in the
high voltage transmission line monitoring, it is divided into two work modes—
normal and emergency, and energy of the network is optimized. DCRP has good
real-time performance, can effectively prolong the network life cycle, to meet
the application requirement of high voltage transmission line monitoring system.

Keywords: WSN � High voltage transmission line monitoring � Routing
algorithm � Energy optimization

1 Introduction

Serious natural disasters occur frequently in recent years. Especially lightning, debris
flow, ice have seriously damaged on high voltage transmission line. Some criminals for
profiteering risk cut and steal transmission cable. Distribution of high voltage trans-
mission line is wide, the way by manual inspection alone, can’t well realize monitoring.
In order to ensure the safety of high voltage transmission line running effectively, it
must establish an effective monitoring network for high voltage transmission line.
Wireless sensor Network (WSN) is constituted by lots of cheap intelligent sensor node
that is self-organization, also known as intelligent wireless sensor Network (Smart
wireless sensor Network) [1]. The network is wireless network, can solve the problem
that the high-voltage transmission lines are not allowed other devices to take electricity
directly on it. Number of wireless sensor network nodes is enormous and nodes can be
randomly distributed. Node not only has the ability to perceive and data processing [2],
also has the function of routing. WSN can well solve the problem of high voltage
transmission line wide distribution.

Wireless sensor network is Ad hoc network, with low power consumption of
communication mode. But on the technical implementation, it is a big difference with
the traditional Ad hoc network. WSN is easy deployment, high precision, high fault
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tolerance, large covering area, remote monitoring, but Center nodes need to do a lot of
related data processing, integration, and the cache. It also has the characteristics of
limited energy, topology changes frequently [3]. Limited energy refers to that the
network nodes usually don’t complement energy [4]. In addition, each node in wireless
sensor network (WSN) is a random deployment, according to certain algorithm auto-
matically organized into application oriented network. In the application of wireless
sensor for high voltage transmission line monitoring, the comprehensive factors such as
node closing, the change of transmitted power, line swing sharply in windy day, terrain
and weather, etc. may change topology at any time. Therefore, it must design appro-
priate routing protocol. There are many routing protocols of different characteristics,
but they have some limitations [5].

To meet the demand of the high voltage transmission line monitoring, according to
the characteristics of them, suitable routing protocols of wireless sensor network for
high voltage transmission line monitoring must researched, to raise the level of tech-
nology in high voltage transmission line monitoring.

2 The Network Mode of Wireless Sensor Network
Monitoring System

The wireless sensor nodes for monitoring stress, vibration and temperature can be made
into ring clasping on high voltage transmission lines. On transmission line one is to
deploy from a distance, real-time monitors these data. The center node and video
monitoring nodes can be fixed on the transmission tower. A large number of online
annular monitoring sensor nodes and the sensor nodes on tower constitute self-
organized network. The data from sensor nodes is gathered in the center node. After the
data has been fused, it is send to the monitoring center. Online annular sensor nodes
can be used by the exterior of bright colors, then can prevent the helicopter crashed the
high tension line by mistake.

High voltage transmission line monitoring system has its features:

(1) high voltage transmission line network is huge, wide distribution, energy con-
servation requirements. Because the high voltage transmission line networks are
distribution all over the country, include a lot of complex mountainous terrain,
replacement the battery of nodes is difficult. So the problem of the network energy
optimization is important.

(2) methods that collected different data in high voltage transmission line monitoring
system are different. The environmental information, such as real-time stress,
vibration and temperature is collect in normal times, and in other emergencies
need to transmit a lot of data. The data of stress, vibration and temperature is
collected by cyclical, and emergencies are random events.

(3) the emergencies will destruct some nodes, and the high voltage transmission line
monitoring network will change dynamic.

Because above characteristics of the high voltage transmission line monitoring, and
the span of high-voltage transmission lines is generally long, and at the same time
many lines are parallel, and the sensor network scale is larger, the network use
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clustering network structure. The whole wireless sensor network is divided into several
region. One region is between two poles. Each region is divided into several clusters.
Each cluster has a cluster head, with one hop communication between members of the
cluster and the cluster head. The cluster head communication with the center node by
multiple hops communication. The data fused from cluster head will be sent to center
node, so as to reduce the traffic.

Sensor nodes can be set up for four kinds of state, respectively, receiving state,
sending state idle state, and the sleep state. Through transformation among the four
states, it tries to save energy consumption of nodes, prolong the network lifetime.

At ordinary times, most of the base station of high voltage transmission line
monitoring network is a fixed mode, but when emergency occurs, the network structure
is random variation. Therefore, the network can work in two kind modes, normal and
emergency. The data quantity of monitoring normal stress, vibration and temperature is
small, the sensor nodes can be driven by the time of periodic. When emergencies and
stolen transmission line event occurs, network must send a lot of data by event driven
type.

3 Routing Algorithm for High Voltage Transmission Line
Monitoring Network

In order to make the routing protocol has higher extensibility, make load more evenly,
this paper proposes a wireless sensor network routing protocol that is suitable for high
voltage transmission line monitoring - driven routing protocol (DCRP).

High DCRP uses asynchronous clustering method. The communication between
members of the cluster and the cluster head is by one hop. The communication between
cluster head and the center node is by multiple hops. The date fused from cluster head
will be sent to the data fusion center node (Sink node), so as to reduce the traffic. The
method of asynchronous replace cluster head nodes can cause energy consumption
equilibrium.

Cluster head nodes in network constitute the backbone network. Based on the
minimum hop routing algorithm, it establish routing lines for each cluster head. Then
the trunk link of cluster head nodes is form.

Routing algorithm is as follows:

(1) ‘Father_id’, the parents of all the cluster head nodes and ‘Min_hop’, the minimal
hop for reaching the Sink node, initialized to 0;

(2) The Sink node broadcast ‘Hop_Msg’ message that is constructed of message
identifier, sending node ID and send the minimum hop count of ‘Min_hop’ adding
1;

(3) ‘Father_id’ of cluster head nodes with receiving ‘Hop_Msg’ is set to the Sink,
‘Min_hop ‘is set to 1. At the same time, the ‘Min_hop’ and ‘Father_id’ are update,
‘Hop_Msg’ message continue to broadcast to its neighbor nodes;

(4) The cluster head nodes who received ‘Hop_Msg’ message check ‘Min_hop’ from
this message.If it is less than its own ‘Min_hop’, it updates its Father_id and
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Min_hop, then continue to broadcast ‘Hop_Msg’ message to its neighbor nodes,
otherwise does not handle;

(5) repeat step (4), processed until all nodes in the network have handled.

The algorithm flow chart is shown in Fig. 1.

The cluster head node communication with Sink nodes by multiple hops, transmit
monitoring data. The cluster head nodes and Sink nodes form the backbone. The
backbone uses the minimum hop routing algorithm, routing lines is established for each
of the members. Each cluster head node can obtain the minimum hop and information
of father node, form a minimum hop field. Energy consumption of cluster head is the
biggest. For balancing energy consumption within the cluster, asynchronous mode of
changing the cluster head is used. When energy of cluster head is lower than the
threshold value, the ‘CH_change’ message is broadcasted within the cluster. After
other nodes within cluster receiving the message, they transmit their own location and

Fig. 1. Composition block diagram of wireless sensor nodes.
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information about energy to the cluster head. According to these information with the
energy and location optimization principle, Cluster head select the new cluster head
and broadcasted information of new cluster head. New cluster head inherit information
about the original father of cluster head nodes and the minimum hop. The other nodes
modify the routing table. The situation of Change cluster head is shown in Fig. 2.

4 Network Energy Optimization

Wireless sensor network node is usually deployment only ones, independent. The
sensor nodes on the high voltage transmission line are serviced inconvenient. The
energy of node is limited, and supplement for energy is inconvenient. In order to meet
the demands of stability monitoring, decreasing power consumption of network sup-
plement to extend network life is necessary, and must save cost as much as possible.
Most of the base station in monitoring network of high voltage transmission line, at
ordinary times, is fixed mode. when the unexpected events occur, the network structure
is random variation. DCRP network has two work modes, ordinary and sudden event.
Ordinary, monitoring data quantity of line stress, vibration and temperature is small, the
sensor nodes can be driven periodic to collect data, transmission periodically. When
emergencies event occurs, it is to send a lot of data, it use event driven type.

High In high voltage transmission line monitoring, different methods for collecting
information are use in different environmental. Usually, real-time stress, vibration and
temperature sensor is needed. When other emergencies event occur, remote video
monitoring sensors are driven for data transmission. Data collection of stress, vibration
and temperature is cyclical, data collection of emergencies is random events. At
ordinary times, stress, vibration and temperature sensor nodes are driven by periodic

Fig. 2. Situation of change cluster head 4 network energy optimization.
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time. These sensor nodes for stress, vibration and temperature distribution on high
voltage transmission line, sent the network information, and information of stress,
vibration and temperature with small data volume to the cluster head periodically.
Cluster head sensor nodes rapid fuse data and forward the data to center node. As a
result of these information data volume is not big, high transmission rate is not need,
and consume of energy is little.

When emergencies event occur, a lot of data must be send and sensor nodes can be
driven by event. The threshold is set into periodic data acquisition mode. when
emergencies event occur, its numerical is more than induction threshold, the node
sensing at the first broadcast awaken package to the adjacent node and preserve local
event information. The awaken package include node information, event information,
relevant information. After nearby nodes receiving the awaken package, it immediately
test, determine correlation, decided to accept or reject awaken package. After cluster
head receiving the awaken package, broadcasting it immediately. After receiving the
broadcast, video monitoring node determine correlation, start the video surveillance
and transmit monitoring information to the monitoring center.

At the same time, because the sensor node can be set up four kinds of states, such as
receive, send, idle and sleep. Sleep state little energy consumption, and the energy
consumption of idle state is relatively low. Changing the four state transformation can
achieve the goal of reducing energy consumption. When periodic time and emergency
aren’t come, the sensor nodes are try to make in the sleep state to reduce energy
consumption. When nodes detect incidents occur or need periodic transfer daily data,
node is from state sleep to send state; When node is in a state of sleep, if it is received
effective signal, it is from sleep into the receiving state; When nodes sending or
receiving is end, it get into idle state; if, in a certain period of time or need to send and
receive data, it send or receive in; During this period, if no information must be sent
and received, the sensor nodes change into sleep state.

5 Simulation

The DCRP protocol is simulated with NS2 and compared with the MHC [6] routing
protocol, which evaluates the network energy consumption and the transmission delay.

The number of nodes in the simulation were set to 100, these nodes randomly
distributed in the area of 200 m * 1 m, each node has the initial energy of 1 j, Sink
node is located in the coordinates (x = 0, y = 0). The total time of the simulation is
500 s, and the monitoring node sends the usual packet at 384 bits per every other 5 s.
Let’s say that when 300 s, a sudden event occurs, the packet is 2166338.

Figure 3 compares the two protocols in the total energy consumption of the net-
work nodes. As you can see from the diagram, the MHC routing protocol runs to 413 s
and the node energy runs out while the DCRP still has energy in the 500 s. During the
entire run time, the DCRP protocol node total energy consumption is less than the
MHC routing protocol.

Figure 4 compares two protocols in the data transfer latency while the network is
running. As you can see from the diagram, the DCRP protocol data transfer delay is
almost the same as the MHC routing protocol in normal times. But the DCRP protocol
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data transfer latency is less than the MHC routing protocol when an unexpected event
occurrences. Therefore, the DCRP protocol applies to the characteristics of
high-voltage transmission line monitoring system.

Fig. 3. Network node total energy consumption and time.

Fig. 4. The data transfer latency.
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6 Conclusion

Wireless sensor network (WSN) was applied to high voltage transmission line moni-
toring system. According to characteristics of a large scale, wide distribution, and that
high voltage transmission line monitoring system muse have different methods for
different environmental and the emergencies event will cause the failure of some nodes,
a suitable wireless sensor network routing protocol, DCRP, for high voltage trans-
mission line monitoring is proposed. According to peculiarity of the data collected in
the high voltage transmission line, energy of the network is optimization. DCRP has
good real-time, high energy utilization rate, can effectively prolong the life cycle of
monitoring network, and meet to requirement of the application in high voltage
transmission line monitoring system.
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Abstract. The localized surface plasmons of metallic nanoparticles are able to
concentrate light into small volumes, which lead to a variety of fundamental
studies and practical applications in plasmonics. For example, by strong cou-
pling between metallic nanoparticles, plasmonic antennas are able to concentrate
and re-emit light in a controllable way. A variety of structures of optical
antennas have been investigated in in the past decade. The near- and far-field
responses of the plasmonic nanoantennas for example, the intensity and phase
distributions, and the emission polarization state are found to be sensitive to
polarization. This sensitivity is determined to arise from structural properties
including particle size, shape, spacing, relative positions and symmetry of
nanoparticles. In this review, we will discuss our recent advances in plasmonic
nanoparticle antennas from the polarization point of view, i.e., control of the
incident polarization-dependent near-field enhancement, control of the (far-field)
polarization of elastic or inelastic scattering light, and outlook the corresponding
impacts in understanding physics and nanophotonic devices applications.

Keywords: Plasmonics � Nanoantennas � Polarization � Nanoparticle �
Generalized Mie theory

1 Introduction

Optical nanoantennas (or plasmonic antennas) as an analogue of microwave antennas at
the nanoscale are of great interest due to the unique ability of controlling absorption
and emission at visible and infrared region [1, 2], such as focusing optical fields to
sub-diffraction limited volumes [3], enhance the excitation and emission of molecules
[4, 5] and quantum emitters [6]. Propagating light can be converted into nanoscale
enhanced near field [7–9], and vice versa, a localized excitation can be coupled to
directed radiation. The plasmonic response from nanoantennas depends on the incident
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polarization, and also the emission polarization states can be tuned by its shape,
material, dimension, geometry, and operation frequency. Most of these coupled
antenna such as dimers [10, 11] and trimers [4] are based on metallic nanostructures
that support surface plasmons (SP). Single and coupled nanoantennas have been
investigated thoroughly by far-field spectroscopy, exploiting two-photon luminescence
and near-field scanning microscope. Abundant applications have been found in surface
enhanced Raman scattering [3, 12], optical manipulation [11, 13], biosensing [14] and
integrated photonic devices [15, 16], etc.

Here we provide an overview of the polarization effects in coupled nano-aggregates
antenna system. Polarization properties such as the incident polarization-dependent
near field, and the polarization of elastic and inelastic emission, can be controlled
effectively by different geometries of nanoantennas, and will be discussed respectively.

2 Control of Incident Polarization-Dependent Near-Field
Enhancement

The coupling of single nanoparticle aggregates are able to concentrate light into small
volumes, which are responsible for the electromagnetic field enhancement particularly
pronounced in nanogaps between coupled nanoparticles, named “hot spots” [3]. The
intensity and phase distributions of near field can be tuned by the shapes and relative
positions of nanoparticles. The control of far-field polarization by nanoparticle trimer
had been fully investigated, and mainly focused on the linear incident polarization [4].

Actually, a trimer can be the simplest asymmetric structure, and its near-field
enhancement is also sensitive to circular polarization light (CPL). In Fig. 1, we use the
excitation of left-hand circularly polarized light (LCP) and right-hand circularly
polarized light (RCP) to theoretically investigate the near-field enhancements in the gap
of asymmetric trimer. The generalized Mie theory (GMT) is a relatively accurate
method to calculate near field which is the constructive/destructive interference [17] of
two near-field parts induced respectively by two orthogonal electric field components
constituting CPL. We found that LCP and RCP led to very different enhancements and
near-field interference by investigating the phases of hot spots in Ag nanoparticle
trimer (R1 = R2 = 40 nm, with the gap distance of 1 nm) for parallel and perpendicular
polarized at 532 nm. Just as the introduction of circular dichroism (CD) to the realm of
metamaterials, in the plasmonic trimer, hot spots also has CD effect, that is, to be “hot”
or “cold” (enhance or diminish) depending on the polarization state of the excitation.
Similar to the definition of CD signals for far-field transmission or reflection, the CD
factor of hot spots describing near-field response could be defined by q = log10[(MR –

ML)/(MR + ML)], where ML or MR are the enhancement factors for LCP or RCP
excitation, respectively. The enhancement factor is often defined as log10M = log10
(|EN/Ei|

2). A giant CD is obtained at 532 nm (q = 0.9986). This significant effect would
be “Incident circular polarization (ICP)” Raman optical activity (ROA) [18] if there are
individual Raman scattering molecules to probe the hot spots. This study could pave
the way towards ultra-strong polarization-dependent light-matter interaction on the
nanoscale plasmonic devices, with possible applications such as, SERS or ROA sub-
strate, plasmonic nanoantennas and sensor, and polarization sensitive devices, etc.
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3 Control of Emission Polarization

The emission polarization states from nanoparticle antenna can also be control by the
plasmonic gap. The quantum effects can also drastically change the coupling strength
as the feature size approaches atomic scales [20]. As shown in Fig. 2, we present a

Fig. 1. (Reproduced from [19]) Local CD response of the right-angle trimer. (a) Electric field
intensity distributions around the interparticle junction in the right-angle trimer excited by LCP
and RCP at 532 nm, respectively. (b) Local field intensity and local CD response q (black curve,
to the right axis) at the hotspot in the interparticle junction as a function of the incident
wavelength. The green and red curves are for LCP and RCP excitations, respectively. The CD
response reaches its maximum value of 0.998 at 532 nm. (Color figure online)

Fig. 2. (Reproduced from [21]) Evolution of scattering peak positions of dimer antennas.
(a) TEM images of gold dimers. Averaged diameter of particle is 80±2 nm. Scale bars are
100 nm. (b) Evolution of the LBDP (red circles), LBQP/CTP′ (blue triangles/ hollow triangle),
and TDP (black squares) as a function of the gap width. The gray curve is the classical prediction
for gold nanoparticle dimers with the diameter D = 80 nm. The broadening of the curve shows
the influence of diameter variation DD = 2 nm on the resonant peak. Red solid and dashed curves
are quantum theoretical results incorporating electron tunneling and nonlocal effect by QCM and
LAM, respectively. The dotted lines are plotted to guide eyes. The uncertainties of peak positions
are caused by the noise level of spectra when finding the maximum of scattering intensity. (Color
figure online)
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comprehensive experimental and theoretical study of the evolution of the resonance
(scattering) peak and emission polarization state as the gap of gold nanoparticle dimer–
antenna narrows to subnanometer scale [21]. We clearly can identify the classical
regime (> � 3 nm), the crossover regime where nonlocal screening plays a central role
with a feature of saturated resonance peak (* 1−3 nm) [22], and the quantum regime
where a charge transfer plasmon appears due to interparticle electron tunneling man-
ifested as a blue-shift (* 0.8−1.1 nm).

Moreover, as the gap decreases from tens of to a few nanometers, the bonding
dipole mode tends to emit photons with increasing polarizability. When the gap nar-
rows to quantum regime, a significant depolarization of the mode emission is observed
due to the reduction of the charge density of coupled quantum plasmons. These results
would be beneficial for the understanding of quantum effects on emission polarization
of nanoantennas and the development of quantum-based photonic nanodevices.

4 Control of Polarization of Inelastic (Raman) Scattering

Not only the elastic scattering from metal nanoparticle, but also the light polarization
from an emitter such as Raman scattering (RS) of molecules in the gap between
nanoantennas can be manipulated significantly [4, 23]. Compared with the symmetric
response in dimer antenna, a drastically new behavior is obtained from a trimer
structure. These properties of such a trimer with the SEM image shown in Fig. 3a can
be simulated by treating the nanoparticles as spheres. Here the low concentration of
molecules used ensures that each aggregate contains no more than a single molecule
[24]. In order to simulate this situation of trimer, calculation was performed by
assuming that the molecule is placed in turn in each of the three possible junctions.
Only when the molecule is set in the junction marked with a red arrow in Fig. 3a, the
calculated and experimental results are in good agreement for both normalized intensity

Fig. 3. (Reproduced from [4]) Polarization response of a nanoparticle trimer. (a) SEM image of
the trimer. (b) Normalized SERS intensity at 555 nm (black squares) and 583 nm (red circles) as
a function of the angle of rotation by the k/2 wave-plate. The intensities at both wavelengths
show approximately the same profile, but the maximal intensity is observed at*750, which does
not match any pair of nanoparticles in the trimer. The green line the result of a calculation
assuming that the molecule is situated at the junction marked with red arrow in SEM image.
(c) Depolarization ratio (q) measured at 555 nm (back squares) and 583 nm (red circles). The
black and red lines show the result of calculations at the two wavelength, assuming that the
molecule is situated at the junction marked with red arrow in SEM image. (Color figure online)
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and depolarization, which also confirms the assumption that only one molecule in the
junction, contributes to the signal.

The intensity profile in Fig. 3b is maximal at an angle of *75°, which is close to
the axis of 1st and 2nd nanoparticles. The depolarization q in Fig. 3c is defined as q=
(I//+I⊥)/(I//+I⊥), where I// and I⊥ are RS signals with orthogonal polarization. Whereas,
the depolarization ratio profiles do not coincide with each other and in addition they are
both rotated with respect to the intensity profile. The depolarization pattern of the
555 nm light is rotated by *45°, while the 583 nm light is rotated by *75°. What
should be note is this counter-intuitive wavelength-dependent polarization rotation is
not an accident. The rotation only exists in the cases with the number of the particles
are larger than two.

5 Summary

Compare with single structures, more important nanoantennas are coupled systems
which induce near-field enhancement and far-field scattering. Plasmonic antennas can
be used to manipulate light properties at the nanoscale. With the help of SP coupling,
the near-field light intensity, and the far-field emission can be well tailed. The
polarization-related effects in plasmonic nanoparticle (dimer and trimer) antennas have
been introduced here. These results could pave the way towards polarization-dependent
light-matter interaction on the nanoscale plasmonic and quantum devices, with possible
applications such as, SERS or ROA substrate, plasmonic nanoantennas [25] and sensor,
polarization sensitive devices, compact optical diodes and switches, etc.
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Abstract. This study proposes an ultrasound-based collision avoidance/
warning safety system for vehicles cornering on mountain roads. The design
includes a hardware and a software system. The hardware system consists of a
single-chip microcontroller with a minimum system board, a power module, and
an automotive radar system. The radar system includes a stc98c52 control
module, LCD 1602 display module, and hc-sr04 ultrasonic detection module.
The software was programmed using C on the Keil uVision4 platform.

Keywords: Ultrasound � Early warning � Obstacle

1 Background and Research Motivation

Driving safety has become a significant problem in China with the rapid increase in the
number of cars [1]. An ultrasonic cornering radar can remind the driver of an upcoming
corner, effectively reducing the possibility of accidental collision [2]. When a vehicle is
cornering, the automotive cornering radar measures the distance in front of the vehicle
using ultrasound, and compares this with the pre-set safety distance. If the threshold is
exceeded, the radar warns the driver so that he/she can react in a timely manner to
avoid a potential accident.

2 System Operation Overview

The hardware system consists mainly of an ultrasonic transmitter module, ultrasonic
receiver module, control module, buzzer, and display module, as shown in Fig. 1.
During operation, the ultrasonic transmitter module sends out ultrasonic waves, which

© Springer International Publishing AG 2018
P. Krömer et al. (eds.), Proceedings of the Fourth Euro-China Conference
on Intelligent Data Analysis and Applications, Advances in Intelligent Systems
and Computing 682, DOI 10.1007/978-3-319-68527-4_24



are then reflected and received by the receiver module. The microcontroller times this
process and computes the distance between the vehicle and obstacle based on the
calculated time. The calculated distance is then compared to the threshold pre-set by the
driver, and displayed on the display module. If it is below the threshold, the buzzer will
be triggered and a warning message will be displayed on the screen to notify the driver
of the obstacle around the corner.

According to a previous publication, “The effect of driver’s response time on
driving safety and detecting system”, the average driver reaction time is 766 ms [3, 4].
The Road Traffic Safety Law of the People’s Republic of China specifies a maximum
vehicle cornering speed of 30 km/h [5]. Based on these figures, a vehicle would travel
6.38 m from the moment at which the driver notices the obstacle, to the moment of
applying the break. Another formula often used by Chinese traffic police to estimate a
vehicle’s initial breaking speed [6] is as follows:

Velocity2 ¼ 254 � u � s ð1Þ

where u is the ground friction coefficient and s is the vehicle skid mark length.
Unusually, u is 0.7 for concrete roads and 0.6 for asphalt roads. A vehicle driving at
30 km/h would therefore have a coasting distance of 5.06 m after breaking. In total,
after the driver notices the obstacle, the vehicle would normally travel 11.44 m before
fully stopping. Therefore, if the radar detection range is equal to or greater than
11.44 m, it should leave enough reaction time for the driver to reduce the likelihood of
an accident.

2.1 Operation of the Ultrasound Module

The TRIG port is the start port of the ultrasound module. When a high level is input,
the ultrasound module starts working, and when the reflected ultrasonic waves are
collected, the ECHO port outputs a high level. After receiving this, the microcontroller
stops the timer and calculates the distance to the obstacle based on the calculated time.
(Fig. 2)

Ultrasonic transmitter 
module

Ultrasonic receiver 
module

Buzzer

 Display module

C
ontrol m

odule

Fig. 1. Hardware system structure.
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2.2 Control Module

The motor controller chip serves as the control module. EN3 and EN4 are motor
enabling ports, and the motor can only operate after a high level has been input. IN5
and IN6 are motor control ports. When IN5 is on low and IN6 on high, the motor works
in forward mode; otherwise it works in reverse mode. This is shown in Fig. 3.

2.3 LCD Module

With the emergence of various new semiconductor materials, the liquid crystal display
devices market is extremely competitive. Among them, LCD and OLED devices are
very popular among consumers and developers due to their excellent performance. For
this design, there is a single requirement from the LCD module; it need only display the
prompt information. For this reason, the inexpensive LCD1602 module is selected as the
display device for the entire system. The LCD1602 module has the following features:

1. Able to display 16 * 2 characters. This fully meets our normal display needs;
2. Low power consumption. The LCD1602 module requires only a 2 mA driving

current to read and write the LCD screen, greatly saving energy and increasing the
service life of other system components.

3. Simple driving circuit. The SCM can easily set the internal register of the LCD
module through data analysis, without stringent requirements on the IO ports.

4. Adjustable working voltage within a certain range based on need. This ensures that
it will not fail to display characters or display garbled characters when the voltage
decreases.

Fig. 2. Ultrasound module circuit diagram.

Fig. 3. Circuit diagram of the control module.
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The LCD1602 module in this design contains a total of 16 pins, and the function of
each pin is shown below:

VSS: No. 1 pin, connected to the negative terminal of the power supply;
VDD: No. 2 pin, connected to the positive terminal of the power supply. Usually

the 5 V power is connected to drive the LCD module;
VL: No. 3 pin, LCD bias signal. The voltage of this port can be set to adjust the

display brightness of the LCD screen. Usually this port is connected with the
sliding rheostat by VCC. Users can slide the rheostat to change the
resistance of the sliding rheostat, and thereby change the voltage of the LCD
screen port.

RS: No. 4 pin, data and command selecting port. It selects an action object based
on the TTL level of the port. When RS = 1, the data register of the LCD
module is operated; when RS = 0, the command register of the LCD module
is operated.

R/W: No. 5 pin, read and write selecting port. This port can be set to read and
write the LCD module. It is also the main operation port to enable the liquid
crystal display. When R/W = 1, the LCD module works in reading state,
where the working status of the LCD module can be read through the data
port; when R/W = 0, the LCD module works in writing state, where data
can be written through the data port to specify the characters displayed on
the LCD screen.

E: No. 6 pin, enabling port. This port can be set to enable or disable the LCD
module. When E = 1, the LCD module is working properly and ready for
character display; when E = 0, the LCD module is closed and the LCD
screen will not be subject to any control;

D0-D7: No. 7–14 pins, 8-bit data ports. Data can be written to data ports through any
one of SCM ports P0, P1, P2, and P3.

BLA: No. 15 pin, the positive pole of backlight. Usually it is connected to the
positive pole of a 5 V voltage to supply power for backlight;

BLK: No. 16 pin, the negative pole of backlight. Usually it is connected to the
negative pole of a 5 V voltage to supply power for backlight

2.4 Main Program Flow and Principle

The main program primarily involves transmission and receipt of the hr-sr041 ultra-
sound module, the timing, whistle, LCD display, and the safety distance setting, using a
keyboard.

When the system is started, After the ultrasound module receives the echo signal,
the system will calculate the distance based on the result from the timer and check if
the radar alarm is on. If it is not, directly display the calculated distance on the LCD,
where the radar status is also “off”. If the radar alarm function is on and the cal-
culated distance is smaller than the pre-set safety distance, the buzzer will whistle to
remind the driver.
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3 System Test and Debugging Data

The 1st set of data were obtained from a test case where the obstacle was set 300 cm in
front of the vehicle, and the system warning safety distance was set to 0.5 m. The
system successfully triggered the alarm in the 255–270 cm range, as shown in Table 1.

In the 2nd test case, the obstacle was set 300 cm in front of the vehicle and the
system warning safety distance was set to 1 m. The system successfully triggered the
alarm in the 196-210 cm range, as shown in Table 2.

Table 1. Test data: obstacle set in front of vehicle with a safety distance of 0.5 m

Preset safety distance Number of times Vehicle stopping distance (cm)

0.5 m 1 264
0.5 m 2 260
0.5 m 3 264
0.5 m 4 270
0.5 m 5 260

Table 2. Table captions should be placed above the tables.

Preset safety distance Number of times Vehicle stopping distance (cm)

1 m 1 201
1 m 2 201
1 m 3 196
1 m 4 196
1 m 5 196
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Fig. 4. Test data: obstacle set in front of vehicle with a safety distance of 0.5 m.
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The data from the system test and debugging shown in Tables 1 and 2 are displayed
in the line charts below. In this study, Figs. 4 and 5 show that the sensing success rates
for all test cases reached almost 100%.

4 Conclusion

In this study, a smart car collision avoidance/warning system for cornering on
mountain roads was developed. Using stc89c52 as the control module, the system
transmits ultrasonic waves from the ultrasound module, which are reflected if obstacles
are encountered. After receiving the reflected waves, the system calculates the distance
between the vehicle and the obstacle based on the recorded time. In tests, the system
was successfully implemented to lower the possibility of vehicle collision, using
warnings and automatic stopping. In emergencies, the system was able to force the
vehicle to stop in order to avoid a collision, protecting the driver, vehicle, and other
vehicles. By warning the driver about a potential danger, the system is expected to have
practical applications in lowering the accident rate resulting from cornering collisions,
or in mitigating the damage resulting from an accident.
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Abstract. In the past few years, people have experienced advanced interest in
the potential use of wireless sensor network in applications such as environment
surveillance, military field protection and medical treatment. Usually hundreds
even thousands of sensors are scattered randomly in remote environment. In
generally, for the scalability of sensor network, cluster techniques are often used
to group nodes into several sets. And in this paper, we proposed a new method
called GF_CENTER to select the positions of centers, which is also a kind of k-
center problem. And a new fitness function is presented for optimize the reso-
lution. We compare our method with two other algorithms. GF_CENTER
method minimizes the number of centers in the network. From the experiments,
GF_CENTER find smaller number of centers than the other methods, which
lower the construction fee of network.

Keywords: Wireless sensor network � Genetic algorithm � Farthest first
traversal

1 Introduction

Wireless sensor networks (WSNs) are networks of sensor nodes, those nodes are
randomly or customized scattered over a field for the purpose of monitoring certain
environment, detecting area pollution. Usually there is one Sink node in the center of
network, which is responsible for collecting and processing data. In the sensor network,
all the sensor nodes work cooperatively for sensing interest packet and re-transmitting
the packet to Sink node through one or more steps. Every sensor node performs
measurements, sense and communicating over a certain equipped device. For most
sensor network, this many-to-one communication pattern is more common [1], but the
vital flaw is hard to resolve. The inner nodes cost more energy than the outer nodes
during the same period time, because the inner nodes need to send their own packet and
they are also required to re-send the outer packets to Sink node due to network
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transferring structure. This condition easily causes running out of energy resulting in
the death of inner node. The problem is hard to avoid, part of the reason is that most of
the sensor nodes in network are powered by a battery, which cannot be re-charged or
re-placed. The solar power or other natural energy is not stable for energy harvesting
strategy [2]. The worst is that all the outer nodes will be forced to stop working even if
they are full of energy, if there are no inner nodes available, because there is no route
for transmitting outer event packets [3]. For part of this reason, the hierarchical wireless
sensor network is evolving. It is very important for network scalability and stability.
Clustering technique is to group sensor nodes into several sets, every sensor node is
distributed to its closest cluster and all the interest packets are transmitted to the cluster
head instead of Sink node. In the past years, a lot of papers about cluster techniques are
proposed. Ameer presents a taxonomy and general classification of published clus-
tering schemes, and the author also compares to the previous clustering algorithms
based on metrics such as convergence rate, cluster stability, cluster overlapping, sup-
porting for node mobility and location awareness characteristics [4].

The rest of the paper is organized as follows. In Sect. 2 we discuss some of related
work, and introduce a few k-center problem resolution strategies and their related
researches. Section 3 presents the proposed algorithm GF_CENTER in detail. In
Sect. 4 several experiments are tested to compare the performance of these simulated
algorithms. Finally the conclusion part will be summarized in Sect. 5.

2 Related Works

There is a similar problem to cluster technique, which is k-center problem. Instead of
group nodes into several clusters, k-center problem is to pick k positions from a set of
pivots that these k pivots could cover all the rest of pivots in the area. And the number
of k should be as few as possible. This is the original k-center problem. Recently, some
generalizations of the k-center problem are considered in the literature [5–7]. One
generalization for the k-center problem, named as capacitated k-center problem, was
introduced in [8]. In this kind of problem, it is required to locate k centers in a certain
area, and assign other points into its closest center, but the condition is that each center
should have a limited number of dominated points. Andreas considered the more
general variant of the k-center problem. The author shows both approximation and
fixed-parameter hardness results, and also provides similar fixed-parameter approxi-
mations for the weighted k-center problems. As in the paper [9], the author consider a
restricted covering problem, in which a convex polygon G with n vertices and an
integer k are given, the objective is to cover the entire region of G using k congruent
disks of minimum radius r, centered on the boundary of G. In the paper [10], the author
considers the widely used k-center clustering problem and its variant used to handle
noisy data, k-center with outliers. The algorithm is fast, memory efficient and matches
their sequential counterparts in distributed settings.

In this paper, GF_CENTER is designed to locate up to k nodes that are work as
cluster center, and every other common node connects at least one center. The aim is to
minimize the number of center node and maximum the distance between centers and
common nodes. There are many algorithm are proposed to solve point selection
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problem. One of the widely and popular algorithms used is farthest first traversal (FF),
which is introduced by Gonzalez [11]. The first center is chosen by randomly, and the
successive point centers are selected by the rules, which have the longest distances with
the previous centers. This is the brief of farthest first traversal idea. The other one is a
variant of minimum dominating set (DO) [12].

3 GF_CENTER Implement

This part we introduce a new proposed method for center selection problem, which is
called GF_CNETER based on genetic algorithm and Farthest-first traversal. Genetic
algorithm is a search heuristic in the field of artificial intelligences [13, 14], which
generate solutions to optimization problems using process like in natural evolution,
such as selection, mutation, crossover and inheritance.

3.1 The Annotation of Symbol

Table 1 summarizes the symbols used in the paper.

3.2 The Process GF_CENTER

• First, sort all the nodes and give each node an order number from ‘1’ to ‘N’, then
pick a digit randomly, use this node which the digit presented as the start point of
farthest first traversal to generate one solution. In the farthest first traversal opera-
tion, we choose the next center that has fixed ratio distance from the previous
centers. Mark the solution as F_N. Repeat the process M times with M different
random digit, then we can get M set of F_N.

• Initialization: Initialize M chromosomes, where each chromosome is a N-bit binary
string with value ‘0’ and ‘1, which N is the number of sensor nodes. Each bit in the
chromosome represents a sensor node in the network, the value ‘0’ bit represents a
common node, and value ‘1’ bit denotes that this bit represented node is a center.
The best chromosome with the optimization fitness value is the final result. One

Table 1. Annotation of symbol

Symbol Annotation

N The number of total sensor nodes
M The population of chromosomes
F_N The chosen nodes of farthest first traversal
r Mutation rate
a1a2 Constant parameter
Pick_N The number of value ‘1’ in one chromosome
Cov_N The number of nodes covered by value ‘1’ representation nodes in one

chromosome
D_ns The total distance between all nodes to Sink node
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F_N generates one chromosome, and the value ‘1’ bits are just the nodes from F_N.
See Fig. 1.

• Evaluation. Get the fitness values of M chromosomes using Eq. 1. Store the best
one with the best fitness value.

• Parents selection techniques. Simply divides the population into two sets, Set A and
Set B, Set A has those chromosomes with better fitness values. The other half are
stored in Set B. The father and mother chromosomes are from different sets.

• Crossover process. Let C1 (mother) Ci;1; ::;Ci;n and C2 (father) Cj;1; ::;Cj;n be the
parents chromosomes. Use one middle-point operator, the child C3 strings of C1
and C2 is

C3 :¼ Ci;1;Ci;2; ::Ci; n=2d e;Cj; n=2d eþ 1;Cj; n=2d eþ 2; ::;Cj;n

• Mutation process. Mutation process [15] works by inverting a bit value in the
chromosome with a small probability. Mutation rate is 0.02. The following Fig. 2
shows the transformation.

3.3 Fitness Function

A fitness function is an objective function that is used to evaluate the evolution
solution. This function includes Pick_N, Cov_N and D_ns parameters. Pick_N is the
number of value ‘1’ bits. Cov_N is the summation of value ‘0’ bits, and those value ‘0’
bits need to satisfy the following conditions: One, each value ‘0’ bits is only counted
once. Two, those bits represented nodes can connect to at least one value ‘1’ bit
represented node. D_ns is the sum of distance from all the nodes to the Sink. The two
parameters a1; a2 are constants are 0.5 and 0.5.

F ¼ a1 � Cov Nþ a2 � D ns
Pick N

ð1Þ

Node 1 2 … n-1 n
Bit 1 0 … 0 1

Fig. 1. A chromosome structure

Before 
mutation

Node 1 2 … n-1 n
Bit 1 0 … 0 1

After  
mutation

Node 1 2 … n-1 n
Bit 1 1 … 0 1

Fig. 2. Mutation process
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4 Experiment Analysis

The size of simulation wireless sensor network is a 200 � 200 square area, all sensor
nodes are randomly scattered in the environment. The number of sensor nodes in
network differs from 100, 200, 300 to 400. All the sensor nodes equipped with the
same sensing, receiving and sending components. But the communicating radius keeps
shorter after the growing number of sensor nodes deployed in network. 40 units
communicating radius for 100-nodes network, and 30 units radius for 200-node net-
work, 25 units and 20 units is for 300-node and 400-nodes network corresponding. The
simulation chromosome population number is 20.

The Table 2 shows the result of the amount of centers by three methods, farthest
first traversal and Dominating set and GF_CENTER. For 100-node network,
GF_CENTER only uses 16 centers to cover the rest of nodes in network, and the other
methods use 18 centers at least.

The experiments run 42 times in the same condition except for the different random
seed to test the performance of GF_CENTER. Table 3 lists the maximum value (Max),
minimum value (Min) and standard deviation (StD) and average value (AVG) of our
scheme. In the best case, it only uses 13 centers to build a full coverage sensor network,
and 16 centers for the worst case. However even for the worst case, it is still better than
the other two methods, FF needs 19 and DO needs 18. Table 4 shows the results of
fitness value in three methods, and if the fitness value is bigger, it is better.

The following figures are the simulation configuration of GF_CENTER routing
structure. The node in blue in the center is Sink node. Those nodes in red are centers
and they can communicate with Sink node directly and collect the data from common
sensing node. The rest of nodes in black are common sensing nodes (Fig. 3).

Table 2. The number of center results of three algorithms

Algorithm Number of nodes
100 200 300 400

GF_CENTER 16 27 42 62
Farthest_First 19 29 47 67
Dominating set 18 29 44 64

Table 3. The stability of GF_CENTER algorithm

Value Number of nodes
100 200 300 400

Max 16 27 42 62
Min 13 25 37 57
AVG 15.119047 26.571428 41.071428 60.190476
StD 0.748826 0.630248 1.197413 1.292343
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Table 4. Fitness values of three methods

Algorithm Fitness values
100 200 300 400

GF_CENTER 341.61 401.23 437.10 442.60
Farthest_first 244.47 355.96 367.08 397.14
Dominating set 256.30 355.96 384.98 409.45

a. 100 node network structure
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b. 200 node network structure

c. 300 node network structure

d. 400 node network structure
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Fig. 3. Nodes network structure
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5 Conclusion

This paper proposed a new method for solving node selection problem, and applying it
into wireless sensor network for clustering the sensor nodes. GF_CENTER works
based on genetic algorithm and farthest first traversal, the special design of
GF_CENTER lower the times of repeated fitness function evaluation for complex
problems. The experimental results show that GF_CENTER could find a smaller
number of centers to connect all the rest of nodes compared to FF, DO methods.
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Abstract. This paper is focused on the design, implementation, and verification
of an adaptive system for processing of the fetal phonocardiogram (fPCG)
recorded by the novel interferometric sensor. The main interference to be sup-
pressed in the abdominal signal is the maternal phonocardiogram (mPCG). In
this article, adaptive methods based on Least Mean Square and Recursive Least
Square algorithms are used for the elimination of the maternal component.
Evaluation of the filtration quality is provided using the objective parameters
(Signal Noise to Ratio, Sensitivity, and Positive Predictive Value).

Keywords: Interferometer � Non-invasive measurements � Fetal heart rate
(fHR) � Maternal heart rate (mHR) � EMI-free � Adaptive system � Least mean
squares (LMS) algorithm � Recursive least squares (RLS) algorithm � Fiber optic
sensors � Fetal Phonocardiography (fPCG)

1 Introduction

Fetal Phonocardiography (fPCG) was discovered in the 17th century [1, 2]; however,
the interest in this research has only occurred over last few years. It was also enabled by
the introduction of the Electronic Fetal Monitoring (EFM). In today’s obstetric, EFM is
used in most of the labors and besides fPCG, it includes fetal Electrocardiography
(fECG), Pulse Oximetry, Magnetocardiogram (fMCG), and Cardiotocography
(CTG) [3–5].

Currently, fPCG is used only as a secondary tool for diagnosing the fetal heart rate
(fHR). The main reason is that the acquired signal is a mixture of acoustic and pressure
components from the fetus, the mother, and other noise sources. Therefore, it is
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generally very noisy. Moreover, the recorded signal is highly dependent on the location
of the data acquisition, gestational age, fetal and maternal position, etc. [6, 7].

This article focuses on the processing of the noisy signal in order to suppress the
most significant unwanted component, i.e. maternal PCG (mPCG). Since it is possible
to measure the undesired signal (by using thoracic lead), the adaptive algorithm can be
used for suppression of such signal. Additionally, the paper deals with processing of a
signal recorded by a novel approach – using the interferometric sensor. Consequently,
this signal differs from a conventional PCG signal recorded by means of a microphone.
Since it is based on optical, not electrical principle, it can be used even in environments
where the usage of conventional methods is limited, e.g. magnetic resonance or in case
of water birth. This is an early stage of the research, and thus synthetic data were used
for the first experiments. After a complicated legislative process and approved clinical
tests, the novel sensor can be utilized for the measurement on the pregnant women.
These signals will be used for the verification of the results obtained using synthetic
data.

2 Methods

The aim of this paper is to design an adaptive system for elicitation of the maternal
component from the abdominal signal. We used synthetic data to assess the filtration
quality using objective methods, where the reference signal is needed. Synthetic data
utilized for the experiments were created on the base of [8] and also by means of
modified fECG signal generator introduced in [9, 10], which is now dynamical. To
ensure the most accurate synthetic data, the measurements on non-pregnant women
were carried out. This way, physiological and pathological data were created, both
600 s long.

The main positive of utilization of the synthetic data is that they allow obtaining the
reference (ideal) fPCG signal for an objective verification of the designed system. The
research is in its initial phase must go through a complicated legislative process and
approved clinical tests. Using real data for the verification is therefore not possible at
present.

2.1 Non-invasive Interferometric Measurement Sensor

Proposed non-invasive interferometric sensors is comprised of Mach-Zehnder fiber
optic interferometer formed by 1 � 2 and 2 � 1 power couplers with an even split
ratio. Interferometric sensors belong to the highest-performance group of optical sen-
sors as they are capable of measuring even tiny differences in the fiber core refractive
index and in the optical fiber length. The optical laser source (with bandwidth
�0.01 nm and output power �1 mW is divided into two fiber arms forming the
reference and the measurement arms. The measurement arm is encapsulated into
polymer polydimethylsiloxane (PDMS), see Fig. 1. The PDMS polymer does not affect
the function of the fiber optic sensors, see literatures [11, 12]. The reference arm must
stay in a stable environment.
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3 Experimental Setup

Figure 2 shows an adaptive system for fPCG extraction. It consists of two interfero-
metric sensors – IST and ISA. IST placed on the maternal thorax, the recorded signal
TM(n) is preprocessed and then used as a reference input of the adaptive system since it
is considered to be completely maternal. Optical interrogator system and DSP unit
consists of Optical Spectrum Analyzer (OSA) with the sampling frequency of 1 kHz
and Digital control circuits. The further processes such as digitization, amplification
and filtering are realized in the preprocessing part. Preprocessing part is realized by
means of the well-known techniques, which is thoroughly described in literature
[13–16]. The digitization and amplification of the fetal and maternal signals are realized
by means of the card NI-USB 6210, which has an 8-bit Analog-to-Digital Convertor
with a built-in amplifier enabling the choice of amplification gains in steps of 1, 10 and
50. The associated software support development environment of this card, LabVIEW,

Fig. 1. Non-invasive interferometric measurement probe.

Fig. 2. Non-invasive interferometric measurement scheme.
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enables further digital processing of the data. ISA is placed on the maternal abdomen
and records signal AB(n) is utilized as a primary input of the adaptive system. Adaptive
algorithm (AA) sets the Finite Impulse Response (FIR) coefficients on the base of the
backpropagated signal e(n). The output of the filter y(n) is then subtracted from the
preprocessed signal from ISA, AB(n), which contains both fetal (f) and maternal
(m) component. The output signal f(n) corresponds to the estimated fPCG signal.

In this paper, two representatives of adaptive algorithms were tested. LMS as a
representative of stochastic gradient adaptation and RLS as a representative of recur-
sive optimal adaptation [17–20]. The main difference between these two approaches is
that RLS-based methods recursively find the coefficients that minimize a weighted
linear least squares cost function relating to the input signals, which are considered
deterministic, while LMS-based methods aim to reduce the mean square error
(MSE) and the input signals are considered stochastic.

Figure 3 shows the ideal fPCG waveform, which serves as the reference for both
subjective (visual) and objective (using SNR) evaluation of the filtration quality. The
first fetal heart sound (fS1) results from the closing of the mitral and tricuspid valves.
The second fetal heart sound (fS2) is produced by the closure of the aortic and pulmonic
valves.

Figure 4 shows the ideal mPCG signal measured by thoracic electrodes. According
to Fig. 2, it is the reference input of the adaptive system which is considered to be only
maternal, i.e. does not include fetal component. Maternal first and second heart sounds
are denoted as mS1 and mS2, respectively.

Figure 5 shows the primary input of the adaptive system corresponding the scheme
in Fig. 2. The signal is recorded by abdominal lead; the signal is composed of the

Fig. 3. Ideal fPCG waveform.

Fig. 4. Synthetic mPCG waveform.
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maternal and fetal component. It is important to note that the maternal component
differs from the mPCG recorded by thoracic electrodes due to its passing through the
maternal body. It influences the signal, and therefore the maternal component cannot be
suppressed by a simple subtraction of the reference mPCG from composed signal. For
determining the fetal heart rate (fHR), it is necessary to detect fS1 which is difficult
without the filtration. All of the signals were plotted for the tested signal, where
SNRIN = −4 dB (see Table 1).

Figure 6 shows the output of the adaptive system based on LMS algorithm. It is
clear that the maternal component was successfully suppressed. However, the filtration
also affected the fS1, i.e. the fetal component was suppressed as well. That influences

Fig. 5. Abdominal PCG recorded by ISA (aPCG = fPCG + mPCG, SNRIN = −4.00 dB).

Table 1. Results of the tested algorithm.

LMS RLS
SNRIN (dB) SNROUT (dB) Sþ

fHR (%) SNRIN (dB) SNROUT (dB) Sþ
fHR (%) SNRIN (dB)

−1.00 3.248 97.16 −1.00 3.248 97.16 −1.00
−2.00 3.237 96.71 −2.00 3.237 96.71 −2.00
−3.00 3.019 96.40 −3.00 3.019 96.40 −3.00
−4.00 1.847 96.12 −4.00 1.847 96.12 −4.00
−5.00 1.057 96.04 −5.00 1.057 96.04 −5.00
−6.00 1.246 94.86 −6.00 1.246 94.86 −6.00
−7.00 0.957 91.91 −7.00 0.957 91.91 −7.00
−8.00 0.315 91.47 −8.00 0.315 91.47 −8.00

Fig. 6. Output of the adaptive system based on LMS algorithm.
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the determination of fHR, which was decreased. The filter parameters (step size and
filter length) were set empirically (considering the value of SNR) on the base of
authors’ experiences (µ = 0.025, N = 31).

Figure 7 shows the output of the adaptive system based on RLS algorithm.
Compared to LMS algorithm, it is more computationally intensive but also more
accurate since it does not suppress the desired fetal component (fS1). Based on the

Fig. 7. Output of the adaptive system based on RLS algorithm.

(a) 

(b)

Fig. 8. Comparison of the tested algorithms outputs with the reference signal for (a) physio-
logical and (b) pathological type of data.

240 R. Martinek et al.



authors’ experience, the forgetting factor and the filter length was set as k = 0.9479,
N = 47, respectively.

Finally, Fig. 8 shows the results of the determined fHR of both tested algorithms in
comparison with the ideal (reference) fPCG signal. The results confirm that the LMS
algorithm causes a decrease of the estimated fHR since it eliminates some of the desired
fS1 besides undesired maternal sounds. Moreover, Fig. 8a shows that for RLS algo-
rithm, the estimated fHR does not significantly differ from the reference one. Authors
also tested the algorithms on the pathological data (see Fig. 8b). The results show that
the type of data does not affect the filtration quality. Noting that the detection was
performed according to [19].

Table 1 shows the results of the experiments for LMS and RLS algorithm,
respectively. The performance was accessed by the difference between input and output
SNR, Sensitivity (Sþ

fHR) and the Positive Predictive Value (PPHfHR) that are associated
with the success in detection of fHR. When considering the values of SNROUT, the
algorithms achieve approximately the same results. Nevertheless, the values of Sþ

fHR
and PPHfHR confirm that the RLS algorithm overcomes the LMS algorithm since it was
more accurate in the fHR detection. It is also obvious that the higher is the SNR, the
lower the performance of the LMS algorithm. In contrast, RLS algorithm is effective
even for noisy signals.

4 Conclusion

It this paper, an adaptive system was designed and implemented for processing the
PCG signal recorded utilizing a novel interferometric sensor. The systems based on
LMS and RLS algorithms were tested for the fPCG extraction. The system based on
RLS algorithm significantly overcame the LMS algorithm; therefore, it is more suitable
for suppressing the maternal component. The algorithms were tested on synthetic data.
In the future research, the data from clinical practice should be utilized. Moreover, the
future research should involve the influence of the sensor placement, the fetal position,
and the gestation age on the quality of the filtration. Another important part of the
research is the optimization of the filter settings, which were only set empirically for the
experiments in this paper.
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Abstract. Audio steganography is a technique for hiding messages in audio
signals such that no one except the sender and intended recipient suspects the
existence of the messages. This paper proposes a new method for stereo audio
steganography that exploits some characteristics of the human auditory system
(HAS). Messages are embedded by inserting low-frequency and octave-
equivalent pure tones into different channels. Hidden messages are extracted by
comparing the frequency domain data of the left channel with those of the right
channel. Experimental results reveal that the quality of the message-hiding audio
that is generated by the method is only very slightly less than that of the host
audio, so attackers cannot perceive the hidden messages.

Keywords: Audio steganography � Human auditory system (HAS) �
Low-frequency pure tone insertion � Octave equivalence

1 Introduction and Related Work

Covert communication has important applications, such as in battlefield communica-
tions and bank transactions. These applications must deny access to unauthorized
persons to important information that is being transmitted. By hiding information in a
cover medium such as an image or audio, the existence of that information is concealed
during transmission and the attention of malicious hackers or intruders will not be
drawn to any secret messages. Steganography is used to embed messages into many
host media, such as image, audio and video. Among them audio steganography is
especially challenging since the human auditory system (HAS) is more sensitive than
other human perceptual systems [1], so a small modification to an audio signal can
cause perceptible distortions. Although the HAS is highly sensitive, certain phenomena
can be exploited to achieve audio steganography, including auditory masking, octave
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equivalence and the relationship between loudness and frequency. Octave equivalence
refers to the fact that, if the frequency of a pitch is 2n times higher or lower than the
frequency of another pitch, then these two pitches are considered to be ‘the same’.
Accordingly, if a tone with a low frequency and small amplitudes are several octaves
below a stronger tone in the host audio, it will be imperceptible. In recent years, a
number of audio steganographic methods have been proposed and demonstrated,
including least significant bit (LSB) techniques [2, 3], parity coding [3], the spread
spectrum method [3], phase coding [3], echo hiding [4] and other methods [5]. LSB is
one of the simplest techniques for embedding messages. Inaudibility is achieved by
replacing the least significant bits in some bytes of host audio with high precision (e.g.,
16 bits quantization). The spread spectrum (SS) method attempts to spread secret
information across the frequency spectrum of the audio signal. Phase coding relies on
the fact that the phase components of a sound are not as perceptible to the human ear as
is noise. It works by replacing the phase of an initial audio segment with a reference
phase that represents the secret information. The phases of the remaining segments’ are
adjusted to preserve the relative phase between segments. Echo hiding embeds data by
introducing a few echoes into the audio signal. Data are hidden by varying the initial
amplitude, decay rate, and offset of the echo. If the delay is small enough, then the
human ear cannot distinguish the original signal from the echo [4]. Fallahpour and
Megías. presented a method that modifies the FFT magnitudes that are in a band of
frequencies between 5 and 14 kHz [5]. This low-complexity method can achieve high
capacity, but it causes perceptual distortions. This paper introduces a new,
stereo-two-channel-audio, steganographic method that is based on the above phe-
nomena. This method embeds messages by inserting low-frequency pure tones (sinu-
soids) into segments of a host stereo audio such that, for each segment, the inserted
tone and the loudest tone in the host audio segment are octave-equivalent. Experi-
mental results indicate that the scheme generates a message-hidden audio with nearly
no degradation of quality.

2 Methods and Procedures

The encoding procedure divides the host audio into segments and embeds one bit in
each segment. The decoding procedure segments the data-embedded audio, extracts the
bit that is hidden in each segment by calculating the difference in the transferred
domain data between the left channel and the right channel.

2.1 Octave Equivalence

In music theory, an interval is the difference between two pitches. An octave is the
special interval between one musical pitch and another with half or double its fre-
quency. It is a natural phenomenon that has been referred to as the “basic miracle of
music”. The human ear tends to hear both notes as being essentially “the same”,
because of their closely related harmonics. This phenomenon is called octave equiv-
alence [6].
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2.2 Data Embedding Procedure

The encoding process requires the transferred domain data of the host stereo audio. The
discrete Fourier transform (DFT) is used herein. The sequence of N complex numbers
x1; x2; . . .; xN is transformed into an N-periodic sequence of complex numbers
X1;X2; . . .;XN using the DFT formula [7],

Xk ¼
XN

n¼1
xn � e

�i2pkðn�1Þ
N ð1Þ

The frequency of an inserted tone must not be less than a pre-defined boundary
frequencymin in Hertz (Hz), and must be less than 2 � frequencymin Hz. Let x be the host
stereo audio that is sampled at SR Hz, yielding L samples. First, x is split into k
non-overlapping segments, each with N samples:

x ¼ x1; x2; . . .; xkf g;N ¼ SR
frequencymin

� �
ð2Þ

k is computed from L and N, which is the number of bits that can be hidden in the
host audio. For example, for a 3 s host audio, sampled at SR ¼ 48000 Hz and
frequencymin = 30 Hz, N is 1600 and k is 90:

k ¼ L
N

� �
ð3Þ

Every segment xi is composed of left channel signals xLefti and right channel signals
xRighti .

x ¼ xLeft1 ; xRight1
� �

; xLeft2 ; xRight2
� �

; . . .; xLeftk ; xRightk
� �� �

For every segment xi, i ¼ 1; 2; . . .; k, an N-points DFT is applied to xLefti and xRighti
yielding results that are denoted as yLefti and yRighti :

yLefti ¼ DFT xLefti
� 	

; yRighti ¼ DFT xRighti
� 	 ð4Þ

Then SumLefti and SumRighti , the sums of absolute values of coefficients yLefti jð Þ and
yRighti jð Þ of sinusoids with frequency freq jð Þ ¼ j�1ð Þ

N (Hz), are calculated from yLefti and
yRighti :

SumLefti ¼
PN
j¼1

absðyLefti jð ÞÞ � f jð Þ; SumRighti ¼
PN
j¼1

absðyRighti jð ÞÞ � f jð Þ

f jð Þ ¼ 1; if frequencymin � j� 1ð Þ
N � SR\ 2 � frequencymin

f jð Þ ¼ 0; otherwise ð5Þ

For the i-th segment, if SumLefti � SumRighti , then that segment represents bit ‘1’. If
SumLefti \ SumRighti , then the segment represents bit ‘0’.

Let the bit string message to be hidden m of length k. For every xi in x, the encoding
process determines whether or not a low-frequency pure tone is inserted into xi by m ið Þ
and Sumdiffi , which is the difference between SumLefti and SumRighti :
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Sumdiffi ¼ SumLefti � SumRighti ð6Þ
The four situations are as follows.

(a) m ið Þ ¼ 0, and Sumdiffi � 0. (b) m ið Þ ¼ 0, and Sumdiffi \ 0. (c) m ið Þ ¼ 1, and
Sumdiffi � 0. (d) m ið Þ ¼ 1, and Sumdiffi \ 0.

In (b) and (c), no operations are performed on xi. In (a), a low-frequency pure tone
hi is inserted into right-channel xRighti to reduce Sumdiffi such that after the insertion
Sumdiffi \ 0. In (d), hi is inserted into xLeft to make Sumdiffi � 0.

hi is required, it is created by the following steps. The generation of hi in situation
(d) is described here. The equivalent process in situation (a) involves changing yLefti to
yRighti and yLefti to yRighti in the first step, and inserting hi into the right channel instead of
the left channel.

First, the frequencyhidei of hi must be determined from yLefti pð Þ. yLefti pð Þ has the

largest absolute value in yLefti and
p�1ð Þ
N is the frequency of the loudest tone in the

segment. frequencyhidei is several octaves below
p�1ð Þ
N :

yLefti pð Þ ¼ max absðyLeftiÞ
� 	

; frequencyhidei ¼
ðp� 1Þ

N
� SR � 1

2qi
ð7Þ

Note that qi is a non-negative integer, implying

frequencymin � frequencyhidei\2 � frequencymin

Then, a sinusoid h0i with frequencyhidei can be generated:

h0i tð Þ ¼ sin 2p
t � 1
SR

� frequencyhidei

 �

; t ¼ 1; 2; . . .;N ð8Þ

If h0i tð Þ is directly inserted into the input signals, then it will be perceptible and
annoying, since discontinuities will be present around segments’ boundaries, and the
embedding of data may be suspected. Therefore, the last step is to reshape h0i tð Þ by
applying the following reshaping function Si tð Þ.

Si tð Þ ¼ ai � cos tp
N � 1

� p
2

� 

¼ ai � sin tp

N � 1

� 

; t ¼ 1; 2; . . .;N; ð9Þ

where ai is the average amplitude of xi.
Finally, the inserted tone hi and the output segments zLefti and zRight are obtained:

hi ¼ h0i tð Þ � Si tð Þ
� �

; t ¼ 1; 2; . . .;N

zLefti ¼ xLefti þ hi; zRighti ¼ xRighti ; ð10Þ

and the output stereo audio z is,
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zi ¼ zLefti ; zRighti
� �

; i ¼ 1; 2; . . .; k; z ¼ z1; z2; . . .; zkf g ð11Þ

Algorithm 1 describes the control flow of the encoding procedure.

Algorithm 1: Data embedding procedure
Input: host stereo audio x, message m
Output: stereo z
Step 1: divide x into k segment
Step 2: for i = 1 to k

apply DFT to and , get and 
compute and from and 
compute 
if ≥ 0

if == 0
insert a low-frequency tone to right channel

else
if == 1

insert a low-frequency tone to left channel
Step 3: return z

.

2.3 Data Extracting Procedure

The received stereo audio z with hidden data is firstly divided into k non-overlapping
segments. For every segment zi ¼ zLeft; zRight

� �
, an N-point DFT is applied to zLefti and

zRighti , yielding y0Lefti and y0Righti , respectively. Then, Sum
0
Lefti , Sum

0
Righti and Sum0

diffi are
calculated from y0Lefti and y0Righti . If Sum

0
diffi � 0, then the hidden bit mi is 1; otherwise it

is 0. Algorithm 2 presents the extracting procedure.

Algorithm 2: Data extraction procedure
Input: embedded audio z
Output: message m
Step 1: divide z into k segments
Step 2: for i = 1 to k

apply DFT to and , get and 
compute and from and 
compute 
if ≥ 0== 1
else == 0

Step 3: collect all to form m and return m

.
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3 Experiments and Results

The first experiment evaluates the quality of the output audio. The second elucidates
the relationship between the hiding bit rate and quality degradation. The last demon-
strates that if the host audio is properly chosen, then the bit rate can be increased
without perceptual distortions. Eighteen randomly selected and uncompressed (.wav)
audio clips of music with different styles are used as host audio. These 18 audio clips
are grouped in to six groups, as shown in Table 1. All of these audio clips are in stereo
and 10 s- duration. They are sampled at 48000 Hz and quantized with 16 bits.

To measure the perceptual quality, the Perceptual Evaluation of Audio Quality
(PEAQ) algorithm, is used [8]. The PEAQ algorithm compares the quality of the host
audio with its data-hiding counterpart and returns a parameter called the Objective
Difference Grade (ODG), which ranges from −4 to 0. The definition of ODG is listed as
Table 2. In the first experiment, frequencymin ¼ 30 Hz is set, so the number of bits that
can be hidden in each clip is 300. The messages to be hidden are mi, i ¼ 1; 2; . . .; 18,
which are randomly generated binary strings; the output audio clips are A0

i, and the
ODG of each output A0

i is given in Table 3. Table 4 clearly indicates almost no quality
degradation in any of the output audio clips. The worst ODG is in A0

13 (Pop), and is
−0.366, which is between imperceptible and perceptible but not annoying. Over 70%
of our outputs are graded 0 by PEAQ, revealing that the human ear would have great
difficulty in perceiving the embedded tones. Furthermore, as presented in Figs. 1 and 2,
only a few unusual peaks appeared in the time-domain signals of the output audio A0

13,
so attackers will not suspect the embedded messages. In the first experiment, A0

18 has
the best ODG while A0

13 has the worst, indicating that different host audio clips may
exhibit different degrees of quality degradation. In this experiment A13 and A18 are used
and our scheme is applied using frequencymin from 30 Hz to 120 Hz; then the ODGs
are calculated, yielding the results in Fig. 3.

Table 1. Host audio used in the experiments.

Host audio Music style Host audio Music style

A01�A03 Classical A10�A12 Piano
A04�A06 Jazz A13�A15 Pop
A07�A09 Opera A16�A18 Rock

Table 2. Definition of ODG.

Impairment description ITU-R Grade ODG

Imperceptible 5.0 0.0
Perceptible, but not annoying 4.0 −1.0
Slightly annoying 3.0 −2.0
Annoying 2.0 −3.0
Very annoying 1.0 −4.0
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Table 3. ODG of each output audio.

Output ODG Output ODG Output ODG Output ODG Output ODG Output ODG

A0
01 0 A0

04 0 A0
07 0 A0

10 −0.059 A0
13 −0.366 A0

16 0

A0
02 −0.171 A0

05 0 A0
08 0 A0

11 −0.060 A0
14 0 A0

17 0

A0
03 0 A0

06 −0.319 A0
09 0 A0

12 −0.051 A0
15 0 A0

18 0

Table 4. ODGs of different data rates.

Host audio ODG of 30 Hz ODG of 60 Hz ODG of 120 Hz′10 ′11 –0.059 –0.060 –1.044 –1.377 –1.806 –2.245 ′12 ′13 –0.051 –0.366 –1.008 –2.739 –2.025 –3.518 ′16 ′17 ′18 0 0 0 –0.7 –0.99 –0.13 –1.58 –1.67 –0.95 

Fig. 1. Left channel signals of A0
13.

Fig. 2. Right channel signals of A0
13.
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4 Discussion

The value of ODG decreases dramatically starting from 40 Hz of A13 while A18 still has
good ODG value when frequencymin is 120 Hz. This difference is explained by fre-
quency masking. As presented in Figs. 4 and 5, the magnitudes of the 30 to 120 Hz
components of A13 are low, so if a low-frequency tone is inserted into A13, it will be

Fig. 3. ODG result of using different frequencymin.

Fig. 4. Frequency spectrum of A13.

Fig. 5. Frequency spectrum of A18.
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detected easily since no frequency masking occurs. However, A18 provides a favorable
environment for low-frequency insertion because it has larger low-frequency
magnitudes.

The experimental results herein are compared to those of Fallahpour and Megías
[5], who used the modification of FFT magnitudes to encode secret messages.
Although our bit rate is much less than that obtained by [8], our method yielded almost
no quality degradation; over 70% of our obtained ODG scores were 0, and none was
less than −0.4. The ODGs that were obtained by Fallahpour and Megías [5] are almost
−1 indicating the insertions are perceptible. Moreover, the experiments of Fallahpour
and Megías [5] used only trumpet and violoncello music, whereas our scheme can be
applied to a wider range of instruments [5] and types of music.

The bit rate of our scheme equals the input parameter frequencymin. For example, if
frequencymin is 30 Hz, then the number of bits that can be embedded in an one second
audio clip is 30. The time complexity is affected by frequencymin. In our encoding and
decoding procedures, the input audio is split into frequencymin segments and DFT is
applied to every segment. The DFT functions, whose time complexity is Oðn log nÞ
where n is the number of samples in a segment, is the bottlenecks. As a result, the time
complexity is Oðn log nÞ, n is frequencymin � Oðn log nÞ. Recent years, authors pro-
posed robustness under several signal processings [9–14]. Table 5 presents the com-
parisons of bit error ratio between related works [10–14] under different signal
processings. LPE is low pass filter to allow signals survive lower than 3 kHz; DC is
padding a direct current noise on the stego-audio; mp3 is the process of a compression
and decompression with 64 kbps; Re-Quantization is to extend the bits of the sampled
value from 16 to 32 bits; Re-sampling is the process of digital-to-analog and
analog-to-digital sampling.

5 Conclusion

This work introduced a new method of stereo audio steganography in which
low-frequency pure tones are inserted, and each inserted tone is an octave of a par-
ticular tone in the host audio segment. Experimental results were presented to explain
why low-frequency tones were used. The data-hiding audio was tested using PEAQ,
and the results thus demonstrated that the proposed scheme can embed data into stereo

Table 5. The bit error ratio comparisons with related works under signal-processings.

Method LPF DC mp3 Re-quantization Re-sampling

Proposed 0.0% 0.0% 0.0% 0.0% 0.0%
Akhaee et al. [10] 15.0% 0.0% 10.2% 0.0% 0.0%
Wu et al. [11] ; ; 4.3% ; 9.87%
Chen and Wu [12] ; 4.5% 6.5% 11.9% 6.4%
Shiu et al. [13] 100% 0.0% 100% 0.0% 0.0%
Shiu et al. [14] 0.0% 0.0% 0.0% 0.0% 0.0%

;: The authors did not propose.
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audio with nearly no perceptual distortion. Also, robustness performs better than some
related works considering on a few of attacks.
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Taiwan, under Contract Nos. MOST 105-2221-E-150-063 and MOST 106-2221-E-150-056.
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Abstract. Aiming at the geography and manpower inconvenience during the
monitoring and inspection of the gas station, a remote online monitoring system
for the gas station based on the sensor network is proposed in this paper, and the
early warning analysis of the abnormal state of the gas station is proposed based
on the data mining technology.
Firstly, a gas station senor dataset is built based on the sensor network of the

gas station. Then, based on the B/S architecture, a gas station online monitoring
system is built. Finally, based on the sensor dataset data mining, an abnormal
state of the gas station analysis method is proposed.
Experiments show that the classifier method proposed in this paper has the

generalization ability, it can analysis and alarm the abnormal state of the gas
station which improve the intelligence and convenience of the gas station
monitoring.

Keywords: Sensor network � Data mining � Gas station � B/S architecture

1 Introduction

Gas station is an important municipal infrastructure facilities, it is mainly used to
storage oil and gas. With the addition of oil and gas recovery stations, more than 95%
of the oil and gas in the pipeline and tank closed operation, more than 95% of the basic
oil and gas emissions, greatly reducing environmental pollution [1].

In order to ensure the safety of the operation of the gas station, it is necessary to
regularly monitor and maintain the key parameters of the storage tank, pipeline,
refueling gun and recovery processing device. However, due to the differences in the
geographical distribution of the gas stations themselves, it is necessary to spend a lot of
human resources to carry out routine equipment testing and environmental monitoring
on the gas stations distributed everywhere. By using the gas station sensor network and
data mining analysis process, the daily maintenance and monitoring of the gas station
can cost less manpower resources [2].

In this paper, an online monitoring technology of the gas station is proposed. The
remote access of the gas station real-time data is realized through the sensor network

© Springer International Publishing AG 2018
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architecture of the gas station. The B/S architecture is used to build the online moni-
toring system of the gas station. Based on the data mining Technology, the gas station
real-time data classification and identification is researched, and thus to achieve the
abnormal state of the gas station analysis and early warning.

2 Gas Station Remote Online Monitoring System
Construction

2.1 Data Acquisition and Transmission Architecture of Gas Station
Based on Sensor Network

The data and transmission architecture of the remote online monitoring system of the
gas station mainly consists of three layers, as shown in Fig. 1.

In the above structure, the functions of each layer are as follows: The sensing layer
is a data acquisition layer, which is composed of temperature sensor, pressure sensor
and flow sensor set in the key part of the gas station, and can realize the real-time gas
station comprehensive information And the middle layer is the local pretreatment layer
of the gas station, which is composed of the computer set in the gas station and realizes
the pretreatment of the sensor data, thus reducing the total amount of data transmitted
to the upper layer and improving the efficiency of data transmission. The application
layer is the terminal layer, which is composed of the server group and the user inter-
action device set up in the equipment maintenance center and the environmental
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Fig. 1. Gas station online monitoring system architecture
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monitoring center to realize the excavation analysis of the sensor data of the gas station,
and provide the reference information for the decision maker.

2.2 Online Monitoring System Based on B/S Architecture

The gas station online monitoring system is able to visualize the gas station sensor data
received by the terminal, providing users with a way to remotely view the gas stations
distributed in various geographical locations.

The system is based on B/S architecture design, and the application of JavaScript
technology and the .NET Framework technology, to achieve the gas station remote
online monitoring system structures. In the user management and other data storage,
the system uses a database based on Mysql. The data display system interface is shown
in Fig. 2.

3 Abnormal State Monitoring Based on Data Mining

3.1 Abnormal State Monitoring and Alarming

By analyzing the data of the gas station acquired via the network transmission, it is
possible to judge the operation of the critical equipment of the gas station to see if the
equipment is in an abnormal state. For the occurrence of large abnormalities of the
device, you can use the alarm mechanism to achieve abnormal and timely feedback
failure.

Fig. 2. Sensing data display system interface
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Gas station key equipment alarm mechanism to monitor the object mainly include
storage tanks, fuel guns. Through the sensor data for data cleaning, classifier modeling
and other steps to achieve the key equipment monitoring alarm.

3.2 Oil Tank Monitoring Based on Cumulative Temperature Variation

The storage tank is the core of the petrol filling station, it is usually set below the gas
station surface, with sensors like the temperature sensor, pressure sensor and other
sensor group. With the analysis of the sensor data at the storage tank, the current
situation of the storage tank can be proved and the abnormal state can be early warning.

Due to the temperature of the oil storage tank is affected by the outdoor temperature,
the traditional single temperature threshold warning mode has a large instability [3].

Based on a 72 h temperature change data of the storage tank, the average curve of
the oil tank temperature change is shown in the black lines in Fig. 3.

The curve of daily mean temperature is analyzed by curve fitting curve. The curve
fitting polynomial model is shown in Eq. 1.

y x;xð Þ ¼
Xi¼M

i¼0
xix

i ð1Þ

Through the curve fitting, the recent temperature cycling curve of the oil storage
tank is obtained, as shown by the blue line in Fig. 3. According to the curve fitting
results, set the dynamic temperature alarm threshold T with time, as shown in Eq. 2.

T ¼ y tð Þ � A ðA� 0Þ ð2Þ

where T is the dynamic temperature alarm threshold, y tð Þ represents the conventional
tank temperature at time t, and A represents the dynamic range. Through this process,
the accuracy of the tank temperature alarm can be improved.

Fig. 3. Daily mean temperature curve
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3.3 Refueling Gun Abnormal Monitoring Based on Sensor Group

A variety of sensors located in the tanker area enable analysis of the state of the fuel
gun and its delivery piping. Through the analysis of the five kinds of sensing data, such
as the duration of fueling, the amount of return gas, etc., the sealing analysis of the
pipeline is realized [4]. Among them, the fueling duration, recovery of oil and pipe seal
the distribution of water as shown in Fig. 4.

The Y-axis is the corresponding recovery oil and gas volume, the color indicates
the sealing state of the pipeline, the blue indicates the normal state, the yellow indicates
the warning state, and the red indicates the alarm state.

This paper chooses to model the sensor data based on the classifier, and then
analyzes the relationship between the fueling duration and the recovery of oil. The
mainstream classifier model includes SVM classifier, decision tree classifier [5]. In this
paper, the SVM classifier model is selected as the reference model. Through the fuel
gun sensor data for data cleaning and normalization step, and feature matrix build step,
and then to achieve abnormal state analysis [6].

4 The Experimental Results and Analysis

The study in this paper is based on the senor network data of gas station. In accordance
with the methods in Sect. 3.3, Result of the fuel gun based data experimental is shown
as follow.

The 5–dimensional feature data matrix Dataset1 containing 1740 samples was
constructed by the data analysis process in Sect. 3.3. As shown in Table 1.

Fig. 4. Partial fuel gun sensor data distribution diagram (Color figure online)
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Based on the SVM classifier model, 5 cross validation tests are performed. The
truth value matrix test is shown in Fig. 5.

By analyzing the 5-cross validation truth matrix shown in Fig. 5, it can be seen that
the classifier has the ability to analyze the state of the refueling gun.

The generalization capability of the SVM classifier based on Sect. 3.3 is then
further tested. Select the fuel gun data set. Data 2 data set includes a total of 240 fuel
gun sensor data, including 80 normal data, 80 early warning data, 80 alarm data
(Table 2).

It can be seen from the analysis that the SVM classifier in Sect. 3.3 has the gen-
eralization ability of pipeline sealability identification.

Table 1. Results of Dataset1

Flag Type Quantity

1 Normal 580
2 Alert 580
3 Alarm 580

Fig. 5. Truth value matrix based on fuel gun sensor data classifier

Table 2. Results of generalization

Correct data Miss data Correct Rate

238 2 99.16%

262 Z. Wei et al.



5 Conclusion

This paper mainly aims at the data mining research based on the analysis and alarm of
the key parts of the gas station based on the sensor data of the gas station. A set of on -
line monitoring system for gas stations based on three - layer sensor data acquisition
and transmission architecture is designed and implemented for the daily limit of daily
maintenance and environmental monitoring of gas stations. Then, based on the data
mining of the sensor data, the curve fitting prediction based on the temperature of the
oil storage tank is carried out. The oil and gas transportation pipeline is closed based on
the fuel gun sensor data Feature matrix construction. Finally, a classifier for environ-
mental state alarm and oil and gas pipeline closed alarm is constructed by using the
established feature matrix. Through the experimental analysis, the SVM classifier
designed in this paper have the ability of state recognition. Through the use of unfa-
miliar data on the classifier to test, proved that the generalization ability of the classifier
to meet the requirements.
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Abstract. The consumption of building energy was increasing every year in
the past in China. It is a big problem to be solved about how to make the
building energy consumption to be more reasonable. In order to obtain the
feature of building energy consumption with its electrical instructions, a
decision-tree algorithm is designed to mine the data of energy consumption of
electricity. According to the analysis of the attribute quantity factors, comparing
the factors classification information gain value, and analysis the proportion of
power consumption factors, a typical energy consumption sample of a labora-
tory in university was modeled and analyzed in this paper. Experimental results
show that the seasonal change factor has a great influence on the energy con-
sumption of the building. And according to this conclusion, a suitable
energy-efficiency device is planed.

Keywords: Energy consumption � Decision-tree � Information entropy � ID3
algorithm

1 Introduction

In the major energy-consuming industries of China, the building energy consumption
makes a large proportion in the total energy of the country, which is increasing year by
year. The proportion of building energy consumption is increasing at an annual rate of
1%. There are many factors influencing the energy consumption of buildings. The
factors that effect building energy consumption are various and complicated. Based on
accumulating raw data on building energy consumption, it studied every influence
factors to describe the energy saving potential and energy saving value of buildings
through detailed and in-depth study of the main factors. And finally get the imple-
mentation of energy-saving transformation programs and measures. A scientific and
rational energy consumption analysis can not only guide the design direction of the
new building for energy saving design, but also provide the theoretical basis for the
relevant transformation program when the existing buildings are energy saving.
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P. Krömer et al. (eds.), Proceedings of the Fourth Euro-China Conference
on Intelligent Data Analysis and Applications, Advances in Intelligent Systems
and Computing 682, DOI 10.1007/978-3-319-68527-4_29



The building energy conservation is a major move in the power industry to promote to
complete the strategic goal of energy conservation and emissions reduction. To further
strengthen the work of energy-saving emission reduction, what we need to do is to
accurately grasp the energy consumption level of the building, scientifically analyze the
operation of building energy, and deeply explore the energy use problems existing in
the building [1–3].

Literature 1 is based on the investigation of 12 shopping malls in the main urban
districts in Chongqing, and make some conclusions and judgments about the
actual-value of building energy saving design in Chongqing shopping malls. Literature
2 In order to botain the status of energy consumption of central air conditioning in large
commerical buildings of Chongqing, investgates and tests energy consumption in
stores, hotels, and offices in Chongqing. Analyzes and assesses the energy consumption
and management situation of large commerical buildings in Chongqing. Literature 3
according to the characteristics of the main factors influencing energy consumption,
adopt the method of multivariate linear regression analysis, for different types of air
conditioning system, establish the corresponding three energy consumption prediction
model, through the F-test method test of significance of linear relationship of regression
equation. The research results, not only has a guiding role for the energy-saving design
of new buildings, energy saving renovation of existing buildings is at the same time for
can offer reference and basis.

However, the focus is targeted for different type of buildings to devise suitable
energy-efficiency plans. Taking a university as an example and obtain its energy
consumption data, the energy consumption characteristics and influencing factors of
building energy consumption are obtained by dealing with the energy consumption
data. According to the multiple factors based on energy consumption data, and cal-
culate their information gain,draw the most important influence factor, in order to guide
the use of electricity, and provide suitable energy-efficiency plans.

2 The Principle of Decision Tree Algorithm

Decision tree algorithm has a wide range of applications in classification, prediction,
rule extraction and other fields [4–6]. In the late 1970s and early 80s, the decision tree
has been developed greatly in machine learning and data mining since the machine
learning researcher Quinlan proposed the ID3 algorithm [7]. Then C4.5, proposed by
Quinlan, has become a new supervised learning algorithm. In 1984, several statisticians
proposed the CART classification algorithm. ID3 and CART algorithms are proposed
at the same time, but similar methods are used to learn decision trees from training
samples.

Taking Fujian University of Technology as an example, the energy consumption
characteristics and inuencing factors of building energy consumption are obtained by
dealing with the energy consumption data. The analysis result has certain reference
significance to guide the use of electricity and energy conservation supervision.

The decision tree is a tree structure. Each leaf node corresponds to a classification,
non-leaf nodes correspond to a certain attribute on the division, according to the sample
in the attribute on the different values will be divided into several subsets. For the
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non-leaf node label are pure, the majority class at this node belongs to the class of
samples. The core problem of the construction decision tree is how to select the
appropriate attributes at each step to split the sample. For a classification problem, this
is a top-down process that learns and constructs decision trees from known training
samples.

3 Introduction and Basic Principle of ID3 Algorithm

The ID3 algorithm is to select the optimal test attribute through information entropy
[8, 9]. It takes the attributes of the current sample with the maximum information gain
value as the test attribute. The partition of the sample set is based on the value of the
test attribute. How many different values of test attributes are used to classify the
sample set into sub sample sets. At the same time, a new leaf node is generated on the
decision tree corresponding to the sample set. According to the theory of information
theory, the ID3 algorithm takes the uncertainty of the sample set as the criterion to
measure the quality of the partition. It uses information gain values to measure
uncertainty: the greater the information gain value, the less uncertainty. Therefore, the
test attributes of each non leaf node are the attributes with the largest information gain.
This allows you to get the purest resolution of the current situation, resulting in a
smaller decision tree.

Let S be a collection of s data samples, assuming that class attributes have m
different values: Ci i ¼ 1; 2; . . .;mð Þ. Let Si be the sample number in class Ci. For a
given sample, its total entropy is expressed as Formula 1.

Iðs1; s2; . . .; smÞ ¼
Xm

i¼1

Pilog2ðPiÞ ð1Þ

In Formula 1, Pi is the probability that any sample belongs to Ci and can be
estimated by si

s in general. Set an attribute A with k different values a1; a2; . . .; ak, and
use the attribute A to split the set S into k subsets S1; S2; . . .; Sk, where Sj contains
samples of the aj value in the set S attribute A. If the attribute A is selected as the test
attribute, these subsets are new leaf nodes that grow from the nodes of the set S. Let Sij
be the sample number of Ci in the subset Sj, then the entropy of the sample is divided
into formula 2 according to attribute A.

EðAÞ ¼
Xk

j¼1

s1j þ s2j þ . . .þ smj
s

Iðs1j þ s2j þ . . .þ smjÞ

Iðs1j þ s2j þ . . .þ smjÞ ¼ �
Xm

i¼1

Pijlog2ðPijÞ

Pij ¼ sij
s1j þ s2j þ . . .þ smj

ð2Þ
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Finally, the information gain (Gain) of the sample set S is divided into formula 3 by
attribute A.

GainðAÞ ¼ Iðs1; s2; . . .smÞ � EðAÞ ð3Þ

Obviously, the smaller the E(A), the greater the value of Gain(A), which shows that
the greater the information provided by the test attribute A to the classification, the less
uncertain the classification is after the choice of A. The k values of the attribute A
correspond to the K subset or branch of the sample set S. By recursively invoking the
above process (not including the selected attributes), other attributes are generated as
the child nodes and branches of the node to generate the entire decision tree. As a
typical decision tree learning algorithm, the ID3 decision tree algorithm takes the
information gain as the criterion of attribute selection at all levels of nodes. In this way,
the maximum class classification gain can be obtained for each non - leaf node test, and
the entropy of the classified data set is minimized. Moreover, this method can make the
average depth of the tree smaller, and can effectively improve the classification
efficiency

4 Modeling and Analysis

This paper takes the energy consumption of a laboratory building in the University as
the experimental data source. The data is selected from the energy consumption data
collected from July 2016 to May 2017.

4.1 Energy Consumption Data Analysis

The power consumption model can be obtained by analyzing the data of daily
electricity consumption, as shown in Fig. 1. The following four modes of power
consumption can be analyzed from the Figure.

1. From July 2016 to the end of October 2016, the staff in order to reduce indoor
temperature, in addition to the use of basic electricity, laboratory air conditioning
equipment also long time running, resulting in relatively high consumption.

2. From November 2016 to mid January 2017, the temperature gradually became cool,
leading to a periodic pattern of energy consumption in the laboratory.

3. Because from the middle of January 2017 to the middle of February 2017, it
belongs to the winter vacation, and the energy consumption of the laboratory
gradually tends to be steady and the fluctuation is small. Moreover, the electricity
consumption is much smaller than the characteristics of the workday.

4. From the middle of February 2017 to the beginning of May, the energy con-
sumption of the laboratory was the same as that the second models of power
consumption that mentioned above, and remained regular for one year as the school
opened normally.
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4.2 Constructing Energy Consumption Decision-Tree Model

There are a number of different values in the data source, seasonal factor and holiday
factor are two causations that influence the energy consumption. Since its own special
geography location, the change of temperature caused by Fuzhou’s seasonal change are
not very evident, even the weather was very hot last through at least the end of October.
Therefore, seasonal for changes of affecting energy consumption is devided into two
parts, they are summer and winter. Since its own special nature of school’s workers,
holiday for changes of affecting energy another effect consumption is devided into two
parts, they are holiday and non-holiday.

Electricity consumption is numeric, so it is necessary to analyze the properties.
Dividing the 1/4 digit number and the 3/4 digit number as the demarcation points of the
numerical value, numerical division less than 1/4 percentile to the category of
“low energy consumption”, more than 3/4 digit numerical division to the category of
“high energy consumption”, the numerical in between is numerical normal energy
consumption. The power consumption decision tree model is established as shown in
the Fig. 2:

It can be seen from the decision tree model that according to the level of power
consumption, the total information entropy can be obtained that I(74,146,74) = 1.5034,
For the seasonal properties, in the season as the “winter” category, there are 182 energy
consumption values, as the “summer” category, there are 112 energy consumption
values. The information entropy of seasonal attributes is obtained, I winter
(27,88,67) = 1.446, I summer (47,58,7) = 1.2674. Thus, the information entropy of
attribute as season is obtained by formula 4.

EðseasonÞ ¼ 182
294

Ið27; 88; 67Þþ 112
294

Ið47; 58; 7Þ ¼ 1:3780 ð4Þ

Fig. 1. Energy consumption of a laboratory in the University of Technology
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For the holiday properties, in the category of “Non holiday”, there are 212 energy
consumption values; in the category of “Holiday”, there are 82 energy consumption
values. The information entropy of holiday attributes is obtained,
In on holiday 55; 117; 40ð Þ ¼ 1:4322:; Ih holiday 19; 29; 34ð Þ ¼ 1:5458. Thus, The
information entropy of attribute as holiday is obtained by formula 5.

E holidayð Þ ¼ 212
294

Ið55; 117; 40Þþ 82
294

Ið19; 29; 34Þ ¼ 1:4639 ð5Þ

The information gain value of the seasonal and vacation properties can be calcu-
lated by the formulas 6 and 7:

Gain Seasonð Þ ¼ Ið74; 146; 74Þ � E Seasonð Þ ¼ 0:1254 ð6Þ

GainðholidayÞ ¼ Ið74; 146; 74Þ � EðholidayÞ ¼ 0:0395 ð7Þ

According to the calculation results of the information gain value, the information
gain value of the seasonal attribute is the largest, it shows that in the test attribute, the
season provides the most information for the classification and the most important
feature, that is, the attribute has the greatest impact on the classification. Therefore, the
influence of seasonal change on power consumption is the most important. Due to the
specific seasonal characteristics of Fuzhou, the summer cycle is long and the tem-
perature is high, so the laboratory will be open for a long time in the state of
air-conditioning, air-conditioning and other refrigeration equipment consumption
cannot be ignored. The winter cycle is short and the temperature is moderate, so no
heating equipment is needed. The characteristics of the spring and autumn period are
not obvious and the cycle is short, so it could be ignored.

Fig. 2. Decision tree model of energy consumption

Research on Energy Consumption of Building Electricity 269



5 Summary

The results show that the information gain between the seasonal transformation factor
and the energy consumption of building is 0.1254, it is greater than the other factor,
“vacation”, and it can be seen that the seasonal change factor has an important influ-
ence on the energy consumption of building energy. In this regard, this paper puts
forward three suggestions for the energy saving plan of building energy consumption:

1. In the summer of high temperature, air conditioning and other air conditioning
equipment could be using rotation, And formulate regulations about turning off the
equipment when people leave.

2. Centralized control of high power electric equipment such as air conditioner. In
non-work hours, the air-conditioning will be closed through the energy-saving
monitoring platform to avoid unnecessary waste.

3. In order to avoid excessive load on the line and damage to the line caused by air
conditioning equipment and other high-power electrical equipment open at the same
time, it is suggested that these high-power equipments should be reformed and
controlled centrally.

The results of this study show the factors that influence the energy consumption of
electricity, but for the different buildings, there are more influential factors. Therefore,
modeling studies are needed for different buildings to tailor appropriate energy con-
servation plans for different buildings.
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Abstract. The research object is aimed to the small power distribution
underground system with 22.8 kV voltage level which consists of two feeders
connected by a tie switch. According to the switches of the feeder adjacent to the
formation of the segment is divided into the feeder section and each section has
its own complex power with the load characteristics of the varying. Therefore,
base on the changing of the complex power of the feeder outlet and the complex
power of the segment load of the feeder to derive the all of power factor and the
maximum power factor of each section of the feeder maximum power factor of
each segments of the feeder line are deduced to find the compensation point of
the best power factor. In order to improve the feeder output and feeder segments
of the power factor. Due to the feeder segment by each adjacent two switch to
investigate the load concentration, complex power, load changing trend for 24 h
a day and the fuzzy theory derive the best in each segment of the feeder reactive
power compensation point and compensation quantity. Based on result by the
three-phase load flow program to reach the relative error of the power factor
deduced from the fuzzy theory is discussed. The average relative error of the
three-phase load current is 1.94%, but the three-phase load power consumption
is large and the calculation time more than the fuzzy theory of reactive power
compensation has a superior effect.

Keywords: Fuzzy theory � Reactive power compensation � Three phase load
flow � Distribution underground system � Power factor

1 Introduction

Power delivery from the power plant to the substations and then to the factory, the
family, and power transmission is line indispensable. To improve the quality of
transmission which need to improve the feeder segment of the power factor so that line
loss will be effectively improved so power Factor improvement is an important part of
the energy companies to save energy, but also the user to pursue the high power factor
of the good environment. From view of energy management [1–3], except the most
effective management for energy applications must be considered about the power
supply quality and other related issues. For the research of power quality [4, 5] such as
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P. Krömer et al. (eds.), Proceedings of the Fourth Euro-China Conference
on Intelligent Data Analysis and Applications, Advances in Intelligent Systems
and Computing 682, DOI 10.1007/978-3-319-68527-4_30



the study of voltage curve diagnosis [6, 7], voltage surge and drop suddenly [8, 9] and
voltage flicker [10, 11] issues. But for the distribution of small systems combination by
feeders to investigate the reactive power compensation [12–15] literature which can
improve the power factor and voltage profile made the quality of power supply more
reliable.

The objective of the study was to select an underground feeder 22.8 kV for a small
power distribution system consisting of two feeders, seven switches and eight load
segments. Collection the feeder parameters and loadings of load segments to calculate
by load flow program to achieve the magnitude and phase angle of voltage and current,
real power and reactive power 24 h a day as the reference data. Using fuzzy theory to
analyze and simulate the power system to complete the virtual power compensation of
the distribution system to improve the power factor of the feeder outlet and the load
segments. The real power and reactive power through the fuzzy theory to calculate
whether the power factor value or within the allowable error, what compensate quantity
that need and where the optimal point to compensate. Through the fuzzy transforma-
tion, fuzzy logic, inverse fuzzy transformation to calculate the reactive power com-
pensation of solution. Furthermore, compare with the load flow analysis of the reactive
power compensation of solution with the relative error.

2 Load Variation of Distribution Feeder

Figure 1 shows the distribution of small system research object that including two i and
j feeders with a tie switch that base on the segment switch linkage divide into eight load
segments to derive the load concentration, and according to the load characteristics of
the 24 h a day. Figures 2 and 3 are the feeder i and j real power and reactive power
curves. By the load type of feeder statistic that two feeders are commercial load-oriented.

Feeder j

Feeder i Tie switch

S/S

S/S
LS1 LS2 LS3 LS4 

LS5 LS6 LS7 LS8

Tie switch =1, Switches = 6 , Load Segment = 8

Fig. 1. Segment load division of feeder
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3 Fuzzy System Architecture

3.1 System Architecture

It is using “fuzzy TECH 5.5” of fuzzy control software to process study. Fuzzy logic is
an innovative technology; this technology enhances the traditional which is from the
technical point of view to carry out the system design. The first step in the design of the
fuzzy logic system is to define the structure of the system. To define the input and
output variables of the fuzzy logic system and how the interaction should be in the
input interface. Figure 4 contains the fuzzy values of the input values, and the left
frame indicates the blurring method used. It lists the attribution function of the lan-
guage variable of the predefined language variable by its name, and most of the design
attribution functions are defined by way of point, and define the point or shape of the
attribution function. Rule box as shown in Fig. 5 which each rule box contains a
separate set of fuzzy rules. The process of fuzzy logic system design contains the
definition of the structure of the system that defines the input and output variables of
the fuzzy logic system and how they should interact and link in the input interface.
Fuzzy logic system of the actual control strategy is definite of fuzzy rules and each
column represents a rule which the left side of the line represents the fuzzy rule
number. the first column has three buttons, respectively, “matrix” button, representing
the matrix Rule editor, the other two “IF” and “THEN” button, is to provide the rules of
the IF part and THEN part of the title, the use of these three keys can change the
inference method, the button “DOS” on behalf of each rule weight.

Feeder j load curve
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Fig. 3. Feeder j outlet daily load curve

Feeder i load curve
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Fig. 2. Feeder i outlet daily load curve
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4 Fuzzy Logic Applied to Power Factor Improvement

The 24-h real power P and reactive power Q input to the fuzzy logic program to
calculate the PF1–PF8 power factor. From PF1–PF4 find out which points to be
compensated, how much reactive power quantity to be compensated and how to
improve the power factor. That PF5–PF8 has the same method to do. Input variables
there are P1–P8 input real power and Q1–Q8 input reactive power sixteen variables and
the output are PF1–PF8 eight power factor of load segments. Input variables there are
P1–P8 input real power and Q1–Q8 input reactive power sixteen variables and the
output are PF1–PF8 eight power factor of load segments.

Figure 6 simulation and verification of fuzzy logic system debug mode. Where
AllPF1 is PF1 to PF4 before reactive power compensation the average power factor and
AllPF2 is PF5 to PF8 before reactive power compensation the average power factor,
var5 or var6 is indicate which point to be used to reactive power compensate, newQ1–
newQ8 compensate how much reactive power need compensated? And newpf1–
newpf8 are after reactive power compensation the power factor. n the var5, var6
window which the red arrow indicates the best power factor point PF6 (LM6 load
segment) to be compensated as shown in Fig. 7.

5 Examples of Discussion

The 24-h actual feeder data and the load data input to the three-phase load flow and
fuzzy logic to calculate the 24-h results of the power factors to make a comparison to
assess whether the error within the allowable value as a basis. Table 1 is the feeder
i and j daily 24 h the best reactive power compensation position and compensation
quantity of the statistical table. From Table 1 the compensation location covers LM1,
LM2 and LM4, only LM3 for the non-compensation location in feeder i. From 24:00 P.
M. to 7:00 A.M. compensate for the leading power factor and the rest of the time to
compensate for the lagging power factor of feeder i which the compensation in the
range of −1289–2592 kVAR. At 9:00 A.M., feeder i need reactive power 2375 kVAR

Fig. 5. Fuzzy logic rule boxFig. 4. The fuzzy box of input
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for compensate, At 10:00 A.M., feeder i need reactive power 2592 kVAR for com-
pensate made the curve to form two peaks. For 24 h a day, the absolute average
quantity for compensation is 77.21 kVAR and the reactive power compensation curve
shown in Fig. 8.

Fig. 6. Simulation and verification of fuzzy
logic system debug mode

Fig. 7. The feeder in the PF6 point for the
best compensation
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Fig. 8. Feeder i daily reactive power compen-
sation curve
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Fig. 9. Feeder j daily reactive power com-
pensation curve
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From Table 1 the compensation location covers LM4 and LM5, the other point of
feeder j is the non-compensation location. From 23:00 P.M. to 7:00 A.M. compensate
for the leading power factor and the rest of the time to compensate for the lagging
power factor of feeder j which the compensation in the range of −1147–4719 kVAR.
At 10:00 P.M., feeder i need reactive power 4719 kVAR for compensate made the
curve to form one peaks. For 24 h a day, the absolute average quantity for compen-
sation is 1318.38 kVAR and the reactive power compensation curve shown in Fig. 9.

Table 2 shows the 24 h a day average power factor of the feeder i average power
factor by three phase load flow and fuzzy method for comparison. The relative error
REk is defined as Eq. (1).

REk ¼ PFtpl � PFfz

PFtpl
� 100% ð1Þ

Table 1. The optimal compensation locations and quantity for feeders i and j

Hour Feeder i Feeder j
Optimal
location

Compensation quantity
(kVAR)

Optimal
location

Compensation quantity
(kVAR)

1 LM4 −386 LM 6 −1147
2 LM 4 −396 LM 6 −947
3 LM 2 −549 LM 6 −694
4 LM 2 −622 LM 6 −647
5 LM 4 −325 LM 6 −552
6 LM 4 −355 LM 6 −606
7 LM 1 −1289 LM 6 −907
8 LM 1 1632 LM 6 722
9 LM 1 2375 LM 6 1441
10 LM 4 333 LM 6 1682
11 LM 4 488 LM 6 2500
12 LM 4 456 LM 6 2500
13 LM 4 482 LM 5 1203
14 LM 4 556 LM 8 4719
15 LM 4 583 LM 5 1308
16 LM 4 612 LM 5 1295
17 LM 4 626 LM 5 1307
18 LM 4 496 LM 5 1330
19 LM 4 493 LM 5 1266
20 LM 4 560 LM 5 1203
21 LM 4 572 LM 5 1185
22 LM 2 2592 LM 6 1501
23 LM 2 1500 LM 6 −500
24 LM 4 −231 LM 6 −479
average 77.21 1318.38
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where
k: Representative is i or j.
PFtpl: power factor investigate by Three-phase load flow
PFfz: Power factor derive by fuzzy method

Form Table 2 which the maximum relative error of 3.97%, the minimum relative
error of 0.36%, the average relative error of 1.86% in feeder i and the maximum
relative error of 2.84%, the minimum relative error of 0.65%, the average error of
2.02% in feeder j. In general, the relative error is quite accurate that the three-phase
load power consumption is large and the calculation time more than the fuzzy theory of
reactive power compensation has a superior effect.

Table 2. Comparison of the average power factor of feeder i and j with fuzzy method and three
phase load method

Hour Feeder i Feeder j
Three- phase
load flow

Fuzzy
method

REi
(%)

Three- phase
load flow

Fuzzy
method

REj
(%)

1 0.81 0.83 1.85% 0.85 0.83 1.89%
2 0.78 0.81 3.45% 0.86 0.87 0.93%
3 0.96 0.96 0.41% 0.90 0.92 2.34%
4 0.95 0.94 0.74% 0.89 0.90 1.01%
5 0.92 0.89 3.26% 0.90 0.92 2.34%
6 0.88 0.85 3.08% 0.89 0.91 2.13%
7 0.95 0.93 1.59% 0.88 0.89 1.14%
8 0.96 0.92 3.97% 0.93 0.92 0.65%
9 0.94 0.93 1.38% 0.93 0.91 1.62%
10 0.88 0.85 2.97% 0.90 0.88 1.79%
11 0.85 0.84 0.94% 0.89 0.87 2.14%
12 0.87 0.85 1.73% 0.88 0.86 2.60%
13 0.85 0.85 0.47% 0.86 0.84 2.33%
14 0.81 0.81 0.62% 0.85 0.83 1.89%
15 0.78 0.80 2.04% 0.84 0.82 2.84%
16 0.76 0.79 3.40% 0.84 0.82 2.84%
17 0.77 0.79 2.73% 0.83 0.80 3.03%
18 0.84 0.84 0.36% 0.80 0.78 2.74%
19 0.84 0.84 0.36% 0.81 0.79 2.23%
20 0.80 0.81 0.87% 0.82 0.80 1.96%
21 0.78 0.80 2.56% 0.81 0.79 2.11%
22 0.80 0.79 1.25% 0.90 0.88 1.90%
23 0.91 0.88 3.30% 0.99 0.97 2.02%
24 0.98 0.96 1.94% 0.98 0.96 1.94%
Average 0.86 0.86 1.86% 0.88 0.87 2.02%
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Table 3 for the small distribution systems 24 h a day using the theory of fuzzy
theory derived from the average power factor and three-phase load power flow cal-
culation of the average power factor relative error comparison. The small distribution
system covers two feeder i and j and let tie-switch fixed and immovable. The relative
error is 1.58% at PM 5:00, the relative error is 0.36% at AM 4:00 and the average error
is 1.94%, which is quite accurate. The average relative error curve is shown in Fig. 10.

6 Conclusion

Reactive power is an indispensable in distribution system which made an impact on the
system stability and reliable with the reactive power serious lack or excess. But reactive
power in slight lack or excess will affect the electricity quality in supply side; especially
for voltage and power factor and so on have a very important effect. In the system, real
power is a continuous power and its flow can be derived by topology connection, but
only production by the generator. But the reactive power in the system is discontinuous
power but the flow can be derived by connecting the number of it is more difficult than
real power that can be generators, capacitors and other components supply.

Table 3. Relative error values for small
hours of 24 h distribution

Hour Feeder i Feeder j Average

1 1.85% 1.89% 1.87%

2 3.45% 0.93% 2.19%

3 0.41% 2.34% 1.38%

4 0.74% 1.01% 0.88%

5 3.26% 2.34% 2.80%

6 3.08% 2.13% 2.61%

7 1.59% 1.14% 1.37%

8 3.97% 0.65% 2.31%

9 1.38% 1.62% 1.50%

10 2.97% 1.79% 2.38%

11 0.94% 2.14% 1.54%

12 1.73% 2.60% 2.17%

13 0.47% 2.33% 1.40%

14 0.62% 1.89% 1.26%

15 2.04% 2.84% 2.44%

16 3.40% 2.84% 3.12%

17 2.73% 3.03% 2.88%

18 0.36% 2.74% 1.55%

19 0.36% 2.23% 1.30%

20 0.87% 1.96% 1.42%

21 2.56% 2.11% 2.34%

22 1.25% 1.90% 1.58%

23 3.30% 2.02% 2.66%

24 1.94% 1.94% 1.94%

average 1.86% 2.02% 1.94%
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Fig. 10. Distribution of small system and
feeder relative error curve
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In order to improve the feeder output and feeder segments of the power factor. Due
to the feeder segment by each adjacent two switch to investigate the load concentration,
complex power, load changing trend for 24 h a day and the fuzzy theory derive the best
in each segment of the feeder reactive power compensation point and compensation
quantity. Based on result by the three-phase load flow program to reach the relative
error of the power factor deduced from the fuzzy theory is discussed. The average
relative error of the three-phase load current is 1.94%, but the three-phase load power
consumption is large and the calculation time more than the fuzzy theory of reactive
power compensation has a superior effect.
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Abstract. Low-speed permanent magnet synchronous generator (PMSG) has
the characteristics of high torque and low voltage. This study presents an
optimized design about an outside rotor 10 kW low speed PMSG which is in the
vertical vane wheel hydro-generator unit. Maxwell software is used to establish
the finite element model of the low-speed PMSG, and the simulation analysis
including three-phase flux waveforms, induced voltage waveforms, voltage
waveforms, current waveforms, flux density distribution and torque character-
istic curve is carried out under the no-load and rated load. Simulation results
show that the low-speed PMSG, which has the skew stator core and fractional
slot concentrated winding, has a series of advantages of low cogging torque,
high efficiency, small output voltage harmonics and low waveform sine dis-
tortion rate, fully meeting the design requirements.

Keywords: Low speed � Operation � Finite element � Simulation � Permanent
magnet

1 Introduction

In the last decade, develop clean and renewable energy has become the focus of the
world. In the green renewable resources, water is a kind of important energy, the
development and the use of water is of great significance [1].

The current way to develop water resources generally is the construction of
hydropower station, using high efficient turbine to convert water. But there is some
request for site selection, for example some scattered low head stream will not be able
to use. Low-speed PMSG has high efficiency, low cost and good performance
advantages. With the continuous development of power electronics and related tech-
nology, low-speed PMSG become more and more popular in wind power, hydropower,
tidal power and other renewable energy power generation system [2, 3].

Considering that the system should be compact, this paper is aimed to build a
low-speed PMSG that can be simply integrated with an ultra-low head hydroelectric
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power system with direct drive. For this purpose, the rotor of the low-speed PMSG and
the vertical vane of waterwheel are connected directly by bolts [4]. So, the generator
and the turbine are at the same speed. The design and performance of the generator are
validated using laboratory experiment.

2 Structure and Electromagnetic Design of Low-Speed
PMSG

2.1 Structure of Low-Speed PMSG

The low-speed PMSG is installed in the vertical vane waterwheel and the water wheel
structure is shown in Fig. 1. The structure of the low-speed PMSG is shown in Fig. 2
(a). The rotor is designed which is out of the stator. The vertical vane of waterwheel is
nested directly on the rotor. The constructive shape of generator is shown in Fig. 2(b).

The generator adopts chute design. The magnetic circuit configuration adopts radial
direction, which the tiled magnet steel made of Nd-Fe-B pasted in the internal surface
of the rotor. The stator winding is double fractional slot concentrated winding [5].

Built-in low-speed PMSG

Vertical vane

Fig. 1. Structure of the waterwheel

(a) 3D Model                                     (b) 2D Model

Stator Rotor

Fig. 2. Structure of the low-speed PMSG
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2.2 Design and Construction

Compared with the ordinary permanent magnet generator, the generator structure is
especially suitable for water turbine because of its exterior rotor adopts multipolar
structure. The magnetic circuit is shortened, which not only improve the utilization rate
of the permanent magnetic material and reduced the yoke height. So, the generator
manufacturing cost is reduced greatly [6].

The following Table 1 gives a summary of the main characteristics of the
Low-speed PMSG.

The stator adopts fraction concentrated winding. And the slot of stator is
semi-closed trapezoidal groove along the circumference of the stator. The stator core
adopts chute design, as the stator chute can effectively reduce distortion rate of the
sinusoidal output voltage waveform. From Table 2, when the stator skew width 1 times
that of the stator slot pitch, the voltage waveform sine distortion rate of the generator is
minimal, and the generator output voltage waveform sine is the best [7].

3 Transient Magnetic Field Analysis Without Load

It is mainly considered whether the electric potential of generator can meet the
requirements when no-load analysis, as well as to analyze the harmonic of no-load
voltage and to verify the cogging torque of the generator, etc. The speed of the
generator is set to the rated speed 20 RPM and load type is set to the current source,
and the current value is set to 0 in transient field solver of Maxwell software. The
generator running related data would be got by model simulation without load.

The Three-phase flux waveforms are shown in Fig. 3. The generator flux waveform
is sine wave and flux linkage amplitude is 6.6959 Wb, which RMS is 4.7347 Wb.

Table 1. Main characteristics of the prototype

Characteristics Value Characteristics Value

Exterior diameter of rotor 1000 mm Interior diameter of rotor 940 mm
Exterior diameter of stator 904 mm Interior diameter of stator 600 mm
Active length of electrical machine 950 mm Air gap 3 mm
Rated power 10 kW Output voltage 3 � 230 V
Rated speed 20 rpm Number of slots 54
Voltage frequency 10 Hz Number of poles 60

Table 2. Structure parameters of the prototype

Skew width 0 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
THD% 1.910 0.645 0.409 0.297 0.222 0.409 0.357 1.835 0.988
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Fig. 3. Three-phase flux waveforms without load

Fig. 4. Three-phase induced voltages waveform

Fig. 5. Fourier analysis of three-phase induced voltages
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Three-phase induced voltages of the generator is sine wave formation which is
shown in Fig. 4. It is also shown in Fig. 5 that the amplitude of fundamental wave is
significantly higher than other waves, and the THD of induced voltage is 0.04%.

When the generator is running without load, the cogging torque ripple can achieve
maximum 262 N�m, for an average of 192 N�m. The fractional slot winding is used in
the generator that can increase the frequency of cogging torque, making the cogging
torque smaller than the integer slot winding [8]. The torque pulsation of the fractional
slot winding generator is smaller than the integer slot winding generator, and more
smoothly when low speed running. It is shown in Fig. 6.

The waveform of air gap flux density is trapezoid, which amplitude can reach
1.0624 T. Waveform distribution is symmetrical, flux density amplitude is moderate. In
this case, it is shown in Fig. 7.

Fig. 6. The cogging torque waveform

Fig. 7. Air gap flux density distribution
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4 The Runtime Transient Magnetic Field Analysis
with Rated Load

It is mainly considered in analysis of Low-speed PMSG whether the rated voltage and
the output power can meet the requirements, as well as to analyze the harmonic of
voltage and to verify the torque of the generator, etc. The speed of the generator is set
to the rated speed 20 RPM and load type is set to the voltage source, and the current
value is set to 0 in transient field solver of Maxwell software. The generator running
relevant data would be got by model simulation with rated load through setting the
value of resistance and inductance.

Figure 8 shows that flux linkage amplitude of the generator under the rated load is
6.0388 Wb, which is down by 10.21% over the flux amplitude without load. The
decrease of the flux values is mainly due to the magnetic field generated by load current
in the generator. The direction of the magnetic fields generated by the current and the
permanent magnet is instead, which leading to the flux value of generator reduced.

The amplitude of rated phase voltage and phase current is 187.794 V and
35.9757 A respectively from Figs. 9 and 10. According to the power calculation for-
mula, the output power of the generator can reach 10.134 kW, meeting the require-
ments of design.

P ¼ 3UNINcosu ð1Þ

The rated torque of the generator is smooth, less volatile, torque amplitude can
reach 9.4468 kN�m, which output torque is large (see Fig. 11).

Fig. 8. Three-phase flux waveforms with rated load
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Fig. 9. Rated three-phase voltage waveforms

Fig. 10. Rated three-phase current waveforms

Fig. 11. Rated torque waveform

288 B.-H. Chen



5 Conclusion

The finite element analysis of a 10 kW low-speed PMSG has been discussed in this
paper, which is based on the Maxwell software. The simulation results show that
low-speed PMSG has lower cogging torque and high efficiency, the output voltage
waveform harmonic component of the generator is small and the waveform sine dis-
tortion rate is low. It can satisfy the demands of the turbine matching [9].
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Abstract. With the deepening of the concept of Internet of things and the
development of science and technology, smart home has developed by leaps and
bounds. Intelligent wireless outlet is an essential part of smart home. In this
paper, a wireless outlet system is designed based on Wifi technology and
Android platform, using SCM and ESP8266 module to build the hardware
system. The cloud server is adopted to transmit data between host computer and
slave computer, while the smart phone based on Android can collect the data
and control the outlet nodes through the Wifi communication mode so as to
realize the monitoring of the home appliance. The system is implemented
successfully and can reform the traditional home without complicated wiring.
Stable and reliable as tested, the system has great practical value.

Keywords: Intelligent outlet � Android � Wifi � Smart home

1 Introduction of Smart Home

Internet of things (IoT) is a novel type of network, which combines the internet,
wireless technology and process technology of micro electrical-mechanical. The
objects, people and animals in a certain case would be assigned a unique identifier that
allows them to transmit data over the network without direct interaction between
human and computers [1]. As the development of IoT, more and more attention has
been paid to the industrial applications of IoT. Smart home, which is one of the
applications, is gradually permeating our daily life. Aim to enhance convenience,
safety, comfort and artistry of house, smart home conduct an efficient management
system to realize an energy saving residential environment using wiring technology,
security technology, network communication technology and automatic control tech-
nology [2]. Smart home not only can provide people with convenient and comfortable
family life, but also can change the home environment from the original passive
structure into active structure, and realize the omni-directional information interaction.
Actually, it is the intelligent module added to the electrical equipment that makes our
lives more comfortable.
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1.1 Research Status of Smart Home

The concept of smart home was first proposed in 1989, when the United Technolo-
gies Corporation (UTC) applied it to a building in Hartford city of Connecticut.
A prototype as it was, though, it brought endless temptation that Japan, Korea, the
European Union and other countries followed the USA to put forward the solution of
smart home [3]. The smart home got rapid development in China since 1990 and it was
improved as the development of communication.

At present, various vendors have launched their own smart home system, but they
are too costly to be accepted. Compared with the whole set of system transformation, it
is easier and cheaper to carry out the intelligent transformation of the outlet [4]. It is
expected to control the electrical appliances and equipment far away from home by
simply operating on the mobile phone. Imaging that one can enjoy cool air, a hot bath
and fresh coffee as soon as the home arrival only because he/she turns on the air
condition, the water heater and the coffee machines before going back home! There-
fore, an intelligent outlet control system, using the smart phone as the mobile control
terminal, came into being.

1.2 Research Status of Intelligent Outlet System

As an emerging electrical appliance of smart home, intelligent outlet is connected with
the power socket of various household appliances. It enables users to realize the switch
and timing remote control of the connected electric appliance. According to statistics of
York central air-conditioning, the demand of the intelligent outlet is over that of
intelligent security and is accounted for more than half of total demand in the use of a
variety of intelligent home furnishing. The outlet is one of the most frequently used
equipment in all kinds of family that its performance and market prospect is essential to
its future development.

According to the “Industry Research and Investment Strategy Research Report of
intelligent outlet during 2013–2018 years”, the intelligent outlets are generally divided
into four categories [5]: energy metering type, timing type, leakage protection type,
remote control type. Many well-known manufacturers have introduced their own
wireless switches or intelligent outlet, such as Schneider, ABB. Take ABB products for
instance, a single wireless switch or wireless socket costs $150 while the price of
two-way switch ranges from $175 to $305. Even an ordinary house, with two bed-
rooms and one living room, requires at least 30 switches and 40 outlets, that is, at least
$5000. The Wemo switch, one of the first generation intelligent outlet produced by
Belkin, was sold at $49.99. With performance of remote control and timing control
though, its size was large, which is similar to Broadlink switch made by BroadLink
Corporation. The Millet outlet is a well-designed advanced product, however, its
functionality and security is not fully considered. Further study is necessary on the
facilitate interaction, security and stability. It is found that there are mainly three
deficiencies according to the relevant performance survey of intelligent outlet:

(1) The security issues like short circuit and high temperature are concerned about,
the technical program security is not considered.
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(2) The agent servers are adopted by most vendors, that is to say, control commands
are sent from mobile phone to server at first, then passed to intelligent outlet by
server directly. This method of control not only increases the pressure on the
server, but also causes a control delay when the server is full load.

(3) Only simple functions such as on-off and timing control can be completed, the
status of server and hardware of intelligent outlet cannot be inquired. Thus it is
difficult to maintain the whole system.

As mentioned above, this paper designed an intelligent outlet control system
consists of hardware, server and smart phone to achieve remote management of smart
home by wifi technology and android platform.

2 Key Technologies of Intelligent Outlet

The wireless communication and Android technology are the key points.

2.1 Wireless Communication Technology

The main wireless communication technology in smart home are:

• Infrared communication technology;
• Radio-frequency technique less than 1 GHz;
• Bluetooth technology;
• ZigBee communication technology;
• Z-Wave technology;
• WiFi technology.

The Bluetooth, ZigBee and Wifi are the most commonly used technologies [5], the
differences among which are listed in Table 1.

Piyare and Tazil [6] showed a home automation system based on Bluetooth, which
connected to the device and smart phone. However, only short transmission distance is

Table 1. Comparison of the three wireless communication technologies.

Protocol Bluetooth ZigBee Wifi

Transmission speed 1 MB/s 20 MB/s
40 MB/s
250 MB/s

11 MB/s
54 MB/s

Transmission distance 10 m 10–100 m >100 m
Network topology Point-to-point Point-to-point,

Star topology,
Mesh topology

Point to hub

Band 2.4 GHz 2.4 GHz 2.4 GHz
Power consumption Low Very low Low
Reliability High Low High
Interactivity Poor Poor Good
Construction convenience Good Good Good
Confidentiality Good Poor Good

292 L. Liu et al.



supported and only the devices within the range can be controlled. Researchers tried to
utilize the gateway to improve interoperability of network. Xu [7] introduced the
ZigBee technology and its application in intelligent outlet. Although ZigBee has the
advantages of low power consumption and low cost, the ZigBee-to-Wifi transfer
function need to be add to the gateway so as to transmit data from end-and-end.

Unlike other communication technology, Wifi does not need gateway conversion to
access the internet. The mobile phone and other handheld terminals can access the
internet by Wifi with higher transmission speed, non-wiring and scalability. As a result,
Wifi is widely spread to millions of families around the world. More and More devices
are equipped with Wifi function and wireless module becomes the standard configu-
ration for notebooks, panel computer and smart phone. There is no doubt that smart
home based on Wifi technology has great potential and bright market prospect.

2.2 Android Technology

The four components of Android applications are Activity, Service, Broadcast and
Content Provider, where Activity is the most basic module that provides a visual
interface for user. Each application is composed of several Activity, each Activity
contains buttons, list, display boxes and other components.

In this paper, a low-cost intelligent outlet system is designed based on Wifi and
Android technology, with the performance of remote control, timing and query. It is
safe, space-saving and scalable. The five sections are as follows:

Section 1: introduce the background and the research status of smart home and
intelligent outlet, including merits and deficiencies. Section 2: show the key tech-
nologies of intelligent outlet. Section 3: propose the intelligent outlet system, design
the hardware system and present the program flow chart. Section 4: test the outlet
system and discuss the result. Finally, a conclusion is given.

3 The Proposed Intelligent Outlet Architecture in Smart
Home

3.1 The Architecture of Smart Home System Based on Wifi Technology

The smart home system is composed of intelligent outlet nodes, gateway, wireless
router, remote server, control terminals, 3G/4G communication network and internet,
(see Fig. 1).

The principle of operation are as follows:

• Configure the Service Set Identifier (SSID) and cipher code of route via handheld
terminals.

• Configure the IP address of the cloud server via handheld terminals.
• Power on the intelligent outlets nodes to connect to cloud server.
• Connect handheld terminals to the server to send command orders.
• The server send the command order to the intelligent outlet in the house.
• The intelligent outlet executes the command.
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3.2 Hardware Design

The proposed intelligent outlet system includes power module, MCU control module,
relay control circuit, Wifi module, display module and detection module. The hardware
structure of the intelligent outlet is shown in Fig. 2.

According to the Fig. 2, the paper carries on the design simulation in Keil. The
hardware schematic diagram includes the switching power supply circuit, the mono-
lithic integrated circuit main control module, the Wifi module, the transformer module,
the relay and the peripheral circuit and so on (see Fig. 3).

The power supply module contains two parts, the high-voltage side and the
low-voltage side, which should be isolated when wiring to ensure the security. The
Wifi module adopts ESP8266 chip, which transmit data to mobile phone based on
ASCII in serial mode. There are 4 relays in relay module, which adopts

Fig. 1. The architecture of smart home based on Wifi

Fig. 2. Hardware structure of the intelligent outlet
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HK4100F-DC5V-SHG with 6 pins. The detection module adopts DHT11 as the
temperature and humidity sensor, which can send 40 bits of data at one time through
one data wire. The display module adopts LCD1602 liquid crystal display.

The Printed Circuit Board (PCB) is designed after simulation and the practical
material object is shown in Fig. 4.

3.3 Software Programming

After choosing Wifi as the communication protocol of the intelligent outlet control
system, it is essential to design a applicable software system to fulfill the control
function. The software design of the proposed system mainly includes the design of
single-chip program, the design of App of the mobile phone and the design of server
programming. The programming of slave computer includes ESP8266 Wifi commu-
nication module, LCD1602 display module, DHT11 temperature and humidity
detection module, relay process and interrupt servicing. The flow chart is shown in
Fig. 5.

The application (App) is developed on the base of Eclipse exploitation environment
and is supported by Android 4.0. Eclipse is an integrated cross-platform exploitation
environment, which was first used for Java project development. The main user activity
profiles can be written in the MainActivity.java file under the SRC directory. The
framework of App project directory is shown in Fig. 6.

detectionWifiMCU4 Relays

LCD

Power
supply

Fig. 3. Hardware schematic diagram
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Fig. 4. Printed Circuit Board (PCB) and practical material

start
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Call the Wifi module func on

Interrupt response

Subfunc on of interrupt servicing

so ware switch pressed?

corresponding ac on and display
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Y

N

Fig. 5. Main flow chart
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The cloud server Elastic Compute Service (ECS) offered by Ali Corporation is
adopted to collect data and command. The Android App is deployed on Ali cloud
server and then transmitted by the server to the Wifi module, which can establish TCP
links with the server through the TCP address assigned by the server [8].

4 Results and Discussion

In the process of building the hardware platform of the system, we debug each module
to eliminate the faults. In the process of software programming, we also correct the
bug. Finally, the overall test is carried out to check whether the performance specifi-
cations meet the requirements. The debugging practical material is shown in Fig. 7.
The communication between host machine and slave machine is established and works
well. The three buttons “LED_ON” in smart phone from left to right are correspond to
light 1 to 3 in the board. To make it clearer, light 3 is connected to the socket and
fluorescent lamp in the socket is on. Meanwhile the “tp” and “hm” in the phone
represent temperature and humidity of the current environment. These tests show that
the host machine can query the data of slave machine and remote control the intelligent
outlet.

The system not only can serve as an intelligent light control system, but also can
expand other functions in smart home such as smart curtains, smart cameras, smart
water heater, etc. For example, the remote video surveillance can be implemented by
changing the socket into a camera and modifying the corresponding software program.

Fig. 6. App project directory
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5 Conclusion

An intelligent outlet control system is designed and implemented based on Android and
Wifi technology in this paper. It can be applied to smart home to meet people’s primary
requirements for home intelligence. The system can monitor the environment data,
remote control and query by mobile phone, and it has advantages of free placement,
low power consumption, low cost and scalability. However, the App interface and
appearance design are still need further improvement to make it more attractive.
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Abstract. By using improved genetic algorithm (IGA), a direct drive hub
motor with high efficiency and low-cost was designed. According to the char-
acteristics of the hub motor, a mathematical model for optimize of direct drive
hub motor was established, and optimized calculation was extended, and finally
a prototype was developed. The simulation results show that the novel
direct-drive hub motor can meet the requirements of great torque when low
speed and high speed when constant power, so it is very suitable for the vehicle.

Keywords: Improve � Genetic algorithm � Direct drive � Hub motor �
Simulation

1 Introduction

Due to the shortage of energy and environmental pollution, the development of electric
vehicle has become the focus of national governments. The motor drive system is the
core component of electric vehicle, and its driving mode can be grouped into two
categories: centralized motor drive and hub motor drive. Motor drive is a new way of
electric vehicle drive, it changes the power transmission hardware connection into
wheel connection, saves the mechanical manipulation of shifting device which the
traditional cars required, all of above makes the car drive structure be greatly simpli-
fied, each of the electrical control system of electric wheel can be easy to implement
and braking energy feedback be easy to achieve. There are two driving modes of hub
motor, namely, direct drive and wheel side reducer. In this paper, the direct drive outer
rotor hub motor is studied, and its structure is shown in Fig. 1, it is an outer rotor
three-phase permanent magnet synchronous motor (PMSM) with great torque when
low speed and high speed when constant power, meanwhile, it does not need retarding
mechanism, which makes the drive system be simple and efficiency be further
improved [1].

The hub motor designed in this paper has advantages of high power density, high
efficiency, simple structure, great starting torque and strong ability for overload.
Optimum design of hub motor is a process to change engineer problem into optimal
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problem, it is a complex problem of nonlinear, constrained, discrete and the traditional
optimization algorithm is difficult to find the global optimal solution of the hub motor.
In this paper, based on the study of permanent magnet synchronous motor, according to
the characteristics of the direct drive hub motor [2], an three-phase permanent magnet
synchronous motor (PMSM) used as direct drive motor was developed by using
improved genetic algorithm (IGA).

2 Improved Genetic Algorithm

2.1 Improved Genetic Algorithm

The basic idea of improved genetic algorithm is using adaptive crossover operator and
mutation operator of genetic algorithm to optimize the initial scheme, thus the opti-
mized solutions can be used as the initial scheme of pattern search method, finally, a
global optimal solution with highest efficiency is obtained.

Due to the accuracy and efficiency of crossover rate and mutation rate of genetic
algorithm depending on the fitness of population individual, when the fitness is bigger,
in order to ensure that reduce the probability of genetic damage, an individual will use
the smaller crossover rate and mutation rate [3], while fitness is small, in order to
ensure its searching area, the individual will use the bigger crossover rate and mutation
rate, therefore, the crossover operator pc and mutation operator pv of improved genetic
algorithm (IGA) are shown as follows

pc ¼
pc1; f 0 [ f 0

avg

pc1�pc2
2 ; cos f�favg

fmin�favg
p

h i
þ pc1 þ pc2

2 ; f 0 � f 0avg

(
ð1Þ

Fig. 1. Structure of direct drive motor
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pv ¼
pv1; f 0 [ f 0

avg

pv1�pv2
2 ; cos f�favg

fmin�favg
p

h i
þ pv1 þ pv2

2 ; f 0 � f 0
avg

(
ð2Þ

In formula (1) and (2), pc1 and pv1 2 ð0; 1Þ, fmin is the minimum fitness of the
group; favg is the average fitness for each generation group; f 0 is the smaller fitness of
the two individuals crossing; f 0avg is the average fitness of the variation individuals.
After improving the crossover and mutation rates of improved genetic algorithm (IGA),
the calculation flow chart is shown in Fig. 2.

2.2 Overall Electromagnetic Structure Design

To select objective function and optimization variable is very important in optimization
design of direct drive hub motor. To comprehensively consider the performance and
cost of hub motor, the difficulty of processing, the structure arrangement and other

Fig. 2. IGA algorithm flow chart of PMSM

Design and Performance Simulation of Direct Drive Hub Motor 305



factors, the objective function of the hub motor is defined as the cost of a three-phase
permanent magnet synchronous motor corresponding to per unit efficiency. That is:

f ðxÞ ¼ min
FðxÞ
g

¼ min
ðmcutcu þmFetFe þmmtmÞ

P1 �
P

p
P1 ð3Þ

In above, mcu is the price for the copper materials; mFe is the price of steel
materials; mm is the price of nd-fe-b materials; tcu is the total weight of copper materials
used; tFe is the total weight of the steel materials used for; tm is the total weight of
nd-fe-b permanent magnet materials. P1 is the input power of the motor;

P
p is the

total loss of the motor [4].
The following parameters of the permanent magnet synchronous motor are selected

as the optimal design variables:
Rotor outer diameter D2; rotor inner diameter Di2; stator outer diameter D1; stator

inner diameter Di1; length of core leff ; permanent magnet thickness hm and the width of
the permanent magnet bm, namely:

X ¼ x1 x2 x3 x4 x5 x6 x7½ �T¼ D2 Di2 D1 Di1 leff hm bm
� �T ð4Þ

The constraints of optimization design of hub motor include boundary constraint
and performance constraint, the constraint conditions in this paper according to the
engineering simulation and the performance requirement in design of three-phase
permanent magnet synchronous motor are as follows: the starting current Ist. the
starting torque Tst; rated speed nN; heat load H and air gap magnetic induction intensity
Bd. That is:

gð1Þ ¼ Ist � Ist0
Ist0

� 0; gð2Þ ¼ Tst � Tst0
Tst0

� 0; gð3Þ ¼ nN � nN0
nN0

� 0;

gð4Þ ¼ H � H0

H0
� 0; gð5Þ ¼ Bd � Bd0

Bd0
� 0

ð5Þ

2.3 Stator Winding Design

Stator winding design is an important part of hub motor design, which can be divided
into two types: centralized winding and distributed winding. The objective of design
for stator winding is to make gap magnetic field distribution close to sine wave. The
main difference between the centralized and distributed windings of the stator is the
winding pitch, centralized winding pitch is 1, which means two effective edges of each
coil of the motor across a tooth [5], and distributed winding pitch is greater than 1,
which means the two effective edges of each coil across the slot number greater than 1.
The end part of the centralized winding is small and the winding process is simple,
which makes the hub motor have a better electromagnetic performance and a lower
copper loss and higher efficiency [6]. The hub motor stator winding designed in this
paper have a centralized winding, which is shown in Fig. 3.
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2.4 Measures to Reduce the Cogging Torque

The cogging torque of the motor is an endemism in permanent magnetic synchronous
motor (PMSM), it is a reluctance torque caused by the interaction between the stator
core slot and permanent magnet in rotor, which will cause vibration and noise in the
motor, and affect the speed control system of low speed performance and positioning
accuracy of position control system. At present, there are various measures to reduce
the cogging torque of permanent magnet motor, such as magnetic pole deviation,
magnetic pole eccentric, and slot [7].

In this paper, the cogging torque is reduced by two measures as following:

2.4.1 Inner Stator Chute
This method is to adjust the phase relationship of the unit tooth groove torque at the
superposition, which can make each other cancel out. In theory, the stator groove tilting
a stator pitch relative to the rotor could eliminate the cogging torque completely. After
taking all the factors into consideration, we adopted the chute stator iron with 1.5 times
pitch in the prototype.

2.4.2 Optimizing z/2p
In above, z means the stator slot number and 2p means the poles of rotor. By using least
common multiple (LCM) of the slot number and the poles of rotor to calculate the
minimum order number of cogging torque. It is known that the greater the number of
the cycle of fundamental wave of the cogging torque [8], the smaller the amplitude. So
we should choose the least common multiple (LCM) as larger as possible, and through
the magnitude of least common multiple (LCM) to calculate minimum order of cogging
torque [8].

The analysis result shows that in order to reduce the cogging torque, we should
choose the LCM as large as possible In view of the manufacturing process and cost
factors, the z/2p ratio of the motor in this paper is chosen to be 36/20 and it equals 180.
So the minimum order of cogging torque equals K = LCM/Z = 180/36 = 5, which
means all cogging torque less than 5 order will be eliminated. The cogging torque
curve is shown in Fig. 4.

Fig. 3. Centralized winding wiring diagram
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2.5 Optimum Design Result

Based on theory above and method of the improved genetic algorithm, optimize the
hub motor electromagnetic structure, the result is as follows: rated voltage 255 v, rated
power 45 kw, poles of rotor 20, stator slots 36, double-layer centralized stator winding,
Y connection. The structural parameters are shown in Table 1.

3 Finite Element Analysis of Magnetic Field

3.1 Grid Subdivision

Now we will analyze the hub motor by using two-dimensional finite element method,
which is a numerical calculation method based on discretization. Figure 5 is the grid
subdivision of hub motor designed in this paper. It can be seen from Fig. 5 that the grid
density of stator and rotor would be minimum while the grid density of air gap would
be maximum. So using different grid density subdivision we can save computing
resources and ensure the accuracy of the calculation [9].

3.2 Analysis of the Hub Motor Internal Electromagnetic Field

Using Ansoft Maxwell we can analyze the flux density distribution of cloud of gen-
erator shown in Fig. 6(a) when it is in no-load. It can be seen from the diagram, the flux

Fig. 4. Cogging torque of hub motor

Table 1. Structural parameters of hub motor

Parameter Value Parameter Value

Outer diameter of the stator 270/mm Outer diameter of the rotor 303/mm
Inner diameter of the stator 190/mm Inner diameter of the rotor 283/mm
The length of the core 55/mm The air gap length 1.5/mm
The thickness of the magnet 5/mm Slot number 36
The width of the magnet 30/mm Pole 20
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density value of stator yoke of motor is maximum which has reached 2.71 T, we can
get the flux density distribution of cloud of generator shown in Fig. 6(b) when it is in
load. Compared with Fig. 6(a), we found that when the motor is in load, the iron core
saturation degree decrease relative to the case in no-load, motor stator yoke of flux
density value decrease to 2.58 T, at the same time, all parts of the stator iron core flux
density amplitude is decreasing, the center line of the air-gap magnetic field of electric
skewed compared with no-load, the reason is that the armature reaction weakens the air
gap field and causes gap magnetic field distortion.

We could make a conclusion from above that the magnetic flux near the stator and
rotor yoke and the air gap are saturated relatively, and the field distribution of motor is
reasonable. It does not exist local magnetic oversaturation and the prototype meets the
design requirements [10].

Fig. 5. Grid division of hub motor

a) No-load  b) In-load  

Fig. 6. Flux density cloud diagram of hub motor
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4 Performance Calculation and Simulation

Using Simplorer software we build main circuit and control circuit model of hub motor
as following, when setting up main circuit model we can select related components in
the model library [11], and then use wire connects them according to the actual
structure of the circuit. The control circuit model is established by using state machine.
Figure 7 is the simulation model of hub motor system.

4.1 Electric Motive Force (EMF)

Using Maxwell simulation software, the EMF waveform of the motor running at
3500 rpm is shown in Fig. 8. It can be seen from the figure that the sinusoidal of the
EMF waveform is perfect [12], which indicating that the improved genetic algorithm
design has a remarkable effect. Simulation calculation shows that when the phase
voltage peak is 160 V, the maximum speed of the motor is 3500 r/min, which means
the result meets the design requirement [13].

4.2 Torque Characteristics

The torque characteristic of the hub motor is shown in the Fig. 9. From the charac-
teristic it can be seen that the motor has great starting torque and small torque ripple, so
it is very suitable for the vehicle [14].

4.3 Input Voltage and Input Current Characteristics

The input voltage and input current waveform of generator when it is in-load cases are
shown in Fig. 10(a) and (b) respectively. As it can be seen from the diagram, they are
all sine wave without distortion, the peak value of them are 375 V and 200 A
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Fig. 8. EMF waveform diagram of hub motor

Fig. 9. Torque characteristics

a) Voltage b) Current

Fig. 10. Input voltage and input current characteristics
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respectively, and the effective value of them equals 262 V and 131 V, the input power
equals 46 KW, which meet the design requirement fully.

4.4 Efficiency Characteristics

The efficiency characteristic of hub motor is shown in the Fig. 11. It can be seen from
the figure that the rated efficiency of the motor is 96% and the design target has been
reached [15].

5 Conclusion

Direct drive hub motor has become a new development trend of vehicle. In this paper, a
direct drive hub motor is designed based on improved genetic algorithm (IGA). The
simulation results show that the electric motor has the characteristics of great torque
when low speed, fast response, low torque ripple, high efficiency and low-cost. The
above results show that design of prototype is reasonable.
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Abstract. Optimization algorithm in swarm intelligence is getting more
and more prevalent both in theoretical field and in real-world applica-
tions. Many nature-inspired algorithms in this domain have been pro-
posed and employed in different applications. In this paper, a new QUA-
TRE algorithm with sort strategy is proposed for global optimization.
QUATRE algorithm is a simple but powerful stochastic optimization
algorithm proposed in 2016 and it tackles the representational/positional
bias existing in DE structure. Here a sort strategy is used for the enhance-
ment of the canonical QUATRE algorithm. This advancement is verified
on CEC2013 test suite for real-parameter optimization and also is con-
trasted with several state-of-the-art algorithms including Particle Swarm
Optimization (PSO) variants, Differential Evolution (DE) variants on
COCO framework under BBOB2009 benchmarks. Experiment results
show that the proposed QUATRE algorithm with sort strategy is com-
petitive with the contrasted algorithms.

Keywords: Differential evolution · Particle swarm optimization · QUA-
TRE · Real parameter optimization · Swarm intelligence

1 Introduction

Optimization algorithm aims at tackling different optimization demands aris-
ing in our daily lives, and the standard approach to tackle these problems
often begins by designing an objective function that can model the problems’
objectives while incorporating any constraints [1]. Consequently, these optimiza-
tion algorithms can be divided into different categories according to the prop-
erty that they possess or that the target objective functions possess. These

c© Springer International Publishing AG 2018
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on Intelligent Data Analysis and Applications, Advances in Intelligent Systems
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categories are continuous optimization, discrete optimization, stochastic opti-
mization, numerical optimization and combinatorial optimization, etc. Compu-
tational Intelligence (CI) gives computational methodologies and approaches
to address and tackle complex real-world optimization problems, especially for
these that models/objective functions are of noise and uncertainty. Evolution-
ary Computation (EC) is a subset of CI, and it presents the methodologies with
evolutionary thought. Optimization algorithms in EC are often equipped with a
meta-heuristic or stochastic optimization characteristic to solve black box opti-
mization problems, and they belong to the family of trial and error problem
solvers and distinguished by the use of a population of candidate solutions1.

Particle Swarm Optimization (PSO) [2] and Differential Evolution (DE) [1]
are two popular and powerful algorithms in EC, and the variants of them often
secure the front ranks of Conference on Evolutionary Computation (CEC) Com-
petitions. There were still many other optimization algorithms proposed in the
recent few decades such as Ant Colony Optimization [3], Artificial Bee Colony
Algorithm [4], Ebb-tide-fish algorithm [5,6,23], Monkey King Evolution [13], and
QUATRE algorithm [14,21,22] etc. These algorithms are all powerful ones, and
have advantages and disadvantages of their own. In order to avoid reinventing
the wheel, a new proposed algorithm should performs better than the state-of-
the-art variant of a popular algorithm rather than the popular algorithm itself.
Here for these comparison, we mainly focus on two branches, PSO variants and
DE variants.

The canonical PSO was introduced by Kennedy and Eberhart in 1995 [2],
particles in the next generation are influenced by their elder generation’s global
best location and the ancestor’s history best location. This evolution scheme is
different from the ones that utilize crossover, mutation, and selection operations
inspired by Charles Darwin’s evolution theory. Velocity in PSO is used to gen-
erate much more diversity of the population, and the proper value of velocity
makes a good balance between the particle exploitation and exploration. As PSO
algorithm is simple and powerful, many researches have learned about the tech-
nique and proposed many variants [7–9]. DE was firstly introduced in 1995 [1],
and it was also arguably one of the most powerful operator for optimization.
Price et al. [10] introduced a total of 10 working strategies including 5 mutation
strategies and 2 crossover strategies, and it also gave a general convention of
different DE schemes, DE/x/y/z. Also, many researchers proposed many DE
variants to enhance the canonical DE algorithm [10–12,17]. As we know from
literature and evolutionary computation competitions, state-of-the-art DE vari-
ant usually has an overall better performance than state-of-the-art PSO variant.
Moreover, there are still weakness, representation/positional bias for a higher
dimensional perspective of view, in DE structure, and QUATRE structure is
proposed to tackle such inborn weakness in DE structure [18].

The rest of the paper is organized as follows. The QUATRE algorithm with
sort strategy is given in Sect. 2, Sect. 3 presents the experimental analysis of
QUATRE algorithm with sort strategy under CEC2013 test suite for real para-

1 https://en.wikipedia.org/wiki/Evolutionary computation.

https://en.wikipedia.org/wiki/Evolutionary_computation
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meter optimization. Moreover, COCO framework under BBOB2009 benchmarks
are also used to contrast some state-of-the-art PSO and DE variants with the
proposed S-QUATRE algorithm in this section. Section 4 gives the final conclu-
sion.

2 QUATRE Algorithm with Sort Strategy (S-QUATRE)

QUATRE is abbreviation of QUasi-Affine TRansformation Evolution, and that
the reason we name the algorithm QUATRE algorithm is because individuals in
QUATRE algorithm evolve in a quasi-affine transformation form. The detailed
equation of this evolution is given in Eq. 1. ̂X denotes the population matrix
with ps individuals, ̂X = [X1,G,X2,G, ...,Xps,G]T . Xi,G, i ∈ {1, 2, ..., ps} denotes
the ith row vector in matrix ̂X of the Gth generation, Xi,G = [xi1, xi2, ..., xiD], D
is the dimension number of the objective function. ̂B denotes the donor matrix
in which the ith row vector is Bi,G. “

⊗

” denotes component-wise multiplication
of the elements in each matrix, and it is the same operation as “.*” in Matlab
Software.

̂X ← M
⊗

̂X + M
⊗

̂B (1)

M is the evolution matrix, and it is transformed from an initial matrix Mini.
Mini is initialized by a lower triangular matrix with the elements equaling to
ones. Equation 2 gives an example to show the initialization of Mini and the
transformation from Mini to M when population size ps equaling to dimension
number D. “∼” denotes the transformation, and there are two steps for the
transformation, the first step is to randomly permute the elements in each D-
dimensional row vector in Mini, and the second step is to randomly permute the
row vectors with the elements of each row vector unchanged, then we can get
M .

Mini =

⎡

⎢

⎢

⎣

1
1 1

· · ·
1 1 · · · 1

⎤

⎥

⎥

⎦

∼

⎡

⎢

⎢

⎣

1 1
· · ·

1 1 · · · 1
1

⎤

⎥

⎥

⎦

= M (2)

M is binary inverse operation of M . The corresponding values of non-zero ele-
ments in M are zeros in matrix M , while the corresponding values of zero
elements in M are ones in M . Equation 3 shows a example of binary inverse
operation.

M =

⎡

⎢

⎢

⎣

1
1 1

· · ·
1 1 · · · 1

⎤

⎥

⎥

⎦

,M =

⎡

⎢

⎢

⎣

0 1 · · · 1
0 0 · · · 1

· · · 1
0 0 · · · 0

⎤

⎥

⎥

⎦

(3)

Usually, the population size is larger than the dimension number of the objective
function, matrix Mini needs to be extended according to population size (ps).
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For example, when ps = 2D, Mini is initialized by piling two lower triangle
matrix together shown in Eq. 4. Generally, when ps%D = k, the first k rows of
the D×D lower triangular matrix are added in the rear of matrix Mini, and M
is adaptive changed according to the “∼” operation.

Mini =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

1
1 1

· · ·
1 1 · · · 1
1
1 1

· · ·
1 1 · · · 1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

∼

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

1 1
· · ·

1 1 · · · 1
1

· · ·
1 · · · 1

1
1 · · · 1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

= M (4)

There are several different calculation schemes of Bi,G in QUATRE algo-
rithm [18,19], and they are listed in Table 1. Xgbest,G denotes the global best indi-
vidual in the Gth generation of the ps individuals in ̂X, Xri,G, i ∈ {0, 1, 2, 3, 4}
denotes a randomly selected individual from the population. There are mainly
three selection scheme of Xri,G in DE structure [10], and they are “Random selec-
tion with restriction”, “Permutation selection”, and “Random offset selection”.
We employ a fourth selection, a new permutation scheme proposed in [20], in the
implementation of the QUATRE structure. The indices of Xri,G, i ∈ {0, 1, 2, 3, 4}
in the ̂Xi,G is generated by random permutation of ps.

Table 1. The six schemes of matrix B calculation in QUATRE algorithm.

No. QUATRE variants Equation

1 QUATRE/best/1 Bi,G = Xgbest,G + F · (Xr1,G − Xr2,G)

2 QUATRE/rand/1 Bi,G = Xr0,G + F · (Xr1,G − Xr2,G)

3 QUATRE/target/1 Bi,G = Xi,G + F · (Xr1,G − Xr2,G)

4 QUATRE/target − to − best/1 Bi,G = Xi,G + F · (Xgbest,G − Xi,G) + F · (Xr1,G − Xr2,G)

5 QUATRE/best/2 Bi,G = Xgbest,G + F · (Xr1,G − Xr2,G) + F · (Xr3,G − Xr4,G)

6 QUATRE/rand/2 Bi,G = Xr0,G + F · (Xr1,G − Xr2,G) + F · (Xr3,G − Xr4,G)

7 QUATRE/target/2 Bi,G = Xi,G + F · (Xr1,G − Xr2,G) + F · (Xr3,G − Xr4,G)

For the S-QUATRE algorithm, a sort strategy is employed to enhance
the performance of QUATRE algorithm. The ps individuals in the population
̂X = [X1,X2, ...,Xps]T are firstly sorted after initialization according to the fit-
ness values of the objective function (target function/benchmark function). Then
the individuals in the sorted sequence are divided into two parts, the first part
contains ps

2 (ps is supposed to be an even number.) individuals that obtained bet-
ter fitness values, and the second part contains the last ps

2 individuals obtained
worse fitness values. Figure 1 gives an illustration of sort strategy in S-QUATRE
algorithm. The better half individuals are reserved into next generation and the
worse half individuals need to evolve according to QUATRE algorithm. After
the evolution step, selection is made between the original worse individual and
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the corresponding evolved individuals. The winner individuals are also reserved
into next generation. The pseudo code of S-QUATRE algorithm is given in Algo-
rithm1.

Fig. 1. Illustration of sort scheme in S-QUATRE algorithm.

3 Experiment Analysis of S-QUATRE Algorithm

3.1 Test Environment Description

We employ some commonly used black-box test suite, including BBOB2009 [15]
and CEC2013 [16], to verify the proposed S-QUATRE algorithm. For a sto-
chastic optimization algorithm, there usually are two different measurement
criteria, one is fix-cost (evolution terminates when reaching fixed number of
function evaluation, and CEC2013 test suites suggest to use fix-cost measure-
ment), and the other is fix-target (evolution terminates when reaching a tar-
get value, BBOB2009 recommend this measurement). For the CEC2013 bench-
mark functions, 28 benchmark functions can be divided into 3 parts, uni-modal
functions (f1–f5), basic multi-modal functions (f6–f20) and composition func-
tions (f21–f28). All the functions are shifted to the same global best location,
O{o1, o2, ..., od}. For this test suites, 51 runs are conducted, and the best, mean
and standard deviation of these runs are selected and calculated for comparison.
For the COCO framework with BBOB2009 testbeds, 24 noiseless functions can
be divided into 5 parts, separable functions (f1–f5), functions with low or mod-
erate conditioning (f6–f9), functions with high condition (f10–f14), multi-modal
functions with adequate global structure (f15–f19), and multi-modal functions
with weak global structure (f20–f24). All functions are scalable to dimensions
with the search domain in each dimension set to [−5, 5], and most BBOB2009
functions have their global optimum in the range [−4, 4] of each dimension. All
the experiments are conducted on a PC with Intel(R) Core(TM)2 Duo CPU
T6670@ 2.2 Hz on RedHat Linux Enterprise Edition 5.5 Operating System, and
all the algorithms are implemented in Matlab 2011b Unix version.
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Algorithm 1. Pseudo code of S-QUATRE Algorithm
Initialization:

Initialize the searching space V , dimension D, and the benchmark function f(X).
Iteration:
1: while exeT ime < MaxIteration|!stopCriterion do
2: Generate evolution matrix M of S-QUATRE according to Eq. 4.
3: if exeT ime = 1 then
4: Initialize the individual matrix ̂X, and calculate fitness values of all individ-

uals.
5: end if
6: if exeT ime > 1 then
7: Sort individuals in the population and then label them into better and worse

groups.
8: Individuals evolution according to Eq. 1, and only the worse group individuals

in ̂X are evolved.
9: for all individuals in worse group do

10: if f(Xi,G) optimal than f(Xi,G+1) then
11: Xi,G+1 ← Xi,G.
12: Update fitness value of the individuals.
13: end if
14: end for
15: end if
16: find the global best individual and label it Xgbest,G.
17: end while
Output:

The global optima Xgbest,G, f(Xgbest,G).

3.2 Experiment Comparisons Between S-QUATRE and Other
Algorithms

In order to evaluate the performance of QUATRE algorithm and S-QUATRE
algorithm, contrast is made between these two algorithms first over CEC2013
test suite for real-parameter optimization. The parameter settings of the two
algorithms are ps = 100, FC = 0.7, nfe = ps×D×1000 (nfe denotes the number
of function evaluation). 51 runs are conducted to make statistical analysis and
the dimension is set to D = 10 for all these benchmark functions. The comparison
result is shown in Table 2. We can see from Table 2 that QUATRE algorithm can
find the global optima on function f1–f6, f9, and f11, S-QUATRE algorithm can
find the global optima on function f1–f6 and f9. For the best result of the total
51 runs, QUATRE algorithm can find two more results than S-QUATRE, but S-
QUATRE has a better average performance than QUATRE algorithm on these
testbeds. We also contrast the new S-QUATRE algorithm with several recently
proposed state-of-the-art algorithms including iwPSO [7], ccPSO [8], SLPSO [9],
canonical DE [1], ODE [17], and jDE [12]. The recommend parameter settings
of all these contrasted algorithms are listed in Table 3.
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Table 2. Comparison between QUATRE algorithm and the S-QUATRE algorithm
under CEC2013 test suite. Best value (minimum), mean and standard deviation of 51-
run fitness error comparisons of the two algorithms with the same number of function
evaluations. The best results of the comparisons are emphasized in BOLDFACE and
the tier results are highlighted in ITALIC fonts.

10D QUATRE algorithm S-QUATRE algorithm

Setting: FC = 0.7, ps = 100, nfe = ps × D × 1000 FC = 0.7, ps = 100, nfe = ps × D × 1000

No. Best Mean Std Best Mean Std

f1 0 0 0 0 0 0

f2 0 2.2291E−14 6.8285E−14 0 9.0949E−14 1.1428E−13

f3 0 4.5959E−03 1.7094E−02 0 6.1331E−09 2.7428E−08

f4 0 0 0 0 9.0949E−14 1.3602E−13

f5 0 0 0 0 0 0

f6 0 4.4064E+00 4.8315E+00 0 2.9437E+00 4.6134E+00

f7 2.6603E−11 7.0377E−01 2.1134E+00 1.2135E−05 3.3668E−01 1.3667E+00

f8 2.0227E+01 2.0457E+01 8.6529E−02 2.0128E+01 2.0448E+01 1.1127E−01

f9 0 2.0279E+00 1.4519E+00 0 1.7545E+00 1.3019E+00

f10 4.9170E−02 1.0887E−01 8.8611E−02 3.9502E−02 2.2177E−01 1.6925E−01

f11 0 3.1214E+00 1.8022E+00 9.9496E+00 3.0346E+00 1.5970E+00

f12 4.7202E+00 1.3973E+00 6.7581E+00 2.9849E+00 1.5729E+00 7.5676E+00

f13 9.9496E−01 1.9075E+01 8.6885E+00 9.5938E+00 1.8396E+01 8.4462E+00

f14 3.8531E+00 1.2560E+02 1.1706E+02 2.7075E+00 1.1560E+02 8.8505E+01

f15 2.9998E+02 1.0043E+03 3.2006E+02 5.9533E+02 1.2182E+03 2.0490E+02

f16 6.1354E−01 1.2167E+00 3.5948E−01 8.4330E−01 1.3312E+00 3.1680E−01

f17 3.9636E−01 8.7361E+00 4.3007E+00 7.3216E−01 1.0226E+01 3.7966E+00

f18 1.2956E+01 3.1576E+01 8.1329E+00 2.3460E+00 3.8516E+01 6.4190E+00

f19 2.8013E−01 5.9791E−01 1.3885E−01 5.0128E−01 6.9164E−01 1.7944E−01

f20 1.0848E+00 1.8075E+00 5.0166E−01 1.7177E+00 2.9443E+00 6.0567E−01

f21 1.0000E+02 3.7665E+02 7.37814E+01 2.0000E+02 3.6016E+02 8.2158E+01

f22 3.1368E+01 9.0642E+01 7.4036E+01 3.2767E+01 1.8733E+02 1.0161E+02

f23 1.5338E+02 9.8230E+02 3.1535E+02 4.6476E+02 1.1177E+03 3.2404E+02

f24 1.1186E+02 2.0435E+02 1.3891E+01 2.0000E+02 2.0383E+02 4.7791E+01

f25 2.0000E+02 2.0553E+02 5.2419E+00 1.1209E+02 1.9323E+02 3.1779E+01

f26 1.0398E+02 1.1269E+02 4.9148E+00 1.0602E+02 1.7974E+02 5.0107E+01

f27 3.0000E+02 3.2536E +02 8.9250E+01 3.0000E+02 3.4895E+02 8.7042E+01

f28 1.0000E+02 2.9608E+02 2.8006E+01 1.0000E+02 2.8000E+02 6.1559E+01

Win 10 12 8 14

Lose 8 14 10 12

Draw 10 2 10 2

The comparison results are shown in Fig. 2, the empirical cumulative distri-
bution functions of the expected running length 10D and 20D optimization over
these contrasted algorithms are figured and we can see that S-QUATRE has an
overall better performance than other algorithms.
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Table 3. Recommended parameter settings of all these contrasted algorithms.

Algorithms Parameters settings

iwPSO c1 = c2 = 2.0, iw = 0.5, vel = rnd

ccPSO c1 = c2 = 2.05, iw = 1,K = 0.7298, v = rnd

SLPSO M = 100, c3 = D/M ∗ 0.01

DE Cr = 0.1, F = 0.5

ODE Cr = 0.1, F = 0.5, Jr = 0.37

jDE Cr = 0.1, F l = 0.1, Fu = 0.9, T f = 0.1, T cr = 0.1

S-QUATRE FC = 0.7

(a) 10-D optimization (b) 20-D optimization

Fig. 2. Algorithm verification on COCO framework under BBOB2009 testbeds over
24 functions.

4 Conclusion

In this paper, we discussed a new QUATRE algorithm with sort strategy for
optimization problems. Sort strategy was incorporated into the former QUA-
TRE algorithm to improve the overall performance of it. The new algorithm
was verified on CEC2013 test suite for real-parameter optimization and COCO
framework under BBOB2009 benchmarks. Several state-of-the-art PSO and DE
variants were contrasted herein the paper. Conducted experiments show that
the proposed S-QUATRE algorithm had better performance than all the com-
pared ones. Moreover, the sort strategy enhanced the stability of the former
QUATRE algorithm and this made the overall performance improved on many
optimization benchmarks.
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Abstract. QUasi-Affine TRansformation Evolution (QUATRE) algo-
rithm is a new simple but powerful stochastic optimization algorithm
proposed recently. The QUATRE algorithm aims to tackle the repre-
sentational/positional bias inborn with DE algorithm and secures an
overall better performance on commonly used Conference of Evolution-
ary Computation (CEC) benchmark functions. Recently, several QUA-
TRE variants have been already proposed since its inception in 2016
and performed very well on many benchmark functions. In this paper,
we mainly have a brief overview of all these proposed QUATRE vari-
ants first and then make simple contrasts between these QUATRE vari-
ants and several state-of-the-art DE variants under CEC2013 test suites
for real-parameter single objective optimization benchmark functions.
Experiment results show that the movement trajectory of individuals
in the QUATRE structure is much more efficient than DE structure on
most of the tested benchmark functions.

Keywords: Benchmark function · Differential evolution · Global
optimization · QUATRE algorithm

1 Introduction

Recently, many heuristic and meta-heuristic optimization algorithms have been
proposed and asserted to be good ones with the inspiration of the nature since
1990s, and some may be far-fetched to serve as an inspiration of these algo-
rithm while some are excellent inspirations with which the associated algorithms
become excellent branches of evolutionary computation. A new good nature-
inspired algorithm, avoiding reinventing the wheels, usually conquers the weak-
nesses of an already existing algorithm/model and secures an overall better per-
formance on a large domain of benchmark functions or real-world optimization

c© Springer International Publishing AG 2018
P. Krömer et al. (eds.), Proceedings of the Fourth Euro-China Conference
on Intelligent Data Analysis and Applications, Advances in Intelligent Systems
and Computing 682, DOI 10.1007/978-3-319-68527-4 35
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applications. QUATRE algorithm [2,9–11] is such an algorithm which tackles
the representational/positional bias of Differential Evolution (DE) [5].

DE is a very popular and powerful optimization algorithm which was pro-
posed by Storn [1] in 1995. The original DE is developed from a former Genetic
Anneal algorithm, a hybrid algorithm combing Genetic Algorithm (GA) [3] and
Simulated Annealing (SA) [4]. DE tackles the weakness of GA on continuous
parameter optimization and achieves a big success. There are three arguments
in the general convention of DE, “DE/x/y/z”. x denotes the base vector which is
employed in mutation vector generation, y denotes the number of difference pairs
in the generation equation of mutation vector, z denotes the crossover scheme.
There are mainly two crossover schemes, one is “binomial crossover” (bin) and
the other is “exponential crossover” (exp). From DE literature [1,5,6] we know
that “bin” crossover performs better on continuous optimization problems rather
than combinatorial optimization problems, and “bin” crossover is also the default
crossover scheme in most of DE variants. An example is given in Eq. 1 to show
the mutation generation scheme in canonical DE, “DE/rand/1/bin”.

DE/rand/1/bin : Vi,G = Xr0,G + F ∗ (Xr1,G − Xr2,G) (1)

In Eq. 1, there are three vectors, Xr0,G, Xr1,G, Xr2,G, to be selected from the
individual population in order to calculate vector Vi,G. Usually, there are three
different selection categories, “random selection with/without restriction”, “per-
mutation selection” and “random offset selection”, the detailed information can
be found in [6,7]. The canonical DE employs random selection with restriction
to select Xr0,G, Xr1,G and Xr2,G. After the generation of donor/mutant vector,
the crossover operation is proceeding according to Fig. 1.

Fig. 1. Illustration of binomial crossover for an 8-D example.

The binomial crossover employed in Fig. 1 can be considered as an extension
from N -point crossover. Moreover, the exponential crossover can be considered
as a combination of 1-point and 2-point crossover [6]. Usually, the dependence
on parameters separation for the optimization performance is known as “repre-
sentational/positional bias”. The binomial/uniform crossover is considered to be
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able to eliminate this bias as all the D parameters are selected or not by inde-
pendent random trials. From a high dimensional perspective of view, it is not
true. The key point to eliminate “representational/positional bias” is equaliza-
tion the selection probability of all trial vectors, and form this view, there still are
representational bias in binomial crossover. That’ why we proposed QUATRE
structure to tack such bias for optimization problems.

The rest of the paper is organized as follows. In Sect. 2, we mainly have a
brief overview of several QUATRE variants proposed in literature. In Sect. 3,
all these QUATRE variants are verified under CEC2013 test suites for real-
parameter optimization. Moreover, several state-of-the-art DE variants are also
contrasted in this section. Finally, we give the conclusion in Sect. 4.

2 QUATRE Variants Mentioned in Literature

2.1 The Canonical QUATRE Algorithm

The canonical QUATRE algorithm is proposed by Meng [9] in 2016, individ-
uals in QUATRE structure evolve according to Eq. 2. ̂X denotes the indi-
vidual population matrix which consist of ps different individuals with the
location of ith individual to be the ith row vector of the matrix, ̂X =
[X1,G,X2,G, . . . , Xi,G, . . . , Xps,G]T . Xi,G = [xi,1, xi,2, . . . , xi,D] denotes the loca-
tion of the ith individual in the Gth generation, and the location of each indi-
vidual is a candidate solution of a specific D-dimension optimization problem.

̂X ← M
⊗

̂X + M
⊗

̂B (2)

M is the evolution matrix, which is in the same dimension as matrix ̂X, and
M is the associated evolution matrix of M . Every element in M is either 0 or 1,
and the corresponding element in M is either 1 or 0, the binary inverse value of
the element in M . ̂B = [B1,G, B2,G, . . . , Bps,G]T is the donor matrix, and Bi,G

can be calculated by Eq. 3. This calculation scheme of Bi,G is in correspondence
with “DE/1/rand/bin”.

⊗

denotes component-wise multiply operation, same as
“.*” in Matlab software.

Bi,G = Xr0,G + F · (Xr1,G − Xr2,G) (3)

Evolution matrix M is transformed from a piled lower triangular matrix
Mini. When ps = j · D + k, Mini is initialized by piling j D-dimensional lower
triangular matrices, and then the first k-rows of a lower triangular matrix is
added in the rear of the piled matrix. Equation 4 gives an example when ps
equals to j · D + 2. “∼” operation consists two consequent steps. The first step
is to randomly permute every parameter in each vector of Mini, and the second
step is to randomly permute the row vectors with all the D parameters in the
vectors unchanged.
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The main difference between the canonical QUATRE algorithm and DE algo-
rithm lies in the evolution matrix M . M in DE structure can be initialized
according to Eq. 5. Mini of DE algorithm in QUATRE structure can be written
in Eq. 6, and matrix One is a piled D-dimensional identity matrix, same piling
strategy as Eq. 4. “|” in Eq. 5 denotes the binary “OR” operation. The aim of
“∼” operation is to equalize the selection probability of s parameters (s is the
number of 1-elements in a row vector, s ∈ {1, 2, . . . ,D}) in a D-dimensional
donor vector generated from a population with ps individuals. The matrix Mini

initialization strategy as well as “∼” operation in QUATRE structure imple-
ments the equal selection probability that s parameters in the trial vector are
inherited form the donor vector, and a deeper analysis can be found in [7,8].
Paper [2] also gives an extension of six schemes for the calculation of Bi,G, and
these different Bi,G generation schemes usually perform different on different
optimization problems, which is similar to the DE variants.

M = Mini|One (5)

Mini =
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Oneini =
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2.2 Competitive QUATRE (C-QUATRE) Algorithm

A competitive QUATRE algorithm was proposed in [12] to enhance the over-
all performance of QUATRE algorithm by employing a pair-wise competition
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mechanism. We suppose the population size is an even number, and the whole
population is divided into two groups with the same group size, ps

2 (ps is the
population size). During the competition, each individual in the first group,
the winner group, is competed against an individual from the other group, the
loser group. All the individuals are competed once and the winner individuals are
reserved into next generation while the loser individuals need to evolve, generate
new offspring, and select the better into the next generation. Figure 2 illustrates
the pair-wise competition mechanism in C-QUATRE algorithm.

Fig. 2. Pairwise competition mechanism and individuals’ evolution in C-QUATRE
algorithm.

In the implementation of C-QUATRE algorithm, the ps individuals are dis-
tribution randomly into the search domain. Then the first half ps

2 individuals
are classified into the winner group while the left half ps

2 individuals into the
loser group. The ith individuals of the two groups are pair-wise competed and
the winner individual and loser individual are placed into the ith location of
winner and loser groups respectively. The individuals evolve according to the
former QUATRE algorithm, and only the loser group individuals evolve and
produce next generation individuals. Selection operation is consequently done
between the loser individuals and their offsprings. The winner group individuals
and the selected winner individuals merge into a new population, and then a
permutation of all the ps individuals is done to change the individuals’ sequence
in the population. Finally, a new evolution circle begins and the pseudo code of
C-QUATRE algorithm is given in Algorithm1.

2.3 QUATRE Algorithm with Sort Strategy (S-QUATRE)

A QUATRE algorithm with sort strategy was proposed in [13] to improve the
overall performance of the former QUATRE algorithm. The main idea is that
the whole population is sorted first after initialization, and then the population
is divided into the better and the worse groups. During the evolution, only
the individuals in the worse group evolve according the QUATRE evolution
equation with the better group individuals unchanged. Selection is consequently
made between the former worse individuals and evolved ones. Then the next
generation individuals is decided and a new circle of evolution begins. Figure 3
illustrate the evolution mechanism of S-QUATRE algorithm.
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Algorithm 1. Pseudo code of the C-QUATRE Algorithm
Initialization:

Initialize the searching space V , dimension D, and the benchmark function f(X).

Iteration:

1: while exeT ime < MaxIteration|!stopCriterion do

2: Generate evolution matrix Mini and then calculate M according to the example shown

in Eq. 4.

3: if exeT ime = 1 then

4: Initialize Mini and then calculate M by ∼ operation. Generate individual matrix ̂X

by random distribution, calculate the fitness values of each individual.

5: end if

6: if exeT ime > 1 then

7: Individuals are randomly divided into two groups.

8: Pairwise competition.

9: Evolution using Eq. 2, only loser individual coordinates in X are evolved.

10: for all loser individuals do

11: if f(Xi,G) is optimal than f(Xi,G+1) then

12: Xi,G+1 ← Xi,G.

13: Update fitness value of the individual.

14: end if

15: end for

16: end if

17: label the global best individual Xgbest,G.

18: end while

Output:

The global optima Xgbest,G, f(Xgbest,G).

Fig. 3. Illustration of sort scheme in S-QUATRE algorithm.

2.4 QUATRE with External Archive (QUATRE-EAR)

A new powerful QUATRE variant with external archive (QUATRE-EAR) is pro-
posed in [8]. The QUATRE-EAR algorithm presented a new mutation strategy
for the calculation of Bi,G. The new mutation strategy employed an external
archive to record inferior solution during the evolution process. The detailed
equation of the calculation of Bi,G is given in Eq. 8. Xp

best,G denotes randomly
selected top 100p% individuals from the population, and ̂Xr2,G denotes the
union of external archive restored inferior individuals and the current population
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individuals. A time stamp mechanism is also employed in the external archive,
and too old inferior solutions in the archive is discarded and this avoids the
misleading evolution direction of the population.

Bi,G = Xi,G + F · (Xp
best,G − Xi,G) + F · (Xr1,G − ̂Xr2,G)

B = [B1,G, B2,G, . . . , Bi,G, . . . , Bps,G]T , i ∈ {1, 2, . . . , ps]
(8)

Moreover, an self-adaptive initialization of evolution matrix Mini in each gen-
eration is advanced and a new adaptive scheme of control parameter F is also
presented in the QUATRE-EAR algorithm to implement a better choice of the
control parameter during the evolution process. The initialization scheme of
Mini in each generation is changed according to Eq. 9, and the adaptive scheme
of control parameter F is changed according to Eq. 10.
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wFi
=

Δfi
∑

Fi∈SF
Δfi

μF =

∑

Fi∈SF
wFi

· F 2
i

∑

Fi∈SF
wFi

· Fi

(10)

Δfi = f(Ui,G) − f(Xi,G) (11)

3 Benchmark Functions and Experiment Analysis

We verify the QUATRE variants [2,9–13,17,18] on CEC2013 test suites for single
objective real-parameter optimization with fixed cost criterion. There are 28
benchmark functions in this test suites, and they can be divided into 3 parts, uni-
modal functions (f1–f5), basic multi-modal functions (f6–f20) and composition
functions (f21–f28). All the functions are shifted to the same global best location,
O{o1, o2, . . . , od}. For this test suites, 51 runs are conducted, and the best, mean
and standard deviation of these runs are selected and calculated for comparison.
A total 10000×D number of function evaluations is used as the maximum fixed
cost for each run. All the experiments are conducted on a PC with Intel(R)
Core(TM)2 Duo CPU T6670@ 2.2 Hz on RedHat Linux Enterprise Edition 5.5
Operating System, and all the algorithms are implemented in Matlab 2011b Unix
version. Several state-of-the-art DE variants are also contrasted here with our
proposed QUATRE variants, these DE variants are DE [5], jDE [14], JADE [15],
SHADE [16].

The parameter setting of all these algorithms are listed in Table 1. In con-
sideration of page limitation, and the optimization accuracy of QUATRE, C-
QUATRE, S-QUATRE, and QUATRE-EAR have been already presented in the



QUATRE Algorithm: An Overview 331

associated papers, we do not present the best, average, and standard deviation of
51 runs here. We only figure the convergence curve to illustrate the convergence
speed of these contrasted algorithms on several randomly selected benchmark
functions, f3, f8, f14, f26. The convergence speed comparison is given in Fig. 4,
and we can see that QUATRE structure have and overall better performance
than DE structure and QUATRE-EAR algorithm is much more competitive than
the contrasted state-of-the-art algorithms.

Table 1. Recommended Parameter settings of all these contrasted algorithms.

Algorithms Parameters initial settings

DE/best/1 F = 0.5, Cr = 0.1

DE/best/1 F = 0.5, Cr = 0.9

jDE F = 0.5, Cr = 0.9, τF = τCr = 0.1, Fl = 0.1, Fu = 0.9

SHADE μF = 0.5, F ∼ C(μF , 0.1), μCr = 0.5, Cr ∼ N(μCr, 0.1), p = 0.2, H = 100

QUATRE F = 0.7

CQUATRE F = 0.7

SQUATRE F = 0.7

QUATRE-EAR μF = 0.5, Fi ∼ C(μF , 0.2), μCr = 0.5, Cr ∼ N(μCr, 0.1), c = 0.8, p = 0.1, a = 1.7, T0 = 70

(a) Benchmark function f3 (b) Benchmark function f8

(c) Benchmark function f14 (d) Benchmark function f26

Fig. 4. Median values of the 51 runs for each algorithm is selected to analysis the
convergence speed on a certain benchmark function. Four benchmark functions are
randomly selected from the total 28 functions and the 3 groups, and they are f3, f8,
f14 and f26, and convergence speed of these algorithms are contrasted on the four
functions.
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4 Conclusion

In this paper, we had a brief overview of several recently proposed QUATRE
variants. All these variants are verified on CEC2013 test suite for real-parameter
single objective optimization benchmarks. Several state-of-the-art DE variants
are also contrasted with these QUATRE variants in the paper. The QUATRE
structure, from the experiment results, had an overall better performance on
these benchmark functions and QUATRE-EAR algorithm secured the best per-
formance in all these comparisons.

Acknowledgement. This work is partially funded by Shenzhen Innovation and
Entrepreneurship Project (GRCK20160826105935160) and National Natural Science
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Abstract. Ontology is regarded as an effective solution to data hetero-
geneity on the semantic web. However, different ontology engineers might
use different ways to define the concept, which causes the ontology het-
erogeneity problem and raises the heterogeneous problem to a higher
level. Ontology matching technology, which is able to identify the same
concepts in two heterogeneous ontologies, is recognized as a ground solu-
tion to tackle the ontology heterogeneity problem. Since different ontol-
ogy matchers do not necessarily find the same correct correspondences,
usually several competing matchers are applied to the same pair of enti-
ties in order to increase evidence towards a potential match or mismatch.
How to select, combine and tune various ontology matchers to obtain the
high quality ontology alignment becomes a crucial challenges in ontology
matching domain. Recently, swarm intelligent algorithms are appearing
as a suitable methodology to face this challenge, but the slow convergence
and premature convergence are two main shortcomings that makes them
incapable of effectively searching the optimal solution for large scale and
complex ontology matching problems. To improve the ontology align-
ment’s quality, our work investigates a new emergent class of swarm
intelligent algorithm, named Central Force Optimization (CFO) algo-
rithm. To balance CFO’s exploration and exploitation, we proposes a
Hybrid CFO (HCFO) by introducing the local search strategy into CFO’s
evolving process, and utilize HCFO to automatically select, combine and
tune various ontology matchers to optimize the ontology alignment. The
experimental results show that our approach can significantly improve
the ontology alignment’s quality of existing swarm intelligent algorithm
based ontology matching technologies.
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1 Introduction

Ontology is regarded as an effective solution to data heterogeneity on the seman-
tic web. However, different ontology engineers might use different ways to define
the concept, which causes the ontology heterogeneity problem and raises the het-
erogeneous problem to a higher level. Ontology matching technology, which is
able to identify the same concepts in two heterogeneous ontologies, is recognized
as a ground solution to tackle the ontology heterogeneity problem. Since differ-
ent ontology matchers do not necessarily find the same correct correspondences,
usually several competing matchers are applied to the same pair of entities in
order to increase evidence towards a potential match or mismatch [11]. How to
select, combine and tune various ontology matchers to obtain the high quality
ontology alignment becomes a crucial challenges in ontology matching domain
[13]. Recently, swarm intelligent algorithms are appearing as a suitable method-
ology to face this challenge. GOAL [8] is the first ontology matching system that
utilizes Evolutionary Algorithm (EA) to determine the weight configuration for
a weighted average aggregation of several matchers by considering a reference
alignment. GAOM [15] also utilizes EA, where each chromosome represents an
alignment of two ontologies and is evaluated by a fitness function. To improve
the performance of EA based ontology matching technology, Acampora et al. [1]
employ a Memetic Algorithm (MA), which introduces the local search strategy
into EA’s evolving process, to solve the alignment problem. MapPSO [2] exploits
a Particle Swarm Optimization (PSO) algorithm to directly determine the opti-
mal ontology alignment. In particular, it uses an evaluation method based on
multiple objectives following a priori approach for the ontology matching prob-
lem, i.e. aggregating all the objectives through a given weighted function.

However, the slow convergence and premature convergence are two main
shortcomings of the swarm intelligent algorithms, which makes them incapable
of effectively searching the optimal solution for large scale and complex ontology
matching problems. To improve the ontology alignment’s quality, our work inves-
tigates an emergent class of swarm intelligent algorithm, named Central Force
Optimization (CFO) algorithm, to solve the problem of ontology matching. Par-
ticularly, CFO is a population-based self-adaptive search optimization algorithm
that was proposed by Formato [4] in 2007. CFO demonstrates and leverages two
characteristics that make it unique when compared to other methodologies, i.e.
a basis in Newton’s law of gravity and a deterministic nature. Classic CFO has a
very strong exploration ability, but, the numerical experiments show that stag-
nation is a drawback with CFO, i.e. CFO often stops proceeding towards the
global optima even though the population has not converged to local optima or
any other point [3]. To balance CFO’s exploration and exploitation, we proposes
a Hybrid CFO (HCFO) by introducing the local search strategy into CFO’s
evolving process, and utilize HCFO to automatically select, combine and tune
various ontology matchers to optimize the ontology alignment.

The rest of the paper is organized as follows: Sect. 2 describes the ontol-
ogy matching problem; Sect. 3 presents the HCFO based ontology matching
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technology; Sect. 4 presents the experimental studies and analysis; finally, Sect. 5
draws the conclusions.

2 Ontology Matching Problem

In this work, an ontology is defined as three-tuple (C,P, I) [17], where C,P, I are
respectively referred to the set of classes, properties and instances. In addition,
an ontology alignment A between two ontologies is a correspondence set and
each correspondence inside is a 3-tuples (e, e′,=, confidence), where e and e′

are respectively the entities of two ontology, the relation of the correspondence
is the equivalence (=), and confidence is the trust extent of the equivalence
holds between e and e′.

In this work, supposing in the golden alignment, one entity in source ontology
is matched with only one entity in target ontology and vice versa, the optimal
model of ontology matching problem is defined as follows:

⎧
⎪⎪⎨

⎪⎪⎩

max f(X)
s.t. X = (x1, x2, · · · , xn)T

∑n
i=1 xi = 1

xi ∈ [0, 1], i = 1, 2, · · · , n

(1)

where n is the number of ontology matchers, xi, i = 1, 2, · · · , n is the i-th ontol-
ogy matcher’s aggregating weight, and function f() evaluates the quality of final
alignment which is determined by X. In particular, function f() is defined as
follows:

f(X) =
1
2

× (
|CO1−Match| + |CO2−Match|

|CO2 | + |CO2 |
+

|CO1−Match| + |CO2−Match|
2 · |CorrO1−O2 |

) (2)

where:

– O1 and O2 are two ontologies to be matched, respectively;
– CO1−Match and CO2−Match are the set of matched entities of ontologies O1

and O2 respectively;
– CO1 and CO2 are the set of all entities of ontologies O1 and O2 respectively;
– CorrO1−O2 is the set of correspondences in a resulting alignment from ontol-

ogy O1 to ontology O2.

3 Hybrid Central Force Optimization Algorithm Based
Ontology Matching

CFO is a heuristic swarm intelligent global optimization algorithm, which sim-
ulate body surrounds the track which the heavenly body with Newton’s grav-
ity law. Particularly, Newton’s universal law of gravitation describes the grav-
itational attraction of two masses m1 and m2. The magnitude of the force of
attraction is as follows:
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F = γ
m1m2

r2
(3)

where r is the distance between m1 and m2, coefficient γ is the “gravitational
constant”. Because the force acts along the line connecting the masses’ centers,
gravity is a central force. Each mass is accelerated towards the other, and the
vector acceleration experienced by mass m1 due to mass m2 is determined by
the following formula:

a = −γ
m2r̂

r2
(4)

where r̂ is a unit vector, which points towards mass m1 from mass m2 along the
line joining the two masses. The position vector of a particle subject to constant
acceleration during the interval t to t + Δt is given by the following formula:

R(t + Δt) = R0 + V0Δt +
1
2
aΔt2 (5)

The mass’s position at time t + Δt is R(t + Δt), where R0 and V0 are the
position and velocity vectors at time t, respectively.

On this basis, in the Nd dimensional search space with Np probes xp =
(xp

1, x
p
2, · · · , xp

Nd
), p = 1, 2, · · · , Np, and in generation t, xp moves according to

the following formulas:

xp
t+1 = xp

t + Vp
t Δt +

1
2
Ap

t (Δt)2 (6)

Ap = G

Np∑

k=1,pk≥p

U(fk
t−1 − fp

t−1)(f
k
t−1 − fp

t−1)
α(xk

t−1 −xp
t−1)‖xk

t−1 −xp
t−1‖−β (7)

Vp
t−1 =

xp
t−1 − xp

t−2

Δt
(8)

where xp
t , A

p
t and Vp

t respectively represent xp’s position vector, acceleration
vector and velocity vector in generation t, fp

t is xp’s objective function value,

U represents a piece-wise function U(z) =
{

1, z ≥ 0
0, otherwise , and G, α and β are

three parameters for determining the gravitational acceleration with mass and
distance. As the CFO algorithm progresses, it is possible that some probes will
“fly” to points outside the defined decision space. In order to avoid searching in
unallowable regions, the probe should be returned to the decision space when
this happens, and the details of this procedure please see also [4].

In this paper, in order to better tradeoff the exploitation and exploration and
improve CFO’s performance, we propose to introduce the local search strategy
into CFO, i.e. Hybrid CFO. HCFO may be considered as a synergy between
population-based approaches and separate local improvement methods. The
main advantage of HCFO is that the space of the possible solutions is reduced
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to the subspace of local optima, which ensure HCFO not only converges to high-
quality solutions, but also searches vast solution spaces more efficiently than
conventional CFO. These characteristics make HCFO apparently suitable to be
applied to a complex process such as ontology matching. The basic steps of CFO
are as follows: (1) compute initial probe positions, the corresponding fitnesses,
and assign initial accelerations; (2) successively compute each probe’s new posi-
tion based on previously computed accelerations; (3) verify that each probe is
located inside the decision space, making corrections as required; (4) update the
fitness at each new probe position and update the elite solution; (5) when elite
solution keeps unchanged for ε generations, execute the local search process; (6)
compute accelerations for the next time step based on the new positions; and
(7) loop over all time steps.

3.1 Chromosome Encoding Mechanism

In this work, we use the binary encoding where the parameter set is encoded
in a solution. Since the weighted average approach is used to combine vari-
ous similarity measures where the sum of the weights is equal to 1, our encod-
ing mechanism indirectly represents them through the numbers in the inter-
val [0,1]. Assuming that n is the number of weights required, the number set
can be represented as {c1, c2, . . . , cn}, and the chromosome decoding is carried
out by dividing the numbers with their sum, then we get the parameter set
{ c1∑n

i=1 ci
, c2∑n

i=1 ci
, . . . , cn∑n

i=1 ci
}.

3.2 Fitness Function and Elitism

In this work, fitness function is the objective function that evaluate the quality
of the alignment obtained, see also Eq. (2). In addition, we regard the individual
with the highest fitness value as the elite solution of current generation. When
the algorithm terminates, the elite will be returned as the output.

Local Search Process. In general, the local search strategies perform iterative
search for optimum solution in the neighborhood of a candidate. In order to trade
off between the local search and the global search, the local search process in
our work is designed as follows:

– the local search is applied when elite solution keeps unchanged for ε genera-
tions;

– the local search is executed after computing each probe’s new position;
– the local search is applied to the elite solution;
– the local search method adopted in this paper is the hill climbing algorithm.

In particular, the hill climbing algorithm is a local search iterative method.
During iterations, the algorithm attempts to find a better solution by randomly
permutating the current one’s position. If the permutation improves the current
solution, then the new solution becomes the current one. The search is repeated
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until no further improvements can be found or after a maximum number of
iterations. After the local search, we try to update the elite by comparing the
best individual obtained in local search with the original elite.

4 Experimental Studies and Analysis

4.1 Testing Cases and Experimental Configuration

In the experiment, we utilize the bibliographic track of OAEI 20161 to test our
approach’s performance. Table 1 shows a brief description on the benchmark of
OAEI 2016.

Table 1. Brief description on benchmark. 1XX, 2XX and 3XX stands for the test case
whose ID beginning with the prefix digit 1, 2 and 3, respectively

ID Description

1XX The ontologies under alignment are the same
or the first one is the OWL Lite restriction of the second one

2XX The ontologies under alignment have different lexical, linguistic or structure features

3XX The ontologies under alignment are real world cases

In general, the basic ontology matcher used in these matching systems can be
divided into four broad categories [16]: (1) syntactic-based matcher [14], which
computes a string distance or edit distance between the ontology entities; (2)
linguistic-based matcher [10], which calculates the similarity between ontology
entities by considering linguistic relations such as synonymy, hypernym, and so
on; (3) structure-based matcher [9], which utilizes the specialization relation,
e.g. the subsumption relation, in ontologies to calculate the similarity between
ontology entities; (4) instance-based matcher [16], which exploits the similar-
ity between classified instances to discover the correspondences between the
concepts in ontologies. Therefore, in our work, we utilize the above four basic
similarity matchers.

HCFO use the control parameters, which represent a trade-off setting
obtained in empirical way to achieve the highest average alignment quality on
all test cases:

– Numerical accuracy = 0.01;
– Population size Np = 200;
– G = 3;
– α = 2;
– β = 2;
– Δt = 1;
– Elite solution keeps unchanged threshold ε = 30;
– Local Search intensity = 20 iterations;
– Maximum generation = 3000.

1 http://oaei.ontologymatching.org/2016/benchmarks/index.html.

http://oaei.ontologymatching.org/2016/benchmarks/index.html
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4.2 Results and Analysis

All the experimental results in the tables are the average values over ten inde-
pendent runs. Specifically, Tables 2 and 3 show the statistical comparison among
three EA based ontology matching approaches and our approach. we carry out
the statistical comparison on the alignment’s quality in terms of f-measure among
EA based [8], MA based [1], PSO based [2] ontology matching approaches and
our approach. The statistical comparison is formally carried out by means of a
multiple comparison procedure which consists of two steps: in the first one, a
statistical technique, i.e. the Friedman’s test [5], is used to determine whether
the results provided by various approaches present any difference; in the second

Table 2. Friedman’s test on ontology alignment’s quality. Each value represents the
f-measure, and the number in round parentheses is the corresponding computed rank.

ID EA MA PSO Our approach

101 1.00 (2.5) 1.00 (2.5) 1.00 (2.5) 1.00 (2.5)

103 0.99 (4) 1.00 (2) 1.00 (2) 1.00 (2)

104 0.99 (4) 1.00 (2) 1.00 (2) 1.00 (2)

201 0.50 (3) 0.62 (2) 0.42 (4) 0.72 (1)

202 0.35 (4) 0.41 (3) 0.42 (2) 0.64 (1)

203 0.97 (3) 0.96 (4) 1.00 (1.5) 1.00 (1.5)

204 0.94 (4) 0.97 (3) 0.98 (1.5) 0.98 (1.5)

205 0.83 (1.5) 0.79 (3) 0.73 (4) 0.83 (1.5)

206 0.84 (4) 0.88 (2) 0.85 (3) 0.92 (1)

221 0.99 (3.5) 0.99 (3.5) 1.00 (1.5) 1.00 (1.5)

222 0.99 (2.5) 0.99 (2.5) 0.99 (2.5) 0.99 (2.5)

223 0.99 (2.5) 0.99 (2.5) 0.99 (2.5) 0.99 (2.5)

224 1.00 (2.5) 1.00 (2.5) 1.00 (2.5) 1.00 (2.5)

225 0.99 (4) 1.00 (2) 1.00 (2) 1.00 (2)

228 0.99 (2.5) 0.99 (2.5) 0.99 (2.5) 0.99 (2.5)

230 0.93 (3.5) 0.93 (3.5) 0.98 (2) 1.00 (1)

231 0.99 (3) 0.99 (3) 0.99 (3) 1.00 (1)

232 1.00 (2.5) 1.00 (2.5) 1.00 (2.5) 1.00 (2.5)

233 1.00 (2.5) 1.00 (2.5) 1.00 (2.5) 1.00 (2.5)

234 1.00 (2.5) 1.00 (2.5) 1.00 (2.5) 1.00 (2.5)

248 0.66 (3) 0.69 (2) 0.64 (4) 0.77 (1)

249 0.37 (4) 0.41 (3) 0.46 (2) 0.54 (1)

250 0.51 (2) 0.51 (2) 0.40 (4) 0.51 (2)

301 0.70 (2.5) 0.70 (2.5) 0.64 (4) 0.85 (1)

302 0.61 (3) 0.63 (2) 0.04 (4) 0.72 (1)

303 0.58 (4) 0.72 (2) 0.65 (3) 0.84 (1)

304 0.83 (3) 0.87 (2) 0.72 (4) 0.94 (1)

Average 0.83 (3.07) 0.85 (2.53) 0.81 (2.72) 0.89 (1.66)
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one, which method is outperformed is determined by carrying out a post-hoc
test, i.e. Holm’s test [7], only if in the first step an difference is found.

Friedmans test is a non-parametric statistical procedure which aims at detect-
ing if a significant difference among the behavior of two or more algorithms exists.
In particular, under the null-hypothesis, it states that all algorithms are equiv-
alent, hence, a rejection of this hypothesis implies the existence of differences
among the performance of all studied algorithms [6]. In order to reject the null
hypothesis, the computed value X 2

r must be equal to or greater than the tabled
critical chisquare value at the specified level of significance [12]. In our experi-
mentation, a level of significance α = 0.05 is chosen. Since in our case we are
comparing four approaches, our analysis has to consider the critical value X 2

0.05

for three degrees of freedom that is equal to 7.815. As can be seen from Table 2,
in the Friedman’s test, the computed X 2

r = 15.87 > 7.815, the null hypothe-
sis is rejected and it is possible to assess that there is a significant difference
between these proposals. According to this result, a post-hoc statistical analysis
is needed to conduct pairwise comparisons in order to detect concrete differences
among compared algorithms. Holm’s procedure is a multiple comparison proce-
dure that works by setting a control algorithm and comparing it with the remain-
ing ones. Normally, the algorithm which obtains the lowest value of ranking in the
Friedmans test is chosen as control algorithm. In our experimentation, as shown
in Table 3, our proposal is characterized by the lowest value of ranking.

Table 3. Holm’s test on ontology alignment’s quality.

i Approach z value Unadjusted p−value α
k−i

, α = 0.05

3 MA 2.53 0.0132 0.05

2 PSO 2.72 0.0025 0.02

1 EA 3.07 5.996 × e−5 0.01

Holm’s test works on a family of hypotheses where each one is related to
a comparison between the control algorithm and one of the remaining algo-
rithms. In details, the test statistic for comparing the ith and jth algorithms
named z value is used for finding the corresponding probability from the table
of the normal distribution (the so-called p-value), which is then compared with
an appropriate level of significance α. In our experimentation α = 0.05 and the
results of Holm’s test are shown in Table 3. As can be seen from Table 3, our app-
roach statistically outperforms other swarm intelligent algorithm based ontology
matching approaches on the alignment’s quality at 0.05 significance level.

5 Conclusion

One of the main challenges in ontology matching domain is how to select, com-
bine and tune different ontology matchers to obtain the high quality ontol-
ogy alignment, and swarm intelligent algorithms are appearing as a suitable
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methodology to face this challenge. To improve the performance of swarm intel-
ligent algorithm based ontology matching technology, in this paper, we propose a
HCFO based ontology matching technology to solve the ontology matching prob-
lem. The experimental results show that our approach can significantly improve
the ontology alignment’s quality of existing swarm intelligent algorithm based
ontology matching technologies.
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Abstract. 0-1 knapsack problems (KPs) is a typical NP-hard prob-
lem in combinatorial optimization problem. For the sake of efficiency,
it becomes increasingly popular for researchers to apply heuristic tech-
niques to solve the 0-1 KPs. Due to its simplicity and convergence speed,
an increasing number of techniques based on binary particle swarm opti-
mization (BPSO) has been presented. However, BPSO-based techniques
suffered from a major shortcoming which is the premature convergence of
a swam. To address the problem, this paper proposed a hybrid BPSO-GA
algorithm which combines the strengths of BPSO and genetic algorithm
(GA). Experimental results show that our proposal is able to find more
optimal solutions than BPSO-based algorithm.

Keywords: Knapsack problems · Binary particle swarm optimization
(BPSO) · Genetic algorithm · Hybrid algorithm

1 Introduction

Knapsack Problems (KPs) has been extensively studied and widely used in finan-
cial and industrial areas, such as investment decision [1], energy minimization [2],
resources allocation [3], CPU and GPU implementations [4], and others [5]. As
the most common KPs, the objective of 0-1 Knapsack Problem is to choose a
subset of the items such that their total profit is maximized, while the total
weight does not exceed a given capacity.

Although a large number of algorithms have been presented to solve the 0-1
KPs, there are always some new and more difficult 0-1 KPs emergent appears in

c© Springer International Publishing AG 2018
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the real world [6]. Therefore, it is necessary to do more in-depth research on 0-1
KPs. Since 0-1 KPs has been proven to be a typical NP-hard problem in combi-
natorial optimization problem, there are a lot of solving algorithms of 0-1 KPs
which can be divided into three categories [6]: exact algorithms, meta-heuristic
algorithms, and heuristic algorithms. Although they are able to produce the opti-
mal solutions in solving small-scale problems, exact algorithms perform poorly
when comes to actual large-scale problems. Though both meta-heuristics algo-
rithm and heuristics algorithms can solve 0-1 KPs effectively, meta-heuristics
algorithms have to undergo the complex iteration process and set different num-
ber of populations for each instance, which will undoubtedly increase the dif-
ficulty and complexity of solving 0-1 KPs. Therefore, it becomes increasingly
popular for researchers to apply heuristic techniques to solve the 0-1 KPs.

Due to its simplicity and convergence speed, an creasing number of tech-
niques based on particle swarm optimization (PSO) has been presented, and
a recent study [7] suggests that PSO has become the most prevalent swarm
intelligence algorithm. In previous research [8], we have proposed a binary parti-
cle swarm optimization (BPSO) algorithm with a new increasing inertia weight
scheme to solve 0-1 KPs. However, the proposed technique still suffered from
a major shortcoming which is the premature convergence of a swam. The key
reason behind this shortcoming is that particles try to converge to a single point,
whereas the point probably just located on a line between the global best and
the personal best position, and it is not guaranteed for a local optimum [9]. In
order to improve the whole performance, the idea of crossover and mutation from
genetic algorithm (GA) is introduced, and then a hybrid BPSO-GA algorithm
is proposed which combines the strengths of BPSO and GA.

The remainder of the paper is organized as follows. Section 2 introduces the
background, including 0-1 Knapsack Problems, genetic algorithm, and binary
particle swarm optimization. Section 3 presents the details of the proposed hybrid
BPSO-GA algorithm. Section 4 carries out the experiment study on the 0-1 KPs.
and Finally, Sect. 5 provides the conclusions.

2 Background

2.1 0-1 Knapsack Problems

0-1 Knapsack Problems is a typical NP-hard problem, it can be defined as follows:
Given a knapsack that holds a fixed capacity C, and a set of n items, where each
item having a positive profit pi and a positive weight wi. The global of 0-1 KPs
is to pick a subset of the items such that their total profit is maximized, while
the total weight of the item does not exceed C. The problem may be formulated
so as to maximize the total profit f(x) as follows:{

Maximize f(x) =
∑n

i=1 pixi

s.t.
∑n

i=1 wixi ≤ C
(1)
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where f(x) means the objective function value and xi ∈ (0, 1). If xi is 1, item i
is packed into knapsack; xi = 0, otherwise. Thus, the goal of 0-1 KP is to find a
subset of X = (x1, x2, ..., xn) ∈ {0, 1}n which maximizes f(x).

2.2 Genetic Algorithm

Genetic algorithm is inspired by biological evolution process, and its basic view
is based on survival of the fittest in natural selection. It was first introduced by
Holland [10] and have been widely applied unexpectedly successful in optimiza-
tion problems, especially in the binary domain [11]. In GA, the problem solu-
tions are expressed as a group of chromosomes. Each chromosome in a binary
GA includes several genes with binary values which determine the attributes for
each individual, and a fitness function is responsible for evaluating each individ-
ual. Then various genetic operations like selection, crossover and mutation are
applied on this set of solution. This process continues iteratively until optimized
result or maximum number of generations have been reached.

2.3 Binary Particle Swarm Optimization

Swarm intelligence algorithm is a kind of heuristic search algorithm which
enlightened by swarm intelligent behaviors in the nature. Swarm intelligence
algorithm has been an active research in artificial intelligence (AI), typically
in the form of particle swam optimization (PSO) which has become the most
prevalent swarm intelligence algorithm [7]. Among a number of discrete PSO
variants, the binary PSO (BPSO) is probably the most well known algorithm.

The critical difference between BPSO and PSO is that the position of a
particle in BPSO is updated by switching each bit value between 0 and 1 based
on the velocity of that bit. Specifically, for the dth bit of the ith particle, the
velocity vid is transformed to a probability s(vid) of taking the value of a 1 which
is determined by the sigmoid transfer function as following:

s(vid) =
1

1 + e−vid
(2)

Based on s(vid), the bit value of xid is updated as

xid =

{
1, if rand() ≤ s(vid)
0, otherwise

(3)

where rand() randomly samples a value from the uniform distribution within the
interval of [0,1]. In other words, xid takes 1 with a probability of s(vid).

During the search process of BPSO, vid is updated according to the following
rule:

vid = wvid + c1r1d(pid − xid) + c2r2d(gd − xid) (4)

where 0 ≤ w ≤ 1 is the inertia weight, pid stands for the dth bit of the personal
best position (pbest) of the ith particle. gd denotes the dth bit of the global best
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position (gbest). c1 ≥ 0 and c2 ≥ 0 are the acceleration coefficients. r1d and r2d
are random variables which follow the uniform distribution between 0 and 1.

3 Methodology

In this section, a hybrid BPSO-GA algorithm is described in Algorithm 1, where
xi = (xi1, xi2, ..., xin)(n is the dimension) and pi = (pi1, pi2, ..., pin) stand for
the current position and personal best position of the ith particle, respectively,
g = (g1, g2, ..., gn) is the global best position. Specifically, the fitness function
used in this paper is defined as

f(x) =
n∑

i=1

pixi + β ·
n∑

i=1

m∑
j=1

min(Cj − rijxi, 0) (5)

where β is the penalty coefficient to control the trade-off between the objective
value and the violation to the constraints. In our experimental study, β is simply
set to 10100, which is a sufficiently large number to eliminate the infeasible
solutions.

In hybrid BPSO-GA algorithm, multiple solutions are generated randomly as
an initial population, a set of velocities are generated randomly used to update
population, and then objective function values are evaluated for each solution.
After the evaluation, the population is evolved by a two-steps operation, i.e.,
PSO operation and GA operation.

First, each particle is represented as a bit string. Each bit is updated by
(2)–(4). To simplify analysis, we adopt the stagnation assumption as we had done
in our previous work [6], which is commonly used for analyzing PSO. In prac-
tice, problem-dependent velocity clamping techniques are often used to prevent
too large velocities. In our algorithm, after been updated by (4), the velocity vid is
bounded by a threshold v̂ as

vid =

{
v̂, if vid ≥ v̂

−v̂, if vid ≤ −v̂
(6)

Furthermore, our previous research findings [6] suggested that in the binary
case, a smaller inertia weight enhances the exploration capability while a
larger inertia weight encourages exploitation. Therefore, our proposed BPSO-
GA hybrid algorithm adopt an adaptive inertia weighted scheme for BPSO. This
scheme allows the search process to start first with exploration and gradually
move towards exploitation by linearly increasing the inertia weight is proposed as

w =

⎧⎨
⎩w̄ − π · (w̄ − w)

p · π̄
, if π ≤ p · π̄

w, if p · π̄ ≤ π ≤ π̄
(7)

where π and π̄ stand for the number of iterations elapsed so far and the maximal
number of iterations, w̄ and w are the predefined upper and lower bounds of the
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inertia weight, and p is the fraction of iterations for changing w, which is set to
0.9 in our experimental study.

After the position and velocity of each particle were updated, our algorithm
take all of the particles as chromosomes and evaluate theirs fitness values again
for subsequent GA operations. In GA of the presented hybrid algorithm, each
operation is selected to enhance the diversity of solutions. In order to identify,
inherit and protect good common genes shared by chromosomes, a crossover
operator is applied to help our algorithm to converge to optima. We check if the
crossover could be applied according to the crossover probability pc, and if it is,
two new children are then generated from their parents. In order to reduce the
bias associated with the length of the binary representation, an uniform crossover
operator is applied. Firstly, a binary mask is constructed randomly, and then the
children inherits the allele from their parents according to the value of the mask.
For example, the first child inherits the allele from the first parent when the
value of locus in mark equal to 1, and from the second parent when the value of
locus in mark equal to 0.

After that, a mutator operator is carried out to prevents irreversible loss
of certain patterns by introducing small random changes into chromosomes.
Mutation operator assures diversity in the population and prevents premature
convergence. In our experiment study, we check each bit in the individual if the
mutation could be applied according to the mutation probability and if it is,
the value of that bit is then flipped. Finally, the pbest and gbest were updated
according to the offspring’s fitness value.

4 Experimental Study

In this section, the proposed hybrid BPSO-GA algorithm is compared with stan-
dard BPSO algorithm on the 0-1 knapsack problems. For the sake of convenience,
the proposed BPSO-GA algorithm and standard BPSO algorithm are denoted
as “BPSO-GA” and “BPSO”, respectively. In our experiments, the data set
is obtained from an academic webpage of Michigan Technological University1,
which contains 25 randomly generated instances.

The parameter settings in the experiments in detail is described in Table 1.
It should be noted that, with respect to the values of the above parameters, such
as number of particles and max iteration, they should be higher if the scale of
the data set is large, and the data scale in our experimental study is medium.

In our experimental study, we compared the results which produced by the
BPSO-GA and BPSO strategies. For each test instance and each compared algo-
rithm, 20 independent runs were conducted, and the average and standard devi-
ation of the 20 corresponding results were calculated. The column BK gives the
best known profit for each instance, which is the maximal profit obtained by all
the tested algorithms. If an algorithm is able to consistently achieved the opti-
mal value, the corresponding entry in Table 2 is marked with *. In addition, if

1 http://www.math.mtu.edu/kreher/cages/Data.html.

http://www.math.mtu.edu/kreher/cages/Data.html
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Algorithm 1. Framework of hybrid BPSO-GA algorithm
Input: set of n items, where item i owns profit pi and weight wi and a knapsack that holds

a fixed capacity C
Output: subset of the set of n items such that their total profit is maximized, while the total

weight of the item is not larger than C

1: Randomly generate an initial population;
2: Randomly generate the initial velocities within the velocity bound;

3: repeat

4: for i = 1 to Population Size do
5: if f(xi) ≤ f(pi) then pi = xi

6: end if
7: if f(pi) ≤ f(g) then g = pi
8: end if

9: end for

10: for i = 1 to Population Size do
11: for d = 1 to Dimension Size do
12: Calculate w using Eq. (7);

13: Update velocity with Eq. (4);

14: Update position using Eq. (2) and Eq. (3);

15: end for
16: end for

17: Take every particle as chromosome, and evaluate the fitness value of each chromosome;
18: Select two parents and carry out (GA) crossover operation;

19: Apply (GA) mutation operator;
20: update pbest and gbest ;

21: until termination criterion is met;

Table 1. Parameter setting of the experiments on the 0-1 knapsack problems

Parameter Description Value

w̄ Upper bound of w 1

w Lower bound of w 0.4

p̄ Fraction of iterations for changing w in Eq. 0.9

β Penalty coefficient in Eq. 10100

N Number of particles 20

p̄i Maximal number of iterations 1000

pc Crossover probability 0.6

pm Mutation probability 0.05

MaxIter Max iteration 500

Repetition Repetition run times 20

an algorithm achieved better results than the other one, then the corresponding
entry in Table 2 is marked in bold.

Table 2 shows the average and standard deviation of the results of the com-
pared algorithms over 20 independent runs on the data set. In terms of the
average profit, the BPSO-GA performed better than BPSO on ten out of the
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total 25 instances, while the BPSO performed better on six instances, which
means BPSO-GA achieved four better results than BPSO. In terms of success
rate, BPSO-GA also obtained better success rate, e.g., the instance ky 12a for
which BPSO failed to find the global optimum. It can be seen clearly from the
table that the BPSO-GA outperforms than BPSO.

Table 2. Results of BPSO and BPSO-GA over 20 independent runs

FileName BK BPSO BPSO-GA

ks 8a 3.9244E+06 3.9244E+06(0.0000E+06) * 3.9244E+06(0.0000E+06) *

ks 8b 3.8137E+06 3.8137E+06(0.0000E+06) * 3.8137E+06(0.0000E+06) *

ks 8c 3.3475E+06 3.3475E+06(0.0000E+06) * 3.3475E+06(0.0000E+06) *

ks 8d 4.1877E+06 4.1877E+06(0.0000E+06) * 4.1877E+06(0.0000E+06) *

ks 8e 4.9556E+06 4.9556E+06(0.0000E+06) * 4.9556E+06(0.0000E+06) *

ks 12a 5.6889E+06 5.6889E+06(0.0000E+06) * 5.6889E+06(0.0000E+06) *

ks 12b 6.4986E+06 6.4960E+06(7.6740E+03) 6.4986E+06 (0.0000E+06) *

ks 12c 5.1706E+06 5.1706E+06(0.0000E+06) * 5.1706E+06(0.0000E+06) *

ks 12d 6.9924E+06 6.9924E+06(0.0000E+06) * 6.9924E+06(0.0000E+06) *

ks 12e 5.3375E+06 5.3375E+06(0.0000E+06) * 5.3375E+06(0.0000E+06) *

ks 16a 7.8510E+06 7.8397E+06(1.1771E+04) 7.8472E+06(9.2640E+03)

ks 16b 9.3530E+06 9.3491E+06(1.3402E+04) 9.3525E+06(1.5780E+03)

ks 16c 9.1511EE+06 9.1294E+06(2.6283E+04) 9.1389E+06(1.8243E+04)

ks 16d 9.3489E+06 9.3405E+06(1.4255E+04) 9.3402E+06(1.4999E+04)

ks 16e 7.7691E+06 7.7667E+06(5.7915E+03) 7.7632E+06(8.1868E+03)

ks 20a 1.0727E+07 1.0708E+07(1.9945E+04) 1.0705E+07(2.1847E+04)

ks 20b 9.8183E+06 9.7959E+06(2.7020E+04) 9.7844E+06(2.2322E+04)

ks 20c 1.0714E+07 1.0701E+07(2.5557E+04) 1.0696E+07(3.2095E+04)

ks 20d 8.9292E+06 8.9067E+06(3.1765E+04) 8.9134E+06(1.8071E+04)

ks 20e 9.3580E+06 9.3437E+06(1.5220E+04) 9.3456E+06(1.5231E+04)

ks 24a 1.3549E+07 1.3489E+07(3.6370E+04) 1.3494E+07(3.6093E+04)

ks 24b 1.2234E+07 1.2175E+07(2.6116E+04) 1.2176E+07(3.5804E+04)

ks 24c 1.2449E+07 1.2397E+07(3.1116E+04) 1.2402E+07(2.3879E+04)

ks 24d 1.1815E+07 1.1773E+07(2.1078E+04) 1.1770E+07(2.6415E+04)

ks 24e 1.3940E+07 1.3882E+07(3.6330E+04) 1.3900E+07(2.5374E+04)

5 Conclusions

KPs plays an very important role in industry, financial management, and various
techniques are presented to analyze and solve this problem. In this paper, 0-1
KPs is regarded as a combinatorial optimization problem and a hybrid BPSO-
GA algorithm are proposed to solve it. The hybrid algorithm were developed
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by combining BPSO and GA in order to combines the strengths of them. To
evaluate whether our algorithm can improve performance and achieving better
results, we conducted an experimental study on a data set which contains 25
randomly generated instances. The results show that our proposal is able to
produces better result as compared to BPSO.
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Abstract. Pointing to the computational complexity to find the minimum
distance in the nearest feature line (NFL) classification algorithm, the nearest
neighbor search methods with Full Search (FS), Partial Distortion Search (PDS),
Absolute Error Inequality (AEI) and Equal-average Nearest Neighbor Search
(ENNS) is used to evaluate the calculated performance on NFL. The experi-
mental results demonstrate that the computational complexity on NFL using
these search techniques is different and some of the nearest neighbor search
methods could improve the calculated performance on finding out the minimum
distance applied in the NFL classification.

Keywords: NFL � Minimum distance � Nearest neighbor search � FS � PDS �
AEI � ENNS

1 Introduction

Object classification was widely applied in the fields of face recognition and speaker
identification [1–5]. Among the algorithms of face recognition, nearest feature line
(NFL), as it is simple for training and is high reliability to classify object, is being
concerned by many researchers [6, 7]. The NFL was first proposed by Li et al. For the
NFL, the samples in the same class are seen as a group which are correlation with each
other. Any two feature points expressing the samples could be connected with a line
called feature line. All points on the line indicate the gradual change from one feature
point to the other feature point. Therefore, the NFLS could include all points within the
feature space with limited samples. The NFL classifies the images into different classes
by finding the smallest distance between the query sample and every feature line within
each of classes. Then the query sample would be divided into the class which the
feature line of the smallest distance belongs to.

However, in the NFL, extensive computer operation is required to find the smallest
square Euclidean distance. For query samples R, classes M, sample points N within
every class and the dimension K of every vector point, it needs to perform R * K *
M * N(N−1)/2 multiplications, (2 * K−1) * R * M * N(N−1)/2 additions, and R *
M * (N(N−1)/2−1) comparisons to classify the R query samples. Thus, it is a
time-consuming process when K, N, M, R is large.

© Springer International Publishing AG 2018
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The problem is similarly faced with in the vector quantization (VQ). It is described
as Nearest Neighbor Search (NNS). In VQ, it need find the minimum distortion among
the distortions of the input vector and all codewords in codebook. Fortunately, a lot of
algorithms for NNS have been proposed by many researchers such as FS, PDS, AEI,
ENNS, et al. Maybe, the algorithms could be applied in the NFL and improve the
calculate performance finding the minimum distances. It has important value in the
real-time system. Next, the NFL theory and the NNS algorithms are elaborated.

2 Nearest Feature Line Classifier

For the NFL, the features is first extracted from each of the prototype images. Then the
vector (feature point) representing the image is created. All of the feature points
belongs to the same class constitute the feature space. The line passing through every
two feature points belonging to the same feature space includes the continuous change
of the prototype images [8]. For easy of calculation, the two points, such as yci and ycj ,
are connected with one straight line called feature line L. This is shown in Fig. 1.

There would be N N� 1ð Þ=2 feature lines for N vector points in one class. Com-
pared with NN classifier, the minimum vertical distance from the query sample y to
projection point of the query sample is used as the mark to classify the query sample,
such as the Fig. 2.

The distance between the query sample y and its projection point yp is given as

Fig. 1. Feature point and feature line
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d y; ycki ; y
ck
j

� �
¼ y� yp

�� �� ð1Þ

where ycki ; y
ck
j is the line passing through the two feature points in the same class, and yp

is the projection point.
The projection point can be computed as

p ¼ ycki þ u yckj � ycki
� �

where u 2 R. The u can be calculated from y and the two points on the FL as

u ¼
y� yckið ÞT yckj � ycki

� �

yckj � ycki
� �T

yckj � ycki
� � ð2Þ

The query point would be grouped as the class of the minimum distance between
the query feature point and the FL’s by

d y; yc�i� ; y
c�
j�

� �
¼ min

1� c�m
min

1� i\j� nc
d y;�yci ;�y

c
j

� �
ð3Þ

For query samples 100, classes 100, sample points 100 within every class and the
dimension 100 of every vector point, it needs to perform 4.95 � 109 multiplications,
9.85 � 109 additions, and 4.95 � 105 comparisons to classify the 100 query samples.
So, it would consume mass time to find out the minimum distance.

Class  c1

Class c2
Prototype point

Query Point y

Projection
point yp

FL

Prototype point

1c
iy

2c
jy

Fig. 2. Classification with NFL

354 F. Guo and J.-S. Pan



3 Nearest Neighbor Search

The Nearest Neighbor Search (NNS) algorithms are applied in the vector quantization
(VQ) to search for the closest codeword through the codebook.

Let codebook C ¼ fy1; y2; � � � ; yng, where yi is the codeword and n is the codebook
size. For each input vector x ¼ x1; x2; . . .; xkð Þ, The nearest codeword yj ¼
yj1; yj2; . . .; yjk
� �

is the smallest among all codewords in the codebook. The squared
Euclidean distance is measured between x and yi as follow:

dðx; yiÞ ¼
Xk
l¼1

ðxl � yilÞ2 ð4Þ

where k is the dimension number.
For the sake of large codebook size and high dimension in the VQ system, a full

search algorithm is a time-consuming process. To reduce the computational burden,
many fast algorithms have been proposed [9–15].

3.1 Partial Distortion Search

The partial distortion search (PDS) algorithm [16] can reduce the number of multi-
plications and additions by comparing the partial accumulated distance with the current
minimum distance as:

if

Xs

l¼1

ðxl � yilÞ2 � dminð1� s� kÞ ð5Þ

then

dðx; yiÞ� dðx; ypÞ ð6Þ

where dðx; yiÞ is the distance between the ith codeword and input vector x with
1� i� k and dmin ¼ dðx; ypÞ is the current minimum distance.

3.2 Absolute Error Inequality Search

The nearest neighbor codeword search algorithm based on absolute error inequality
(AEI) [17] can also reduce the number of multiplications and additions, but the increase
in the number of comparisons is moderate. For the AEI, the absolute error associated
with each component of the code vector yi, |xl−yil| is compared to the square root of the
minimum distortion found, where xl and yil denote respectively the lth component of
the input vector x and the code vector yi. This is described as follows:

Let dmin ¼ dðx; ypÞ; 1� s� k
if
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Xs

l¼1

eil ¼
Xs

l¼1

xl � yilj j �
ffiffiffiffiffiffiffiffiffiffiffiffi
k:dmin

p
ð7Þ

then

dðx; yiÞ� dðx; ypÞ ð8Þ

3.3 Equal-Average Nearest Neighbor Search

The equal-average nearest neighbor search (ENNS) use the concept of the central line
in an Euclidean space Rk. The mean values on the hyperplane orthogonal to l are the
same [18]. Assume the current smallest distortion is dmin= d(x, yp), and mi is the mean
value of codeword. Then the search range can be bounded by two equal-average
hyperplanes with mean values

mmin ¼ mi þ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
dmin=k

p
and mmin ¼ mi �

ffiffiffiffiffiffiffiffiffiffiffiffiffi
dmin=k

p
:

The codewords can be rejected as:
If

mi �mxj j �
ffiffiffiffiffiffiffiffiffiffiffiffiffi
dmin=k

p
ð9Þ

Then

dðx; yiÞ� dðx; ypÞ ð10Þ

Because the codeword search is to find the nearest neighbor codeword of input vector x
from codebook, this question is similar to the problem faced with by the NFL how to
find the minimum vertical distance.

4 Experimental Results

To evaluate the computing performance on the NFL with the NNS algorithms, the
experiments are performed on a Intel Core i5 PC with the 2.50 GHZ of CPU using the
face database of ORL, Yale, AR and GTdb. Matlab 2008 is also used as the simulating
software.

The ORL face database is comprised of 400 images of 40 people, 112 * 92 of the
pixels for every image. There are 10 images per subject. Five images are used as
training samples and the others are used as testing set. The Yale face database is
comprised of 165 images of 15 people, 100 * 100 of the pixels for every image. There
are 11 images per subject. Six images are used as training samples and the others are
used as testing set. The AR face database is comprised of 1680 images of 120 people,
50 * 40 of the pixels for every image. There are 14 images per subject. Seven images
are used as training samples and the others are used as testing set. The GTdb face
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database is comprised of 750 images of 50 people, 80 * 64 of the pixels for every
image. There are 15 images per subject. Eight images are used as training samples and
the others are used as testing set.

The NFL is used to classify the testing set into the sampling class with formulation
(3), and the algorithms of FS, PDS, AEI and ENNS are adopted respectively with
formulation (5), (6), (7), (8), (9), (10) to find the shortest distance between every test
sample and each of the feature line. The results are shown in Table (1).

The results show that the nearest neighbor search algorithms can be applied in the
images classification of NFL, but not all the nearest neighbor search algorithms can
reduce the runtime of NFL. The runtime using PDS and AEI can save more runtime
than ENNS and FS algorithm, but the ENNS algorithm consume even more runtime
than FS algorithm. The reason is that the consuming time using ENNS almost is the
same with the algorithm using FS when

ffiffiffiffiffiffiffiffi
d=k

p
is much larger than mi �mxj j. How-

ever, the PDS and AEI can save a large number of calculations by comparing the partial
sum of vector distance with current dmin.

5 Conclusions

The nearest neighbor search algorithms applied in the NFL classifier were analyzed. By
the simulation experiment with the face databases of Yale, AR, ORL, GTdb, the results
show that the PDS and AEI algorithm can consume less runtime than the FS and ENNS
to find the minimum distance in the NFL classifier. However, there are still others
search algorithms in the fields of VQ [19–21], and maybe the PDS and AEI is not the
best algorithm applied in the NFL, the work analyzing how the others algorithms
influence the runtime of NFL will be researched in the further.
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Abstract. Parallel finite automata is a formal model which can describe the
complex control structure, but its composition model may exist redundant ele-
ments. This problem will increase the complexity of model. This paper
researched the redundancy problem in the Split-Join composition of parallel
finite automata and gave the condition which lead to produce redundant location
and transfer. Furthermore, the algorithms which are used to eliminate the
redundant location and transfer also was given. Finally, it proved the equiva-
lence of parallel finite automata and finite automata. This conclusion ensures
that he verification technology of system which base on the finite automata can
be used to parallel finite automata by extension.

Keywords: Finite automata � Parallel � Split-join composition � Redundant
transfer/location � Equivalence

1 Introduction

Finite automata (FA) is an widely-used computational model. It is very useful in many
domains such as text processing, program compilation and hardware design. In the
system modeling, FA is suitable for describing discrete system. The state of FA rep-
resents the status of system and the transfer of FA represents the action of system,
thereby the trajectory of system can be described by them [1]. Based on the model of
finite automat, many formal method such as model checking and deductive inference
can be used to verify the system property [2–4]. At present, this method has been used
to ensure the reliability of software system widely [5–7].

For describing the features of deferent systems, there appears many variants of
finite automata. For example, the timed automata which is suitable for describing
real-time system [8], the probabilistic automata which is suitable for describing
probabilistic system [9]. These expansions strengthen the ability of finite automata to
describe the system feature effectively. However, these expansions are all for the
external features of system and not the inner execution flow. Because of this, these
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expansions can only describe simple workflow, such as sequence, selection, cycle, and
the ability of modeling system is limited.

For the above problem, we proposed the parallel finite automata (PFA) which has
more types of trawnsfer [10]. The PFA can describe the complex workflow and support
all nine control structures by basic unit and composition rules. This method can con-
struct the formal model of any complex control structure automatically.

But in some cases, the workflow model which is construct by composition rules
may have redundant transfers and locations, and the complexity of model thereby is
increased. For this problem, this paper gives the production condition of redundant
transfers and locations, and the algorithms which are used to optimize workflow model
also are given. Finally, we prove the equivalence of parallel finite automata and finite
automata. By the proof, the verification technology of system which base on the finite
automata can be used to parallel finite automata.

2 Parallel Finite Automata

2.1 The Syntax and Semantics of Parallel Finite Automata

The parallel finite automata is the expansion of finite automata, it has two new transfers
which are used to describe parallel flow. Its syntax and semantics are defined bellow:

Definition 1 (The Syntax of Parallel Finite Automata). A parallel finite automata
PFA ¼ L; IL;FL;R;Eð Þ where L is the set of locations, IL 2 L is the set of initial
locations, FL� L is the set of acceptable locations, R is the set of transfer labels,
E ¼ esinf g[ econf g[ esyn

� �
is the set of transfers. The edges are divided into three

types:

• Step edge esin : L� R ! L
• Parallel edge econ : L� R ! 2L

• Synchronous edge esyn : 2L � R ! L

Parallel edge is an edge from one location to multiple locations, and the syn-
chronous edge is an edge from multiple locations to one location. So the transfer in
PFA is the move between location set which is named state. For convenience, the set of
transfer labels can include empty label e except there is special instruction.

In the definition of semantics, a new operator S[y/x] is need. It means the new
element y replace the x which is in set S.

The semantics of PFA is following:

Definition 2 (The Semantics of Parallel Finite Automata). PFA ¼ ðL; IL;FL;R;EÞ
is a parallel finite automata. Its semantics is a labeled transfer system ðS; s0;FS;DÞ
where S� 2L is the set of states, s0 ¼ IL is the initial sate, FS� 2FL is the set of
acceptable states, the transfer function D : S� R ! S is defined following:

• Step transfer Dsin sk; að Þ ¼ sk lj=li
� �

; if there is esin li; að Þ ¼ lj 2 E and li 2 sk .
• Parallel transfer Dcon sk; að Þ ¼ sk�fligð Þ [ l1; l2; . . .; lnf g; if there is econ li; að Þ ¼

l1; l2; . . .; lnf g 2 E and li 2 sk.
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• Synchronous transfer Dcon sk; að Þ ¼ sk�fl1; l2; . . .; lngð Þ [ lif g; if there is
esynð l1; l2; . . .; lnf g; aÞ ¼ li 2 E and l1; l2; . . .; lnf g� sk.

Figure 1 is a Parallel finite automata, the initial location is identified by an arrow
without origin, the acceptable location is identified by double circle.

For convenience, the bifurcate arrow is used to identify the parallel transfer (the
edge with label b), the arrow with bifurcate tail is used to identify the synchronous
transfer (the edge with label e).

2.2 The Split-Join Composition Rule of PFA

In the composition for CFA, the basic unit is a CFA with an only initial location and an
only terminal location, and there are only step transfer in basic unit. The basic unit is
called atomic process automata (APA). There are two APA in Fig. 2, the initial location
is identified by an arrow without origin, and the terminal location is identified by
double circle.

For describing the operation in control structure better, the transfer label is extended
to a quadruple r ¼ In;Out;Pre;Eftð Þ where In and Out are the set of inputs and
outputs, the Pre and Eft are preconditions and effects.

The composition of APA is named composition process automata (CPA). The
composition rules ensure that a CPA has the only initial location and the only terminal
location. Thus the CPA is same as APA from outside, a APA is also a CPA. The Split-
Join composition rule is following, other rules are referred in literature [10].

Split-Join workflow activate several CPAs, they will run parallel and join together
when all CPAs terminate. The Split-Join composition for several CPAs can be realized
by adding a parallel transfer and a synchronous transfer. The set of target locations of
parallel transfer includes initial locations of all CPAs, and the set of origin locations

l6l0 l1

l4

l5

a b

c

d

e

l2

l3

Fig. 1. A parallel finite automata.

l10
a l11 l12

b l20
c l21 l22

d

APA1 APA2

Fig. 2. Two atomic process automata.
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includes terminal locations of all CPAs. Figure 3 is the Split-Join composition of two
CPAs in Fig. 2.

In Fig. 3, slt = (∅, ∅, us, ∅) where us is the condition of split, jn = (∅, ∅, uj, ∅)
where uj is the condition of join. These two conditions can be default.

3 Redundant Transfer and Optimization Algorithm

3.1 Redundant Parallel/Synchronous Transfer

There are two CPAs with Split-Join structure, and their parallel conditions are same,
and their synchronous conditions also are same. If they are composited by Split-Join
rule, and the split condition and then join condition are same as the corresponding
conditions of CPAs, then the composition will produce redundant transfers and loca-
tions. The process is shown in Fig. 4. The location l10, l20, l17, l27 and the corre-
sponding transfers are all redundant. The location l11, l12, l21, l22 can connect to ls
directly, and the location l15, l16, l25, l26 also can connect to le directly.

For a parallel transfer Dcon l; sltð Þ ¼ tL ¼ l1; . . .; lnf g; if the following conditions are
all held:

l10 l11
ba

l20
c l21

d

l12

l22

ls
slt le

jn

CPASJ

Fig. 3. The Split-Join composition of two CPAs.
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Fig. 4. The production of redundant transfers and locations.
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(1) The origin location l is in the set of target locations of another parallel transfer,
and the split condition of this transfer is same as slt.

(2) There is not step transfer whose origin location or target location is l.

Then the location l is redundant, and the transfer Dcon l; sltð Þ ¼ tL is redundant too.
The Algorithm of eliminating redundant parallel transfer is following:

Algorithm 1 ERPT (Eliminate Redundant Parallel Transfer)

Input: A Composite Process Automata CPA = (L, IL, FL, sLoc, eLoc, Σ, E).
Output: The Modified CPA. 

Set modi as a bool variable; 
do { 

modi := false; 
for each econ(l, slt) = tL ∈ E { 

for each li ∈ tL { 
if(∃econ(li, slt) = tL′ ∈ E) then { 

if(esin(li, a) = l′ ∉ E ∧ esin(l′, a) = li ∉ E) then { 
L := L – {li}; 
E := E – {econ(l, slt) = tL, econ(li, slt) = tL′} ∪

{econ(l, slt) = tL – {li} ∪ tL′}; 
modi := true; 

} 
} 

} 
if(modi = true) then break; 

}
} while(modi = true); 
return CPA;

In the Algorithm 1, there is no need to judge a location l whether is origin or target
state of a transfer when judging l whether is redundant location. This conclusion can be
proved by the following lemmas and theorems.

Lemma 1. For any CPA ¼ ðL; IL;FL; sLoc; eLoc;R;EÞ, if it is composited by any
composition rules and the result is CPA0 ¼ ðL0; IL0;FL0; sLoc0; eLoc0;R0;E0Þ, then
sLoc0 6¼ eLoc and eLoc0 6¼ sLoc.

PROOF: The lemma can be proved by compositon rules directly [10]. In all the rules,
the initial location of a CPA will never be a terminal location of another CPA, and the
terminal location of a CPA will never be a initial location of another CPA too. ⎕

Theorem 1. For any operand CPAi ¼ ðLi; ILi;FLi; sLoci; eLoci;Ri;EiÞ in any com-
positon rules, the compsotion result don’t have the synchronous transfer whose origin
location or target location is sLoci.

PROOF: The syschronous transfer is produced only with Split-Join rule. This rule
uses all terminal locations of operand as the initial state of syschrounous transfer, and
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the terminal state of syschrounous transfer is newly added. So the operand’s intital
location sLoci will never be part of initial state of a synchronous transfer.

By Lemma 1, any CPA’s initial location sLoci will never be the terminal location of
another CPA. ⎕

Lemma 2. For any Parallel transfer Dcon l; sltð Þ ¼ l1; . . .; lnf g; its origin state l used to
be the initial location of a CPA.

PROOF: The parellel transfer is produced only with Split-Join rule. This rule uses a
new location as the origin state of the parellel transfer, and the new location also is also
the initial location of the new CPA. ⎕

Through the Algorithm 1, if location l is rudundatn, it is a origin state of a parallel
transfer. By Lemma 2 and Theorem 1, it is obvious that there is no synchronous
transfer whose origin state or target state includes location l.

For a synchronous transfer DsynðtL ¼ l1; . . .; lnf g; jnÞ ¼ l; if the target state l is part
of the origin state of another synchronous transfer, and the synchronous conditions of
these two tranfers are same, then location l and transfer Dsyn are redundant.

The Algorithm of eliminating redundant synchronous transfer is following:

Algorithm 2 ERST(Eliminate Redundant Synchronous Transfer)
Input: A Composite Process Automata CPA = (L, IL, FL, sLoc, eLoc, Σ, E).
Output: The Modified CPA. 

Set modi as a bool variable; 
do { 

modi := false; 
for each esyn(tL, jn) = l ∈ E { 

for each li ∈ tL { 
if(∃esyn(tL′, jn) = li ∈ E) then { 

if(esin(li, a) = l′ ∉ E ∧ esin(l′, a) = li ∉ E) then { 
L := L – {li};
E := E – {esyn(tL, jn) = l, esyn(tL′, jn) = li} ∪
{esyn(tL – {li} ∪ tL′, jn) = l};
modi := true; 

} 
} 

} 
if(modi = true) then break; 

} 
}while(modi = true);
return CPA;

In Algorithm 2, there is also no need to judge a location l whether is origin or target
state of a parallel transfer. The proof procedure is similar.
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Theorem 2. For any operand CPAi ¼ ðLi; ILi;FLi; sLoci; eLoci;Ri;EiÞ in any com-
positon rules, the composition result don’t have the parallel tansfer whose origin or
target state includes eLoci.

PROOF: By the Split-Join rule, the target location set of parallel transfer consists of
initail locations of all operands, and the origin location is newly added.

By the Lemma 1, the terminal location of CPAi will never be the initail location of
another CAP. Thus there will never be a synchronous transfer whose initail or target
location is sLoci. ⎕

Lemma 3. For any synchronous transfer Dsyn l1; . . .; lnf g; jnð Þ ¼ l; its target location
used to be the terminal location of a CPA.

PROOF: Its proof is similar to Lemma 1. ⎕
Through the Algorithm 2, if location l is redundant, it is the target location of a

synchronous transfer. By the Theorem 2 and Lemma 3, it is obvious that there is no
parallel transfer whose origin or target location is l.

Using Algorithm 1 and Algorithm 2 to optimize the CPA in Fig. 4, the result is
showed in Fig. 5.

4 The Equivalence of Parallel Finite Automata and Finite
Automata

The following is the proof of the equivalence of parallel finite automata and finite
automata. The conclusion means that the verification technology of system which base
on the finite automata can be used to parallel finite automata by extension.

The idea of the proof based on the technology of subset construction [11]. The
method is that The PFA ¼ ðL; IL;FL;RC;DCÞ converts to a DFA ¼ ðQ; q0;F;RD;DDÞ
which accepts the same language:

• Q ¼ 2L; q0 ¼ IL;F ¼ fqjq 2 Q ^ q�FLg
• RD ¼ RC

• DC ¼ fd q; rð Þ ¼ q0j9d s; rð Þ ¼ s0 2 DC ^ s ¼ q ^ s0 ¼ q0g

l11

l12

l13

l14

l15

l16

l21

l22

l23

l24

l25

l26

ls le
slt jn

Fig. 5. The optimization result.
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This method can get an equivalent DFA, but the DFA may have too many states. If
the PFA has n locations, the corresponding DFA will have 2n states. But in fact many
states are unreachable, the states of DFA are much less than 2n. According to the
following computational method, the reachable states can be got.

BASIC: The set of initial locations IL is reachable state.

INDUCTION: If the state s is reachable, then s′ = d(s, r) is reachable where r 2 RC.
By the construction process of PFA to DFA, a state of DFA correspond to a set of

locations of PFA.
The following theorem shows that the PFA which is constructed by DFA can accept

the same language with DFA.

Theorem 3. Using a PFA to construct a DFA by the above method, they have the same
acceptable language, namely L(C) = L(D).

PROOF: Firstly, it is need to prove a thesis:
If a PFA and a DFA get a same label string x, they will move to the same state after

processing the x.
The proof is following:

BASIC: If |x| = 0, namely x = e, then DC (s0, e) = s. By the semantics of PFA and
the constructure process of DFA, s0 = q0 = IL and DDðq0; rÞ ¼ q0ðq0 ¼ sÞ:
INDUCTION: If jxj ¼ nþ 1 and x ¼ xa, a is the terminal label of x. Assuming that
the DFA and PFA are on location q and s after processing the label string x. By the
basic, the thesis is hold when |x| = n, namely q = s. Thus there are transfers DC s; að Þ ¼
s0 and DD q; eað Þ ¼ q0. By the construction of PFA to DFA, s′ = q′.

So, the thesis is true.
x is an acceptable label string of PFA if PFA is on state s � FL after processing the

label string x. By the above thesis, DFA is on location q = s after processing the label
string x, so q � FL. Through the construction process, q is the acceptable state of DFA,
so x is acceptable label string of DFA. Thus the set of label string which can be
accepted by PFA is also accepted by DFA, namely L(C) = L(D). ⎕

The Theorem 1 proves that any CFA can be converted to a DFA which can accept
the same language.

Conversely, a DFA also can convert to a PFA easily. DFA can be deemed a special
PFA which only has step transfer. Thus the state of DFA always have only one
location. A DFA can be converted to a PFA by the following method: Using {q0} as the
initial state of PFA where q0 is the initial state of DFA, and the acceptable state of PFA
is the set of acceptable states of DFA, namely FS ¼ f qf gjq 2 Fg. It can be proved that
their acceptable language coincident is by induction method.

In summary, a language L can be accepted by a DFA if and only if L can be
accepted by a CFA. It means that PFA and DFA are equivalent.

366 Z.-Y. Tang et al.



5 Summary

This paper introduces the syntax and semantics of Parallel automata, and the con-
struction method of complex control structure by parallel finite automata. Then it
researches the Split-Join rule of construction method. It points out that this rule may
produces redundant location and transfer. This problem will increase complexity of
composition model. This paper gives one condition which may lead to produce
redundant location and transfer by Split-Join rule and the algorithms which are used to
eliminate the redundant location and transfer. Finally, it prove the equivalence of
parallel finite automata and finite automata by subset construction method. This con-
clusion ensures that the verification technology of system which base on the finite
automata can be used to parallel finite automata by extension.
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Abstract. The Vehicle Routing Problem is a combinatorial problem
with considerable industrial applications such as in traditional logistics
and transportation, or in modern carpooling. The importance of even
small contributions to this problem is strongly reflected in a significant
cost savings, pollution, waste, etc., given the high impact of the sector in
almost any economic transaction. The VRP is often treated as an opti-
mization problem, however, the fitness function converges quickly and
the algorithms become stagnant in late steps of the executions, which is
a recurrent problem. In this work, we perform an analysis of the structure
of solutions to identify potential use of existing ideas from other domains
to achieve higher efficiency. In this sense, the feasibility of applying the
Partition Crossover –an operator initially designed to tunnel through
local optima for the Travelling Salesman Problem– to the Capacitated
Vehicle Routing Problem is studied in order to escape local optima. More-
over, an implementation is provided along with an analysis applied to
real use-cases, which show a promising rate of local optima tunneling.

Keywords: Optimization · Data analysis · Crossover operator · Genetic
algorithms · Local optima · Graph theory · Smart cities

1 Introduction

In this work, we research the similitude of the Vehicle Routing Problem (VRP)
to the Travelling Salesman Problem (TSP), and try to make an exercise of cross-
fertilization by analyzing the underlying structure of their solutions. We try to
find a way of using this analysis to port recent advances in TSP, the partition
crossover, to VRP. In particular, we will try to apply such methodology to the
Capacitated Vehicle Routing Problem (CVRP). The CVRP is an extension of
the VRP, an NP-hard problem –that is, the best known algorithm to solve it
requires polynomial time in a non-deterministic Turing Machine– which can be
seen as a n-dimensional generalization of the TSP. The CVRP is formalized as

c© Springer International Publishing AG 2018
P. Krömer et al. (eds.), Proceedings of the Fourth Euro-China Conference
on Intelligent Data Analysis and Applications, Advances in Intelligent Systems
and Computing 682, DOI 10.1007/978-3-319-68527-4 40
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an undirected graph G = (V,E) where V is a set of vertices {v0, v1, ..., vn} and E
is a set of edges (vi, vj). Each edge (vi, vj) has an associated travelling cost, and
each vertex vi has an associated customer demand. A fleet of m vehicles with
uniform capacity must determine the set of m non-overlapping routes except
for the initial vertex (depot) of minimum cost and while holding the capacity
constraint, incremented by the customer demand as each vertex is travelled.

Whitley et al. [1] showed that jumping between local optimal solutions in
genetic algorithms is possible by applying a recombination method called par-
tition crossover that respects and maintains certain properties of the parents
across offspring (i.e. a respectful operator [2]). Additionally, it was shown that
local optima is often found between the offspring, thus making the partition
crossover (PX from now on) a powerful operator to guide the search in latter
stages, where traditional evolutionary algorithms get stuck and do not generate
new solutions [3]. PX and its generalizations (e.g. [4]) are based on searching
in the space of a partition of the solution components (i.e. vertices). If the car-
dinality of the partition is q, PX returns the best solution among 2q solutions
in linear time. Therefore, the operator is able to jump through an exponential
number of possible solutions to find new local optima when certain conditions
in the solutions are met.

Such landscape jumps can be performed to quickly produce better solutions
and thus improve graph-like problems, which can be found commonly within the
design of Smart Cities: from vehicle parking applications or smart carpooling to
modeling urban water-supplies networks. Moreover, in this manuscript, we first
propose an analysis and then an operational method to port PX from TSP
to CVRP while hopefully maintaining the same properties, which finally leads
to unseen performances. Furthermore, we perform an in-depth analysis of the
relation between the geometry of the solutions that are being recombined and
the success rate of yielding new local optima. At last, we apply the algorithm to
state-of-the-art instances that could depict recurrent scenarios to deal with in
Smart Cities.

2 Analysis and Operational Proposal

In this section, we start our analysis of the problem solutions within TSP and
CVRP, so that the different methods that compose the Partition Crossover (PX)
operator are highlighted and discussed. In particular, this section will address:
(1) Original PX operator applied to the TSP, (2) Modifications performed to
the PX operator in order to apply it to CVRP, (3) Encoding of chromosomes
in the CVRP, (4) Generation of initial solutions and local search methods and
(5) Application of the modified PX operator to the CVRP.

2.1 Original Partition Crossover for the Travelling Salesman
Problem

In the original paper by Whitley et al., a first version of the partition crossover
(PX) is presented. In short, a series of random tours in the Symmetric Travelling
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Salesman Problem (STSP) are converted into local optima under the heuristic
operator 2-OPT [5]. PX is applied between all possible combinations of the
generated local optima (which accounts for m(m−1)

2 , being m the number of
solutions used in the TSP) by finding a partition of cost 2 of the original graph
G. Such partition can be found in polynomial time as described below:

1. First, the reduced graph G∗ is constructed by removing common edges (com-
mon tours between parent solutions P1 and P2). If more than two partitions
exists, the crossover operator fails.

2. Secondly, the two tours contained in the partitions are swapped with each
other. Thus two offspring are produced, O1 and O2, where O1 is equal to P1

except for a tour in one of the partitions. Likewise, O2 is equal to P2 except
for the contrary tour to that of O1.

Nonetheless, the original PX could only be applied when just two partitions
along with the residual partition (complement of the two partitions) coexisted.
This is, a recombination graph with more than two partitions could not be
recombined, and thus 2q − 2 possible recombinations would be missed (being q
the number of partitions). On a second paper [6], Whitley et al. described an
improvement upon the PX operator such that reduced graphs G∗ with more
than two partitions could be recombined, and additionally, the procedure was
developed not only for the Symmetric TSP but for the Asymmetric one. In
particular, this was accomplished by splitting nodes with degree 4 into two nodes
of degree 3 with a common edge of cost zero between them. Such procedure
enables to partition the space of nodes, and more important, allows to detect
entries and exits within partitions. Entries and exits depend on the direction of
the edges (i.e. the order within a partition matters), which has to be accounted
for in the case of the asymmetric TSP. The detection of entries and exits is crucial
for the operator since it allows to recombine partitions on their own, without
the limitation imposed on the previous algorithm. Partitions will be feasible if
their entries and exits are equal, since a partition is composed of the same nodes
in both parent solutions, therefore if both solutions enter and exit the partition
in the same fashion, they have travelled all nodes but using a distinct route. In
short, the described PX operator produces more partitions since:

1. Nodes with degree 2 are common, and either belong to a partition, or separate
two partitions.

2. Nodes with degree 3 belong to a partition, since these are connected to com-
mon edges in one side, and are the entry or exit to a partition on the other.

3. Nodes with degree 4 are converted to degree 3 by adding a ghost vertex. Thus,
these nodes also belong to a partition given the above argument.

Therefore, all nodes either belong to a partition or separate two partitions
because they are common edges shared by the parent solutions.

2.2 Modifications in the PX Operator to Fit CVRP Constraints

The Vehicle Routing Problem includes unique characteristics that are not present
in the Travelling Salesman Problem; although several ones are shared, the
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porting of the PX from TSP to VRP is not straightforward. In this section
we will review which changes have to be addressed in order to transit from one
operator to the other.

Starting Route Node. As reflected in the encoding of the chromosome, all
routes are required to start from the depot and to return back once their capacity
is reached. This limitation forces that a subset of edges between the ending nodes
(i.e. last customers visited before return to depot) and the depot can not be used
for the generation of partitions. Briefly, the depot node could be considered as
being part of any partition, thus making it a common edge available to connect
petals. However, a recombination performs a rearrangement (permutation) on
the nodes that belong to the partition, and thus the order in which the depot
is visited would be affected and the capacity constraints would not hold for
the resulting route. Hence, the depot node must be considered as a partition
breakpoint, and recombination must be performed between overlapping petals
without including the depot.

Capacity. The biggest drawback in the generation of recombinable partitions
is the capacity limitation. When the capacity constraint is reached, the vehicle
is forced to return to the depot. From the perspective of optimal routing (as in
TSP), this limitation abruptly breaks (and starts) a route that follows a greedy
(or even near-optimal) path, which has a higher probability of being included
in the optimal solution. Therefore, the capacity constraint produces two main
effects:

1. Common edges that could connect partitions are removed, since these are
forced to return to the depot.

2. The number of partitions is larger than that of the same instance treated
as a TSP. However, these partitions are of smaller size, and since there is a
reduction of common edges that tend to form part of the optimal solutions,
entries and exits into these make a considerable amount of partitions become
unfeasible.

Moreover, to improve the feasibility of the smaller partitions, subroutes can
also be evaluated inside unfeasible partitions (partitions whose entries and exits
do not match), since an unfeasible partition can contain feasible subroutes, i.e.
a route in each solution and partition shares the same entry and exit. Such
route can be used to recombine the solutions, although the partition is not fully
recombinable.

2.3 Application of the Modified PX Operator to the CVRP

This section describes how the PX is applied to CVRP while addressing the
constraints depicted in the previous section.
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Encoding of CVRP Solutions. In order to enable manipulation of the CVRP
instance, the solutions have to firstly be encoded in chromosomes. This is done
by numbering nodes (customers and the depot) from 0 to n, being n the number
of customers, and 0 the depot, from which all vehicles start their routes. Such
encoding is accomplished by using a string of integer numbers. Therefore, a sin-
gle chromosome for a CVRP with k vehicles and n nodes is a string containing
all of the n nodes, separated with the depot marker 0. Hence, the length of a
chromosome with n nodes and k vehicles is n + k − 1. For instance, a represen-
tation of a CVRP instance with n = 8 and k = 3 could be depicted as shown in
the chromosome in Fig. 1:

Fig. 1. Chromosome encoding (top right) of a trivial CVRP solution (left) with seven
customers and one depot. The depot is labeled 0 and is used as separator of each
individual vehicle route. Each route followed by a different car is depicted with either
a solid, dotted or dashed line.

2.4 Generation of Initial Solutions

Initial solutions are generated using the Petal algorithm [7]. In particular, the
Petal algorithm has proved to be a good starting point in the resolution of
the VRP [8], since optimal solutions often show a petal-like structure. In order
to produce the petal structures, all nodes are firstly labeled radially in polar
coordinates r ρ with respect to the cartesian coordinates of the depot. The ray
r is discarded and the nodes are sorted by their angle ρ. This procedure enables
the construction of a sequence of sorted nodes to generate petal-like structured
routes in the CVRP. In later sections, we will address the use of this sequence
to improve the number of recombinations in the PX operator.

A 2-OPT local search is applied to each generated solution. Notice that
under the 2-OPT operator, these improved solutions will be locally optima. A
local optima under 2-OPT occurs when there exists no path of edges,

(vi, vi+1), (vi+1, vi+2), ..., (vj−2, vj−1), (vj−1, vj)

such that the reversion of the succession in between starting and ending node,

(vi, vj−1), (vj−1, vj−2), ..., (vi+2, vi+1), (vi+1, vj)
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does not produce an improved solution. Additionally, a Don’t Look Bits, Neigh-
borhood Lists and delta-evaluations schemes are applied to reduce the compu-
tational complexity of the 2-OPT operator from cubic to nearly linear.

2.5 Improving the Recombination Rate Using Node Shifting

As argued in Sect. 2.2, the capacity constraint along with the fixed starting and
ending node produce a lack in common edges that promote the generation of
larger and feasible partitions. To overcome this limitation, we propose using an
incremental generation of initial petal solutions by shifting the starting angle ρ
in polar coordinates from which solutions are created. This procedure aims to
force the creation of overlapping petals that take advantage of the radial order
of nodes to find common edges that will generate partitions in the extremes of
such common edges. However, creating initial solutions shifted by ρ degrees will
produce long common edges, since (assuming uniform demands in customers)
a petal solution A visiting first customer c1 and ending in cn will share n − 1
nodes with a solution B that visits first customer c2 and ends in cn + 1. The
partitions generated by this method rely on customer demands not following a
uniform distribution and hence sharing less nodes between overlapping solutions.
To overcome this limitation, a recurrence equation to visit nodes is introduced
as a modification of the petal algorithm. This modification is based on two
principles:

1. The ideal partition has only one entry and one exit, and the rest of nodes is
within these two common edges.

2. The nodes within the common edges (inside the partition) should have the
minimum number of common edges in order to favor recombination.

Therefore the proposed recurrence to visit nodes attempts to only share
an initial and ending edge between the first and last customer and the depot,
whereas the rest of the route between these nodes crosses nodes alternatively.
To do so, the following recurrence equation is proposed:

Tk =

⎧
⎪⎨

⎪⎩

0, if k = 0
(Tk−1 − 1) mod n, if k ≡ 2 mod 3
(Tk−1 + 2) mod n, otherwise

(1)

where 0 is the initial customer corresponding given the reordering of the shift
angle ρ and n is the number of nodes in the instance. This recurrence generates
the succession si, si+2, si+1, si+3, si+5, si+4, si+6, . . . which is represented graphi-
cally in Fig. 2. Notice that no initial shift is used in the generation of the modified
solution in order to enable a visual appreciation of the recurrence. However, a
shift in the starting node by ρ would discard nodes from c0 to ci and end in
nodes from cj to cj+k, thus modifying the overlapping of the structure.

Additionally, notice that the routes inside the common edges ({d, c0} and
{c10, d}) share no common edges and thus pose the most adequate scenario for
the PX operator.
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Fig. 2. Petal shifting with alternating partition routes. (a) On the left, initial solution
generated by the Petal algorithm, in blue solid line. (b) On the right, the modified
petal structure using a shift of zero (i.e. no shift), in dashed red. (Color figure online)

2.6 Application of the Modified PX Operator to the CVRP

In order to tunnel through local optima in the CVRP, a number of initial solu-
tions are generated following the algorithm described in Sect. 2.5, which are then
recombined using the modified PX operator. That is, each solution is recombined
with all other solutions, hence generating m(m−1)

2 , being m the number of initial
solutions. For each offspring Oij from parents Pi and Pj , the fitness value is
stored along with the number of recombinations obtained. Algorithm 1 shows
the pseudo code for the incremental recombination of shifted solutions.

Algorithm 1. Incremental recombination using shifted petals
1: procedure VRP PX Petals(Solutions S, Integer shift)
2: for Solution si in S do
3: petal shifted[i] ← generate petal(si, shift)
4: end for
5: for Solution si in petal shifted do
6: for Solution sj in petal shifted[i : end] do
7: offspring ← apply PX VRP(si, sj)
8: end for
9: end for

10: end procedure
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3 Results and Discussion

In this section, we perform an analysis over the proposed PX operator for the
CVRP. Briefly, we will:

1. Compare the petal structure of the shifting strategy with and without local
search.

2. Compare the number of recombinations and tunnels between local optima as
a function of the shift across several CVRP instances.

As discussed throughout this manuscript, the main contribution of this work
is a first approach to the PX operator in the CVRP and to analyze the under-
lying structures that appear near local-optima. Additionally, we propose a pro-
cedure to port the PX operator from TSP to VRP, and a procedure to obtain
a higher ratio of recombination between solutions along with the tunneling of
local optima. In this sense, it is important to remark that this work, in its cur-
rent state, does not aim to compete with state of the art methods in terms of
fitness and performance. At this point, we present a framework to perform tun-
neling between local optima in the CVRP. Moreover, relatively simple changes
such as the introduction of Iterated Local Search in the post-generation of initial
solutions could yield considerably better results.

3.1 Petal Structure Comparison

Using a small sized instance, namely A-n80-k10 (extracted from CVRPLIB1),
we show the petal structure generated from a node shift of 1. Figure 3 illustrates
such structure showing two random solutions with and without 2-OPT local
search optimization. Notice for the top plot on Fig. 3 that there is a considerably
small amount of common edges, except for those connecting with the depot. This
enables larger partitions with less entries and exits. Moreover, on the bottom
plot of Fig. 3, it can be seen that even after 2-OPT several edges are now common
for both solutions, since these are now optima under the operator. However, still
a significant amount of uncommon edges can be detected inside vehicle routes,
such as those in nodes 15, 33, 55, 56, 64. On the other hand, the edge between
4, 71 is clearly not a good choice for this instance, and should be addressed in
further work.

3.2 Recombinations and Tunnels as a Function of the Shift ρ

In this section, we compare the number of recombinations generated by the
proposed operators (Sect. 2.5) as a function of the node shift using the recurrence
described in Sect. 2.4. Figure 4 shows such function for three selected instances,
namely Tai-n150a-k15, X-n459-k26 and M-n200-k17 (in advance, Tai-150, X-
459 and M-200, respectively). Firstly, notice that the number of recombinations
appears to not be related to the size of the problem, since in Tai-150 there is
1 http://vrp.atd-lab.inf.puc-rio.br/index.php/en/.

http://vrp.atd-lab.inf.puc-rio.br/index.php/en/
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Fig. 3. Comparison of the petal structure of two solutions generated by the proposed
method. Blue and red colors are used to alternate between vehicle routes, whereas
dashed or solid lines differentiate the two solutions. On top, the generated structure
without 2-OPT. Bottom, the same structure with 2-OPT. (Color figure online)

a somewhat continuous rate of 40 recombinations in most of the node shifts,
except for the interesting peaks which appear to happen at the node shifts that
are multiples of 3 (i.e. {3, 6, 9, 12, . . . , 24, 27, 30}). This result suggests that the
optimal recombination rate is intrinsically related to the node shift and other
parameters, such as capacity, or the geometry of the instance itself. However,
this evidence seems to be specific to each instance (as can be observed on the
other instances, where the peaks differ).

On the other hand, in X-459 a clear tendency of alternating recombination
rates is observed, except for the case of the shift ρ = 15 that produces the
highest peak at 78. However, the repeated peaks alternating between higher
and lower recombination rates, suggest that a single node shift can displace the
solutions enough to break common edges between partitions. Furthermore, on
M-200, the pattern alternates less, and a surprising peak shows with a much
higher recombination rate than the rest at ρ = 12. The geometrical analysis of
such finding is left for further studies.

An average recombination rate of 65, 59 and 55 is found respectively for each
instance, which accounts for a recombination rate of approximately 30%. On
the best node shifts, a promising rate of 66%, 41% and 51% is found for each
instance. Moreover, when applying 2-OPT to the offspring, 22%, 47% and 10%
(respectively) of the recombined offspring were found to be local optima with
improved fitness. Although the results shown herein are for the shift interval of
ρ = [1, 30] ∈ N, we have verified that the patterns hold for larger ranges.
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Fig. 4. Number of recombinations found as a function of the node shift ρ used to
generate the solutions. On the x-axis, the ρ shift. On the y-axis, the number of new
local optima found out of 190 recombination. The selected instances are plotted in
different colors and lines: blue solid line for Tai-150a, red dashed line for X-459 and
purple dotted line for M-200. (Color figure online)

4 Conclusions

In this manuscript, we have presented an initial approach to tackle the Partition
Crossover operator in the Capacitated Vehicle Routing Problem. At a first step,
we have discussed the initial operator through its different improvements, and
at a second step, we have argued about the difficulties of adapting such operator
to the CVRP. The main contribution of this work is our analysis of underlying
structures that appear in local optima, which shows that a natural pattern exists.
This experimental analysis suggests a strong dependence between the vehicle
capacity and the number of shifts and that this information can be used for
an efficient recombination and improvement of solutions. Additionally, we have
proposed a combined PX operator which obtains a recombination rate of up to
66% depending on the node shift ρ. These recombination rates are promising
and could be applied in evolutionary programming to escape local optima in
latter stages of execution, thus avoiding fitness stagnancy. However, more work
needs to be carried out in this area, which we plan to continue, such as:

1. Study the peaks and patterns discovered in the recombination rate as a func-
tion of the node shift.

2. Further improve the PX operator to enable the swapping of nodes between
different vehicle routes.
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3. Study the usage of meta-algorithms to automatically discover features on the
above mentioned patterns.

4. Inclusion of other local search heuristics such as the Iterated Local Search to
improve the overall fitness and goodness of solutions.

5. Addition of a genetic algorithm scheme using the recombined solutions as
population.
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Abstract. Traveling salesman problem (TSP) is a well-known NP-hard
combinatorial optimization problem. It has been solved by a number
of exact and approximate algorithms and serves as a testbed for new
heuristic and metaheuristic optimization algorithms. However, it is often
not easy to evaluate the hardness (complexity) of a TSP instance. Sim-
ple measures such as the number of cities or the minimum (maximum)
route length do not capture the internal structure of a TSP instance suf-
ficiently. In this work, we propose a new method for the assessment of
TSP instance complexity based on clustering. The new approach is eval-
uated on a set of randomized TSP instances with different structure and
its relation to the performance of a selected metaheuristic TSP solver is
studied.

1 Introduction

The traveling salesman problem is an iconic hard combinatorial optimization
problem with a long history, a number of different variants, and countless real-
world applications [1,13]. In the past, a number of exact [1,7] and approximate [2]
methods has been proposed to address the TSP. The interest in approximate TSP
solvers is motivated by its complexity. It is known to be NP-hard and, therefore,
no polynomial time algorithm for exact TSP computation is known and none is
expected to exist. That limits the use of exact methods to TSP instances with
small or moderate number of cities only [1]. This is a severe restriction that
prevents their use in many real-world applications that can be cast as a TSP.

Nature-inspired methods, on the other hand, are able to find approximate
(optimal or sub-optimal) TSP solutions in a reasonable time. For solving TSP,
global metaheuristic search strategies are often coupled with certain local search
algorithms in order to improve the performance of the process [9,15]. However,
the ability of pure metaheuristics to solve hard combinatorial optimization prob-
lems has been studied as well [11]. Anyway, TSP is now recognized as a testbed
for new metaheuristic algorithms [16]. However, in order to provide an infor-
mative comparison between candidate algorithms, it is important to know the
hardness (complexity) of test TSP instances (in particular random ones [8]).
Simplistic measures such as the number of cities or the minimum (maximum,
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average) route length do not provide enough information to capture the overall
hardness of the optimization problem represented by a particular TSP instance.

In this work, we use a density-based clustering method, the DBSCAN algo-
rithm [10], to assess the hardness of different TSP instances. The clustering
process is applied to 2-dimensional TSP instances and the relationship between
clustering properties and the ability of a pure metaheuristic method, Ant Colony
Optimization (ACO) [5], to solve the problem is studied.

The rest of this paper is structured in the following way: Sect. 2 summarizes
the TSP and provides an overview of methods for TSP complexity assessment.
Section 3 introduces the fundamentals of cluster analysis and the principles of
the DBSCAN algorithm. The proposed approach to TSP instance complexity
evaluation by DBSCAN and its experimental analysis are detailed in Sect. 4.
Finally, major conclusions are drawn in Sect. 5.

2 Traveling Salesman Problem

Traveling salesman problem is a hard combinatorial optimization problem [1,13,
16]. Informally, the TSP consists in finding the shortest (least expensive) route
between n cities. In mathematical terms, the TSP looks in a weighted graph,
G = (V,E,w), with a set of vertices V , number of vertices n = |V |, set of edges
E, and a set of edge weights w = {we ∈ R | ∀e ∈ E}, for a Hamiltonian cycle,
L, with a minimum sum of weights on the edges of the cycle [13].

A particular instance of the TSP is often represented by a cost matrix,
Cn×n = (cij), where cij = we for all edges e = (ij). If G is not complete,
missing edges are in C often represented by an arbitrary large weight. The TSP
can be also formulated as a permutation problem [13]. For a set of all permuta-
tions of a set of n objects, Sn, find π = (π(1), π(2), . . . , π(n)) such that the cost
of the permutation (i.e. objective function),

fobj(π) = cπ(n)π(1) +
n−1∑

i=1

cπ(i)π(i+1), (1)

is minimized.

2.1 TSP Complexity

The problem of TSP and in general combinatorial optimization problem instance
complexity assessment has been addressed by several studies [8,12].

Hernando et al. [8] investigated the complexity of TSP instances with the help
of 2-exchange neighbor system (i.e. a mapping that assigns to each candidate
solution 2 other solutions that form its neighborhood). The basins of attrac-
tion and local optima of search spaces corresponding to different random TSP
instances created with respect to the 2-exchange neighbor system were studied
and two new TSP complexity measures were proposed. The first one was the
ratio of the size of the basin of attraction of the global optimum to the size of
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the search space and the second one was the ratio of the number of different
local optima that appear in the instance to the size of the search space. The
properties of the measures were studied and their usefulness for TSP instances
with different sizes was discussed in [8].

Another approach was presented by Mihalak et al. in [12]. The authors
focused on the metric TSP (i.e. TSP where distances between cities form a met-
ric and satisfy the triangle inequality). The authors centered their work around
the notion of stability, i.e. the property of combinatorial optimization problems
to retain the same solution if the input parameters are multiplied by a constant
factor. The work proved that any 1.8-stable metric TSP instance can be solved
by a greedy approach in polynomial time and defined a class of 2-stable metric
TSP instances for which algorithms based on simple local search fail.

It can be seen that TSP complexity assessment can be conducted using dif-
ferent approaches. However, the current work focuses on measures that somehow
rely on the solution of the problem. That makes them impractical for assessment
of complexity of TSP instances for which the solution is not known. In this work,
a clustering-based approach that relies exclusively on the structure of the TSP
instance is proposed and studied.

3 Cluster Analysis

Cluster analysis (clustering) is a fundamental analytical task that involves sepa-
ration of a set of objects into meaningful groups. A hard clustering of a data set
D = {x1, x2, x3, . . . , xn} is a set C = {C1, C2, . . . , Ck} composed of k clusters Ci

subject to Ci ⊂ D, Ci �= ∅ for each Ci ∈ C,
⋃k

i=1 Ci = S, and Ci ∩ Cj = ∅ for
each Ci, Cj ∈ C, i �= j.

There are different clustering methods that can be used for different types of
data and for different kinds of data analysis and processing (e.g. for object clas-
sification [3] vs. outlier detection). Most often used clustering algorithms include
hierarchical clustering [6], centroid (medoid)-based clustering, and density-based
clustering [10]. Unsupervised clustering of large data sets is a complicated NP-
hard task. However, it is very attractive due to many applications in various
fields of data science, machine learning, and e.g. data mining [3].

3.1 DBSCAN

The DBSCAN algorithm [3,10] is a widely-used spatial density-based clustering
method. Density-based clustering is useful due to its ability to discover clusters
with arbitrary shapes but it suffers from high computational costs of cluster
formation and clustering evaluation. Informally, a density based cluster Ci is a
set of points in the problem space that are density connected, i.e. for each pair
of points in Ci there is a chain of points with distance between two consecutive
points smaller than a constant ε. Second parameter of the algorithm is the mini-
mum number of points required to form a cluster, minPts. DBSCAN is outlined
in Algorithm 1 [3].
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Algorithm 1. The DBSCAN algorithm
1 Cluster index i = 0
2 while Not All points have been labeled do
3 Randomly select an unvisited seed point, ci
4 Form the ε-neighborhood of ci, N (ε, ci). That is, find the set of all points

that are density connected to ci
5 if |N (ε, ci)| > minPts then
6 Ci = N (ε, ci)
7 Expand Ci. That is, iteratively add to Ci all unvisited points that are

density connected to any point from Ci

8 i = i + 1

9 else
10 Mark ci as an outlier (noise)
11 end

12 end

4 Computational Experiments

In this work, the DBSCAN algorithm is used to analyze TSP instances and the
relationship between their clustering properties and the ability of Ant Colony
Optimization [5] algorithm to solve the problem is studied. A nature-inspired
metaheuristic algorithm without local search or greedy steps was used in order
to see whether any clustering properties correspond to the efficiency of a generic
stochastic TSP solver that makes no assumptions about problem structure.

In order to illustrate and study the proposed approach, a toy dataset of ran-
dom TSP instances was created. 10 instances of the TSP with 60 cities were
created so that the first 5 of them, named TSP01 - TSP05, contained cities
structured into 2–4 clusters and the last 5 instances (TSP06 - TSP10) con-
tained cities without any apparent structure. An example of test TSP instances
is shown in Fig. 1. A greedy algorithm was used to find a baseline TSP solu-
tions [1]. Although it does not guarantee optimum solutions, it provides solid
TSP solutions at reasonable time and works well with small TSP instances. In
this work, it was used as a baseline to assess the error of TSP solutions obtained
by the metaheuristic method, ACO. An illustration of greedy solutions of test
TSP instances is provided in Fig. 2.

The DBSCAN algorithm was applied to all test TSP instances with neigh-
borhood size, ε, set to the average distance between every pair of cities and
minimum cluster size, minPts, set to 3. The parameters were set so that the
size of each density-connected structure (cluster) is at least three and a potential
solver has to choise from multiple options for connecting the cities. Cities are
considered density-connected when their distance is below the average distance
between every pair of cities in the problem instance. Three measures, describing
the clustering obtained by DBSCAN were observed for each test TSP instance:
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(a) TSP01 (b) TSP02

(c) TSP06 (d) TSP07

Fig. 1. Examples of test TSP instances.

– the number of clusters, NoClust,
– average cluster size, AClustSize, and
– the ratio of noise to problem size, Noise2Size.

Each test problem instance was solved by a stochastic nature-inspired
method, Ant Colony Optimization. The ACO variant used in the experiments
was the elitist ant system [4]. The algorithm utilized a-priori information
ηij = cij , and pheromone amplification rate, α, and a-priori information ampli-
fication rate, β, set to 1. The amount of deposited pheromone was proportional
to the quality of solutions and the evaporation rate, ρ, was set to 0.1. The num-
ber of artificial ants, m, was fixed to 60 and the algorithm was executed for
100,000 iterations. The selected ACO variant and its parameters are based on
best practices, authors’ past experience, and extensive experimental trial-and-
error runs. The ACO algorithm was for every test TSP instance executed 30
times independently.

Clustering results and the properties of test TSP instances’ solutions obtained
by ACO are summarized in Table 1. The table shows the three observed clus-
tering measures as well as the error of ACO solutions when compared to the
solution obtained by the greedy algorithm.
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(a) Greedy solution of TSP01 (b) Greedy solution of TSP02

(c) Greedy solution of TSP06 (d) Greedy solution of TSP07

Fig. 2. Examples of greedy solutions of test TSP instances.

Several things can be immediately seen in Table 1. First, it can be noticed
that the results of the ACO algorithm are indeed different for the two groups of
test TSP instances, as also illustrated in Fig. 3. The first set of test TSP instances
(TSP01 – TSP05) is apparently harder to solve and the local clusters represent a
challenge for ACO (i.e. a global optimization method without local search). The
second set of TSP instances (TSP06 – TSP10) is for the generic metaheuristic
method apparently easier to solve. Second, the trends in the observed clustering
measures correspond with the sets of test TSP instances as well. The distribution
of NoClust, AClustSize, and Noise2Size values for both groups of test TSP
instances are visualized in Fig. 4. The correspondence between average solution
error and clustering measures of test TSP instances was further validated by
Spearman’s rank correlation test [14]. The test showed that all three measures
correlate with the average error of TSP solution found by ACO. The results
of the statistical analysis are shown in Table 2 and confirm that all measure
strongly correlate, either positively or negatively, with the average error of TSP
solution found by ACO, with p-value lower than 0.05. In terms of the statistical
analysis, the average cluster size, AClustSize, yields very strong (ρ = 0.9245)
correlation with the average error of TSP solution found by ACO and has also
the lowest p-value (0.000130).
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Table 1. Clustering measures and ACO results.

TSP Clustering measures Error of ACO solutions [%]

instance NoClust AClustSize No2Size Minimum Average Maximum

TSP01 6 8.333 0.1667 24.39 35.98 54.48

TSP02 5 7.600 0.3667 18.18 32.39 44.97

TSP03 6 8.167 0.1833 28.83 39.75 53.06

TSP04 5 8.400 0.3000 26.30 43.36 61.38

TSP05 6 7.833 0.2167 17.21 31.02 40.66

TSP06 3 3.000 0.8500 4.003 12.14 25.78

TSP07 1 3.000 0.9500 8.085 14.13 25.99

TSP08 1 3.000 0.9500 11.58 18.00 33.09

TSP09 1 3.000 0.9500 1.867 13.47 32.54

TSP10 2 3.000 0.9000 16.04 25.23 35.55

(a) Minimum error. (b) Average error. (c) Maximum error.

Fig. 3. Boxplot representation of the minimum, average, and maximum error of TSP
solutions found by ACO.

(a) NoClust. (b) AClustSize. (c) Noise2Size.

Fig. 4. Boxplot representation of clustering measures.
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Table 2. Spearman’s rank correlation between clustering measures and the average
error of TSP solution found by ACO.

Measure ρ p-value

NoClust 0.7230 0.018138

AClustSize 0.9245 0.000130

Noise2Size −0.7669 0.009639

5 Conclusions

A new approach to TSP instance complexity assessment was studied in this
work. The DBSCAN algorithm was applied to a set of TSP instances with dif-
ferent structure and several measures based on the result of the clustering were
computed. The TSP instances were solved by a nature-inspired metaheuristic
method, Ant Colony Optimization. No local search was employed in order to
see if and how the error of the solutions found by the metaheuristic approach
correspond to the structure of problem instances. Visual and statistical analy-
sis of experimental results showed that the ability of Ant Colony Optimization
without local search to solve TSP instances is indeed affected by the structure of
the problem. More structured test TSP instances represented a harder problem
(bigger challenge) for the metaheuristic algorithm then test instances without
local structures.

The relation between three measures based on the results of DBSCAN clus-
tering with the average error of TSP solutions found by ACO was analyzed
and a strong correlation was observed. That suggests that these measures and
the clustering-based approach in general are useful for the estimation of TSP
instance complexity. However, further evaluation of the proposed approach on
other TSP instances is a must. Future work on this topic will also include exper-
imental evaluation of other clustering methods.
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4. Dorigo, M., Stützle, T.: Ant Colony Optimization. MIT Press, Cambridge (2004)
5. Engelbrecht, A.: Computational Intelligence: An Introduction, 2nd edn. Wiley,

New York (2007)
6. Everitt, B., Landau, S., Leese, M., Stahl, D.: Cluster Analysis. Wiley Series in Prob-

ability and Statistics, Wiley, New York (2011). https://books.google.cz/books?
id=w3bE1kqd-48C

7. Fischetti, M., Lodi, A., Toth, P.: Exact Methods for the Asymmetric Trav-
eling Salesman Problem, pp. 169–205. Springer, Boston (2007). doi:10.1007/
0-306-48213-4 4

8. Hernando, L., Pascual, J.A., Mendiburu, A., Lozano, J.A.: A study on the complex-
ity of TSP instances under the 2-exchange neighbor system. In: 2011 IEEE Sym-
posium on Foundations of Computational Intelligence (FOCI), pp. 15–21, April
2011
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15. Stützle, T., Grün, A., Linke, S., Rüttger, M.: A comparison of nature inspired
heuristics on the traveling salesman problem, pp. 661–670. Springer, Heidelberg
(2000). doi:10.1007/3-540-45356-3 65
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Abstract. Traditional path planning method only consider the shortest
path, as a result the planning paths may not be the best path if there
is a congestion occurred in the planning path. This paper proposed a
path planning based on dynamic traffic information to apply in vehicle
navigation system. The dynamic information which includes the status of
the road section in real-time can be applied in real time navigation. The
optimal dynamic routing according to dynamic traffic information can
avoid traffic jams automatically and save cost for user. The experiments
showed the feasibility and effectiveness of real-time path planning based
on dynamic traffic information.

Keywords: Dynamic traffic information · Path planning · Navigation
system · Dynamic routing · Vehicle navigation

1 Introduction

The traditional navigation equipment can only realize static navigation [1],
because during the process of the path planning, only the static traffic infor-
mation is considered. So the routing would not be the real optimal path if a
jam occurred in the path. This kind of navigation system always consider only
the shortest path as the best routing, as a result the recommended routing is
always the most busy route line, thus it can not provide the convenience for user
even it may exacerbate the congestion [2]. The shortest planning path focuses
on finding the optimum path between a current position and a destination. The
optimum path in the traditional navigation system pursues a minimum travel
distance or minimum travel time. The crucial point of this method is developing
increasingly efficient algorithms. That is to say it is very important to study and
find a more effective approach to find out an optimal route in the road network
[3]. In order to solve this problem, the Dijkstra algorithm [4] and the A-star
algorithm [5] are proposed. However, they are not effective in dynamic transport
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system due to the condition of road changing fast. The quality of a recommenda-
tion path depends on the path planning strategy applied in a vehicle navigation
system. Conventional distance-based route planning has not been suitable for
the modern traffic environment due to the complex and time-dependent traffic
conditions. This paper proposed a real-time dynamic path planning approach
based on dynamic traffic information. The proposed approach take into consider
the dynamic information for path discovery. The rest of this paper is organized
as follows. Section 2 gives related works. In Sect. 3 describes the proposed app-
roach of the road network model design. Section 4 presents the evaluation of the
proposed approach, and a conclusion is given in the last section.

2 Related Works

There are A* heuristic search, visibility graph method, generalized Voronoi dia-
gram, and artificial potential field (APF) [6] for path-planning algorithms. The
APF method formulates a relationship between the motion of the autonomous
vehicle and the sum of the applied forces [7]. A road network can be represented
as a directed graph which consists of vertices and edges. Path planning is to
find the path that costs lest from the origin to the destination vertex. This area
has attract much study in area of computer science and transportation [8]. The
most well-known algorithm is Dijkstra algorithm for solving this shortest path
problem. The performance of Dijkstra are compared with Bellman-Ford algo-
rithms in [9]. It showed that the performance of Dijkstra is better than that
of other algorithms. However these methods do not consider the condition of
road real time. This condition of network includes traffic controls, commuting
congestions, output events and so on. The common methods for path tracking
of dynamic autonomous vehicles include sliding-mode control [10], fuzzy logic
[11,12], and robust control [13]. However, many of these control applications
worked under an assumption that the saturation limits of the actuators would
never be reached. In practice, vehicles are on road with various constraints. It
should be considered nonlinear characteristics of vehicles and their interactions
with the road. To tackle this problem, the model predictive control (MPC) is
presented [14,15]. Because it has the capability to systematically handle input
constraints and admissible states, MPC with multiconstraints is adopted to track
the planned trajectory for collision avoidance.

3 The Road Network Model Design

A road network is the basic of a traffic route path planning. The quality of road
network model influence the accuracy of the planning path directly. The pro-
posed network model contains a network topology and corresponding dynamic
traffic information. The topology of road network main descripts the connection
of the road nodes while the traffic information puts on the weight of nodes and
lines. Traffic information includes static information and dynamic information.
Static information is the changeless information such as the road types, number
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of lanes, section lengths, passing directions, speed limits, etc. Dynamic infor-
mation, on the contrary, is about traffic conditions which include traffic flows,
controls, accidents, roadworks, etc. The major objective of planning a traffic path
is minimizing the traveling time. It is highly related with the traffic conditions,
so it is very necessary to take the dynamic traffic information to be considered
while planning a traffic path in real time. In this paper, the road network model
is defined. First, the set of intersection road point is defined as:

G = {ci |i = 1, 2, ...Nc } (1)

where ci is road intersection, i is sequence of the network, Nc is the number of
road intersection. And the road intersection is defined as:

c = (L,E,O, P ) (2)

where L = (x, y) represents the coordinates of intersection road, E is input
entrance of the intersection, O is the export of the intersection and P is the
connectedness of the intersection. P is defined from E and O. E and O is defined
respectively as:

E = (em |m = 1, 2, ...Ne ) (3)

O = (On |n − 1, 2, ...No ) (4)

where Ne represents the number of entrances, and On is the number of exports.
So t is defined as Fig. 1.

Fig. 1. The connection condition on road

tij =
{

1 if ei connect with oj
o others

(5)

Dynamic traffic information includes controls, speed limits, and accidents;
roadworks, etc. the Dynamic transportation system model is designed as follow:

I = {R,U,C, t} (6)
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where R is road information about speeds, U represents accidents, C is the status
of road, here R = {ID, l, v}, ID is the label of road; V is limit speed of the road
and l is the length of the road. U = {l, d}, U is the location of accident, d is
description.

C =

⎧⎪⎪⎨
⎪⎪⎩

0 normal
1 slow
2 congestion
∞ no thorough fare

(7)

In dynamic navigation, dynamic traffic information is applied in path plan-
ning. In order to search the optimal path between source node and destination
node, the path cost need to be decided. In this paper, the path cost is described
as:

Z =
N−1∑
i=1

zi,j (8)

where, N is the number of intersection, zi,j is the cost of adjacent two nodes
between ci and cj .

zij = w1l/v + w2C + U + w3zj (9)

where W is the weight, w1 + w2 + w3 = 1, zj is the cost of intersection that is
time cost for a vehicle pass the intersection. So from the above description, the
most optimal path is obtained by:

Z0 = minZ (10)

In regard to the practical applications, the proposed approach can be used
in an on-line vehicle navigation system. The system in the vehicle should have
a wireless connection to the traffic center sever or an on-line web system to
acquire the real-time traffic information. According to the request of a source-
to-destination path planning, the system utilizes the on-line traffic information
to construct the road network model and dynamic transportation system and
then calculate the optimal planning path.

4 Performance Evaluations

This section descripts the results of the proposed approach network modeling
based on dynamical traffic information. We used the road network E-map of
Fuzhou City as shown in Fig. 2. The dynamical traffic conditions of congestion
status were obtained from Baidu traffic map system by the Baidu Open SDK.
The performance results of path discovery for a vehicle navigation based on the
real-time dynamical traffic information compared with traditional path planning
based on static information. When there no congestion occurs on the road, the
path planning results are same as shown in Fig. 3(a), they both select the same
path because it is the optimal path which cost lest time and distance. Suppose
at some time, there is a jam or congestion occurred on some point 1 as shown
in Fig. 3(a). We select another path as shown in Fig. 3(b). The method based
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Fig. 2. Traffic road network of Fuzhou City in China

Fig. 3. The connection condition on road

on dynamic traffic information succeed avoid the jam point, and it meets the
requirement in practice.

This indicates that the proposed path planning method based-on dynami-
cal traffic system can significantly reduce the time cost of users and efficiently
avoid the exacerbate of jam or congestion, and it meet the vehicle navigation
requirements.

5 Conclusions

The traditional path discovery for vehicle navigation only considers the distance
between the source and destinations and neglects the important dynamic trans-
portation information such as the road speed limits, congestions, controls and
etc. It does not meet modern road traffic condition requirements. This paper
proposed a road network modeling algorithm that concern both dynamical traf-
fic condition and static road network information. During the process of path
planning it can efficiently avoid the jam or congestion point for users and signifi-
cantly reduce the time cost of users. The performance evaluations show that the
proposed approach can obtain a satisfied result than the tradition static path
planning method.
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