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Part I
Physics

Peter Nielaba

In this section, six physics projects are described, which achieved important
scientific results in 2016/2017 by using Hazel Hen at the HLRS and ForHLR of
the Steinbuch Center.

Fascinating new results are being presented in the following pages on soft matter
systems (simulations of fibrinogen properties and of the behaviour of blood proteins
at nanoparticles), astrophysical systems (simulations of galaxy formation and of
photoionization and radiative charge transfer), many body quantum systems (sim-
ulations of trapped ultracold quantum systems) and high energy physics systems
(simulations of partial pressures of mesons and baryons with different strangeness
quantum numbers and of quantum anomalies, topologies and particle production in
strongly correlated gauge theories).

Studies of the soft matter systems have focused on the properties of fibrinogen and
on the behaviour of blood proteins at nanoparticles.

T. Schäfer, J. Zhou, F. Schmid and G. Settanni from the University of Mainz
investigated in their project Flexadfg properties of fibrinogen as well as the
behaviour of blood proteins in the presence of the polymer poly(ethylene-glycol)
by atomistic Molecular Dynamics simulations. Their simulations reveal important
interaction details and permit the construction of simplified models.

The studies of the astrophysical systems have focused on galaxy formation and on
photoionization and radiative charge transfer of several particles.

V. Springel, A. Pillepich, R. Weinberger, R. Pakmor, L. Hernquist, D. Nelson,
S. Genel, M. Vogelsberger, F. Marinacci, J. Naiman, and P. Torrey from Heidelberg
(V.S., A.P., R.W., R.P.), Cambridge, USA (L.H., J.N., M.V., F.M., P.T.), New York

P. Nielaba (�)
Fachbereich Physik, Universität Konstanz, 78457 Konstanz, Germany
e-mail: peter.nielaba@uni-konstanz.de
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2 P. Nielaba

(S.G.) and Garching (D.N.), present in their project GCS-ILLU results from a new
generation of hydrodynamical simulations (“IllustrisTNG” project, AREPO code),
including new black hole physics, and using more accurate techniques, an enlarged
dynamical range, and system sizes with side lengths of up to 300 megaparsec.
The authors report on early results on matter and galaxy clustering and find very
good agreement with observation data for the two-point galaxy correlation function.
According to their investigations, the effect of baryonic physics has to be taken into
account in cosmological precision studies.

B.M. McLaughlin, C.P. Ballance, M.S. Pindzola, P.C. Stancil, J.F. Babb, S.
Schippers and A. Müller from the Universities of Belfast (B.M.M., C.P.B.), Auburn
(M.S.P.), Georgia (P.C.S.), Cambridge USA (J.F.B.), and Giessen (S.S., A.M.)
investigated in their project PAMOP atomic, molecular and optical collisions
on petaflop machines, relevant for astrophysical applications, for magnetically-
confined fusion and plasma modeling, and as theoretical support for experiments
and satellite observations. The Schrödinger and Dirac equations have been solved
with the R-matrix or R-matrix with pseudo-states approach, and the time dependent
close-coupling method has been used. Various systems and phenomena have been
investigated, ranging from the photoionization of chlorine ions, of cobalt ions and of
tungsten ions, and of He and H2, to the collision scenario of SiO and H2, and to the
radiative charge transfer in systems of carbon atoms and He ions, and the radiative
association in systems of carbon atoms and H ions.

In addition to the projects discussed above, interesting general relativistic
properties of neutron stars and mergers have been investigated in project HypeBBH
by using Hazel Hen.

In the last granting period, quantum mechanical properties of high energy physics
systems have been investigated as well as the quantum many body dynamics of
trapped bosonic systems.

P. Alba, R. Bellwied, S. Borsanyi, Z. Fodor, J. Günther, S.D. Katz , V. Mantovani
Sarti, J. Noronha-Hostler, P. Parotto, A. Pasztor, I. Portillo Vazquez, and C. Ratti
from the Universities of Frankfurt (P.A.), Houston (R.B., J.N.-H., P.P., I.P.V., C.R.),
Wuppertal (S.B., Z.F., J.G., A.P.), Budapest (Z.F., S.D.K.), Torino (V.M.S.), and
the FZ Jülich (Z.F.) computed in their project GCS-POSR the partial pressures
of mesons and baryons with different strangeness quantum numbers by lattice
simulations in the confined phase of quantum chromodynamics. A comparison
of the effect of different hadronic spectra on thermodynamic observables in the
Hadron Resonance Gas model with results from lattice quantum chromodynamics
simulations reveals that additional states, e.g. from the quark model or the particle
data group booklet, are are required in the Hadron Resonance Gas model for a better
agreement.

N. Mueller, J. Berges, O. Garcia, and N. Tanji from the University of Heidelberg
investigate in the project RTGT quantum anomalies, topologies and particle pro-
duction in strongly correlated gauge theories by real-time lattice simulations in the
Glasma model, using computer time at the ForHLR. The project has achieved many
interesting results for various high energy physics phenomena, ranging from out-
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of-equilibrium transient anomalous charge production from coherent color fields,
to the anomalous transport in ultra-relativistic heavy ion collisions, and to the
anomalous dynamical refringence in quantum electrodynamics experiments beyond
the Schwinger limits.

O.E. Alon, R. Beinke, C. Bruder, L.S. Cederbaum, S. Klaiman, A.U.J. Lode,
K. Sakman, M. Theisen, M.C. Tsatsos, S.E. Weiner, and A.I. Streltsov from the
Universities of Haifa (O.E.A.), Heidelberg (R.B., L.S.C., S.K., M.T., A.I.S.), Basel
(C.B., A.U.J.L.), Wien (K.S.), Sao Paulo (M.C.T.), and Berkeley (A.S.) studied in
their project MCTDHB trapped ultracold atomic systems by their method termed
multiconfigurational time-dependent Hartree for bosons (MCTDHB). The principal
investigators investigated the interplay of light and ultra-cold matter on fragmented
superradiance, the effect of angular momentum on fragmented vortices, the phe-
nomena accompanying a splitting of a two-dimensional Bose-Einstein-Condensate,
many-body excitations in finite condensates in double-well and triple-well traps,
and the differences of the Bose-Einstein-Condensate wave function in mean-field
and many-body computations.



Blood Proteins and Their Interactions with
Nanoparticles Investigated Using Molecular
Dynamics Simulations

Timo Schäfer, Jiajia Zhou, Friederike Schmid, and Giovanni Settanni

Abstract Blood proteins play a fundamental role in determining the response of the
organism to the injection of drugs or, more in general, of therapeutic preparations
in the blood stream. Some of these proteins are responsible for mediating immune
response and coagulation. Nanoparticles, which are being intensely investigated as
possible drug nanocarriers, heavily interact with blood proteins and their ultimate
fate is determined by these interactions. Here we report the results of molecular
dynamics simulations of several blood proteins aimed to determining their possible
behavior at the nanoparticle surface. On one hand we investigated the behavior of
fibrinogen, a glycoprotein, which polymerizes into fibrin during coagulation. On the
other hand we investigated the behavior of several blood proteins in the presence of
the polymer poly (ethylene-glycol), often used as nanoparticle coating to reduce
unspecific interactions with the surrounding environment.

1 Introduction

Our research activity, centered on studying the behavior of blood proteins at the
interface with (nano)materials has followed two main directions: on one hand,
after revealing the flexibility of Fibrinogen [1], a central protein of the coagulation
cascade, and its adsorption properties on model surfaces [2], we have studied with
enhanced sampling techniques the full extent of its flexibility, paving the way to
effective simulations of its adsorption process on realistic surface; on the other hand
we have studied the interactions of proteins with poly(ethylene-glycol), a polymer
which is very frequently used to improve the properties of therapeutic preparations
including nanoparticles. The report is thus subdivided in two sections.

T. Schäfer • F. Schmid • G. Settanni (�)
Institut für Physik, Johannes Gutenberg University, Mainz, Germany
e-mail: settanni@uni-mainz.de
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2 Metadynamics of the Fibrinogen Protomer

Fibrinogen (Fg) is a multi-chain serum glycoprotein consisting of a dimer of
identical protomers, each made up of three different peptide chains A’, B“ and
” and two carbohydrates (Fig. 1). Fg has a molecular weight of 340 kDa and an
elongated structure. Each protomer consists of the globular D- and E-domains,
connected via a coiled-coil region [3]. At the dimerization interface in the E-domain,
the three chains of either protomer are connected covalently via disulphide bridges.
Each protomer is diglycosylated at the D-domain and the coiled-coil region. Parts
of ends of the three peptide chains are unstructured and flexible.

Fg is a major element in blood clot formation [4]. In the coagulation cascade,
thrombin transforms Fg into fibrin, one of the main components of blood clots.
Fibrinolysis, the cleavage of the fibrin mesh by the enzyme plasmin, controls the
dissolution of the blood clot. In this process, plasmin cleaves fibrin at specific
plasmin cleavage sites, some of which are located at the coiled-coil region between
the D- and E-domains.

In our previous investigations of Fg dynamics [1] and adsorption behavior [2],
carried out using classical atomistic molecular dynamics simulations, the presence
of consistent bending motions at a hinge centered on the coiled-coil region of each
protomer was observed. It was shown that these motions could represent a conserved
mechanism for the exposure of early plasmin cleavage sites.

While Fg underwent significant bending motions in our molecular dynamics
simulations under physiological conditions, considerable simulation time would
be necessary to fully sample them due to their large timescale and variability. To
speed up their sampling and reduce the computational burden, we have employed
metadynamics [5], an enhanced sampling method which biases the system towards
unexplored regions of the conformational space. In these simulations, the pro-
jections of the motion along its principal components (obtained via principal
component analysis (PCA) [6] of our previous simulations of Fg [1]) were adopted
as collective variables (CVs) that capture the main characteristics of Fg motion. In a
metadynamics simulation, an external biasing potential acting on the CVs is steadily
built up to force the system and explore new regions of CV space.

Fig. 1 Fibrinogen Structure and protomer system: (a) Sketch of the Fibrinogen Dimer. (b) Van
der Waals representation of the protomer in solution, water molecules omitted for clarity, sodium
and chloride ions in blue and green, respectively
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2.1 Methods

The crystal structure of human Fg (PDB ID: 3GHG) [3] was used for the initial
atomic coordinates of the protein. Due to the flexibility of the ’C region and the N-
terminal regions of all three chains, they do not reach a consistent stable state in the
crystal, leaving their coordinates unresolved. Only the resolved carbohydrate group
attached at residue “364 was included. One protomer (with the addition of only a
small segment of the second protomer to complete the E-domain) was used as the
minimal system that captures all relevant aspects of Fg structure.

The protomer was solvated in a rectangular simulation box with explicit TIP3P
water [7] and a physiological concentration of ions (0.15 Mol [NaCl]) using
VMD [8]. The initial size of 10.14 nm � 30.33 nm � 10.14 nm of the peri-
odic unit cell of the system ensured a minimal padding of 1.5 nm, with a total
number of atoms of 316,862. Preparation of the system was performed with
GROMACS 4.6.5 [9], using an energy minimization followed by an equilibration in
the Isothermal-isobaric ensemble at a temperature of 310 K and a pressure of 1 atm
for 150 ps. A stochastic velocity rescaling thermostat [10] with a time constant of
0.1 ps and the Parrinello-Rahman barostat [11] with a time constant of 1 ps were
used. The CHARMM36 force field with CMAP correction [12] was employed.
Cutoffs of 1.2 nm for van der Waals and short-range electrostatic interactions were
used, with treatment of long-range electrostatic interactions via Particle-Mesh-
Ewald with a grid spacing of 0.1 nm. The first 50 ps of equilibration were performed
using a time step of 1 fs, for everything else, a time step of 2 fs was used. All covalent
bonds involving hydrogen were constrained in their length.

The metadynamics bias potential V is built up over the course of a simulation by
periodically adding (i.e., at regular intervals �) to the potential energy of the system a
Gaussian function in CV space centered at the current position of the system st . For
the purpose of performing metadynamics of Fg, version 5.0.4 of GROMACS [13]
patched with PLUMED 2.2 [14] was used.

Results of principal component analysis (PCA) [6] performed on the C’ atoms of
equilibrium trajectories of the Fg protomer in solution [1] were used to characterize
relevant degrees of freedom. The first two PCs, describing bending motions at
the hinge region, were used as CVs for the metadynamics. A multiple walker
implementation of metadynamics with 10 parallel simulations sharing the same bias
potential was used to speed up the sampling of PC space. Gaussian hills with a fixed
height of w D 0:7437 kJ

mol , corresponding to a thermal energy of 0:3 kBT were
deposited by each walker every � D 4 ps. The Gaussian width of the hills was set to
ı D 100 nm2 for both PCs.

Due to the significant computational cost of calculating the PCs, a multiple
time stepping (MTS) integrator of order 10 was applied to the bias potential [15].
To ensure sufficient accuracy of the simulation, the effective energy drift [15]
introduced by the MTS integrator was monitored. The effective energy of the bias
potential describes the generalized detailed balance violation of the system, taking
into account the inherent non-equilibrium character of metadynamics.
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GROMACS is a molecular dynamics package optimized for performance and
scaling. PLUMED provides the implementation of the metadynamics scheme and
interfaces with the GROMACS code. In this way, PLUMED extracts coordinates
and forces from GROMACS at runtime and adds the forces caused by the
metadynamics bias as well as providing the communication between the individual
simulations in the multiple walker scheme. For the production run of the simulations
performed on Hazelhen at the High performance computing center Stuttgart, GRO-
MACS and PLUMED were compiled specifically for the CRAY XC40 architecture
with MPI parallelization. Good scaling up for up to thousands of cores was achieved.
Each production job used 100 nodes, lasted at most 3.5 h and gathered 5 ns of
trajectory distributed equally onto the ten walkers.

2.2 Results

The length of the individual trajectories of the walkers reached 100 ns, resulting
in 1�s of total simulation time. At one part of the simulation, jumps in the PCs
appeared as artifacts, due to the ambiguity of the optimal alignment of instantaneous
and reference coordinates. The decision was therefore made to remove this part of
the simulations from all further analysis, with a total of 980 ns of trajectories remain-
ing. For the remaining simulations the average effective energy drift of 4:8 kJ

mol�ns was
comparatively low, indicating multiple time stepping without significant losses in
accuracy.

At convergence, the negative of the accumulated bias potential of metadynamics
simulations provides an estimate of the underlying free energy surface of the
system in terms of the CVs. The free energy landscape of Fg as identified by our
simulations showed a single minimum centered roughly around the crystallographic
conformation (Fig. 2a). The minimum was relatively deep, differing by 158 kJ

mol from

ef
f.

Fig. 2 Free energy surface: (a) Estimated free energy from full simulation. The blue dot marks
the position of the crystallographic structure. (b) Free energy contribution of each walker from 0
to 20 ns, 60 to 80 ns and 80 to 100 ns of simulation time. (c) Effective energy of each walker, third
walker (blue) reaches 35,000 kJ/mol after 100 ns
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the average value of free energy measured across the sampled regions. In the initial
part of the simulations the various walkers sampled mostly the minimum region.
Later, the accumulated bias potential filled up this minimum allowing all the walkers
to explore a wide area of CV space.

One pair of collective variables that has shown its use in the description of the
protomer is the bending and torsion angles ” and ¥. ” is the angle between the center
of mass of E-domain, hinge and D-domain, while two different points in the E-
domain together with the centers of hinge and D-domain were used to define the
torsion angle ¥. The correlation between bending and torsion at the hinge and the
PCs that was noted before [1] was also present in the metadynamics simulations:
the Pearson correlation coefficient r between ” and a linear combination of the first
two PCs (1st–2nd–3rd) was 0:98, while r was 0:45 between ¥ and a combination of
the first four PCs (�2nd/5+3rd+4th).

Figure 3a shows the overall distribution of the bending angle ” and the torsion
angle ¥ as observed in the metadynamics simulations presented here. The angle
distribution showed that Fg reaches heavily bent conformations with a bending
angle below 30°, and that such a bending is only possible at certain torsion angles. In
general, torsion angles around˙180° or �50° allowed strong bending, while values
of ¥ around 70° heavily restrict it.

Analysis reveals two distinct bending modes (B1 and B2) characterized by
different values of the torsion angle (Fig. 3) as well as an area where bending is
heavily restricted (R). B1 and B2 conformations were clearly separated in PC-
space, occupying roughly half of the accessible PC-space each. Figure 3 shows
representative snapshots of the R, B1 and B2 conformations.

Fig. 3 Bending modes of the fibrinogen protomer: (a) Distribution of bending and torsion angles
” and ¥. ” is the angle between the center of mass of the C’ atoms of the D-domain (“200–458,
”140–394), the hinge region (’99–110, “130–55, ”70–100) and the E-domain(’50–58, “82–90,
”23–31). For ¥, the centers of mass of the A’ and ” chain or the B“ and ” chain of the E-domain
are used separately to create four reference points together with the centers of mass of the hinge
region and the D-domain. The black dot marks the position of the crystallographic structure in
angle space. (b–d) Representative snapshots showing bending in B1, B2 and R conformations
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Fig. 4 ’-helical content of the hinge region. (a) Distribution of the bending angle ” and the
number of ’-helical residues in the hinge region (’99–110, “130–155) of the A’ and B“ chains
for B1 and B2 conformations. (b) Distribution of the bending angle ” and the number of ’-helical
residues in the plasmin cleavage sites (’102–107, “131–136) for B1 and B2 conformations. (c)
Bent B1 conformation, showing exposed plasmin cleavage sites. (d–e) Frequency of ’-helical
secondary structure by residue for the A’ and B“ chain, respectively. Plasmin cleavage sites
highlighted

Figure 4a shows the relation between the number of ’-helical residues in the
hinge and the bending angle. In bent B1 conformations (bending angle below 120°)
the A’ and B“ chains lost 2:4 of their ’-helical residues in the hinge region, while
it was 7:6 residues in B2 conformations. In R conformations, bending was heavily
suppressed especially, never reaching low bending angles. Even at bending angles
between 100° and 120° 10 residues lost their ’-helical structure in the B“ chain
alone. Generally, the non ’-helical residues formed hydrogen-bonded turns, bends
or loops.

Overall, the simulations showed that bending occurs along two preferential
directions B1 and B2, while it is heavily restricted otherwise. This behavior is
related to the stability of the helical segments of the A’ and B“ chain in the coiled-
coil region. Bending in B1 conformations only required small non-helical turns in
the hinge region of the A’ and B“ chains. Bending in B2 conformations on the other
hand relied on significantly larger regions of flexible, non-helical residues in the A’
and B“ chains. In R conformations the B“ chain heavily restricted bending, even
slight bending required large losses of ’-helical structure.

Apart from an impact on overall flexibility of Fg and fibrin fibers, bending in
the hinge region was also relevant for the exposure of plasmin cleavage sites, as
previously hypothesized [16]. The two cleavage sites at the residues ’103–104 and
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“133–134 are part of the hinge region of the A’ and B“ chain, respectively. Previous
simulations of Fg showed the correlation between strong bending and non-helical
secondary structure around the cleavage sites [1].

This result could be confirmed here for both the B1 and B2 bending modes. While
the B1 bending generally required only a few non-helical residues in the A’ and
B“ chains (Fig. 4a), they were predominantly located at the plasmin cleavage sites.
The frequency of ’-helical secondary structure for the residues in the hinge region
presented in Fig. 4d–e showed that the residues around the plasmin cleavage sites
lost helicity more frequently than other parts of the hinge region. This means that
bending of Fg in either B1 or B2 conformations resulted in an increased exposure
of the plasmin cleavage sites to the surrounding environment.

3 Interactions Between Proteins and Poly(Ethylene-Glycol)
Investigated Using Molecular Dynamics Simulations

Poly(ethylene-glycol) (PEG) is a non-toxic polymer highly soluble both in water
and non-polar solvents and finds application in a broad variety of contexts,
including for example, as dispersant in toothpastes, lubricant in skin creams and
anti-foaming agent in the food industry. In biomedical applications, PEG, when
attached to a therapeutic molecule or nanoparticle (PEGylation), confers them extra
resistance to degradation, extended blood clearance time and, ultimately, improved
therapeutic efficacy. These improvements are obtained by a combination of factors
like increased overall volume, which prevents renal clearance, but also a reduction
of unspecific interactions with the surrounding environment. This last phenomenon
goes under the name of stealth effect, and results in the ability of PEG to screen the
PEGylated species from the immune response of the host organism.

Although PEG helps reduce unspecific interactions with the surrounding bio-
logical milieu, it does not remove them completely. It has been shown that, also
due the constant exposure to PEG-containing products, the organism can produce
antibodies against PEG. In addition, many different proteins adsorb on PEG-coated
nanoparticles, as soon as these enter in contact with blood [17]. A molecular
understanding of these protein adsorption phenomena on PEG-coated surfaces and
more in general of the interactions between PEG and proteins is still missing.

Atomistic molecular dynamics simulations can help to fill this gap. They have
been successfully used to address protein adsorption on a large variety of surfaces
[18, 19], as well as the behavior of specific blood proteins on model surfaces [1, 2],
While accurate atomistic models and force field already exist for many metallic,
metal-oxides and some polymeric surfaces [19], the surface exposed by PEGylated
species poses extra challenges due to its brushy nature. These challenges have been
recently addressed by simulating the proteins of interest in a mixture of water and
PEG molecules [20, 21]. With this approach, which is similar in spirit to what done
in computational drug screening exercises [22, 23], the possible binding modes of
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PEG with the protein surface are sampled accurately and their relative importance
is determined from the simulations.

Here, we report the results obtained with these simulations, which were per-
formed mostly on Hazelhen and have been published in ref. [20] and in ref. [24]
where we have also determined preferential binding coefficients of several blood
proteins for PEG.

3.1 Methods

All the simulations were carried out using the program NAMD [25], specifically
compiled for the Cray XC40 architecture, and the charmm27 force field [26] with
the extension for PEG [27]. Tip3p [7] was used as model for the explicit treatment of
water. An integration time step of 1 fs was used across the simulations. Simulations
were carried out using periodic boundary conditions. 1 atm Pressure and 300 K
temperature were maintained constant during the simulations using the Langevin
piston algorithm and Langevin thermostat [28, 29]. A cutoff of 1.2 nm was used
for the non-bonded interactions with a switch function. Long range electrostatic
interactions were treated using the smooth particle mesh Ewald (PME) method [30]
with a grid spacing of about 0.1 nm. To prepare the PEG-water mixture, 64 PEG
molecules (H�[O�CH2�CH2] n�OH, with n either 4 or 7) were placed on a 4 �
4 � 4 grid with 1.0 nm spacing between grid points. Then 1 ns high temperature
(700 K) simulations in vacuum with damped electrostatics interactions (dielectric
constant 200) were run to randomize the initial dihedral distribution of the PEG
molecules. The PEG molecules were then immersed in a box of water molecules and
sodium and chlorine ions were added to reach physiological concentration (0.15 M).
Mixtures with different concentrations of PEG were obtained by changing the size
of the water box surrounding the PEG molecules. The prepared mixtures were
then equilibrated first at high temperature (373 K) for 1.0 ns and then at 300 K for
1.0 ns. Several plasma proteins have been considered: human serum albumin(HSA),
bovine serum albumin(BSA), transferrin(TF) and apolipoprotein A1 (ApoA1). The
initial coordinates of the proteins were taken from the Protein Data Bank(PDB)
(see Table 1 for the list of PDBids). Each protein was immersed in a box filled by
replicating the coordinates of the PEG-water mixtures obtained before in the three
space directions and removing mixture atoms in close contact with protein atoms.
The final PEG concentration in the simulation boxes is reported in Table 1. The size
of the boxes was large enough to leave at least 1.0 /nm from each protein atom and
the box boundary. In the case of HSA, larger box sizes with 1.5 and 2.0 nm distances
between protein and box boundary were simulated to investigate the dependence of
the simulation results upon box size. The total charge of the systems was further
neutralized by changing an adequate number of water molecules into ions. The
complete systems were then minimized using the steepest descent algorithm for
10,000 steps with harmonic restraints on the heavy atoms of the proteins. Then the
systems were equilibrated at room temperature and pressure for 1.0 ns during which
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Table 1 List of the simulations performed

System Box size (Å) N. Atoms PEG length [PEG] (g/ml) Simulation time (ns)

HSA+lipids 103 114,000 4 0:13 4 � 105

HSA 98:8 100,881 4 0:08 4 � 100

98:2 99,301 4 0:11 4 � 100

108:6 134,134 4 0:12 4 � 125

118:2 172,541 4 0:12 5 � 100

BSA 103:6 116,489 4 0:11 4 � 100

Transferrin 108 132,009 4 0:11 5 � 200

108:7 134,663 4 0:07 5 � 200

108:4 133,303 7 0:07 5 � 200

108:8 134,372 7 0:04 5 � 200

ApoA1 192 739,653 4 0:13 4 � � 100

the harmonic restraints were gradually removed and for 1.0 ns without restraints.
Finally production runs were started with 4 or 5 replicas for each system. Length
of the runs ranged from 100 to 200 ns (see Table 1). The simulations have been
run using NAMD an MPI-based molecular dynamics simulation engine which has
been specifically compiled for the Cray XC40 architecture of Hazelhen. The large
number of atoms included in the simulations (105–106) assure good scaling up to
thousands cores. Typical job sizes of 100 nodes have been used for the simulations.
Typical job length of 30 min–3 h were submitted. Depending on system size this has
allowed to collect from 1 to 8 ns/h/100nodes.

The direct PEG-protein interactions along the simulations were measured using
the NAMD pair-interaction utility. The time series along the trajectories of the
number of PEG and water heavy atoms found within a distance d of the protein or
of each amino acid type was determined using the “pbwithin” selection command
of VMD. The ratio of these numbers was compared to the ratio between all the
PEG and water heavy atoms in the simulation box (bulk ratio). A PEG/water ratio
larger than bulk for an amino acid implies the presence of an effective attractive
interaction between PEG and the amino acid. On the other hand, amino acids with
a PEG/Water ratio smaller than bulk exert and effective repulsion for PEG. For the
residue specific PEG/Water ratio calculations we used d D 5:0Å. The preferential
binding coefficient measures the excess of PEG found in the local environment of
the protein, i.e., in its vicinity (Fig. 5) and was defined as:

� D ŒPEG�L � ŒH2O�L
ŒPEG�B
ŒH2O�B

(1)

where Œ��L is the concentration of PEG or water in the vicinity of the protein and Œ��B
the concentration in the bulk, that is, away from the protein. The local environment
of the protein is defined as a shell of thickness d around the protein. � converges
for d � 9:0Å, which is the value we used for these calculations.
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Fig. 5 The concentration of
PEG in the local environment
of the protein and in the bulk
solution are used for the
measure of the preferential
binding coefficient Eq. (1)

3.2 Results and Discussion

Four different plasma proteins have been simulated immersed in a PEG/water
mixture, as reported in Sect. 3.1. Three of them (HSA, BSA, TF) are relatively
abundant in plasma but not on the surface of PEGylated nanoparticles and one
(ApoA1) is abundant on the nanoparticle [17]. The simulations were performed
at different PEG concentrations to verify a possible dependence of the results on
this parameter. Additional simulations explored the role of PEG length and box
size. Each simulation was repeated 4–5 times to improve the statistical accuracy of
the results. Only short PEG molecules were considered (4 or 7 monomers), which
diffuse fast and allow for a thorough exploration of the possible binding modes
with the protein. This insures that the observed quantities converge in the accessible
simulation times (100–200 ns). It is worth noting that, since the persistence length
(3.8 Å) of PEG is comparable with the distance between monomers, longer PEG
chains are expected to explore the same binding modes as the shorter chains
simulated here. The simulations show that the protein structures are not affected
by the presence of PEG. The average root mean square deviation with respect to
the starting structure or, in the case of ApoA1 to a control run in pure water, is in
agreement with native state fluctuations of proteins of similar size (3–5 Å for HSA,
BSA and TF).

PEG molecules in the simulations reach and leave the surface of the protein
continuously, in a rather dynamical equilibrium. However, some regions of the
surface are more frequently populated by PEG (Fig. 6).

We, then, analyzed in more detail the possible origin of the observed uneven
distribution of PEG on the protein surface. We hypothesized that each amino-acid
type may have a different affinity for PEG molecules. To test the hypothesis, we
measured the average ratio between the number of PEG and water heavy atoms
(PEG/Water ratio) in a 5.0 Å shell surrounding each amino acid (Fig. 7). The data
show that some amino acids are more likely to have a concentration of PEG higher
than bulk, while others have a smaller concentration. In other words, some amino
acids exert an effective attraction for PEG while other exert a repulsion. The PEG-
amino acid interaction pattern look also very similar across the different simulations.
Indeed, we verified that the residue-specific PEG/Water ratio, normalized to the bulk
value in each simulation, are highly correlated across the simulations, at least for
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Fig. 6 Cartoons of three different simulated proteins (cyan) where regions with PEG density
larger than twice as in the bulk have been highlighted (dark blue). Left and right and center pictures
represent different views of the proteins. Negatively charged residues are highlighted in red. In the
case of ApoA1, the lipids present in the apolipoprotein are also rendered as a continuous surface

the most exposed amino acids (Fig. 8). These information, obtained from similar
simulations, allowed us to describe PEG-protein interactions with a simplified
model based on the solvent accessibility of each amino acid on the protein surface
[20].

A further analysis of the data consists in the measurements of the preferential
binding coefficient of each protein for PEG. Preferential binding coefficients are
derived from the Kirkwood-Buff integrals of the pair correlation functions in a
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Fig. 7 Ratio between PEG heavy atoms and water molecules within 5 Å of each residue types vs
sum of PEG+water (indicating the degree of exposure of each residues type). Negatively charged
residues “repel” PEG

multi-component system [31]. In particular they measure the excess number of
cosolvent molecules in the vicinity of each protein molecule, thus they are positive
in case of a preferential binding of the cosolvent to the protein, and negative
otherwise. Preferential binding coefficient are thermodynamic parameters that can
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Fig. 8 Correlation plots of the observed residue specific PEG/water ratios between the various
simulations. Correlation coefficients all above 0.8 indicate the substantial independence of the
values from the parameters of the simulations

be accessed experimentally through high precision densitometry experiments [32],
differential scanning calorimetry [33] and vapor pressure osmometry [34]. In the
present case, they report the affinity of each protein for the cosolvent (PEG) versus
the solvent (water) and can be approximated using Eq. (1) [35]. The measurements
we have performed on the simulations (Table 2) show in most cases positive
coefficients very close to zero, indicating a very weak preference of the analyzed
proteins for PEG.

Concluding, we show how atomistic molecular dynamics simulations can be used
fruitfully to assess the interaction of plasma proteins with PEG. The simulations
reveal that the interaction patterns with surface amino acids are similar across
the different proteins and the different simulation conditions analyzed here. This
fact has allowed for building simplified models of protein interactions with PEG
[20]. The simulations provide also direct measurements of the preferential binding
coefficients which could be assessed experimentally to test and help improve the
available force fields. The approach used in the present work is rather general and
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Table 2 Preferential binding coefficients measured along the simulations

System Box size (Å) PEG length [PEG] (g/ml) � (n.mol.)

HSA+lipids 103 4 0:13 3.4 (1.2)

HSA 98:8 4 0:08 5.0 (0.8)

98:2 4 0:11 7.0 (1.3)

108:6 4 0:12 2.9 (0.9)

118:2 4 0:12 �0.1 (1.1)

BSA 103:6 4 0:11 0.0 (1.0)

Transferrin 108 4 0:11 4.8 (0.9)

108:7 4 0:07 7.5 (1.0)

108:4 7 0:07 4.7 (0.7)

108:8 7 0:04 2.9 (0.7)

ApoA1 192 4 0:13 �1.2 (1.6)

could be extended to evaluate interactions of proteins with other polymers that, like
PEG, are highly soluble in waters and do not induce large conformational changes to
proteins. Indeed, large efforts are being made to identify polymers that could replace
PEG in biomedical applications and solve the issues related to its possible long-term
toxicity and nonbiodegradability. We expect the techniques developed here to help
in that direction.
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33. N. Poklar, N. Petrovčič, M. Oblak, G. Vesnaver, Protein. Sci. 8(4), 832 (1999)
34. E.S. Courtenay, M.W. Capp, C.F. Anderson, M.T. Record, Biochemistry 39(15), 4455 (2000)
35. B.M. Baynes, B.L. Trout, J. Phys. Chem. B 107(50), 14058 (2003)



Cosmic Large-Scale Structure
in the IllustrisTNG Simulations
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Abstract We have finished two new, extremely large hydrodynamical simulations
of galaxy formation that significantly advance the state of the art in cosmology.
Together with accompanying dark matter only runs, we call them ‘IllustrisTNG’,
the next generation Illustris simulations. Our largest and most ambitious calculation
follows a cosmological volume 300 megaparsecs on a side and self-consistently
solves the equations of magnetohydrodynamics and self-gravity coupled to the fun-
damental physical processes driving galaxy formation. We have employed AREPO,
a sophisticated moving-mesh code developed by our team over the past 7 years and
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equipped with an improved, multi-purpose galaxy formation physics model. The
simulated universe contains tens of thousands of galaxies encompassing a variety of
environments, mass scales and evolutionary stages. The groundbreaking volume of
TNG enables us to sample statistically significant sets of rare astrophysical objects
like rich galaxy clusters, and to study galaxy formation and the spatial clustering of
matter over a very large range of spatial scales. Here we report some early results
on the matter and galaxy clustering found in the simulations. The two-point galaxy
correlation function of our largest simulation agrees extremely well with the best
available observational constraints from the Sloan Digital Sky Survey, both as a
function of galaxy stellar mass and color. The predicted impact of baryonic physics
on the matter power spectrum is sizeable and needs to be taken into account in
precision studies of cosmology. Interestingly, this impact appears to be fairly robust
to the details of the modelling of supermassive black holes, provided this reproduces
the scaling properties of the intracluster medium of galaxy clusters.

1 Introduction

Observed galaxies range in mass from a few thousand to a few trillion times the
mass of the sun, encompass physical sizes from a fraction to tens of kilo-parsecs,
and span a variety of morphologies. Galaxies can reside in diverse environments—
in isolation, or as members of rich groups and clusters. They are self-gravitating
systems of stars and gas embedded in a halo of dark matter, and their distribution
throughout space traces a ‘cosmic web’ defined by filaments, nodes, sheets, and
voids of matter. The highly clustered large-scale structure of the Universe today,
at mega-parsec and giga-parsec scales, arose from 13.8 billion years of evolution,
starting from the nearly homogeneous distribution of matter in the early universe.

According to the current cosmological paradigm this large-scale structure
emerges through the dominant presence of cold dark matter (CDM), which in
turn fuels individual galaxies with cosmic gas, imparts gravitational torques and
tides, and determines a bottom-up or ‘hierarchical’ growth, with smaller objects
collapsing earlier by gravitational-instability and then later merging to form
progressively more massive and rare systems. The cosmological environment
and the resulting hierarchical growth govern the formation and transformation of
galaxies through cosmic time, regulating their stellar content, star formation activity,
gas and heavy-element composition, morphological structure, and so on. In order
to gain a theoretical, ab-initio understanding of these processes and their role in
shaping galaxies within the full cosmological context, simulations that account for
the multi-scale physics involved are the tool of choice.

As a starting point, such calculations rely on initial conditions that are known
and well constrained by observational data from the Cosmic Microwave Back-
ground radiation, now measured to exquisite precision by the Planck mission. The
calculations then need to accurately compute the dominant physical force, namely
gravity, acting upon all matter, within the accelerating expansion of the Universe.
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Furthermore, (magneto)hydrodynamical processes for modelling the evolution of
the gaseous component of the Universe need to be followed. Finally, one must
account for all other relevant astrophysical processes: from the atomic level
interactions that govern radiative cooling of a metal-enriched gas, to the formation of
stars and supermassive black holes, with their subsequent expulsion of mass, metals,
and ‘feedback’ energy, which can impact scales as large as entire galactic halos.

The mathematical equations governing these physical processes are non-linear,
complex, and highly coupled. This makes their solution through numerical simula-
tion the only practical approach, although the inherently multi-scale, multi-physics
nature of the problem poses significant challenges. Nevertheless, rapid progress
has been made. In the last 10 years, gravity-only simulations such as the Mil-
lennium Run [1], which model only the dark matter component, have reached an
extraordinary level of size and sophistication—the largest such simulations now
routinely include over one trillion resolution elements [2, 3], encompassing volumes
6–10 giga-parsecs on a side.

Simulations including gas have proven significantly more difficult. Yet, in the
past few years projects such as Eagle [4], Horizon-AGN [5], and our Illustris
simulation [6–8] have demonstrated that hydrodynamical simulations of structure
formation at kilo-parsec spatial resolution can reasonably reproduce the basic
properties and scaling relations of observed galaxies. Together with simulations
of individual galaxies at even higher resolutions [9–13], these calculations have
provided unparalleled insights into the processes underlying galaxy formation.
Simultaneously, they have been calling for further improvements of the cosmologi-
cal hydrodynamical simulations techniques.

In particular, the limited volume covered by simulations like Illustris—
encompassing about 100 mega-parsecs on a side—have hindered the exploration of
astrophysical processes which act on the largest scales of the Universe and precluded
the study of very rare objects, like rich clusters of galaxies and the supermassive
black holes sitting at their centers. Because of the enormous computational cost
required to simulate the cosmological formation of very massive structures or
very large cosmological volumes, at present just a handful of hydrodynamical
simulations exist which are capable of accessing the realm of statistical samples
of massive clusters [14–18]. Yet, none of them has the resolution needed to unveil
the structural details of clusters, their intra-cluster plasma and the galaxies hosted
therein. The latest generation of supercomputers and cosmological codes make
it now possible to attain the simulated volumes necessary to study the regime of
rare objects, yet simultaneously achieving mass and spatial resolutions suitable for
galaxy formation applications.

Here we report on first results from our team’s efforts in this direction, carried out
with the computer time granted under our GCS allocation GCS-ILLU-44057 on the
HazelHen supercomputer at the HLRS. We will first give a description of the large
simulations we have carried out, and then briefly discuss in an exemplary fashion
some first results on cosmic large-scale structure. We note, however, that the letter
is only a small subset of a large number of new scientific results that we obtain from
these simulations at the time of writing of this report.
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2 TNG: The Next Generation Illustris Simulations

2.1 The Need to Go Beyond the State of the Art

A few years ago, our team has performed one of the first high-resolution, large-scale
hydrodynamic simulations of galaxy formation [6–8]. This simulation suite—
“Illustris”—used a novel and innovative numerical approach, employing a moving,
unstructured mesh as implemented in the AREPO code [19]. One of the major
achievements of Illustris was its ability to follow the small-scale evolution of gas
and stars within a representative portion of the Universe, yielding a population of
thousands of well-resolved elliptical and spiral galaxies. For the first time ever,
it reproduced the observed morphological mix of galaxies and its dependence on
stellar mass. It could also explain at the same time the characteristics of hydrogen on
large scales, and the metal and neutral hydrogen content of galaxies on small scales.

In practice, all of the dominant galaxy formation processes needed to simulate
galaxies over a broad mass range were identified, implemented, and tested in a full
cosmological setting. These include primordial and metal line cooling of a gas with
self-shielding from radiation; a time-varying, spatially uniform ultraviolet (UV)
background; the evolution of stars and stellar populations, their energetic feedback,
as well as mass and metal return from Supernova Type Ia, Type II and AGB stars;
the formation, growth, and merging of supermassive black holes; models for distinct
‘quasar’, ‘radio’, and radiative feedback from active galactic nuclei (AGN). The
Illustris stellar evolution and chemical enrichment network followed nine elements
simultaneously (H, He, C, N, O, Ne, Mg, Si, Fe), while the stellar feedback was
realised through stochastically driven, galactic-scale winds [20, 21].

While the Illustris model has been remarkably successful in reproducing a wide-
range of galaxy properties, particularly for L� galaxies, some of the results in
Illustris were found to be in tension with a number of observable constraints [22].
In particular, the predicted central gas fractions of galaxy groups and clusters were
clearly too low [8]. At the same time, the colours of massive galaxies were too blue,
and their stellar masses too high when compared to observations. Similar tensions
existed with the stellar mass content as well as the sizes of the smallest resolved
galaxies [7, 23]. These important discrepancies could be traced to the Illustris
feedback model from active galactic nuclei (AGN), pointing to deficits in the physics
model for supermassive black hole accretion and its associated energy release.

2.2 New Modelling Techniques

In the last 3 years we have therefore undertaken a campaign of model development
and improvement, in order to address this key deficiency and other lingering
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problems of the original Illustris simulation. The next generation (TNG) models1

resulting from these efforts were used in our GCS-ILLU project to carry out
new large science calculations that significantly advance the state of the art. The
collective improvements of these new TNG models for galaxy formation physics
include the following primary aspects:

• A new, kinetic AGN feedback scheme, based on black hole-driven winds [25].
This replaces our previous low accretion state model for local black hole
(BH) energy injection, and is motivated by recent theoretical arguments for the
inflow/outflow solutions of advection dominated accretion flows (ADAFs) in this
regime. The new model demonstrates effective quenching of the cooling flows at
the centers of massive halos through the thermalisation of small-scale shocks,
producing red and passive galaxy populations.

• A refined galactic wind feedback model, with isotropic rather than bipolar
outflow geometry, and a metallicity dependent wind energy scaling designed to
capture unresolved radiative loses in metal-enriched interstellar medium (ISM)
conditions [26]. Adjustments of the wind energetics and directionality effectively
resolve the previous overabundance of low mass systems in the stellar mass
function, while also bringing the stellar sizes of systems into much better
agreement with observations.

• Updated stellar yields for the mass and metal return of stars, which take into
account the most recent stellar evolution calculations. The numerical advection
of chemical elements has also been improved to enforce realistic abundance
constraints.

• A novel ‘metal tagging’ scheme to record the different stellar production sites
(SNIa, SNII, and AGB stars) of heavy elements. This includes a semi-empirical
prescription for neutron-star (NSNS) mergers, in order to investigate their role as
astrophysical candidates for the origin of nuclear r-process elements.

• An update of the concordance cosmological model to the Planck 2015 values
[27].

• For the first time ever, we included magneto-hydrodynamics in such detailed
cosmological simulations of galaxy formation, allowing us to study the amplifi-
cation of a primordial field through large-scale shear flows and dynamo processes
[12, 28, 29]. This allows novel predictions for the field strength and topology
in galaxies, and how this correlates with other properties and the large-scale
environment.

• We also used for the first time a newly developed scheme for adaptive time
integration that is based on a hierarchical subdivision of the Hamiltonian of
the system, guaranteeing manifest momentum conservation for the gravitational
forces even when individual and adaptive timesteps are used. Combined with
improvements in our hydrodynamical time integration this lowers the numerical

1Previously, as in [24], we alluded to the corresponding simulations as ‘Illustris++’ instead of
‘IllustrisTNG’. Both names refer to the same project.
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truncation errors and numerical noise considerably, thereby yielding more
accurate results for a given number of resolution elements.

With the compute time granted under our GCS allocation (GCS-ILLU-44057),
we could demonstrate in the first project phase that our new galaxy formation
model is superior to previous models. We have done so using both an array of
comparatively small uniform simulations [24–26] and of cosmological realisations
of individual objects (“zooms”), as well as by re-simulating the full volume of the
original Illustris run with two different black hole models, using the same phases in
the initial conditions such that object-by-object comparisons are possible.

2.3 Completed Simulation Set

Equipped with the significantly improved galaxy formation model and code
described above, we have devised an ambitious simulation program that we realised
in our GCS-ILLU-44057 project, and subsequently expanded in scope still further.
The full project is now comprised of three distinct yet complementary cosmological
simulations—The Next Generation (TNG) series—whose flagship runs are:

• TNG300 (large volume, L = 300Mpc with 2 � 25003 particles/cells)
• TNG100 (intermediate volume, L = 110Mpc with 2 � 18203 particles/cells)
• TNG50 (small volume, L = 50Mpc with 2 � 21603 particles/cells)

Figure 1 gives a visual comparison of these different simulations. The TNG300
simulation is complementary to both the TNG100 (medium, Lbox ' 110 Mpc) and

Fig. 1 Dark matter density distribution in slices through the TNG300, TNG100 and TNG50
simulations of our project, illustrating the size of the different simulation volumes. The large box
TNG300 has the largest number of resolution elements and by far the largest volume of the set,
which is ideal for large-scale structure studies and for sampling rich galaxy clusters. In contrast,
TNG100 and TNG50 have much higher mass resolution but poorer statistics, making them a better
match for detailed studies of small galaxies
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TNG50 (small, Lbox ' 50 Mpc) volumes, but has different science objectives. It
features the largest box size (Lbox ' 300Mpc) and by far the largest number of
resolution elements of the whole IllustrisTNG simulation project, although at a
lower mass resolution than the other series.

The highest resolution implementation of the TNG300 simulation contains
2 � 25003 total resolution elements (31.25 billion), half dark matter particles and
half Voronoi gas cells. In addition, 25003 Monte Carlo tracer particles are included.
The mean baryonic gas mass resolution is 1:1�107 Mˇ, while the DM particle mass
is 5:9�107 Mˇ. The Plummer equivalent gravitational softening of the collisionless
component (dark matter and stars) is 2.95 comoving kilo-parsecs until z = 1, after
which it is fixed to its physical value of 1.48 kilo-parsecs at redshift one. The
gravitational softening of gas cells is adaptive, with a minimum of about 370
comoving parsecs. To assess resolution convergence, the flagship TNG300 run is
supplemented by other lower-resolution simulations, spaced by factors of 8 in mass
resolution. To isolate the effects of the galaxy formation model onto the underlying
dark matter distribution, each full-baryonic run is repeated with the same initial
condition phases, but including only dark matter (DM) and gravity.

TNG100 constitutes effectively a re-simulation of the original Illustris volume,
and has also been finished on HazelHen in two versions with different black hole
physics models, using about 18.0M cpu hours on 10,572 cores each. TNG100 has
already proven that the new galaxy formation physics model is highly successful at
reproducing, among others: the observed gas content of massive halos; the stellar
mass function of galaxies at z D 0; the inferred stellar-to-halo mass relation
for both massive halos as well as galaxies less massive than the Milky Way; the
stellar sizes and the color distributions of simulated galaxies across a wide range
of masses; the observational signatures in the X-ray and sub-mm wavelengths from
groups and clusters of galaxies. Moreover, with TNG100 we have been able to test
the performance of the recently implemented MHD scheme, at spatial and time
scale regimes previously completely inaccessible (see Fig. 2 for an example of the
magnetic field structure in a formed disk galaxy).

We have then proceeded and run the flagship TNG300 simulation on HazelHen,
for which also a time extension proposal from us was granted. We consider this
calculation a highlight of our GCS-ILLU-44057 project. It targets galaxy clusters
and cosmic large-scale structure, and allows us to address a number of unique
science goals that cannot be reached with the smaller simulations. With the chosen
cosmological volume 300 mega-parsecs a side, TNG300 provides an unmatched
hydrodynamical dataset at the current epoch, including five halos with total mass
around 1015 Mˇ, almost 300 hundred galaxy clusters exceeding 1014 Mˇ, and a
few thousands smaller group-scale halos, all at a novel combination of resolution
and sample size.

Finally, TNG50 is meant to propel the TNG series towards uncharted terrain on
the opposite end of the spectrum. It increases the mass resolution by a factor of 18
and targets, in particular, small dwarf galaxies. We have obtained computer time on
HazelHen for this calculation with an independent proposal, and at the time of this
writing, are still evolving this simulation on HazelHen.
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Fig. 2 Magnetic field strength (color scale) and structure (fine striations indicate the local field
direction) in a spiral galaxy in one of our TNG zoom simulations

We note that the completion of the TNG300 and TNG100 runs represents a
significant technical achievement that was only possible thanks to the high compute
performance of HazelHen and its powerful I/O subsystem. Especially the utility
of the comparatively large memory per core cannot be overstated. The TNG300
run was executed on 24,000 cores, and at peak, required up to 101 TB of RAM.
Given our previous experience with large MPI partitions, the combined memory
requirements of the MPI library and the operating system may reach �1 GB per
core. Therefore, we put a ceiling to our user space memory usage at '4.2 GB per
core (of the physical 5.33 GB/core available on Hazel Hen). We generally operated
the code close to the smallest number of nodes that could fit a particular simulation
given these memory constraints, thereby staying in the optimal scaling regime of
the code.

The large volume of science data produced (about �130 TB per large flagship
run) and the huge size of our checkpoint files represented a particular challenge.
The AREPO code uses a custom parallel I/O strategy for achieving high throughput
I/O by writing both checkpoint and output snapshots files (the latter in HDF5) from
many different nodes into separate files in parallel. For the TNG300 primary run
we have been using 250 simultaneous read/write tasks. They are spread out onto
different nodes, and as individual files are completed, new tasks are launched by
a built-in I/O scheduler. With this configuration, we achieved on HazelHen, on the
filesystem assigned to us, a maximum I/O rate of 36 GB/s and a typical I/O rate of
26 GB/s. To write a full restart file set (simulation checkpoint) of size 36 TB this
corresponds to an average time of nearly 30 min. Writing restart files twice per 24 h
job we then spent �4% of our wallclock time on I/O. We stored one redundant
backup of the restart file set at all times, which is rotated automatically, and
includes an MD5 checksum verification to guard against potential filesystem errors
or instabilities. The primary science outputs of the simulation, particle snapshots
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and substructure catalogs, are significantly smaller than the cumulative checkpoint
data volume, and saved just 100 times over the entire simulation duration, giving
a negligible increase of the overall I/O cost. The total saved output science data of
the TNG300 run amounts to 138 TB. Using a multi-connection parallel transfer we
moved this data with a sustained data rate of 350 MB/s from HazelHen to HITS in
Heidelberg, where we carry out the science analysis on local machines. From there,
we also transferred it further (albeit more slowly) to Harvard-CfA, where we keep
a redundant copy. We also do a long-term archival of the data using the large-scale
data facility of the state of Baden-Württemberg in Karlsruhe.

3 Early Results on Matter Clustering

The IllustrisTNG simulations allow for a detailed comparison with existing and
upcoming observational measurements (for example through mock observations
of the simulated data), which in turn provides a foundation for their theoretical
interpretation. These include, for example, the imaging and spectroscopic char-
acterisation of the galaxy populations and diffuse stellar light in nearby galaxy
clusters like Virgo, Fornax, and Coma (SAURON, ATLAS-3D, NGVS), in local
samples of massive early-type galaxies (the MASSIVE SURVEY) or in extremely
massive merging systems like the Frontier Field Clusters (HST); the X-ray mapping
of the outskirts of galaxy clusters with the SUZAKU telescope; and polarisation
measurements with forthcoming large radio telescopes in order to measure magnetic
fields in the outer regions of halos (LOFAR, SKA) and in the disks of galaxies
(ASKAP). Simultaneously, TNG300 provides important theoretical guidance to
maximize the scientific outcome of large future observational campaigns dedicated
to constrain cosmology, in particular dark energy, via for example the abundance and
spatial clustering of galaxies (EUCLID) and clusters (eROSITA, ATHENA, Planck,
South Pole Telescope).

In our collaboration we are at present busily working on all of these topics. The
results will be presented in forthcoming publications over the next months. Here
we briefly discuss a few early findings on large-scale structure in the IllustrisTNG
simulations.

The impact of baryonic effects on the large-scale matter power spectrum needs to
be understood very accurately to take full advantage of cosmological probes for dark
energy. Our simulations permit precision measurements of the clustering of matter,
and in particular allow a quantification of the effects of baryons on the total matter
distribution. In Fig. 3, we show measurements of the total matter power spectra
in TNG300, at all three resolution levels we have run, both for the full physics
calculations and the dark matter only runs. The results show the expected behaviour
on large scales, which are still in the linear regime. But importantly, they can also
probe deeply into the non-linear regime of matter clustering, as it occurs on smaller
scales.
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Fig. 3 Top panels show the total matter power spectrum of the full physics runs of TNG300 (left
panel) and of the dark matter only runs (right panel), at z D 0. The thin horizontal lines show the
shot noise limits. The bottom panels give the difference of the two lower resolution simulations to
the highest resolution run. The light and dark grey bands in the bottom panels denote ratios of 10%
and 1%, respectively

Of particular interest is the deviation between the full physics and the dark
matter only simulations, which is shown for redshifts z D 1 and z D 0 in
Fig. 4. There is a characteristic damping of the power on comparatively large
scales, at around k � 10 h Mpc�1, reaching up to 25%, which can be attributed to
baryonic feedback processes, especially from active galactic nuclei (AGN). In the
old Illustris simulation, this impact was particularly strong, whereas in IllustrisTNG
it is somewhat weaker, and importantly, does not extend to quite such large scales.
This is likely directly connected to the strength of the AGN feedback, which is
now just right to reproduce the observed gas fractions in poor clusters of galaxies.
Interestingly, the results of the Eagle simulation [30], where the same is the case, is
very similar. Encouragingly, this suggests that the impact of baryonic feedback may
be relatively well constrained if other observable properties in the baryonic sector,
especially for galaxy clusters, are matched well.

Another view on the evolution of the large-scale structure is given in Fig. 5, where
the dark matter power spectrum is shown relative to the linear theory evolution. The
initial conditions contain baryonic acoustic oscillations, whose scale is an important
cosmological probe for the expansion history of the universe. We also show the
power spectrum as measured through two sets of different tracers (a galaxy sample
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Fig. 4 The ratio between the total matter power spectrum of different full physics runs and the
total power spectrum of their dark matter only companion runs. The lines turn from straight to
dashed where the shot noise reaches 10% of the power for the full physics power spectrum. The
light and dark grey areas denote ratios of 10% and 1%, respectively
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and an AGN sample). They exhibit a sample- and redshift-dependent bias on large
scales. With progressing time evolution, mode-mode coupling towards mildly non-
linear scales occurs, partially wiping out the baryonic acoustic oscillations. While
even in TNG300 we have too few independent large-scale modes (due to the limited
volume) to give quantitatively precise results for this effect at low redshift, our
results give a good idea how close we get to this with the newest generation of
hydro simulations.

The limited volume of previous hydrodynamical simulations of galaxy formation
has severely hampered studies of galaxy clustering, which depends sensitively on
long-wavelength modes. However, the TNG300 simulation has enough volume to
allow a faithful measurement of the galaxy two-point correlation function, nearly
unaffected by box size constraints. We note that galaxy correlation functions can
be measured very accurately in observational surveys, with some of the best
constraints coming from the Sloan Digital Sky Survey (SDSS). Because the precise
clustering of galaxies depends on the way star formation is affected in different
environments, the galaxy correlation function probes a combination of cosmology
and the regulation of star formation through environment and feedback effects. It
thus provides a central and powerful constraint on any cosmological model.

In Fig. 6 we show the two-point correlation function of TNG300 in six different
mass bins compared to the SDSS Data Release 7 at its mean redshift of z D 0:1 (with
data taken from [31, 32]). Overall, the agreement is remarkably good. In Fig. 7, we
extend the comparison to the clustering of separate samples of blue and red galaxies.
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Fig. 6 The two-point galaxy correlation function measured in TNG 300 for different stellar mass
ranges, compared to the Sloan Digital Sky Survey. The comparison is carried out at z D 0:1, close
to the mean redshift of the survey data
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Fig. 7 Two-point galaxy correlation function split by color and stellar mass in TNG 300,
compared to the Sloan Digital Sky Survey

Here the galaxies are split into red and blue galaxies based on their g-r colour in the
Sloan bands, using the same cut as in [32]. Reassuringly, the simulation predictions
are also in good agreement with the data in this sensitive test, especially for blue
galaxies. The only significant discrepancy occurs for red galaxies in the mass range
between 109 and 1010 Mˇ, where the model predictions give a somewhat too strong
clustering. This suggests that galaxies of this type shut down their star formation
in the simulation slightly too early, which constitutes very useful information about
small deficits in the physics model implemented in TNG.

4 Conclusions

We have developed a new advanced simulation model for galaxy formation and
applied it in a suite of state-of-the-art hydrodynamical simulations of cosmic
structure formation which we refer to as IllustrisTNG. Our calculations set new
standards in the field with respect to resolution, size, hydrodynamical accuracy
and comprehensiveness of the included physical processes. For example, we
for the first time accounted for magnetic fields and their amplification through
small-scale dynamo processes during galaxy formation. The new simulation suite
was calculated on the HazelHen supercomputer and provides a rich resource for
theoretical studies in cosmology and galaxy formation.
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In this report, we briefly described a few results on matter and galaxy clustering,
in an exemplary fashion. We confirm that AGN feedback has a sizeable impact
on the total matter power spectrum, of about 25% at scales of k ' 10 h Mpc�1.
It appears that the magnitude of this effect is relatively robust to details of the
black hole modelling, provided the baryonic properties of the intracluster gas match
basic cluster scaling relations. This is an encouraging result and offers the prospect
to arrive at fully predictive hydrodynamic simulation that reach the nominal 1%
accuracy that is required on these large scales for precision experiments that search
for dark energy.

Modern galaxy surveys like SDSS have determined the galaxy two-point corre-
lation function to high accuracy. This data is reproduced remarkably well by the
predictions of the TNG300 simulation. Even when split by colour, the agreement
remains generally impressive, modulo a slightly too strong clustering of red low-
mass galaxies. This non-trivial result is highly encouraging and provides ample
motivation to explore the simulation data in many different directions. This is
currently in progress, and we look forward to present a flurry of publications that
address the science enabled by the TNG simulations in the near future. These studies
will be led by IllustrisTNG team members, as well as students and postdocs in our
groups.

We also foresee to make all of the IllustrisTNG data publicly available approx-
imately 1 year after our own first papers haven been published, following the
successful model we had applied for our older Illustris simulation [22]. We
anticipate that this will further boost the utility of the simulations for the full
community, and make them a useful scientific resource for many years to come.
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1 Introduction

Our research efforts continue to focus on the development of computational methods
to solve the Schrödinger and Dirac equations for atomic and molecular collision pro-
cesses. Access to leadership-class computers such as the Cray XC40 at HLRS allows
us to benchmark our theoretical solutions against dedicated collision experiments at
synchrotron radiation facilities such as the Advanced Light Source (ALS), Astrid II,
BESSY II, SOLEIL and PETRA III and to provide atomic and molecular data for
ongoing research in laboratory and astrophysical plasma science. In order to have
direct comparisons with experiment, semi-relativistic, or fully relativistic R-matrix
or R-matrix with pseudo-states (RMPS) computations, involving a large number
of target-coupled states are required to achieve spectroscopic accuracy. These
computations could not be even attempted without access to high performance
computing (HPC) resources such as those available at computational centers in
Europe (HLRS) and the USA (NERSC, NICS and ORNL).

The motivation for our work is multi-fold; (a) Astrophysical Applications
[27, 39, 43, 50], (b) Magnetically-confined fusion and plasma modeling, (c) Fun-
damental interest and (d) Support of experiment and satellite observations. For
photoabsorption by heavy atomic systems [41, 42], little atomic data exists and our
work provides results for new frontiers on the application of the R-matrix BREIT-
PAULI and DARC parallel suite of codes. Our highly efficient R-matrix codes have
evolved over the past decade and have matured to a stage now that large-scale
collision calculations can be carried out in a timely manner for electron or photon
impact of heavy systems where inclusion of relativistic effects are essential. These
codes are widely applicable for the theoretical interpretation of present experiments
being performed at leading synchrotron radiation facilities. Examples of our results
are presented below in order to illustrate the predictive nature of the methods
employed compared to experiment.

2 Valence Shell Photoionization Studies

For comparison with the measurements made at the ALS, state-of-the-art theoretical
methods using highly correlated wavefunctions were applied that include relativistic
effects. An efficient parallel version of the DARC [5, 61, 66] suite of codes continues
to be developed and applied to address electron and photon interactions with atomic
systems, providing for hundreds of levels and thousands of scattering channels.
These codes are presently running on a variety of parallel high performance
computing architectures world wide [44, 46, 47, 49]. The input wavefunctions for
the DARC codes are determined by the GRASP0 code [12, 17, 22].
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GRASP0 [17, 22] is used to construct a bound orbital basis set for the residual ion
of the system of interest, with the Dirac-Coulomb Hamiltonian HD, via the relation,

HD D
X

i

�ic˛ri C .ˇ � 1/c2 � Z

ri
C
X

i<j

1

jrj � rij ; (1)

where the electrons are labelled by i and j and the summation is taken over all
electrons of the system. The matrices ˛ and ˇ are directly related to the Pauli spin
matrices, c is the speed of light and the atomic number is Z. The relativistic orbitals
are described with a large component, Pn` and small component Qn`. The residual
ion target wavefunctions are appropriately defined on a radial grid for input into the
relativistic Dirac Atomic R-matrix Codes (DARC) [66].

The total cross-section � for photoionization (in Megabarns, 1 Mb=10�18 cm2)
by unpolarized light is obtained by integrating over all electron-ejection angles Ok
and averaging over photon polarization [12] to give

� D 8�2˛a20!

3.2Ji C 1/
X

l;j;J

j < ��
f jM1j�i > j2; (2)

where M1 represents the dipole length operator and the equations are simplified by
use of the Wigner-Eckart theorem [12]. The cross-section � can be cast in both
length (L) and velocity gauges (V) through the dipole moment operator M1, where
for the velocity gauge ! is replaced by !�1, where a0 is the Bohr radius, ˛ the fine
structure constant, gi D .2Ji C 1/ the statistical weighting of the initial state, with
�i, ��

f being the initial and final state scattering wavefunctions.

2.1 Photoionization of Atomic Chlorine Ions: ClC

The sulphur-like ion, ClC in its ground and metastable states, namely; 3s23p4 3P2;1;0,
and 3s23p4 1D2;

1S0, were measured recently at the ALS at Lawrence Berkeley
National Laboratory using the merged beams photon-ion technique at a photon
energy resolution of 15 meV in the energy range 19–28 eV [24]. These measure-
ments are compared with large-scale Dirac Coulomb R-matrix calculations in the
same energy range [40] as shown in Fig. 1. Photoionization of this sulphur-like
chlorine ion is characterized by multiple Rydberg series of autoionizing resonances
superimposed on a direct photoionization continuum. A wealth of resonance
features observed in the experimental spectra are spectroscopically assigned and
their resonance parameters tabulated and compared with the recent measurements.
Metastable fractions in the parent ion beam are determined from the present study.
Theoretical resonance energies and quantum defects of the prominent Rydberg
series associated with fine-structure core-excitations 3s23p3nd, identified in the
spectra as 3p ! nd transitions are compared with the available measurements.
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Fig. 1 Single photoionization of the sulphur-like chlorine ion as a function of the photon energy in
the energy region 19–27.5 eV. The experimental results shown are from the recent high resolution
measurements made at the ALS at a resolution of 15 meV FWHM [24]. The theoretical cross-
section calculations are from large-scale DARC calculations [40] convoluted with a Gaussian
having a profile of 15 meV FWHM. An appropriate weighting has been used for the ground and
metastable states to best match the high resolution ALS measurements [24]. For further details see
the recent work of McLaughlin [40]

Weaker Rydberg series 3s23p3 ns, identified as 3p ! ns transitions and window
resonance 3s3p4.4P/np features, due to 3s ! np transitions are also found in the
spectra.

Excellent agreement of the theoretical photoionization cross-sections and reso-
nance features with recent ALS measurements [24] is found [40] as illustrated in
Fig. 1 and are within the ˙13 meV energy uncertainty of experiment. Interloping
resonances are found in the photoionization spectra from the different initial states
of this sulphur-like species. The interloping resonances are seen to disrupt the
regular Rydberg series pattern in the spectra [40].

2.2 Photoionization of CoC and Electron Excitation
of Co2C Ions

Modeling of massive stars and supernovae (SNe) plays a crucial role in under-
standing galaxies. From this modeling we can derive fundamental constraints on
stellar evolution, mass-loss processes, mixing, and the products of nucleosynthesis.
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Proper account must be taken of all important processes that populate and depop-
ulate the levels (collisional excitation, de-excitation, ionization, recombination,
photoionization, and bound-bound processes). For the analysis of Type Ia SNe
and core collapse SNe (Types Ib, Ic and II) Fe group elements are particularly
important. Unfortunately little data are currently available and most noticeably
absent are the photoionization cross-sections for the Fe-peak elements which have
high abundances in SNe. Important interactions for both photoionization (PI) and
electron-impact excitation (EIE) are calculated using the relativistic DARC codes for
low ionization stages of cobalt. All results are calculated up to photon energies of
45 eV and electron energies up to 20 eV. The wavefunction representation of Co III
has been generated using the GRASP0 code [17, 22] by including the dominant 3d7,
3d6Œ4s; 4p�, 3p43d9 and 3p63d9 configurations, resulting in 292 fine structure levels.
Electron-impact collision strengths and Maxwellian averaged effective collision
strengths across a wide range of astrophysically relevant temperatures are computed
for Co III. Statistically weighted PI cross-sections are presented for Co II in Fig. 2
and compared directly with existing work [20, 68, 76, 78].

The collision strength between an initial state i and a final state j can be obtained
from the EIE cross-section �e

j!i,

˝i!j D gik2i
�a20

�e
j!i: (3)

These collision strengths represent a detailed spectrum, complete with the
autoionizing states. To present the results in a more concise format, we assume a

Fig. 2 Photoionization cross-section (Mb) for the CoC ion, as a function of photon energy (eV).
The solid (black) line represents the statistically weighted 292-level DARC results [76] for all
transitions from the initial ground-state term 3d8 3F to all dipole allowed final states. The solid
(red diamonds) are from the work of Verner and co-workers [78], who used Dirac-Slater potentials
within a central field approximation. The solid (green circles) are from the distorted wave (DW)
calculations of Fontes and co-workers [20] and the (purple) crosses with the dashed line are the
calculations of Reilman and Manson [68] who used the Hartree-Slater wavefunctions of Hermann
and Skillman
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Maxwellian distribution of the colliding electron velocities. We define the effective
collision strength as a function of the electron temperature in Kelvin (K) as,

	i!j D
Z 1

0

˝i!j exp.�
f =kT/ d
� 
f

kT

�
(4)

where 
f is the energy of the electron, 3800 � T � 40,000 in K, and k=
8.617� 10�5 eV/K is Boltzmann’s constant. Each 	i!j is calculated for 11 electron
temperatures.

We calculate the main contribution to the collision strength as defined in Eq. (3)
from the partial waves up to J = 13 of both even and odd parity. These are obtained
by considering appropriate total multiplicity and orbital angular momentum partial
waves. However, in order to obtain converged results on transitions at higher
energies, we explicitly calculate partial waves up to J = 38 and use top-up procedures
to account for further contributions to the total cross-section. The effective collision
strengths as a function of electron temperature were determined using Eq. (4) for
the appropriate transition of interest [76].

GRASP0 [17, 22] was used to obtain A-values for transitions between the fine-
structure levels. The DARC computer package has been employed to extend the
problem to include photon and electron interactions. In Fig. 3 results are shown

Fig. 3 Electron impact excitation of Co2C ions for the 3d7a4F9=2 � a4F7=2 transition. Panel
(a) is the collision strength ˝, as a function of electron collision energy (eV), panel (b) is the
corresponding effective collision strength 	 as a function of electron temperature in Kelvin (K).
The solid black line with stars DARC 292-level results [76], the dashed blue line with crosses results
from Storey and Sochi [75]
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for for the 3d7a4F9=2 � a4F7=2 transition in Co III, for the collision strengths
(˝) and Maxwellian averaged effective collision strength (	 ). We note that when
comparisons are made with other available works one finds good agreement. The
reliability of the atomic data presented has been rigorously tested through the
variation of the level of sophistication of the current calculations. Great care has
been taken to ensure the inclusion of important correlation and configuration-
interaction in the wavefunction expansions. Furthermore, the complex resonance
structures in the cross-sections (photoionization and excitation) have been accu-
rately resolved through a series of calculations incorporating mesh sizes with finer
and finer energy increments. Further details of the collision work can be found in
the recent publication of Tyndall and co-workers [76].

2.3 Photoionization of Tungsten (W) Ions: W4C

DARC calculations on photoionization of heavy ions carried out for SeC [41], XeC
[42], ClC [40], CoC [76], ArC [10, 15, 77], FeC [18], Xe7C [55], WC [51, 56,
57], KrC[25], Se2C [38], and W2C and W3C [48] ions showed suitable agreement
with high resolution ALS measurements. Large-scale DARC photoionization cross-
section calculations on neutral sulfur compared to photolysis experiments, carried
out in Berlin [7], and measurements performed at SOLEIL for 2p removal in SiC
ions by photons [28] both showed suitable agreement. All of these cross-section
calculations using either the DARC or BREIT-PAULI R-matrix codes [66] showed
suitable agreement with the measurements made at the ALS, BESSY II and SOLEIL
radiation facilities.

Tungsten, the element with atomic number Z D 74, has moved into the focus
of controlled nuclear fusion research because of its unique physical and chemical
properties which make it the most suitable material for the wall regions of highest
particle and heat load in a fusion reactor vessel [60]. The downside of tungsten
as a high-Z impurity is its extremely high potential for radiative plasma cooling.
Minuscule concentrations of tungsten ions in a fusion plasma prevent ignition.
Maximum tolerable relative fractions of tungsten in the plasma are of the order of
2�10�5 [59, 65]. By plasma-wall interactions tungsten atoms and ions are inevitably
released from the surfaces of the vacuum vessel and enter the plasma. For the
modeling of tungsten plasma impurities and their characteristic line emissions,
detailed knowledge about collisional and spectroscopic properties is required. In
order to meet some of the most important requirements a dedicated experimental
project was initiated several years ago with the goal to provide cross-section data
and spectroscopic information on tungsten ions exposed to collisions with electrons
and photons [52]. The main topics of this project are electron-ion recombination,
photoionization, and electron-impact ionization of tungsten ions. Results on the
recombination of W18C, W19C, and W20C have been published [4, 33, 34, 70, 71].
Cross-sections and rate coefficients for electron-impact ionization of W17C and
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W19C have also been made available in the literature [11, 67]. The present work
adds experimental and theoretical cross-sections for single-photon single ionization
of W4C to a series of photoionization studies on tungsten ions in low charge
states [48, 53, 54, 56, 57].

Experimental and theoretical results are reported for single-photon single ion-
ization of the tungsten ion W4C. Absolute cross-sections have been measured
employing the photon-ion merged-beams setup at the Advanced Light Source
in Berkeley. Detailed photon-energy scans were performed at 200 meV band-
width in the 40–105 eV range. Theoretical results have been obtained from a
Dirac-Coulomb R-matrix approach employing basis sets of 730 levels for the
photoionization of W4C. Calculations were carried out for the 4f 145s25p65d2 3FJ ,
J=2, ground level and the associated fine-structure levels with J=3 and 4 for
the W4C ions. In addition, cross-sections have been calculated for the metastable
levels 4f 145s25p65d2 3P0;1;2; 1D2;

1G4;
1S0. Very satisfying agreement of theory

and experiment is found for the photoionization cross-section of W4C which is
remarkable given the complexity of the electronic structure of tungsten ions in low
charge states. Interpretation of the resonance features found in the cross-sections
was carried out using the Cowan code [16, 20, 58].

The DARC calculations for WqC with q D 0; 1; 2; 3, and 4 show increasingly
better agreement with experiments along the sequence of increasing charge states.
This was expected because the physics of more highly charged ions becomes simpler
in that the electron-nucleus interactions become more prominent relative to the
electron-electron interactions which are difficult to treat. The comparison of the
theoretical results obtained from the DARC codes and the ALS experimental cross-
sections illustrated in Fig. 4 indicate excellent agreement. It would be interesting
to see how well other theoretical methods can reproduce the experimental results.
A statistical theory based on the concept of quantum many-body chaos has been
suggested for the treatment of atomic processes involving interactions of electrons
and photons with complex many-electron atoms or ions [19]. The application of this
approach to recombination of tungsten ions with an open 4f shell such as W20C [9]
provided very good overall agreement with the experiment [70]. The quantum-chaos
theory may turn out to be also suitable for the present problem of photoionization
of WqC ions in low charge states q.

Absolute experimental and theoretical cross-sections are presented for single
photoionization of W4C. The measurements were obtained by the merged-beams
technique using synchrotron radiation and the calculations were performed in the
Dirac-Coulomb R-matrix approximation. Very satisfactory agreement was obtained,
as shown in Fig. 4, in fact, the best to date between measured and calculated pho-
toionization cross-sections along the tungsten isonuclear sequence. Improvement
of the theoretical description had been expected with the charge state of the ion
increasing and the experimental and theoretical work up to W4C demonstrate the
validity of that assumption.
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Fig. 4 Comparison of the present experimental and theoretical photoionization cross-sections for
W4C ions. The statistically weighted sum of the results for all levels within the 4f 145s25p65d2

configuration, i.e., the configuration-averaged cross-section, obtained with the 730-level approx-
imation was convoluted with a 200-meV FWHM Gaussian to simulate the experimental energy
resolution. The cross-sections at energies beyond 64 eV were multiplied with a factor of 2.5
and displayed separately with a vertical offset of 50 Mb. The experimental energy-scan data are
displayed as small circles with (orange) shading. The statistical error bars are provided as vertical
black bars which can hardly be seen because they are of the size of the data points. Absolute cross-
sections are shown as larger circles with (cyan) shading together with their total uncertainties.
The theoretical result is represented by the (olive) solid line with light (green) shading. The
ionization thresholds of all levels within the 4f 145s25p65d2 ground-state configuration are given
by the vertical (blue) lines. They were taken from the NIST compilation [32]. Further details can
be found in the recent work of Müller and co-workers [58]

3 Multiphotoionization: He and H2

A time-dependent close-coupling (TDCC) method [62] is used to calculate the mul-
tiphoton double ionization for the ground state of the He atom using femtosecond
laser pulses. The TDCC equations are solved using standard numerical methods
to obtain a discrete representation of the radial wavefunctions and all operators on
a two-dimensional lattice. Total double ionization probabilities are calculated for
two, three, four, and five-photon absorption in the photon energy range from 10
to 60 eV. Single and triple differential probabilities are calculated for two, three,
four, and five-photon absorption at energies where the total ionization probability
is near a maximum. For circular polarization the total and differential probabilities
are consistently smaller compared to linear polarization as the number of photons
absorbed is increased while keeping the radiation field intensity constant. For linear
polarization, the total and differential probabilities vary substantially as a function of
the number of photons absorbed due to the presence of more absorption pathways.
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Total double ionization probabilities were calculated over the energy range from
10 to 60 eV to locate those energy ranges for which two, three, four, and five-photon
absorption is the dominant process. The energy ranges are generally from 1.0 to
1.6 times the threshold energy for double ionization. Peak total double ionization
probabilities were identified for the two, three, four, and five-photon absorption for
both linear and circularly polarized light. At the total probabilities peak energies
single and triple differential double ionization probabilities were calculated to guide
experiments.

For circular polarization the total, single differential, and triple differential
double ionization probabilities drop in a steady manner as the number of photons
absorbed is increased. However, for linear polarization the total, single differential,
and triple differential probabilities do not drop in a steady manner. Figure 5
illustrates the three-photon double ionization probabilities for linear and circular
polarization in He.

For example, the five-photon double ionization probabilities are much larger than
the four-photon double ionization probabilities. We hope these survey calculations
[63] will stimulate experimental studies for two, three, four, and five-photon double
ionization of He using femtosecond laser pulses. The time-dependent close-coupling
method can be easily applied to the ground and metastable excited states of many
atoms and their ions for which two electrons are found above a closed shell
atomic core.

The time-dependent close-coupling method was then used to calculate the
multiphoton double ionization of H2 using circularly polarized applied laser pulses.
Total double ionization probabilities are calculated for two, three, and four-photon
absorption in the energy range from 10 to 50 eV. Single and triple differential
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Fig. 5 Three photon, double ionization probability for He, for L = 3. Solid (red squares): linear
polarization, and solid (blue squares): circular polarization. Further details can be found in the
recent work of Pindzola and co-workers [63]
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probabilities are calculated at photon energies where the total ionization probability
is near a maximum. For one electron emitted along the internuclear axis, the
angular distribution for the other electron is similar for two, three, and four-photon
absorption. As one electron is emitted further away from the internuclear axis,
the angular distribution for the other electron is similar for two and four-photon
absorption, but quite different for three-photon absorption.

Multiphoton double ionization probabilities for H2 using circularly polarized
laser pulses were calculated using the TDCC method. Total double ionization
probabilities were calculated over the photon energy range from 10 to 50 eV. The
results are illustrated in Fig. 6. The two-photon probability has a peak at 33 eV,
the three-photon probability a peak at 20 eV, and the four-photon probability a
peak at 14 eV. Single and triple differential probabilities were then calculated at
the peak energies for two, three, and four-photon absorption. The single differential
probability at equal energy sharing has a minimum for two-photons, is flat for three-
photons, and has a maximum for four photons. The triple differential probabilities
remain of a similar shape for two and four-photons as the ejection of one electron is
changed from 0ı to 90ı with respect to the internuclear axis. However, the shape for
3 photons becomes quite different as the ejection of one electron moves towards 90ı.

Many issues remain to be explored in the multiphoton double ionization of H2

processes. For example, it would be of interest to explore how the multiphoton
ionization process varies as a function of the internuclear separation R. It would
be preferable to examine the ionization process in models in which R is allowed
to vary, but such calculations are computationally prohibitive. Instead, we hope to
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Fig. 6 Total double ionization probabilities for H2 using circular polarization. Solid (red squares):
M = 2, solid (blue squares): M = 3, and solid (green squares): M = 4. Here M is the symmetry of the
molecule, M = ˘ , �, ˚ , : : : , i.e 1, 2, 3, : : : . Further details can be found in the recent work of
Pindzola and co-workers [64]
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look at multiphoton double ionization for a range of fixed R values that encompass
the equilibrium separation of H2. We hope that the present calculations [64] will
stimulate experimental studies for multiphoton double ionization of H2 using
circularly polarized laser pulses. In the future we plan to apply the TDCC method
to the calculation of the multiphoton ionization for other diatomic molecules.

4 Diatom–Diatom Collisions: SiO–H2

Quantum mechanical calculations of molecular scattering are of great interest for
chemical dynamics and astrophysics studies. Molecular hydrogen is the most abun-
dant species in most interstellar environments. Collisional relaxation of rotationally
or vibrationally excited molecules by H2 impact is therefore an important process
in astrophysics, astrochemistry, and in many environments where non-equilibrium
kinetics plays a dominant role. In the interstellar medium (ISM), cooling processes
are primarily associated with collisional thermal energy transfer between internal
degrees of freedom followed by emission of radiation. The collisional data for
state-to-state vibrational and rotational quenching rate coefficients are needed to
accurately model the thermal balance and kinetics in the ISM.

We report full-dimensional potential energy surface (PES) and quantum mechan-
ical close-coupling calculations for the scattering of SiO from H2. The full-
dimensional interaction potential surface was computed using the explicitly corre-
lated coupled-cluster (CCSD(T)-F12b) method [23] available within the MOLPRO
quantum chemistry suite and fitted using an invariant polynomial method (see
Fig. 7). Pure rotational quenching cross-sections from initial states v1 = 0, j1 = 1–
5 of SiO in collision with H2 are calculated for collision energies between 1.0 and
5000 cm�1 (see Fig. 8). State-to-state rotational rate coefficients are calculated at
temperatures between 5 and 1000 K. The rotational rate coefficients of SiO with
para-H2 are compared with previous approximate results which were obtained
using SiO-He PES’s or scaled from SiO-He rate coefficients. Rovibrational state-
to-state and total quenching cross-sections and rate coefficients for initially excited
SiO(v1 = 1; j1 = 0 and 1) in collisions with para-H2 (v2 = 0; j2 = 0) and ortho-H2 (v2=
0; j2 = 1) were calculated over the collision energy ranging from 1.0 to 5000 cm�1
and over the temperature between 5 and 1000 K, respectively. The application of the
current collisional rate coefficients to astrophysics is briefly discussed in the recent
work of Yang and co-workers [80].

State-to-state and total quenching cross-sections from SiO vibrational state
v1= 1 show resonance structures at intermediate energies for both para-H2 and
ortho-H2. The state-to-state rate coefficients for both rotational and vibrational
quenching were computed for temperature ranging from 5 to 1000 K. Calculations
of quenching from higher excited rotational states of SiO in v1=1 are in progress
and will be reported in the literature in due course. The current calculations together
with large-scale coupled-states (CS) approximation results will be essential in
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Fig. 7 The R dependence of the vibrationally-averaged (4D rigid-rotor) SiO-H2 PES in ground
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0ı, 0ı). Further details can be found in Yang and co-workers [80]

the construction of a database of SiO rotational and vibrational quenching rate
coefficients urgently needed for astrophysical modeling.

5 Radiative Processes in Collisions of Atoms and Ions

In certain astrophysical environments, such as, for example, interstellar clouds
and protostellar winds, the particle densities are relatively low and two-body
collisional processes enter into the modeling of charge transfer [72] and of molecule
formation [1].

In this section we describe two studies with applications to astrophysics that
relied on diatomic molecular potential energy surfaces and transition dipole
moments calculated using large-scale computational methods.

5.1 Radiative Charge Transfer: Carbon Atoms with HeC Ions

After the explosion of Supernova 1987A, the infrared emission of the molecule CO
was detected in the ejecta. In short, explanation of the observed molecular spectra
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Fig. 8 Total rotational de-excitation cross-section for SiO from initial rotational states j1 = 1–5 in
collisions with (a) para-H2 (j2=0) and (b) ortho-H2 (j2=1). For further details see the work of Yang
and co-workers [80]

led to several modeling efforts, which could explain the formation and destruction
of CO in this violent environment. In particular, in their work, Lepp, Dalgarno
and McCray [36] highlighted the destruction of CO through the dissociative charge
transfer reaction

HeC C CO! HeC CC CO: (5)

Since HeC is also removed by charge exchange reactions with atoms, it is necessary
to have reliable estimates of the rate of HeC removal in order to model the net
destruction of CO. Lepp et al. [36] identified C and O, and to a lesser extent S and
Si, as the most important atoms playing roles in the destruction of HeC. However,
at the time, reliable values for the rate coefficients of the C and of the O reactions
were not available and estimates were used.

Subsequently, calculations of rate coefficients of the charge transfer reactions for
C and HeC [29] and for O and HeC were carried out [30]. Additionally, radiative
charge transfer, where a photon is emitted, was considered for these species [31,
81]. In the case of O and HeC.2S/ it was found that the main channel for charge
transfer at collisional energies corresponding to temperatures below many thousands
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of Kelvin is radiative charge transfer, via the initial collision channel corresponding
to the O.3P/ and HeC.2S/ collisions. The analogous channel for radiative charge
transfer of C and HeC is C.3P/ and HeC.2S/, but this was not considered in [31].

We investigate radiative charge exchange collisions between a carbon atom C.3P/
and a helium ion HeC.2S/, in order to determine the rate coefficients for radiative
charge transfer. There are a number of previous calculations of the molecular
potential energy curves, but the required data for the present study are not available
in the literature. Therefore detailed quantum chemistry calculations are carried out
using the MRCI + Q approximation [23] that contains the Davidson correction [35].
We obtain potential energy curves and transition dipole matrix elements for doublet
and quartet molecular states of the HeCC cation. Figure 9 illustrates the HeCC
doublet and quartet potential energy curves involved in the radiative charge transfer
process.

Our investigation finds that radiative charge exchange (RCX) is more significant
than direct charge exchange (CX) as the relative collisional energy decreases in
C.3P/ C HeC collisions. We confirm the earlier finding of Kimura et al. [31], that
radiative charge transfer via the 32˘–B2˘ transition is relatively negligible.

Our results show that radiative charge transfer leaving the residual ion in its
ground state is the dominant mechanism, similar to the findings by Zhao and co-
workers [81] for OC HeC. A comparison between the present result for CC HeC

Fig. 9 Potential energies for the HeCC molecular ion, as a function of the internuclear distance R,
corresponding to the initial channel C.3P/CHeC.2S/ and to the final channels of CCCHe.1S/. The
downward pointing arrows mark the radiative charge exchange (RCX) processes for the dominant
doublet and quartet transitions studied [2]
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transition (black line) present work, HC and Li (green line) [73], YbC C Rb (red line) [45],
HeC and O (dashed black line) [81], HeC and H [82] (points, connected with a dotted line),
and HeC C Ne (blue line) [37]. Further details can be found in the recent work of Babb and
McLaughlin [2]

[2], OCHeC[81], LiCHC [73], RbCYbC [45], HCHeC [82] (multiplied by the
factor 1

4
, see [73]), and Ne C HeC [37] is given in Fig. 10. Compared to the other

systems, the large transition energy from the 3 2˘ electronic state to the X 2˘

electronic state of HeCC partly accounts for the relatively large rate coefficient,
due to the third power of the transition energy entering the rate for spontaneous
electronic dipole transitions.

Earlier calculated rate coefficients for removal of HeC by C or O were found to
be too small to affect the ejecta models [29, 81]. Charge exchange cross-sections and
rates for collisions of Si with HeC were considered recently by Satta et al. [69] using
the multi-channel Landau-Zener approximation (MCLZ). The dominant mechanism
is very different than that for C and O, due to the presence of a manifold of excited
states .SiHeC/� above the exit channel energy of SiC in its ground state. However,
the calculated rate coefficients are not larger than the estimates of the 1990s. We note
that a similar manifold would be present for the case of charge transfer collisions
of S with HeC, but, as far as we know, the calculation has not been carried out.
Nevertheless, the role of HeC in the destruction of CO is affirmed by recent ejecta
models [13, 14]. It would be interesting to revisit the models of the 1990s in order
to determine if the improved charge exchange rate coefficients now available for C,
O, or Si with HeC modify the conclusions obtained at that time.
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Recent models of ejecta chemistry now go beyond equilibrium chemistry, but,
generally, still suffer from a lack of charge transfer data [26]. In addition to
modeling supernovae ejecta, the present results might be applicable to modeling
the boundaries of photon dominated regions (PDRs) and in x-ray dominated regions
(XDRs), where the abundance of HeC can affect the abundance of CO and CC, C,
and CO can coexist.

5.2 Radiative Association: Carbon Atoms with HC Ions

Radiative association is the process whereby the formation of a molecular complex
is created when two systems collide, stabilizing the complex by the emission of
a photon. The formation of CHC (methylidynium) by radiative association is a
much-studied problem in theoretical astrophysics, see for example [8, 79]. However,
previous studies focused on the reaction

CC CH! CHC C h�; (6)

where h� represents the emitted photon, because in most astrophysical environments
carbon is ionized before hydrogen. For the process (6), the molecular transitions
correspond to those from the singlet A 1˘ electronic state to the singlet X 1˙C
electronic state. In the present study, the radiative association of C and HC,

CC HC ! CHC C h�; (7)

is investigated by calculating cross-sections for photon emission into bound ro-
vibrational states of CHC. The process we consider here corresponds to transitions
from the vibrational continua of initial triplet states leading to bound states of CHC
triplet states. Previously, radiative charge transfer for the triplet transitions was
investigated by Stancil et al. [74], but, as far as we know, process (7) has not been
quantitatively investigated. Potential energy curves and transition dipole moments
are calculated using multi-reference configuration interaction (MRCI + Q) methods
[23, 35] with AV6Z basis sets. Figure 11 illustrates the potential energy curves for
the four triplet states of interest in the radiative processes.

The cross-sections are then evaluated using quantum-mechanical methods and
rate coefficients are calculated. The rate coefficients are about 100 times larger
than those for radiative association of CC.2Po/ and H from the A 1˘ state. We also
confirm that the formation of CHC by radiative association of CC.2Po/ and H via
the triplet c 3˙C state is a minor process.

We assessed the radiative association process for the possible triplet state
transitions yielding CHC and determined that the rate coefficients will be dominated
by the cross-sections corresponding to the d 3˘ to a 3˘ electronic transitions. The
corresponding calculated rates for the d 3˘–a 3˘ transitions decrease from about
6:5 � 10�15 cm3=s at 10 K to about 6:6 � 10�16 cm3=s at 10,000 K.
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Fig. 11 Potential energy curves for the four low-lying triplet molecular states of the CHC

molecular ion as a function of internuclear distance. The downward pointing solid arrows
schematically indicate the transitions studied for radiative association from: (1) the vibrational
continuum of the b 3˙� state to a bound ro-vibrational level of the a 3˘ state, and similarly for,
(2) d 3˘ to b 3˙�, (3) d 3˘ to a 3˘ , and (4) c 3˙C to a 3˘ transitions, while, for (5) the dotted
line connecting the vibrational continuum of the d 3˘ state to the vibrational continuum of the
c 3˙C state indicates that radiative charge transfer is the dominant mechanism for this channel.
All quantities are in atomic units. Further details can be found in the recent work of Babb and
McLaughlin [3]

We ignored the effects of the spin-orbit splitting of the C.3P/ atom and the conse-
quent fine structure splittings of the d 3˘ state and b 3˙� state and their rotational
coupling, which may affect the validity of our results for low temperatures. In the
cold interstellar medium the C.3P/ atoms will be in the lowest level of the lowest
term [8], which correlates with the d 3˘ state, making it likely that the main channel
for the radiative association process will be via the d 3˘–a 3˘ transition. Figure 12
illustrates the rates via the d 3˘–a 3˘ transition, for radiative decay and association
compared to the radiative charge transfer results of Stancil and co-workers [74]. The
chance that the C.3P/ atom and HC ion come together in the d 3˘ state, which we
assumed to be 2

3
, is just the approach probability factor.

In most astrophysical environments where formation of CHC is modeled,
the carbon atoms are ionized before hydrogen atoms. Therefore, the radiative
association process occurs via the singlet states, process (6), and is the dominant
channel, where the rate coefficients for the A1˘–X 1˙C transition are around
1:3 � 10�17 cm3=s at 1000 K [6]. Thus, while the radiative association process via
triplet states is faster than via singlet states, its relevance will depend on the relative
concentration of C versus CC.2Po/ [3].

The present results might find application to modeling an environment where
neutral carbon exists in the presence of protons, such as modeling the variation
of the emission of atomic carbon with the cosmic ionization rate in metal-poor
galaxies [21].
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Fig. 12 For the d 3˘–a 3˘ transition, the rate coefficients as a function of temperature (K), for
radiative association (solid green line) and radiative decay (solid black line) compared to the rate
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6 Summary

Access to leadership architectures is essential to our research work (like the Cray
XC40 at HLRS and the Cray XC40 at NERSC) providing essential resources to our
computational effort in atomic, molecular and optical collision processes, without
which we simply could not do these calculations. The theoretical results obtained
from access to and use of such high performance resources illustrates vividly
the predictive nature of the methods employed and the symbiotic and synergistic
relationship between theory, experiment and astrophysical applications.
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Abstract Fluctuations of conserved charges allow to study the chemical com-
position of hadronic matter. A comparison between lattice simulations and the
Hadron Resonance Gas (HRG) model suggested the existence of missing strange
resonances. To clarify this issue we calculate the partial pressures of mesons and
baryons with different strangeness quantum numbers using lattice simulations in
the confined phase of QCD. In order to make this calculation feasible, we perform
simulations at imaginary strangeness chemical potentials. We systematically study
the effect of different hadronic spectra on thermodynamic observables in the HRG
model and compare to lattice QCD results. We show that, for each hadronic sector,
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the well established states are not enough in order to have agreement with the lattice
results. Additional states, either listed in the Particle Data Group booklet (PDG) but
not well established, or predicted by the Quark Model (QM), are necessary in order
to reproduce the lattice data. For mesons, it appears that the PDG and the quark
model do not list enough strange mesons, or that, in this sector, interactions beyond
those included in the HRG model are needed to reproduce the lattice QCD results.

1 Introduction

The precision achieved by recent lattice simulations of QCD thermodynamics
allows to extract, for the first time, quantitative predictions which provide a new
insight into our understanding of strongly interacting matter. Recent examples
include the precise determination of the QCD transition temperature [1–4], the QCD
equation of state at zero [5–7] and small chemical potential [8–10] and fluctuations
of quark flavors and/or conserved charges near the QCD transition [11–13]. The
latter are particularly interesting because they can be related to experimental
measurements of particle multiplicity cumulants, thus allowing to extract the freeze-
out parameters of heavy-ion collisions from first principles [14–18]. Furthermore,
they can be used to study the chemical composition of strongly interacting matter
and identify the degrees of freedom which populate the system in the vicinity of the
QCD phase transition [19–21].

The vast majority of lattice results for QCD thermodynamics can be described,
in the hadronic phase, by a non-interacting gas of hadrons and resonances which
includes the measured hadronic spectrum up to a certain mass cut-off. This approach
is commonly known as the Hadron Resonance Gas (HRG) model [22–26]. There is
basically no free parameter in such a model, the only uncertainty being the number
of states, which is determined by the spectrum listed in the Particle Data Book.
It has been proposed recently to use the precise lattice QCD results on specific
observables, and their possible discrepancy with the HRG model predictions, to
infer the existence of higher mass states [27–29], not yet measured but predicted
by Quark Model (QM) calculations [30, 31] and lattice QCD simulations [32].
This leads to a better agreement between selected lattice QCD observables and the
corresponding HRG curves. However, for other observables the agreement with the
lattice gets worse, once the QM states are included.

Amongst experimentally measured hadronic resonances within the Particle Data
Group (PDG) list, there are different confidence levels on the existence of individual
resonances. The most well-established states are denoted by **** stars whereas *
states indicate states with the least experimental confirmation. Furthermore, states
with the fewest stars often do not have the full decay channel information known
nor the branching ratios for different decay channels.

In Fig. 1 we compare, for several particle species, the states listed in the
PDG2016 (including states with two, three and four stars) [33], in the PDG2016C
(including also states with one star) [33] and those predicted by the original Quark
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Fig. 1 Comparison of hadronic states, grouped according to the particle species, experimentally
established in the PDG2016 (green), PDG2016 including one star states (red) [33] and predicted
by the QM (blue) [30, 31] and the hQM (magenta) [34, 35]

Model [30, 31] and a more recent hypercentral version (hQM) [34]. The latter
contains fewer states than the ones found in Refs. [30, 31], due to inclusion of
an interaction term between the quarks in the bound state, and the decay modes
are listed for most of the predicted states. No mass cut-off has been imposed. The
total number of measured particles and anti-particles, excluding the charm and the
bottom sector, increases from the 2016 to the 2016C listing: considering particles
and antiparticles and their isospin multiplicity we get 608 states with two, three
and four stars and 738 states when we also include the one star states. In the QM



64 P. Alba et al.

description the overall increase is much larger: in total there are 1446 states in the
non-relativistic QM [30, 31] and 1237 in the hQM [34, 35]. The QM predicts such a
large number of states because they arise from all possible combinations of different
quark-flavor, spin and momentum configurations. However, many of these states
have not been observed in experiments so far; besides the basic QM description does
not provide any information on the decay properties of such particles. As already
mentioned, the hQM reduces the number of states by including an interaction term
between quarks in a bound state. A more drastic reduction can be achieved by
assuming a diquark structure as part of the baryonic states, although experiments
and lattice QCD may disfavor such a configuration [36].

In this paper, we perform an analysis of several strangeness-related observables,
by comparing the lattice QCD results to those of the HRG model based on different
resonance spectra: the PDG 2016 including only the more established states (labeled
with two, three and four stars), the PDG 2016 including all listed states (also the
ones with one star), and the PDG 2016 with the inclusion of additional Quark
Model states. This is done in order to systematically test the results for different
particle species, and get differential information on the missing states, based on their
strangeness content. The observables which allow the most striking conclusions
are the partial pressures, namely the contribution to the total pressure of QCD
from the hadrons, grouped according to their baryon number and strangeness
content. The main result of this paper is a lattice determination of these partial
pressures. This is a difficult task, since the partial pressures involve a cancellation
of positive and negative contributions (see the next section), and they span many
orders of magnitude, as can be seen in Fig. 2. From this analysis a consistent picture
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Fig. 2 Logarithmic plot illustrating the many orders of magnitude the values of the partial
pressures studied in this paper cover. The total pressure is taken from Ref. [6]. Note, that the
value for the B D 0, jSj D 1 sector is not a proper continuum limit, it is a continuum estimate
based on the Nt D 12 and 16 lattices. For all other, the data are properly continuum extrapolated.
In all cases, the solid lines correspond to the HRG model results based on the PDG2016 spectrum
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emerges: all observables confirm the need for not yet detected or at least not yet
fully established strangeness states. The full PDG2016 list provides a satisfactory
description of most observables, while for others the QM states are needed in order
to reproduce the lattice QCD results. Besides, it appears that the PDG and the Quark
Model do not list enough strange mesons or that, in this sector, interactions beyond
those included in the HRG model are needed to reproduce the lattice QCD data
[37, 38].

2 HRG and the Strangeness Sectors on the Lattice

The HRG model provides an accurate description of the thermodynamic properties
of hadronic matter below Tc. This is especially true for global observables such as
the total pressure and other collective thermodynamic quantities. However, it was
recently noticed that more differential observables which are sensitive to the flavor
content of the hadrons show a discrepancy between HRG model and lattice results
[29]. An example of such discrepancy is shown in Fig. 3 and will be explained
below. Such observables involve the evaluation of susceptibilities of conserved
charges in the system at vanishing chemical potential:

�
BQS
lmn D

�
@lCmCnP.T; �B; �Q; �S/=T4

@.�B=T/l@.�Q=T/m@.�S=T/n
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�D0
: (1)

Cumulants of net-strangeness fluctuations and correlations with net-baryon number
and net-electric charge have been evaluated on the lattice in a system of .2 C 1/
flavours at physical quark masses and in the continuum limit [13, 16, 39]. The
same quantities can be obtained within the HRG model. In this approach, the total
pressure in the thermodynamic limit for a gas of non-interacting particles in the

Fig. 3 Ratio �S=�B at
leading order as a function of
the temperature. The HRG
results are shown for different
hadronic spectra, namely by
using the PDG2012 (black
solid line) and the QM
(dashed red line)
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grand-canonical ensemble is given by:

Ptot.T; �/ D
X

k

Pk.T; �k/ D
X

k

.�1/BkC1 dkT

.2�/3

Z
d3p

ln

0

B@1C .�1/BkC1 exp

2

64�
.

q
p2 Cm2

k � �k/

T

3

75

1

CA ; (2)

where the sum runs over all the hadrons and resonances included in the model. Here
the single particle chemical potential is defined with respect to the global conserved
charges (baryonic B, electric Q and strangeness S) as �k D Bk�B C Qk�Q C Sk�S.
More details on the HRG model used here can be found in Ref. [40]. In order to
describe the initial conditions of the system occurring during a heavy-ion collision,
we require strangeness neutrality and the proper ratio of protons to baryons given
by the colliding nuclei, nQ D Z

A nB ' 0:4nB. These conditions yield �S and �Q

as functions of �B; their specific dependence on �B is affected by the amount of
strange particles and charged particles included in the model. To leading order in
�B, the ratio �S=�B reads [15, 16]:

�
�S

�B

�

LO

D ��
BS
11

�S
2

� �
QS
11

�S
2

�Q

�B
: (3)

The inclusion of a larger number of heavy hyperons, such as � and � , and the
constraint of strangeness neutrality are reflected by a larger value of the strange
chemical potential �S as a function of temperature and baryo-chemical potential.
In Fig. 3 this ratio is shown as a function of the temperature: our new, continuum
extrapolated lattice results are compared to the HRG model calculations based on
the 2012 version of the PDG and on the Quark Model states (as done in Ref.
[29]). One should expect agreement between HRG model and lattice calculations
up to the transition temperature which has been determined independently on the
lattice to be �155 MeV [1–4]. The HRG model based on the QM particle list
yields a better agreement with the lattice data within error bars, while the HRG
results based on the PDG2012 spectrum underestimate the data. However, for other
observables such as �S

4=�
S
2 and �us

11 (see the two panels of Fig. 4), the agreement
between HRG model and lattice results is spoiled when including the QM states. The
QM result overestimates both �S

4=�
S
2 and �us

11; �
S
4=�

S
2 is proportional to the average

strangeness squared in the system: the fact that the QM overestimates it, means
that it contains either too many multi-strange states or not enough jSj D 1 states.
Moreover, the contribution to �us

11 is positive for baryons and negative for mesons:
this observable provides the additional information that the QM list contains too
many (multi-)strange baryons or not enough jSj D 1 mesons.

In this paper, we try to solve this ambiguity, even though we are aware that
it might be difficult to resolve the contribution of high mass particles in our
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Fig. 4 Left panel: Ratio �S
4=�

S
2 as a function of the temperature. HRG model calculations based

on the PDG2012 (black solid line) and the QM (red dashed line) spectra are shown in comparison
to the lattice results from Ref. [21]. Right panel: comparison of up-strange correlator �us

11 simulated
on the lattice [13] and calculated in the HRG model using the PDG2012 (solid black line) and the
QM (dashed red line) spectra

simulations. We separate the pressure of QCD as a function of the temperature into
contributions coming from hadrons grouped according to their quantum numbers.
This is done by assuming that, in the low temperature region we are interested
in, the HRG model in the Boltzmann approximation yields a valid description of
QCD thermodynamics. If this is the case, the pressure of the system can be written
as [18, 20]:

P. O�B; O�S/ D PBS
00 C PBS

10 cosh. O�B/C PBS
01 cosh. O�S/C PBS

11 cosh. O�B � O�S/

C PBS
12 cosh. O�B � 2 O�S/C PBS

13 cosh. O�B � 3 O�S/ ; (4)

where O�i D �i=T, and the quantum numbers can be understood as absolute values.
These partial pressures are the main observables we study. Notice that we do not
distinguish the particles according to their electric charge content.

Assuming this ansatz for the pressure, the partial pressures PBS
ij can be expressed

as linear combinations of the susceptibilities �BS
ij . An example of one such for-

mula is:

PBS
01 D �S

2 � �BS
22 ; (5)

which gives the strange meson contribution to the pressure. This means that
in principle one could determine these partial pressures directly from � D 0

simulations, by evaluating linear combinations of the �BS
ij directly. This can be done

on the lattice, by calculating fermion matrix traces, that can be evaluated with the
help of random sources [13, 41].

This is not the approach we pursue here, since the noise level in the calculation
would be too high, certainly for the S D 2 or 3 sectors, but as Fig. 5 (right)
shows, probably already for S D 1. The higher order fluctuations are already
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quite noisy, because they involve big cancellations between positive and negative
contributions [13]. In addition, when we take linear combinations to calculate
the partial pressures, we introduce extra cancellations between the susceptibilities.
Therefore we propose to use an imaginary strangeness chemical potential and
extract the partial pressures from the Im�S depdendence of low order suscepti-
bilities. For earlier works exploiting imaginary chemical potentials, see [42–48]. A
more recent work, that uses imaginary chemical potentials to estimate higher order
susceptibilities is [49].

Our lattice simulations use the same 4stout staggered action as [9, 13, 50, 51].
We generate configurations at �B D �S D �Q D 0 as well as �B D �Q D 0

and Im�S > 0, in the temperature range 135MeV � T � 165MeV. All of our
lattices have an aspect ratio of LT D 4. We run roughly 1000–2000 configurations
at each simulation point, separated by 10 HMC trajectories. For the determination
of the strangeness sectors we use the HRG ansatz of Eq. (4) for the pressure. With
the notation �S D i�I we get by simple differentiation:

Im�B
1 D �PBS

11 sin.�I/� PBS
12 sin.2�I/

�PBS
13 sin.3�I/;

�B
2 D PBS

10 C PBS
11 cos.�I/C PBS

12 cos.2�I/

CPBS
13 cos.3�I/; (6)

Im�S
1 D .PBS

01 C PBS
11 / sin.�I/C 2PBS

12 sin.2�I/

C3PBS
13 sin.3�I/;

and similar terms for �S
2, �

S
3 and �S

4. An advantage of the imaginary chemical
potential approach is that we do not have to make any extra assumptions, as
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to our finest lattice near the QCD transition temperature

compared to the direct evaluation of the linear combinations, see Eq. (5), as the
linear combinations there were already derived from the HRG ansatz. On the other
hand, our method reduces the errors considerably, as the lower derivatives already
contain the information on the higher strangeness sectors. Simulations at imaginary
chemical potential are not hampered by the sign problem, so the evaluation of the
lower order susceptibilities at Im�S > 0 is not any harder than at � D 0.

To obtain the Fourier coefficients .PBS
01 C PBS

11 /, PBS
12 and PBS

13 we perform a
correlated fit with the previous ansatz for the observables �S

1, �
S
2, �

S
3 and �S

4 at every
temperature. To obtain PBS

10 we fit �B
2 , to obtain PBS

11 we fit �B
1 . We note that PBS

11 could
be deduced from �B

2 as well, but with considerably higher statistical errors. To get
PBS
01 we just take the difference .PBS

01 C PBS
11 / � PBS

11 . As an illustration that the HRG
based ansatz fits our lattice data we include an example of the correlated fit for �S

1,
�S
2, �

S
3 and �S

4 in Fig. 6.
For the continuum limit we use Nt D 10; 12 and 16 lattices, see Fig. 5. For the

B D 0, S D 1 sector, which includes a large contribution from kaons, the continuum
extrapolation could not be carried out using these lattices. For this case we obtain a
continuum estimate, based on the assumption that only Nt D 10 is not in the scaling
regime, therefore using only the Nt D 12 and Nt D 16 lattices, and the same sources
of systematic error as before, but now with uniform weights.

Finally, as a comparison we show in Fig. 5 (right) one of the partial pressures
determined with both methods for Nt D 16, using the same action. The figure shows
that using imaginary chemical potential improved the accuracy drastically already
in the S D 1 sector. In the S D 2; 3 sectors, the direct method would be too noisy to
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plot, while the imaginary � method allows for a quite accurate determination of the
strangeness sectors.

3 Results and Their Interpretation

We evaluate the contributions to the total QCD pressure from the following sectors:
strange mesons, non-strange baryons, and baryons with jSj D 1; 2; 3. For each
sector, we compare the lattice QCD results to the predictions of the HRG model
using the PDG2016, PDG2016+, hQM and QM spectra.

In Figs. 7 and 8 we show our results. Figure 7 shows the contribution of strange
mesons, while Fig. 8 shows the contribution of non-strange baryons (upper left),
jSj D 1 baryons (upper right), jSj D 2 baryons (lower left) and jSj D 3 baryons
(lower right).

We observe that, in all cases except the non-strange baryons, the established
states from the most updated version of the PDG are not sufficient to describe the
lattice data. For the baryons with jSj D 2, a considerable improvement is achieved
when the one star states from PDG2016 are included. The inclusion of the hQM
states pushes the agreement with the lattice results to higher temperatures, but one
has to keep in mind that the crossover nature of the QCD phase transition implies
the presence of quark degrees of freedom in the system above T ' 155 MeV, which
naturally yields a deviation from the HRG model curves. Notice that, in the case of
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Fig. 7 Comparison between the lattice results for the partial pressures of strange mesons and
the HRG model predictions. No continuum extrapolation could be carried out from our Nt D
10; 12; 16 data. The plot includes the lattice data at finite lattice spacings for Nt D 10; 12; 16 and
a continuum estimate form the Nt D 12 and 16 lattices. The points are the lattice results, while the
curves are PDG2016 (solid black), PDG2016C (including one star states, red dotted), PDG2016C
and additional states from the hQM (blue, dashed) [34, 35], PDG2016C and additional states from
the QM (cyan, dash-dotted) [30, 31]
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jSj D 1; 3 baryons, it looks like even more states than PDG2016+ with hQM are
needed in order to reproduce the lattice results: the agreement improves when the
resonances predicted by the QM [30, 31] are added to the spectrum. Figure 2 shows
the relative contribution of the sectors to the total pressure. Notice that three orders
of magnitude separate the jSj=1 meson contribution from the jSj D 3 baryon one.
The method we used for this analysis, namely simulations at imaginary �S, was
crucial in order to extract a signal for the multi-strange baryons.

We also include a continuum estimate of this quantity, based on only the Nt D 12
and 16 lattices, which is clearly above the HRG curves. This might mean that, for
strange mesons, the interaction between particles is not well mimicked by the HRG
model in the Boltzmann approximation, or that we need even more states than the
ones predicted by the QM. This was already suggested in Ref. [52], based on a
different analysis. In general, one should keep in mind that here we use a version of
the HRG model in which particles are considered stable (no width is included). Any
width effects on the partial pressures can be considered in future work. Analogously,
our previous lattice QCD results did not show indications of finite volume effects
for the total pressure. These effects have not been checked for the partial pressures
presented here.
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Our analysis shows that, for most hadronic sectors, the spectrum PDG2016, does
not yield a satisfactory description of the lattice results. All sectors clearly indicate
the need for more states, in some cases up to those predicted by the original Quark
Model. One has to keep in mind that using the QM states in a HRG description will
introduce additional difficulties in calculations used in heavy ion phenomenology, as
the QM does not give us the decay properties of these new states. The HRG model
is successfully used to describe the freeze-out of a heavy-ion collision, by fitting
the yields of particles produced in the collision and thus extracting the freeze-out
temperature and chemical potential [53–55], which are known as “thermal fits”. To
this purpose, one needs to know the decay modes of the resonances into the ground
state particles which are reaching the detector. As of yet, the QM decay channels
are unknown so predictions for their decay channels are needed first, before one can
use them in thermal fits models.

4 Performance on the Hazel Hen System

Much of the presented results have been achieved using the Hazel Hen supercom-
puter at HLRS, Stuttgart.

The most challenging numerical effort corresponds to our finest lattice with a
size of 643 � 16. These lattices had to be generated, such that an ensemble of gauge
configurations is collected for each studied temperature and chemical potential.
For this study 56 such ensembles have been generated. Each ensemble consists
of 1000–1500 stored configurations, that are separated by 10 hybrid Monte Carlo
updates (HMC). These configurations were analyzed for strangeness and baryon
fluctuations with the method of random sources using several conjugate gradient
inversions (analysis).

The performance of the code can be measured by the wall-clock time of one
HMC update, and by the conjugate (CG) performance in gigaflop/seconds.

Our generic MPI-based code has been ported to the CRAY system in several
steps of optimizations. Because of the multiple NUMA nodes that share a network
interface card we use the hybrid approach, having 4 parallel processes per node, each
using 6 threads. The communication goes entirely over DMAPP. The scaling of the
code is mostly limited by the job placement mechanism of HAZELHEN. To code
runs optimally if all nodes share a group, though this happens rarely with a larger
job. Nevertheless, higher per-core performance can be achieved on HAZELHEN
than on a BG/Q system.

The Cray system’s AVX instructions are analogous to those of the A2 core of
BG/Q, thus we use the same site fusion technique. The four dimensional lattice is
communicated in three dimensions, the fourth dimension is used in the site fusion.

Parallel I/O: we use DMAPP to do a peer-to-peer communication to reorganize
data from simulation layout to disk layout in chunks of 64 MB. These chunks are
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written by several nodes in parallel. Reads work similarly, data files are read in
chunks in parallel and distributed by communication

For our 643�16 lattices the optimal performance is reached with 64 nodes (1536)
cores. There we reach 7 Tflops/s in the multi-precision inverter.

For the full update algorithm we find the following strong scaling behaviour on
HAZELHEN:

# cores 192 384 768 1536 3072

ONE update on a 643 � 16 lattice [s] 1372 658 413 173 152

The analysis of the generated configurations requires several conjugate gradient
inversions. These configurations can be analyzed independently. Due to the large
number of the configurations a straightforward parallelization could be used,
however, due to cache limitations, the code runs more efficiently in parallel than
in serial. The most optimal use of the resources we achieved by selecting a larger
partitions with several sub-partitions, each sub-partition (of e.g. 64 nodes) being in
charge of a distinct list of configurations.

We noticed, that the performance of the same code on the same data in the same
submission depends very deterministically on which sub-partition it was running.
If the nodes in one sub-partition was all from one group the performance was 25%
higher than when inter-group links were also used. By selecting a larger partition
and letting our own code to select the nodes that belong to one sub-partition we
achieved better overall performance than by using several small jobs (each with one
sub-partition only), because in the latter case the job was almost always fragmented.
Our code defines the sub-partitions to minimize fragmentation.

Here we give examples of our timings for the single-source conjugate gradient
solver.

256 nodes divided into 4 sub-partitions:

Layout spread over # of groups Run time [s] Gflops/s

1 8:2 3694:2

2 10:3 2952:4

4 10:4 2930:4

4 10:9 2799:3

When all 256 nodes were given in the same group then each sub-partition
performed equally well. The best performance we achieved on 64 nodes with a
local lattice of 4 � 4 � 16 � 64, at 5287.9 Gflops/s. The top CG performance we
experienced was as follows (note that this performance was significantly fluctuating,
probably depending on the traffic coming from nearby applications).

We note that in this 128 nodes were not in one group, in fact we almost never
received enough nodes in the same group such that a scalability to 128 nodes would
be practical.
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# Hazel Hen cores Gigaflops/s

3072 6483:8

1536 5287:9

768 1945:0

384 621:8
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Real-Time Lattice Simulations of Quantum
Anomalies, Topologies and Particle Production
in Strongly Correlated Gauge Theories

Niklas Mueller, Oscar Garcia-Montero, Naoto Tanji, and Juergen Berges

Abstract We present results of numerical lattice simulations of anomalous and
topological effects in Quantum Electrodynamics (QED) and Quantum Chromody-
namics (QCD) in far from equilibrium situations. Based on the classical-statistical
approximation to the Schwinger-Keldysh path integral formalism, we perform
extensive numerical studies including dynamical Wilson and overlap fermions.
Using advanced algorithmic techniques, we study the real-time dynamics of the
axial anomaly relevant for strong field laser physics beyond the Schwinger limit
and we observe novel dynamical refringence effects caused by the anomaly.
Furthermore, motivated by recent interest in the physics of the Chiral Magnetic
Effect in ultra-relativistic heavy ion collisions, we study the real time dynamics
of fermions during and after a sphaleron transition and anomalous transport in the
presence of strong magnetic fields.

1 Introduction

The main goal of this project has been to elucidate the importance of a detailed
understanding of the out-of-equilibrium dynamics of topological and anomalous
effects in relativistic gauge theories. Central fields of application of our theoretical
studies are the physics of ultra-relativistic heavy ion collisions, matter under extreme
conditions and the nature of the strong interaction.

In recent years there has been remarkable progress in the understanding of matter
under extreme conditions, driven by the extremely precise and comprehensive
data obtained from the Relativistic Heavy Ion Collider (RHIC) at Brookhaven
National Laboratory (BNL), as well as the Large Hadron Collider (LHC) at CERN.
Among many fascinating insights it was found that matter at temperatures several
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magnitudes larger than in the center of the sun behaves like an almost ideal
fluid—the fundamental constituents of matter, quarks and gluons, thereby showing
collective behavior. Simultaneously with experimental discoveries in heavy ion
collisions, the understanding of the basic principles and physical laws governing the
dynamics of fundamental matter has evolved very far. Nevertheless, many aspects
of the theoretical descriptions of ultra-relativistic matter at particle colliders are still
poorly understood. Conceptually, the description of the real-time dynamics of a
heavy ion collision is one of the most elusive challenges for researchers and most
phenomena crucially depend on an understanding of the early time evolution of
strongly correlated non-Abelian plasmas far from thermal equilibrium.

An aspect that has risen to particular importance in recent years is the study of
fundamental symmetries and their violation via quantum anomalies in the afore-
mentioned experiments. While the concept of symmetry seems very abstract and
not very important for the description of experimental outcome at first sight, modern
physics relies on symmetry considerations in the construction of fundamental laws
and equations, and symmetries have proven to be crucial for conceptual progress.
Our present understanding of the universe is in fact phrased in a basic set of
equations called the standard model of physics, expressed in the language of gauge
theories. These equations have shown to be extremely successful in understanding
nature and using symmetry as a guidance to formulate physical laws has been seen
as omnipotent. In recent years however this view has drastically changed with the
understanding of the existence of quantum anomalies. Their intriguing nature is
the violation of fundamental symmetries not by any of the explicit basic equations
that have been written down, but by the quantum property of nature itself. Related
to quantum anomalies is the concept of the topology of gauge theories, which in
the theory of the strong interactions manifests itself in the existence of topological
transitions. Despite the fact that QCD describes nearly all of the matter that is
surrounding us, the experimental access to its anomalous features have remained
extremely limited.

Very recently however an intriguing perspective has been put forward: By means
of the so called Chiral Magnetic Effect (CME) [1, 2] it was conjectured that
quantum anomalies might manifest themselves via correlation of charged particles
in heavy ion experiments. Non-central heavy ion collisions generate extremely large
magnetic fields (several orders larger than anything produced in an astro-physical
context), albeit restricted to the fire-ball volume of two nuclei (typically those of
lead or gold atoms), which collided at nearly the speed of light. Provided there
is an imbalance of chiral charge, such as is produced via anomalies, anomalous
currents are generated by polarization effects. These currents comprise the CME
and in fact there are a multitude of similar transport phenomena predicted in heavy
ion experiments—among those the Chiral Separation Effect (CSE) and the Chiral
Magnetic Wave (CMW).

The theoretical understanding of these effects however is very poor and current
experimental data suggest large background contributions to the predicted signals.
The main limitations in the conceptual understanding of these effects is due to the
fact that these phenomena originate in the earliest moments of a heavy ion collision,
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where the matter and gauge fields are in a violently out-of-equilibrium stage. The
understanding of the out-of-equilibrium dynamics of quantum many body systems is
extremely challenging and theoretical predictions are very limited. One of the most
powerful techniques to date are classical statistical real-time lattice simulations, that
make use of the fact that ultra-relativistic heavy ion collisions are dominated by
a quasi-classical state of highly occupied gluon fields and thus the dynamics of
the system can be mapped on a statistical ensemble by use of the correspondence
theorem.

The developments towards a quantitative description of out-of-equilibrium pro-
duction of fermions have lead to significant advances in our understanding of
the dynamics of anomalous phenomena and the CME in heavy ion collisions.
Nevertheless, many challenges remain until the CME can be unambiguously
identified as the proposed source of the azimuthal charged particle correlations
seen by RHIC [3]. While quantitative descriptions of the initial conditions and
time evolution of gluonic degrees of freedom have become remarkably accurate and
allow us a nearly complete insight into various stages of a collision (semi-classical,
kinetic, and hydrodynamic regimes), the phenomenology of fermions is still poorly
understood. This is especially true in the very early time regime, where fermion
production is dominant and where external magnetic fields are largest.

While there has been significant recent progress [4–6], important challenges
remain on the way towards the quantitative descriptions of the anomalous and
topological effects in heavy ion collisions: First, the time evolution of the hot matter
created in a relativistic heavy ion collision is dominated by longitudinal expansion
of the fire-ball. Therefore, while lattice simulations in a fixed geometry give deep
insights into the far-from equilibrium behavior of Abelian and non-Abelian gauge
fields and matter, quantitative descriptions of ultra-relativistic collisions require
simulations with a dynamical spacetime. The conceptual groundwork for such
descriptions has been given in terms of the so called Glasma model, which in
turn justifies the use of classical statistical simulations to accurately describe gauge
field dynamics. Real-time lattice simulations in the Glasma description have proven
remarkably successful by identifying the correct weak-coupling thermalization
scenario [7]. However simulating fermions has proven to be prohibitively expensive
so far, while the conceptual foundations have been laid by one of the proposed
project members in [8]. Our recent algorithmic advances however finally allow
simulating non-equilibrium fermion dynamics using the computational resources
provided by the high performance center ForHLR, as we will outline below. These
simulations will prove to be a crucial ingredient in explaining experimental outcome
of observables related to the CME.

A further important objective that we aim to address in future work, using our
advanced simulation techniques, is the question of the life span of the magnetic
field created in non-central heavy ion collisions. As magnetic fields are the crucial
ingredients connecting anomalous dynamics with observable effects, their dynamics
must be well understood. While it has been argued that magnetic fields are very
short lived in collisions at highest energies [9, 10], it was proposed that the hot
medium created in a collision might have an anomalous electric conductivity and
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the resulting fields might decay much slower. This possibility might be connected
to the chirality to helicity transfer via the axial anomaly, which might induce helical
magnetic fields, that decay slower due to their topological nature. Therefore we aim
to simulate dynamical electromagnetic fields and determine the conductivity of the
far-from-equilibrium plasma directly.

While the importance of anomalous and topological dynamics out-of-equilibrium
is currently most prominent in the context of QCD, it plays an important role in
many other fields. The second central aspect of the research presented here, is the
study of QED in the extreme intensity limit, which might be achieved in strong-field
laser experiments within the next two decades. As has been predicted by Heisenberg,
Schwinger and others nearly a century ago, the vacuum of QED becomes unstable
against particle-anti-particle production in the extreme limit of

Ec � m2

e

This exciting frontier might enable researchers to perform particle physics using
optical laser experiments. While these phenomena have been predicted a long
time ago, they have never investigated from the perspective of recent findings:
QED systems beyond the Schwinger limit represent challenging out of equilibrium
systems in which the dynamics of quantum anomalies might prove crucial. In this
regard strong field laser experiments might be the cleanest and most straightforward
experimental set-up to understand the non-equilibrium nature of anomalous and
topological effects. These experiments would not only shine light into the more
involved situation in ultra-relativistic heavy ion collisions, they might also provide
access to the field of baryogenesis [11–13], where it is conjectured that C- and
CP-violation in combination with suitable out-of-equilibrium conditions, might
be responsible for the present day abundance of matter over anti-matter in the
observable universe.

2 Project Objectives Reached

With the resources provided through the Steinbruch Center in the allocation year
2016, we have been able to meet all of our objectives described in the previous
project proposal [14]. Our simulation results have made an important contribution
to the understanding of the non-equilibrium dynamics of anomalous and topological
effects in gauge theories and our findings have made a significant impact on multiple
communities, both in nuclear/high energy physics as well as in laser research. We
have published the results obtained utilizing the computational resources of ForHLR
I in high-impact scientific journals:
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1. N. Mueller, S. Schlichting, S. Sharma, Chiral magnetic effect and anomalous
transport from real-time lattice simulations, Phys. Rev. Lett. 117, no. 14, 142301
(2016), [arXiv:1606.00342 [hep-ph]]

2. N. Mueller, F. Hebenstreit, J. Berges, Anomaly-induced dynamical refrin-
gence in strong-field QED, Phys. Rev. Lett. 117, no. 6, 061601 (2016),
[arXiv:1605.01413 [hep-ph]]

3. N. Tanji, N. Mueller, J. Berges, Transient anomalous charge production in
strong-field QCD, Phys. Rev. D 93, no. 7, 074507 (2016), [arXiv:1603.03331
[hep-ph]]

4. M. Mace, N. Mueller, S. Schlichting, S. Sharma, Real-time lattice simulation of
anomaly induced transport phenomena,—first ever 3C1 dimensional simulation
of overlap fermions.
Phys. Rev. D 95 (2017) no.3, 036023, arXiv:1612.02477 [hep-lat] |

5. M. Mace, N. Mueller, S. Schlichting, S. Sharma, Chiral magnetic effect and
anomalous transport from real-time lattice simulations.
Conference proceedings, 26th International Conference on Ultrarelativistic
Nucleus-Nucleus Collisions (Quark Matter 2017), 06–11 Feb 2017. Chicago,
Illinois, USA

with one further publication in preparation:

1. N. Mueller, O. Garcia-Montero, N. Tanji, J. Berges Non-equilibrium photon
production, in preparation.

The great interest caused by these research achievements have made the real-time
lattice simulations of gluons and quarks a prime theoretical development in nuclear
science [5]. Our achievements have been presented at important conferences

1. Talk: Niklas Mueller, Real-time dynamics of the Chiral Magnetic Effect, Strong
and Electroweak Matter, University of Stavanger, Jul 11–15, 2016

2. Invited Talk: Niklas Mueller, Classical-statistical simulations and the Chiral
Magnetic Effect, 7th Workshop of the APS Topical Group on Hadronic Physics
(GHP17), Washington D.C., Feb 1–3, 2017

3. Talk: Niklas Mueller Chiral magnetic effect and anomalous transport from
real-time lattice simulations, Quark Matter 2017, Chicago, Feb 6–11, 2017,
Conference proceedings: e-Print: arXiv:1704.05887 [hep-lat], Conference: C17-
02-06

Below we give an overview over the scientific progress that we have achieved
utilizing the computational resources of ForHLR I, both from the conceptual as
well as the technical side.
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2.1 Transient Anomalous Charge Production from Coherent
Color Fields Out-of-Equilibrium

Our studies have made an important contribution to the understanding of the role of
the axial anomaly in the far-from-equilibrium dynamics of Abelian and non-Abelian
gauge theories. Conventionally anomalies are viewed from a ‘global’ perspective,
as can be tested in a typical S-matrix scattering experiment. Global here means that
experimental and theoretical questions were only concerned with the asymptotic
outcome of an experiment, as opposed to the dynamics of an ultra-relativistic heavy
ion collision. Heavy-ion experiments allow to resolve the dynamics of a quantum
system locally in the sense of space and time resolved. This makes it possible to
measure fluctuations of quantities precisely as opposed to the relatively restricted
information contained in the vacuum-to-vacuum picture of previous particle collider
experiments.

The most important application of this is P- and CP-violation in gauge theories,
which in the context of QCD is related to the strong CP-problem. It is well known
that QCD conserves P- and CP-symmetry globally, as experiments indicate that
there is no explicit theta parameter in the QCD action. Nevertheless QCD is a
quantum theory and therefore it can violate CP locally via fluctuations. These
fluctuations can be measured in experiments at BNL and CERN, however their
conceptual interpretation relies on quantitative predictions from theory. As ultra-
relativistic collisions pose a far-from-equilibrium system, our techniques allow
precise insight into the fundamental dynamics of these quantum systems under
extreme conditions.

While CP-odd fluctuations in QCD are commonly believed to only originate from
topological transitions, called sphalerons, we have shown in [15] that the role of
the initial conditions of a heavy ion collision is significant for the production of
axial charge. In this study, we have considered a special configuration of coherent
color-electric fields Ea and color-magnetic fields Ba that carries nonzero Ea � Ba

like those created in the initial moments of a heavy ion collision. Since these fields
are spatially uniform, they are not related to any topological properties of the theory.
Nevertheless, these coherent color fields can transiently produce significant amounts
of axial charge density. By real-time gauge field simulations, we have demonstrated
that part of the induced axial charges persist to be present even after the coherent
fields disappear by decoherence.

The production of the axial charge density n5.t/ D h �0�5 i should satisfy the
Adler-Bell-Jackiw anomaly equation

n5.t/ D 2m
Z t

0

dt0 h i�5 i.t0/C g2

4�

Z t

0

dt0 Ea � Ba.t0/ ; (1)

where m is fermion mass, and g is the QCD coupling constant. However, the
realization of the axial anomaly in lattice numerical simulations is nontrivial because
of the fermion doubling problem [16]. We have employed the Wilson fermions to
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Fig. 1 Time evolution of the
various terms appearing in the
anomaly equation (1). The
sum of the two terms on the
right hand side of Eq. (1) is
plotted as well. Its agreement
to n5 within the expected
accuracy for the employed
lattice spacing provides a
crucial validity check of the
employed real-time
regularization scheme. The
figure is taken from [15]

regulate the fermion doublers, and numerically solved the Dirac equation with a
spatial Wilson term on a real-time lattice. As shown in Fig. 1, the anomaly equation
(1) is indeed satisfied in our simulations, which verifies the real-time regularization
scheme we employ. These results provide important bases, both technically and
conceptually, for more realistic simulations of anomalous nonequilibrium processes
in QCD related to heavy ion collisions.

2.2 Anomalous Transport in Ultra-Relativistic Heavy Ion
Collisions

We have studied the fermionic dynamics during an isolated topological transition
and the subsequent anomalous transport of axial and vector charges via the recently
proposed Chiral Magnetic and Chiral Separation Effect in the presence of strong
magnetic fields. These effects offer a unique experimental access to the dynamics of
(local) CP-violation in QCD. Our work [4] constitutes the first ever real-time study
of these anomalous effects from a first-principle field theoretical description. In our
model independent study we have seen the emergence of the Chiral Magnetic and
Chiral Separation Effect and their interplay in form of the Chiral Magnetic Wave
dynamically. Our findings show good agreement with previous predictions based on
idealized assumptions in the strong magnetic field and small fermion mass limit,
but we find substantial deviations when going towards more realistic experimental
situations of smaller magnetic fields and substantial quark masses. Our findings are
compactly summarized in Fig. 2, which shows data for the fermionic charges (axial
and vector) from a lattice simulation of a sphaleron transition in the background
of strong magnetic fields. Visible are soliton-like, dissipation-less chiral density
excitations that travel along the magnetic field direction, by means of the anomalous
conductivities provided by the Chiral Magnetic and Chiral Separation Effects. Time
runs from left to right.
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Fig. 2 Simulation results for the axial- and vector-charge generation during and after a sphaleron
transition in a strong background magnetic field, as it is produced in a non-central heavy
ion collision. These simulations present the first-ever real-time lattice study of topological and
anomalous dynamics of fermions in SU.2/ and QED gauge fields and anomalous transport via the
chiral magnetic wave. The figure is taken from [4]

2.2.1 Transport Phenomena from Lattice Simulations

Based on the numerical techniques described above, we will present some of our
results for the dynamics of axial charge generation during a sphaleron transition
in this section. Our results are compactly shown in Fig. 3 where the magnetic
field and mass dependence of the CME is investigated. On the left the magnetic
field dependence is shown and—as predicted by the CME—charge separation rises
linearly with the applied field for small external fields, while it eventually saturates
in the asymptotic limit.

As finite quark masses lead to explicit chiral violation, the anomaly equation
is modified to account for finite fermion masses. Accordingly we have varied the
fermion mass in our lattice simulations in a systematic way. The results are shown in
the right panel of Fig. 3. Explicit axial violation leads to a significant reduction of the
CME signal and differences between light and heavy fermions emerge already for
modest values of the mass parameter m, measured in terms of the sphaleron scale.
When converted into physical units, our findings suggest that anomalous transport
is absent for strange and heavier quarks, and a two-flavour scenario is most realistic.

Furthermore our simulations have enabled us to study constitutive relations for
currents and charge densities in anomalous hydrodynamics. To this end we have
found that the rations between axial (vector) currents and densities are not time
independent, and away from asymptotically strong magnetic fields, differ drastically
from unity. Given the very short lifetime of the magnetic field in typical heavy ion
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collisions, a finite relaxation time of the CME currents must be included in future
theoretical studies.

2.2.2 Simulating Overlap Fermions in Real Time

Presently classical-statistical real-time lattice simulations have only been performed
using Wilson fermions. Unfortunately however Wilson fermions break the anoma-
lous axial symmetry. Exact chiral symmetry on the lattice is only recovered using
Overlap fermions [17], at the price of the loss of locality. In our work we have
constructed a real-time evolution scheme for Overlap fermions using the Wilson
kernel in its construction of the Overlap Hamiltonian:

OHov D 1

2

X

x

Œ O �x ; �0
� � i =Ds

ov

� O x� (2)

Here �i =Ds
ov is the 3D spatial overlap Dirac operator given by

� i =Ds
ov D M

 
1C �0HW.M/p

HW.M/2

!
(3)

and HW.M/ is the original Wilson Hamiltonian kernel. The overlap Hamiltonian
consists of a matrix sign function of HW.M/, which contains an inverse square root
of HW.M/2 and can be expressed as a Zolotarev rational function

1p
HW.M/2

D
NOX

lD1

bl

dl CHW.M/2
: (4)
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The Zolotarev expansion coefficients dl are determined and a multi-shift conjugate
gradient solver is used to calculate the inverse of dl C HW.M/2. The lowest and the
highest eigenvalues for HW.M/2 are calculated using the Kalkreuter-Simma Ritz
algorithm.

Our results shown in Fig. 4 show very good agreement between Wilson fermion
in the small mass limit and overlap fermions. We further observe that the lattice
artifacts using overlap fermions are significantly reduced and allow us to use smaller
lattices.

2.3 Anomalous Dynamical Refringence in QED Experiments
Beyond the Schwinger Limits

Furthermore we have employed our simulation techniques to simulate the far-from-
equilibrium dynamics of QED beyond the Schwinger limit. Future laser beam
experiments will reach the non-linear regime of QED within the next two decades,
thereby opening a new perspective on particle physics. Future ‘laser-colliders’
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allow for a basically background free environment to do particle physics and to
test the symmetries of nature. In this context the role of quantum anomalies have
been completely overlooked, due to the ‘traditional’ perspective on the structure
of QED: While QED so far has only been tested in S-matrix elements in the
high energy regime (collider physics), laser beam experiments will allow for space
and time resolved access to QED processes—much like in the case of heavy
ion collisions discussed above. Furthermore, despite being topologically trivial,
QED shows unexpected behaviour in the far-from-equilibrium regime. Anomalous
particle production via the axial anomaly plays an important role in screening
and polarization effects of the large coherent electric and magnetic field produced
in laser-beams. The Abelian equivalent of the Chiral Magnetic Effect causes an
anomalous rotation of the polarization of electric fields, an effect which we have
predicted for the first time and we have called dynamical refringence. On top of
this effect the systems we have investigated show non-trivial tracking behaviour,
which manifest itself in self-focusing mechanisms, which bring the system into
configurations which maximize the effects of the axial anomaly. Such effects might
be utilized to realize non-linear optics in the regime beyond the Schwinger limit. An
illustration of the anomalous rotation and tracking behaviour is seen in Fig. 5, taken
from [18].

Our investigations serve as the basis for future studies and we have successfully
demonstrated that the dynamics of anomalous and topological effects can be
understood quantitatively from ab initio real-time simulations. After establishing
the conceptual foundations, it is important to apply our techniques to the phe-
nomenology of physical systems, such as heavy ion collisions. While our study
was based on a simplified set-up, the extension towards realistic descriptions of a
heavy ion collision is straightforward. To this end we aim to implement realistic
initial conditions of the colliding heavy ions via the Color Glass Condensate picture
[19] and we aim to simulate the subsequent space-time evolution of the expanding
fireball directly. Expanding geometries have been investigated using classical-
statistical simulations before [20], albeit neglecting dynamical fermions. Our work
has shown the importance of fermions for the phenomenology of ultra-relativistic

Fig. 5 Left: QED simulation results for showing the behaviour of anomaly induced dynami-
cal refringence in laser-beam experiments beyond the Schwinger limit. A dynamical tracking
behaviour is evident. Right: Illustration of the influence of the Abelian Chiral Magnetic Effect
on screening effects of the electromagnetic fields. Figures taken from [18]
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collisions and our studies have made their investigation possible. At this point
the investigation of non-equilibrium photon production is a natural consequence.
Photons originate from the produced charged fermions and the produced photon
spectrum is expected to be very different than was estimated by thermal predictions.

Thus it is remarkable that very non-trivial behaviour can be found in systems
that are far-from equilibrium, mainly because our intuition comes from vacuum or
thermal physics. The systems under consideration here are in principle well known,
as QED and QCD are established theories. Nevertheless an important aspect of their
dynamics has not been considered yet and deserves further attention.

2.4 Technical Developments

Apart from the insights into the mechanisms of fundamental processes of matter
under extreme conditions, our studies have significantly advanced the techniques
necessary for the first-principle study of non-equilibrium gauge theories and fermion
dynamics. Until now the inclusion of lattice fermions into classical-statistical
simulations was prohibitively computationally expensive and has posed a serious
obstacle not only in the context of QCD, but also in connection with the dynamics
of the Electro-weak theory in a cosmological context [21]. In this subsection, we
explain the numerical challenges behind real-time fermion simulations. Early on
statistical descriptions, called ‘low-cost fermion implementations’ have been put
forward [22], but with little success. For a wide class of situations no convergence
of the statistical description towards the exact results could be found. Furthermore
the fermionic backcoupling and screening effects onto the gauge field sector have
been found not to be reproduced correctly at all. As the latter is expected to be an
important effect, especially in Abelian theories, progress in the understanding of the
real-time dynamics came to a stop.

To overcome this obstacle we have developed (tree-level) operator improve-
ment techniques that can be applied to real-time Hamiltonian evolution [4]. By
including non-local terms in the operator definition of the lattice Hamiltonian, the
UV-dependence of our simulations could be reduced significantly. Our achieve-
ments have allowed us to approach the continuum limit of our lattice simulations
already on very small lattices, typically 24 � 24 � 24, for the typical dynamics
relevant for (the bulk) of the ultra-relativistic plasma, created in a heavy ion
collision. Moreover, we have introduced a technique called ‘Wilson-averaging’,
which significantly reduce lattice artefacts when simulating the anomalous dynam-
ics of Wilson-fermions. An extensive overview of our improved Hamiltonian time
evolution techniques can be found in [4].

A key achievement of our previous studies is the first-ever real time simulation
of overlap-fermions in 3C1 dimensions, which constitute an exactly chiral fermion
representation on the lattice. Chiral lattice fermions are central to the understanding
of the real-time dynamics of chiral symmetry breaking and the role of fermions
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in chiral plasma instabilities. The latter are expected to play a crucial role in
astrophysical objects such as neutron stars and supernovae [23, 24].

The technology we have developed constitutes one of the most important tools
in the forefront research of the real-time dynamics of gauge theories and matter.
As we have outlined and shown in our publications, the applications of our
lattice techniques span various fields—from nuclear and high energy physics, to
cosmology [21] and laser physics beyond the Schwinger limit [18].

2.4.1 Operator Improvements

The lattice Hamiltonian for Wilson fermions including operator improvements is
given as

OHW D 1

2

X

x

Œ O �x ; �0
�
� i =Ds

W C m
� O x�: (5)

where we introduced the following abbreviation for the gauge links

Ux;Cni D
n�1Y

kD0
UxCki;i ; Ux;�ni D

nY

kD1
U�

x�ki;i: (6)

An appropriate choice of the coefficients up to Cn allows to explicitly cancel lattice
artifacts O.a2n�1/ in the lattice Hamiltonian. For example the first two terms are
C1 D 4=3 and C2 D �1=6 and result an O.a3/ (tree level) improvement. The next
order (NNLO) is C1 D 3=2 ;C2 D �3=10 ;C3 D 1=30 and we get an O.a5/ (tree
level) improvement. This improvement procedure is similar to that of Ref. [25], but
not unique [26], as also improvements including Clover terms are possible. The
results of tree-level improvements are shown in Fig. 6.

Fig. 6 Top: Comparison of
the net axial charge generated
during a sphaleron transition
for a fixed volume of N D 16

using mrsph D 1:9 � 10�2

Wilson fermions with
different operator
improvements. Bottom:
Deviations relative to the
topological charge are shown
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2.4.2 Wilson Averaging

Lattice artifacts induce large oscillations in the lattice anomaly equation. These
finite size effects however can be counteracted by the technique of Wilson aver-
aging.

3 Outlook

Understanding the evolution of a heavy ion collision is challenging, as for most
experimental probes medium effects become relevant via subsequent interactions
after production. For this reason, electromagnetic probes, such as photons, whose
mean free path is much larger than typical system sizes [27], are of great importance
to better understand the evolution of the collision. Photons provide excellent probes
for the dynamics of the space-time evolution of the fireball created, as they are
produced throughout every stage of the collision. However, the production of
electromagnetic probes during a heavy ion collision is not yet well-understood, as
there is still significant discrepancy between theoretical predictions and experimen-
tal results. Specifically, direct photon spectra exhibit a substantial excess at low
p?, while also showing greater anisotropy than predicted by thermal production
models [28]. These two effects comprise the so-called direct photon puzzle [29].
Our specific interest thus lies in the contribution of direct non-thermal photons,
which are the number of electromagnetic quanta radiated from the pre-equilibrium
medium. These photons might not only provide an interesting insight on the far-
from equilibrium physics of the early time regime of a collision, furthermore there is
strong evidence that non-thermal photons might account for the existing discrepancy
between theoretical predictions and experimental outcome [30]. Until present day
there exists no direct theoretical tool to investigate non-thermal photons and photon
production at early times is still a relatively unexplored field. While there have been
exploratory studies of the pre-equilibrium stage [31, 32], no conclusive evidence
has been presented yet. Our research objective is to establish real-time lattice
simulations of non-equilibrium photon production, successfully integrating gluons,
fermions and photons into one common description, by making use of techniques
developed by the authors of this report.

The second important research objective is the question of CP- and P-odd effects
in QCD. CP-violation in QCD is related to the topological structures of non-Abelian
Gauge Theories and to the anomalous violation of axial symmetry, both which
have fascinated researchers for decades. Nevertheless experimental access is elusive
and topological and anomalous phenomena—while being fascinating from the
theoretical point of view—have played only a very limited role in phenomenological
questions. Only very recently a proposal has been made of how these seemingly
abstract concepts can be tested in experiment [1, 2, 33]. It was suggested that
very strong magnetic fields, such as they are produced in non-central heavy ion
collisions, in combination with the axial anomaly, lead to the phenomena of the
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Chiral Magnetic and Chiral Separation Effects. The CME describes the mechanism
that spin polarization induced by external magnetic fields generates electric currents
in the presence of an axial imbalance. This in turn induces an imbalance of the
measured charged particles relative to the interaction plane of a heavy ion collision
on an event-by-event basis. As QCD conserves the CP-symmetry globally, the effect
can only be seen, when measuring particle-particle correlations and appropriate
observables have been suggested. The Chiral Separation Effect is in a sense inverse
to the CME, as it couples axial currents to an imbalance of vector charge. The
combination of both effects has been speculated to induce gap-less excitations called
Chiral Magnetic Waves, which are axial-vector-density waves, which propagate
dissipation-less through the hot QCD medium, because of their topological nature.
Hence these objects are speculated to have unique experimental signatures.

It is in the authors research scope to explore the theoretical understanding this
possible experimental signatures. In the first place, early time photon production
will allow us to predict, roughly, the out-of-equilibrium evolution of the system. This
will enable the relativistic hydrodynamics community to be able to secure better and
more robust initial conditions. Although some analytical developments have been
reached in the last year [34, 35], the complexity of the problem makes a full-fledged
simulation inevitable for the grasping of the system. For this, strong computational
power is required, and in this have successfully tested. It will be the next step in our
research to extend our simulations to include electromagnetic radiation, and so, to
achieve the first simulation of its kind. The authors will also continue the current
research on the Chiral Magnetic Effect, and anomaly phenomena.

The authors would like to thank FORHLR for their support during the past year,
as this research would not have possible otherwise.
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we continued to shed further light on it with the help of the MultiConfigurational
Time-Dependent Hartree for Bosons (MCTDHB) method and using the MCTDHB
and MCTDH-X software packages. Indeed, our results on which we report below
span a realm of many-body effects in fragmented, depleted, and even in fully
condensed BECs. Our findings include: (1) fragmented superradiance of a BEC
trapped in an optical cavity; (2) properties of phantom (fragmented) vortices in
trapped BECs; (3) dynamics of a two-dimensional trapped BEC described by
the Bose-Hubbard Hamiltonian with MCTDH-X; (4) overlap of exact and Gross-
Pitaevskii wave-functions in trapped BECs; (5) properties of the uncertainty product
of an out-of-equilibrium trapped BEC; (6) many-body excitations and de-excitations
in trapped BECs and relation to variance; and (7) many-body effects in the excitation
spectrum of weakly-interacting BECs in finite one-dimensional optical lattices.
These are all appealing and fundamental many-body results made through the kind
allocation of computer resources by the HLRS to the MCTDHB project. Finally,
we put forward some future developments and research plans, as well as further
many-body perspectives.

1 Introductory Notes

For more than a decade now, the multiconfigurational time-dependent Hartree
for bosons (MCTDHB) method [1–9], developed, implemented, optimized,
benchmarked, and applied to solve efficiently the many-boson time-dependent
Schrödinger equation, has enabled us to pursue novel and deeper understanding of
the many-body physics of ultra-cold trapped Bose-Einstein condensates (BECs).
Many of the achievements we have reported on the past 4 years were made possible
with the kind allocation of high-performance computer resources by the HLRS
to the MCTDHB project [10–13]. We aim at prolonging this tradition in this
year’s report. In what follows, we summarize our research works made with the
MCTDHB and MCTDH-X software packages [14–17] and reported in [18–24].
Our work continues and expands the crop of the previous years [7, 25–39], and
enriches the knowledge on the many-body physics of trapped BECs.

2 “Social” Dynamics of Ultra-Cold Atoms Trapped
in Between Two Mirrors Together with Light

Nowadays, scientists manage to routinely produce so-called BECs, a state of matter
where ultra-cold atoms give up their individuality and group, like humans group in
a society. Such societies of ultra-cold atoms are very sensitive to impending light.
When this society is illuminated and the light it scatters is reflected back and forth
between two mirrors (see upper panel of Fig. 1 for a sketch), the atoms conglomerate
in the intensity minima exhibited by the scattered light, see Fig. 2.
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Fig. 1 Fragmented superradiance emerges as group formation in a society of atoms. Upper panel:
Sketch of the experimental setup. Lower panel: quantifying group formation, i.e., fragmentation in
the BEC with correlations. The absence of correlations and groups is depicted on the left while the
emergence of correlations and groups is depicted on the right. See Ref. [18] for further details. The
quantities shown are dimensionless. Figure material (panels) reprinted from [18]

Fig. 2 Self-organization of the ground state of a BEC. The density �.x/ of the atoms and the
potential V.x/ D V1-body.x/ C Vcavity.x/ are shown as a function of the cavity pump power in
the left and right panels, respectively. Once the applied pump power exceeds a critical value, the
atoms self-organize because the field which is built up inside the cavity creates a periodic one-body
potential (cf. left and right panels). As a result of a competition between the external and cavity
potential as well as interactions, the sign of the cavity amplitude switches one time for ˝ � 25

(compare pattern in density and potential with the inset of Fig. 3a in Ref. [18]). The quantities
shown are dimensionless. Figure material (panels and caption) reprinted from [18]
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We show how the atoms-light interactions and the atom-atom interactions
cooperate to trigger the society of atoms to split into distinct groups as soon as the
intensity of the scattered light trapped between the mirrors is sufficiently large. The
formation of these groups is called fragmentation and the conglomeration due to the
light is referred to as superradiance. We demonstrate that both phenomena coexist
and termed the new combined state of the light between the mirrors and the groups
of atoms fragmented superradiance. Fragmented superradiance can be inferred from
correlations in the positions of the atoms, see Fig. 1.

In a BEC, there are no groups and all atoms are interrelated. For a fragmented
BEC, there are groups of atoms with almost no interrelations. As a result the off-
diagonal values of the correlation function drops to zero.

3 Phantom Vortices Across Different Bose Gases

Quantized vortices are the hallmark of superfluidity. In BECs they are known to
appear as nodes in the density of the observed system and they carry quantized
angular momentum. We have recently shown that vortices, named phantom vortices,
can appear in fragmented gases as well, see Ref. [12], where correlations are not
constant. Our study using the MCTDH-X software [17] was recently published in
Scientific Reports [19].

Our latest studies, with the help of the HLRS facilities, emphasized the generality
and importance of phantom vortices. We examined a series of different systems with
varying total particle numbers N, interaction strengths �0, and functional types of
the interaction (finite-range versus contact inter-particle potentials.

At first, we did calculations varying the particle number, but keeping the mean-
field coupling strength� D �0.N�1/ constant with M D 2 orbitals. Fragmentation
always occurred, but higher particle numbers fragmented at later times. Particle
numbers tested up to N D 104 do fragment during the anisotropy ramp-up or during
the period of maximum anisotropy. Then we compared the dynamical behavior of
a system whose interaction is modeled using a Gaussian function to the dynamical
behavior of a system whose interaction is modeled by a contact potential [see upper
panel of Fig. 3]. Even though quantitatively the two systems fragment at a different
rate (see ‘Occupation 1’ in Fig. 3) the energy and angular momentum absorbed
differ only marginally. The phantom vortices of the Gaussian-interaction system
are shown in Fig. 3. For further details, see [19].
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Fig. 3 Phantom vortices in rotating systems. Upper panel: The time evolution of system’s
observables and properties (energy, largest natural occupation, and angular momentum—upper,
middle, and lower panels, respectively) are practically identical for the 128 � 128 and 256 � 256

grids. This renders our results exact with respect to the number of grid points. The energy and
angular momentum of the system interacting via a delta pseudo-potential (note that the number
M of time-adaptive orbitals is finite) are very close to its Gaussian counterpart while the largest
occupation (at long times) is noticeably larger. Lower panel: Phantom vortices in the system
interacting via a contact potential: Densities at t D 450 (towards the end of the rotation routine) for
the system interacting via a contact potential (i.e. delta function). Qualitatively the system behaves
in the same fashion as the Gaussian-interaction one; the density appears vortex-free (first panel
left) while phantom vortices, of the same charges as in the case of short-range interactions, have
nucleated on the first, second and fourth natural orbitals. Notably, in the case of contact interaction
the first natural occupation is higher than its counterpart in the Gaussian system, resulting in a more
pronounced dip in the density in the trap center. The quantities shown are dimensionless. Figure
material (panels) reprinted from [19]
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4 Dynamics Generated by Hubbard Hamiltonians
with MCTDH-X: Splitting of a Two-Dimensional BEC

When put in a lattice potential, ultra-cold atoms represent an ubiquitous tool
for the quantum simulation of condensed-matter systems [40–44]. In Ref. [20],
we use an explicitly time-dependent basis to re-express Hubbard Hamiltonians
containing long- or short-ranged interactions, tunneling parameters, and on-site
energy offsets. In such a time-dependent basis, MCTDH-X can be applied to solve
the time-dependent Schrödinger equation for the dynamics generated by Hubbard
Hamiltonians. Unlike other methods in the field, MCTDH-X can self-consistently
describe dynamics in lattices in two and three spatial dimensions with a well-
controlled error.

As an application, we use the MCTDH-X software [17] to study the splitting
dynamics of N D 100 bosons with on-site interactions in a 2D lattice of 50 � 50
sites: the particles are prepared in the ground state of a parabolic external trap, see
left column of Fig. 4. Subsequently, a Gaussian barrier centered around x D 0 is

Fig. 4 Spatial and momentum densities in the splitting process with tramp D 50. The top row
depicts the spatial density �.rI t/ and the bottom row depicts the momentum density �.kI t/ for
times t D 0; 20, and 150, respectively. Darker color and larger points stand for larger on-site
density. The plot of �.rI t/ shows that the initial Gaussian density distribution is split in two equal
parts by the barrier. The left and right maxima of the density oscillate even for t > tramp when
the barrier has fully been ramped up: the process is non-adiabatic. The momentum density �.kI t/
exhibits an initial Gaussian distribution. During the splitting process, around t D 20, �.kI t/ has
three maxima which recombine to a broadened Gaussian distribution, once the splitting is complete
and fragmentation has emerged [see �.kI t D 150/ in the lower row and Fig. 5]. The quantities
shown are dimensionless. Figure material (panel and caption) reprinted from [20]
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Fig. 5 Emergence of fragmentation in the splitting of a two-dimensional BEC in a lattice. The
fragmentation of the system is shown as a function of the propagation time and the barrier-raising
time tramp. Generally, fragmentation takes longer to set in for larger values of tramp, but there is a
threshold for very fast ramps; for short barrier-raising-times tramp . 40, the system needs about 50
time units to become fragmented. For very short ramps tramp 2 Œ4; 10�, revivals of coherence are
seen where the fragmentation returns back close to zero (F D 0) after some propagation time, see
text for discussion. The quantities shown are dimensionless. Figure material (panel and caption)
reprinted from [20]

ramped up linearly within a time tramp to a fixed final height. See middle and right
columns of Fig. 4 for a plot of the density for a ramp with tramp D 50, and Ref. [20]
for further details about the Hamiltonian of the system.

We continue by analyzing the emergence of fragmentation by plotting the
fraction F.t/ of particles outside of the lowest natural orbital of the system in
the course of splitting as a function of the ramp time tramp, see Fig. 5 for a plot.
Fragmentation emerges for all the investigated ramp times tramp. The delay of
the emerging fragmentation for longer ramp times is proportional to tramp, but
constant at propagation times of about 50 time units in the case of short ramps with
tramp . 40. For very short ramps with tramp � 5, revivals of the initial fragmentation
F � 0 are seen in the dynamics. Since short ramps are the farthest from an adiabatic
change to the Hamiltonian, these revivals are counterintuitive: naively, one would
expect a larger fragmentation when the modification of the Hamiltonian is more
abrupt, see [20].

5 Overlap of Exact and Gross-Pitaevskii Wave-Functions
in Trapped Bose-Einstein Condensates of Dilute Gases

Since the experimental discovery of BECs consisting of dilute atomic gases two
decades ago [45–47], there has been vast interest in their properties [48–50]. In the
respective theoretical studies, the Gross-Pitaevskii (GP) equation which is obtained
by minimizing the GP energy functional [51] has played a particularly leading
role. The simplicity of this mean-field equation adds much to its popularity as it
can be solved rather straightforwardly and exhibits many interesting and appealing
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properties. Importantly, it has been rigorously proven by Lieb and Seiringer (LS
theorem) [52] that for dimensions larger than one in the dilute limit the GP equation
provides the exact energy and density per particle as does the full many-particle
Schrödinger equation. One immediate and highly relevant consequence of this proof
is that BECs are 100% condensed in the limit of an infinite particle number.

In the dilute limit, also called GP limit, the interaction parameter� D �0.N�1/
appearing in the GP equation, where �0 is the two-particle interaction strength, is
kept fixed as N ! 1. The LS theorem might raise the impression that the GP
theory correctly describes BECs with large particle numbers at zero temperature.
Nevertheless, it is well known that corrections beyond the GP theory can be relevant
for experiments with typical particle numbers [53]. Does GP theory also provide
an accurate wave-function of BECs in the dilute limit? This is a relevant question
as, ultimately, the wave-function contains all the physical properties of the system.
A first clear indication that boson correlations not included in GP theory can be
relevant has been shown very recently in [28, 29]. To answer the latter question we
have chosen the overlap of the GP and exact ground states as an obvious measure of
the quality of the GP wave-function.

How small can the overlap S become? We present two examples, one which
is analytically solvable in all dimensions and one which can only be numerically
solved. An analytically solvable model of N interacting bosons in a trap exists which
is very valuable in discussing the overlap S.N/ at large values of� in the dilute limit.
In this model the trap is harmonic and the interaction potential too. We may call it
the harmonic-interaction model (HIM). This model has been solved explicitly [54]
and investigated in several scenarios [6, 55–59]. We have computed explicitly the
overlap of these two functions as a function of N, ! and �0. For large values of �

the overlap reads S.N/ D 23D=8
�
�
!2

��D=8
.

Obviously, the overlap between the GP and the exact ground state wave-functions
approaches zero as � becomes large, and, interestingly, the approach is faster for
larger dimensions. We stress that in the HIM model the energy and density (also
density matrix) per particle in the dilute limit are exactly reproduced by the GP
theory [54]. This holds in any dimension D, even in one dimension (D D 1) where
the LS theorem is not applicable.

We would like to also study examples with short range interactions. In the
absence of exactly solvable models we have to resort to a numerical solution of
the full Schrödinger equation which is not an easy task for large boson numbers. We
variationally solve the Schrödinger equation in imaginary time using the MCTDHB
method [2, 4] to find the ground state.

To demonstrate that the MCTDHB method performs very well for HIM model,
we plot in Fig. 6 the error in the energy per particle and in the overlap the mean-field
and numerical MCTDHB wave-functions using M D 2 orbitals for different boson
numbers.

For the short-range interaction examples, we investigate a 1D double-well trap
potential and contact interaction V.x� x0/ D ı.x� x0/, a problem widely studied in
the literature [5, 60–71]. Since the current proof of the LS theorem does not cover
1D, we also extend this example to 2D by choosing V to be a normalized Gaussian,
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Fig. 6 Numerical error of the MCTDHB method with M D 2 for the exact energy per particle
(solid) and overlap of the many-body and mean-field wave-functions (dashed) as a function of N.
The calculations are performed for the HIM model discussed in the text. The value of � D 100 is
used in the calculation and the exact overlap in the dilute limit is 0:704. The quantities shown are
dimensionless. Figure material (panel and caption) reprinted from [21]

Fig. 7 The overlap of the GP and the numerically computed many-body wave-functions in the
case of 1D and 2D double-well trap potentials. Upper panel: The two trap potentials used in the
calculations (in the 2D example 1

2
y2 has to be added). Lower panel: The overlap as a function of

the interaction parameter for three different boson numbers N. Note that for each value of � the
points computed for different values of N fall on top of each other. The 1D and 2D results are
connected by solid and dashed lines, respectively. The quantities shown are dimensionless. Figure
material (panels and caption) reprinted from [21]

see [72, 73]. Two trap potentials are studied, see upper panel of Fig. 7. The trap
potential is constructed by connecting two harmonic potentials V˙.x/ D 1

2
.x˙ x0/2

with a cubic spline such that the resulting barrier is of a given height V0. For the 2D
example we add the harmonic trap 1

2
y2. The mass of the particles is chosen to be 1

as in the case of the HIM investigated above.
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We could solve the MCTDHB with two orbitals for up to N D 107 bosons.
The results for the overlap are shown in the lower panel of Fig. 7 for three particle
numbers and are similar for 1D and 2D. It is clearly seen that the overlap drops
as the interaction parameter grows from � D 0 to � D 1 (in all calculations
! D 1). Although � is rather moderate, the overlap can fall below 0:5. We would
like to stress that the results shown seem to saturate as N is increased: the curves for
N D 105, 106 and 107 essentially fall on top of each other, i.e., the dilute limit is
essentially achieved in this example.

Recapitulating, in the GP limit in which N !1 and the interaction parameter�
is kept fixed, the total energy as well as the density per boson are exactly reproduced
by the GP theory. Nevertheless, we find that the overlap of the GP and exact many-
body wave-functions is always smaller than 1, and depending on the trap and�, can
be rather small, even vanishingly small. This in turn implies that the exact wave-
function describes substantial boson correlations, by definition not present in GP
theory.

6 Uncertainty Product of an Out-of-Equilibrium Trapped
BEC

We wish to go beyond [28, 29], also see [13], in the investigation of the variance
and uncertainty product of trapped BECs. To this end, we here study trapped bosons
interacting by long-range interaction. We treat structureless bosons with harmonic
inter-particle interaction trapped in a single-well anharmonic potential, and stress
that we are away from the regime of fragmentation in a single trap [74–78]. The
time-dependent Schrödinger equation of the trapped BEC has no analytical solution
in the present study, see in this respect [21, 54], nor even the variance and uncertainty
product can be computed analytically, thus a numerical solution of the out-of-
equilibrium dynamics is a must. We need a suitable and proved many-body tool
to make the calculations, the MCTDHB method that has been used extensively in
the literature [73, 79–88].

We consider N D 100 and separately N D 100;000 trapped bosons in one
spatial dimension. The one-body Hamiltonian is � 1

2
@2

@x2
C x4

4
and the inter-particle

interaction is harmonic, �0 OW.x1 � x2/ D ��0.x1 � x2/2; �0 > 0. The system
is prepared in the ground state of the trap for the interaction parameter � D
�0.N � 1/ D 0:19. At t D 0 the interaction parameter is suddenly quenched to
� D 0:38 and we inquire what the out-of-equilibrium dynamics of the system would
be like. Figure 8 collects the results.

Figure 8a depicts snapshots of the density per particle, �.xIt/
N , as a function of time.

The GP and many-body results are seen to match very well. The density is seen to
perform breathing dynamics [77, 89, 90]. Since the interaction is repulsive and at t D
0 quenched up, the density first expands at short times. In Fig. 8b the total number of
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Fig. 8 Variance and uncertainty product during breathing dynamics. Shown and compared are
many-body results for N D 100 (using M D 4) and N D 100;000 (using M D 2) bosons,
and the mean-field results (equivalent to M D 1). (a) Snapshots of the density per particle,
�.xIt/

N , as a function of time following a sudden increase of the interaction parameter from
� D �0.N � 1/ D 0:19 to 0:38 at t D 0. The inset shows the density per particle at instances,
from top to bottom, t D 0:0, 0:5, 1:0, and 1:5 for N D 100 bosons. (b) Total number of depleted
particles outside the condensed mode as a function of time. Note the values on the y axis. (c) Time-
dependent many-particle position variance per particle, 1

N�
2
OX
.t/, momentum variance, 1

N�
2
OP
.t/,

and uncertainty product, 1
N�

2
OX
.t/ 1N�

2
OP
.t/ � �2

OXCM
.t/�2

OPCM
.t/. Note the opposite behavior of the

variance at short times when computed at the many-body and mean-field level. (d) Convergence of
the variance and uncertainty product with M for the system consisting of N D 100 bosons in panel
(c). It is found that the results with M D 2 and M D 4 orbitals lie atop each other. The quantities
shown are dimensionless. Figure material (panels and caption) reprinted from [22]

depleted particles outside the condensed mode are shown as a function of time. The
systems are essentially fully condensed with only a fraction of a particle depleted.
In Fig. 8c the time-dependent variance and uncertainty product are shown, and in
Fig. 8d their convergence demonstrated. Note the opposite behavior of the variance
at short times when computed at the many-body and GP level. Despite the expansion
of the cloud (at short times), the time-dependent position variance increases and
momentum variance decreases, which is an interesting time-dependent many-body
effects.
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7 Variance as a Sensitive Probe for Attribution
of Many-Body Excitations and De-Excitations
in Trapped BECs

In [23] the MCTDHB method has been used to study excited states of interacting
BECs confined by harmonic and double-well trap potentials. Specifically, we have
studied a smooth transition form a harmonic to a double-well trap by superimposing
a harmonic potential and a Gaussian barrier, V.x/ D ax2 C b exp.�cx2/, see Fig. 9.
Our primary goal is to access excitations. In order to reach this goal we have
studied and contrasted two different approaches, a static one and a dynamic one.
In the static approach the low-lying excitations have been computed by utilizing the
LR-MCTDHB method [91, 92]—a linear-response (LR) theory constructed on-top
of a static MCTDHB solution. In Fig. 10 we depict the static mean-field LR-GP
and many-body LR-MCTDHB excitation spectra computed for N D 10 bosons and
� D �0.N � 1/ D 0:1 as a function of the barrier height b.

Complimentary, in the dynamic approach we have addressed excitations by
propagating the MCTDHB wave-function within two dynamic protocols. Namely,
we propose to investigate dipole-like oscillations induced by shifting the origin of
the confining potential and breathing-like excitations by quenching the frequency of
the parabolic part of the trap. To contrast the static predictions and dynamic results
we have computed time-evolutions and their Fourier transforms (FT) of several local
and non-local observables. Namely, we study the evolution of the many-particle
position operator hx.t/i, its variance Var.x.t//, and the evolution of a local density
(here normalized to 1) computed at a selected position, �.x D x0; t/, see [23] for
further details. The results for the shallow double-well case are presented in Fig. 11.

Fig. 9 Shapes of the trap potential (in red), its eigenvalues (in black), and wave-packet density (in
gray). The potentials are normalized (shifted) as to vanish in the minima. For the double-wells the
harmonic approximation at the potential minimum is shown (green potentials, blue eigenvalues).
Occupation numbers of the first natural orbital n1 and densities of the ground state are calculated
for N D 10 particles with � D �0.N � 1/ D 1 at the MCTDHB(M D 2) level. The quantities
shown are dimensionless. Figure material (panel and caption) reprinted from [23]
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Fig. 10 Weak interaction: Excitation spectrum as a function of the barrier height b for N D 10

bosons and � D �0.N � 1/ D 0:1. �E is the excitation energy with respect to the ground state.
The mean-field, LR-GP�BdG (Bogoliubov-de Gennes) results are plotted by open black circles
and the many-body, LR-MCTDHB(2) predictions by colored lines. Green lines indicate gerade
and red lines ungerade symmetry. States are labeled by their nodal structure and symmetry; primes
are used to mark pure many-body excitations, see text for further discussion. The quantities shown
are dimensionless. Figure material (panel and caption) reprinted from [23]
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dimensionless. Figure material (panel and caption) reprinted from [23]
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Figure 11 shows the results of the shift and quench scenarios applied to the
BECs trapped in a shallow double-well case. As can be seen, from the left panels of
this figure showing the studies in the shift scenario, the many-body spectra include
the GP results and introduce the additional many-body excitation with pronounced
intensity attributed in Table II of [23] as 1u0. Surprisingly, this state is seen in the
evolution of both the global operator hxi and the local quantity �.x D 1/. The fact
that 1u0 is also visible in the local �.x D 1/ indicates that relative and center-of-mass
motions are coupled as opposed to the harmonic case.

The right panels of Fig. 11 show the FT analysis of the Var.x/ and �.x D 1/

in the quench scenario. Concerning the variance, the many-body treatment in
addition to the mean-field GP peaks reveals two quite intense many-body excitations
attributed to 0g0 and 1g0 states in Table II of [23]. The most intense mean-
field 1g peak and these two many-body excitations have comparable intensities,
stressing the importance of a beyond-mean-field treatment in shallow double wells.
By contrasting static and dynamic results we have managed to attribute all the
lines either to excitations or to corresponding de-excitations. The later are more
pronounced and, therefore, play an important role in the variance spectrum. This
can be explained by the fact that the applied quench and shift manipulations pump
more energy into the final system in the double-well studies in comparison with
that in the harmonic case. More pumped energy means that a larger number of the
excited states are populated, increasing thereby the probability of the de-excitations
seen, e.g., in the evolution of the integral two-body observables.

The situation is different for the local quantity. In the quench scenario the local
density �.x D 1/ does not provide information about the many-body excitations. As
one can see in the right lower panel of Fig. 11, the mean-field GP excitation 1g is the
main and only excitation available. Since we measure �.x D 1/ close to the density
minimum, higher order excitations do not contribute significantly. However, taking
the density at regions away from the minimum, the 2g excitation starts to contribute
to the local dynamics. Concluding, the local density can be used for accessing many-
body excitations but a proper choice of the local position is very crucial.

Summarizing, our study has demonstrated that the many-body excitations pre-
dicted by the static LR-MCTDHB approach can, alternatively, be accessed within
the MCTDHB method by applying the proposed dynamic protocols, confirming
thereby the correctness, validity, and consistency of both approaches and cor-
responding results. We found out that in the dynamic approach the variance is
the most sensitive and informative quantity, because along with excitations it
contains information about the de-excitations even in a linear regime of the induced
dynamics.

A few words about efficiency and computational costs are appropriate. The
static approach, based on the LR-MCTDHB method, boils down to the diago-
nalization of (very) large non-Hermitian matrices, while the dynamic approach
involves long-time wave-packet propagations of several different initial conditions
(scenarios) with a subsequent analysis of the many-boson wave-functions. During
the last decade we have developed efficient numerical methods for the long-time
propagations of the MCTDHB equations-of-motion, so, their further qualitative
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improvement would require considerable algorithmic efforts. In contrast, there is
a large room for considerable improvements of the LR-MCTDHB approach. In
the present study we have utilizes a full diagonalization of the corresponding LR
matrices. This restricts the applicability of the current realization of the method to
rather modest 1D systems. However, a proper parallelization of the LR algorithm
and the usage of specialized block and filter diagonalizers can drastically improve
the performance, which would open a road-map towards many-body excitations in
bigger 1D, 2D, and 3D systems of trapped BECs. Our initial progress along this
venue is described in the next section.

8 Many-Body Effects in the Excitation Spectrum
of Weakly-Interacting BECs Trapped in Finite 1D
Optical Lattices

Analytic results from a recent study show that the single-particle excitation energies
of a trapped repulsive BEC are given exactly by the BdG predictions in the infinite-
particle (or mean-field, � is constant) limit [93]. The energies of excited states
where more than one particle is excited out of the condensate are then obtained
by multiples and sums of the BdG energies. It remains unclear, however, what are
the excitation energies of a BEC in a trap with only a finite number of particles,
far away from the infinite-particle limit. We address this question in [24]. Besides
discussing general many-body effects in the low-energy spectra, we investigate
how far the BdG mean-field energies deviate from the exact many-body results,
especially when the system’s ground-state is almost fully condensed and a mean-
field approach seems to be adequate. The results are collected in Figs. 12 and 13.

The many-body excitation spectra are obtained by constructing and diagonalizing
the LR-MCTDHB(M) matrix. For M > 1, we perform a partial diagonalization due
to the large sizes of the LR matrices. Explicitly, the LR-MCTDHB(M) matrices
are of the dimensionality Ndim D 2M � NDVR C 2Nconf, where NDVR is the total
number of DVR grid points used and Nconf the number of configurations. The triple-
well potentials are represented on a grid with 32 DVR points per site, yielding for
N D 10 bosons Ndim D 17;360 for M D 7 and Ndim D 89;244 for M D 9.
To this end, we had to develop a new implementation of LR-MCTDHB which is
capable to construct and partly diagonalize such large matrices; Without this, it
would have been impossible to obtain converged results for most of the systems
in [24]. The implementation uses the Implicitly Restarted Arnoldi Method (IRAM)
[94] and its implementation in the ARPACK numerical library [95]. The IRAM is an
iterative method that employs the Arnoldi algorithm [95] to solve the LR-MCTDHB
eigenvalue system with respect to a set of roots which is of special interest. In our
case, we consider the lowest-in-energy positive roots, i.e., the low-energy spectrum
of many-body excited states.
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Fig. 12 Many-body effects in the excitation spectra of slightly depleted trapped BECs. (a) Low-
energy part of the LR-MCTDHB(7) spectra of excited states for BECs consisting of N D 10

bosons in a shallow triple well: The one-body Hamiltonian is Oh.x/ D � 1
2

d2

dx2 C V0 cos2.�x/; x 2
Œ�1:5; 1:5/, V0 D 5:0; The interaction is contact, �0.x � x0/. Excitation energies !n D En � E0 are
computed relative to the ground-state energy E0. Results are shown for different repulsion strengths
�. The maximal degree of ground-state depletion is f D 1:1% for � D 4:0. For � D 0, the states
can be separated into distinct levels, labeled in ascending order. The two-fold degenerate states
from levels 1 and 5 are single-particle excitations. They can be associated as the states with quasi-
momentum p D ˙1 from the first and second single-particle band. All remaining levels solely
consist of many-body excitations where more than one particle is excited out of the condensate.
With increasing �, the degeneracies between states of the same level are lifted and some levels
change the order compared to the non-interacting case. The dotted red lines indicate the first two
BdG lines for � D 4:0. (b) Same as in (a) but for the deep triple well with depth V0 D 50:0.
The maximal degree of depletion is f D 8:4% for � D 2:0, the dotted red line indicates the only
BdG line for this repulsion strength in the shown energy range. Notice the different energy scales
between the panels. (c) and (d) Convergence of the excitation spectra in panels (a) and (b) with
the number of orbitals M. The quantities shown are dimensionless. Figure material (panels and
caption) reprinted from [24]

Concluding, we discussed many-body excited states of repulsive BECs in shal-
low and deep triple-well potentials (in [24] finite lattices with ten sites are studied
as well) and presented numerically converged results for the energy levels. By
comparing the obtained many-body spectra to the corresponding BdG predictions,
we demonstrated that already in the limit of weak interaction and slight ground-
state depletion of the order of 1%, many-body effects occur which can not be
explained by the BdG theory. This indicates the general necessity of a full many-
body treatment, with LR-MCTDHB.
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Fig. 13 Comparison of the first BdG energy BdG(1) and its multiples (open circles) with the
LR-MCTDHB(7) many-body results (colored symbols) for a trapped BEC with N D 10 bosons.
(a) Shallow triple well with depth V0 D 5:0, � D 4:0, and depletion f D 1:1%. Shown are the
energies ! of the first five levels where only the p D ˙1 states from the first single-particle band
are occupied by N.1/ D n

.1/

C1 C n
.1/
�1. For the many-body results, the number of points per level

reflects the
�
N.1/ C 1

�
-fold degeneracy (note that some points lie atop of each other). The BdG(1)

line and its multiples assign too high excitation energies ! to all levels shown. The deviation grows

with N.1/. Inset: Evolution of the relative error Erel D
ˇ̌
ˇ̌ !BdG.N.1//�!MB.N.1//

!MB.N.1//

ˇ̌
ˇ̌ where !MB

�
N.1/

�

denotes the LR-MCTDHB(7) energy of the state from the level N.1/ with the largest distance to
!BdG

�
N.1/

� D N.1/ � BdG(1). Already for N.1/ D 4, Erel exceeds 10%. (b) Same as in (a) but for
the deep triple well with V0 D 50:0,� D 2:0, and f D 8:4%. For this degree of depletion, already
BdG(1) itself and the corresponding many-body energy !MB.1/ deviate by a relative error of Erel D
4:8% from each other. Notice the different energy scales between the panels. The quantities shown
are dimensionless. Figure material (panels and caption) reprinted from [24]

9 Brief Summary and Future Perspectives

In the sections presented above we have concisely deployed our recent findings
on the many-body physics of trapped BECs obtained within the MCTDHB project
supported by the HLRS. The plethora of results demonstrate that many-body effects
persist in various scenarios of trapped BECs, let them be fragmented, slightly
depleted, or even fully condensed. We have seen how light and ultra-cold matter
conspire to give fragmented superradiance; how angular momentum in ultra-cold
matter can lead to fragmented (phantom) vortices; how adiabaticity (and the lack
of which) while splitting a 2D BEC is related to its fragmentation; how many-body
excitations atop the mean-field excitations exist in finite BECs in double- and triple-
well traps, when they are fragmented and slightly depleted; and how the variance,
uncertainty product and, ultimately, the whole wave-function of a BEC are distinct
at the mean-field and many-body levels, even if the BEC is fully condensed.

The key methodological message is that techniques which are able to accurately
describe the many-boson time-dependent wave-function are in a great need in
order to discover and faithfully quantify these many-body effects. The MCTDHB
method, LR-MCTDHB, and their numerical implementations in the MCTDHB and
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MCTDH-X software packages have been and will continue to serve as valuable
tools in this growing research perspective.

Where are we heading to in the year to come? We list three (of many) research
directions: (1) Many-body dynamics of tunneling, variance and uncertainty product,
as well as excitations of 2D trapped BECs, using MCTDHB and LR-MCTDHB,
would open up (further) possibilities not available in 1D; (2) Fragmentation
phenomena of spin-orbit coupled BECs, see, e.g., [96], could be explored using
MCTDHB for spinor bosons as implemented in MCTDH-X; and (3) Drawing ideas
from multi-layer [97–101] and restricted-active-space [102] theories of bosonic
systems and mixtures might prove useful in treating even larger systems of trapped
interacting bosons.
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Part II
Molecules, Interfaces, and Solids

Holger Fehske and Christoph van Wüllen

The following chapter reveals that science in the field of molecules, interfaces
and solids has profited substantially from the computational resources provided by
the High Performance Computing Center Stuttgart and the Steinbuch Centre for
Computing Karlsruhe. Because of the limited space, only one-third of the generally
interesting and promising contributions could be captured in the present book. We
therefore selected some broadly diversified and particularly successful projects of
the currently running efforts at the centres in Karlsruhe and Stuttgart in order
to demonstrate the scientific progress that can be achieved by high performance
computing in chemistry, physics, material science and nanotechnology.

Even a small molecular system like the Zundel cation H5O2
C poses a computa-

tional challenge, if describing its nuclear motion needs a fully quantum mechanical
description. This is so because the complexity grows exponentially with the number
of coordinates. A break-through in this area is the MCTDH method developed in
the group of H.-D. Meyer, where a special ansatz for the wave function has been
introduced such that it can be represented in compact form. However, in order to do
anything useful with the wave function one must be able to calculate the result of
the Hamiltonian acting on the wave function, and this requires that one expresses
the potential energy surface in the same quasi-coordinates that one uses for the wave
function. The need to represent the potential this way was the bottleneck preventing
MCTDH being used for larger systems, and the contribution by M. Schröder and
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H.-D. Meyer describes how they can now transform high-dimensional potential
energy surfaces into a suitable form. This is a data reduction step that requires
evaluation of high-dimension integrals which are now calculated by a Monte-Carlo
technique. As a by-product of importance sampling, the representation (fit) of the
potential energy surface is most accurate in the low-energy regions where it matters
most. Using this technique, the lowest vibrational states of the Zundel cation could
be calculated.

The work of K. Remi and M. Sulpizi is targeted at the structure of water at
interfaces, here the water-air interface. While water is isotropic in the bulk, a
close-by interface may lead to preferred orientations, and this can be measured
by Sum Frequency Generation (SFG) spectroscopy. Note that adopting a preferred
orientation involves a collective rearrangement of several water molecules. The
work reported here deals with how to calculate such spectra using density functional
theory to describe the molecular structure and intermolecular interactions. Such
calculations allow to determine which collective vibrations of supermolecular
aggregates relate to different peaks in the measured spectra, and thus are of
great importance to interpret them. Since the calculated spectra result from a
Fourier transform of velocity-velocity correlation functions, molecular dynamics
simulations of confined water (here: 128 water molecules) have to be done for long
propagation times. These Born-Oppenheimer molecular dynamics calculations,
where the MD trajectory is calculating using forces obtained from density functional
theory, have been performed using the CP2K program package.

The presented computational treatments in the fields of solid state physics and
material science were directed towards systems with high application potential.
This relates in particular to the discussion of the insulator-metal phase transition
of indium nanowire arrays and the simulation of ultrashort-pulse laser ablation of
aluminium.

Exploiting constrained density-functional theory (DFT), the Theoretical Mate-
rial Physics Group headed by W.G Schmidt at the University Paderborn per-
formed large-scale first-principle calculations and figured out that the quite recently
observed optically induced insulator-metal transition of the Si(111) substrate-
stabilised In nanowire array is triggered on the microscopic scale by a non-thermal
melting of a charge density wave (CDW). The CDW, being very susceptible to exter-
nal perturbations, converts into the room temperature phase in the processes of laser
excitation. Shortly after the excitation the nano-wires will be trapped in a metallic
metastable metallic state (the so-called supercooled liquid). Using DFT within the
local density approximation as included in the QUANTUM ESPRESSO package,
the authors investigated the non-thermal processes leading to the destruction of
the CDW. Their implementation allows for a variety of customisable parallelisation
schemes (e.g., over wavenumber points and plane wave coefficients) that allows for
an efficient coding on massively parallel systems such as the Cray XC40 (Hazel
Hen). Having identified the driving force and the atomistic mechanism of the CDW
melting, the time dynamics of the corresponding structural modification can be
addressed. Here excited-state molecular dynamics (MD) in adiabatic approximation
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comes into play and indicates that the insulator-metal transition takes place on a
time scale of a few hundred femtoseconds.

The collaborative research project on laser ablation of aluminium, conducted
by scientists from the German Aerospace, the Technical University Darmstadt,
University Stuttgart and the Russian Academy of Sciences, also demonstrated that
ultra-short laser-matter interaction can be simulated by advanced MD methods. For
picosecond pulses, the changes of the dielectric permittivity and electron thermal
conductivity due to temperature, density and mean charge have to be taken into
account. The dynamical recalculation of these quantities in each time step requires
to adapt the IMD algorithms previously developed by the Stuttgart Institute of
Functional Materials and Quantum Technologies. This can be done following the
corresponding implementation in the hydrodynamic Polly-2T code, developed at
the Joint Institute for High Temperatures of the Russian Academy of Sciences,
which covers a wide parameter range of density and temperatures in the two-
temperature model used by the authors (in such wide-range models the transition
of the material from the metallic to plasma phase is assumed to take place in
the vicinity of the Fermi temperature). The dynamic modelling of the permittivity
and thermal conductivity with longer pulses is a prerequisite for the analysis of
the subtle interplay of two counteracting effects: an enhanced absorptivity during
the pulse increases the heating, whereas an increasing conductivity cooles the
material which in turn decreases the absorptivity and therefore gives rise to a larger
ablation threshold. To improve the performance of the present IMD treatment of
the considered wide-range models the upgraded code should be parallelised in near
future.

In summary, almost all projects supported during the period under review, have
in common, besides a high scientific quality, the strong need for computers with
high performance to achieve their results. Therefore, the supercomputing facilities
at HLRS and KIT-SCC have been essential for their success.



Calculation of Global, High-Dimensional
Potential Energy Surface Fits
in Sum-of-Products Form Using Monte-Carlo
Methods

Markus Schröder and Hans-Dieter Meyer

Abstract We have implemented a Monte-Carlo version of the well-known
potfit algorithm. With potfit one can transform high-dimensional potential
energy surfaces sampled on a grid into a sum-of-products form. More precisely, an
f th order general tensor can be transformed into Tucker form. Using Monte-Carlo
methods we avoid high-dimensional integrals that are needed to obtain optimal
fits and simultaneously introduce importance sampling. The Tucker form is well
suited for further use within the Heidelberg MCTDH package for solving the
time-dependent as well as the time-independent Schrödinger equation of molecular
systems. We demonstrate the power of the Monte-Carlo potfit algorithm by
globally fitting the 15-dimensional potential energy surface of the Zundel cation
(H5O

C
2 ) and subsequently calculating the lowest vibrational eigenstates of the

molecule.

1 Introduction

In the field of computational, multi-dimensional quantum dynamics one seeks to
accurately model the motion of microscopic particles on a quantum mechanically
correct level. In the field of theoretical chemistry, it is typically the nuclei of
atoms in molecules or chemical compounds which are moving in a potential
energy landscape formed by chemical interactions between the different atoms.
This energy landscape, also called the potential energy surface (PES), is usually
obtained by applying the Born-Oppenheimer approximation to a given system, thus
separating the motion of the electrons and the nuclei. The motion of the nuclei then
gives raise to a number of chemical properties, such as the forming of molecules,
molecular vibrations, reorganization processes, chemical reactions, etc.
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The computational modeling of such processes, however, if a big challenge. The
motion of the nuclei has to be described by a multi-dimensional wavefunction that
depends on the coordinates of all involved nuclei. It is hence a multi-dimensional
object that needs to be stored and processed. Numerically this can be achieved by
sampling the wavefunction on a product grid, i.e., by selecting a fixed number
of sampling points for each physical degree of freedom (DOF) of the molecule
and subsequently using these grid points as basis functions do represent the
wavefunction. Numerically this can be seen as storing the wavefunction as an f th-
order tensor, or, computationally, as an f -dimensional array.

For a few degrees of freedom and small grids this is easily possible. For
realistic molecules, however, one needs to resort to data compression schemes to
be able to store and process the wavefunction. Within the multi-configurational
time-dependent Hartree method (MCTDH) [1] this is done by expressing the wave-
function tensor in Tucker format: one first selects a small number of orthonormal
but optimal basis functions for each DOF or for a few combined DOF (also called
“modes”) and subsequently expresses the wavefunction as a liner-combination of
outer products of these low-dimensional basis functions. This drastically reduces
the amount of memory that is needed to store the wavefunction.

The wavefunction, however, not only needs to be stored but also be processed.
To solve the time-dependent or time-independent Schrödinger equation efficiently,
the system Hamiltonian needs to be expressed in a sum-of-products form of terms
that are defined in the same modes as the wavefunction. For the kinetic energy
part this is usually the case. The potential energy, however, is usually given in terms
of a complicated energy surface that is extracted from elaborate quantum chemistry
calculations. For a PES one faces hence the same problems as for the wavefunction
such that it needs to be transformed into a sum-of-products form. Several techniques
have been employed to achieve this, such as expanding the PES into analytic
functions or taking into account only low order terms. For small systems within
the MCTDH package one usually employs the so-called POTFIT algorithm which
transforms a given PES into Tucker form analogues to the wavefunction.

This, however, involves multiple full-dimensional integrations over the complete
tensor such that this technique cannot be used for systems which are sampled on a
large product grid. With Monte-Carlo POTFIT (MCPF) we could lift this restriction
somewhat. Instead of using complete multi-dimensional integrals we use Monte-
Carlo integrals. Of course, this comes at the cost of reduced accuracy, which we
were able to counter to some extend. On the other hand, Monte-Carlo techniques
allow the use of importance sampling such that instead of a globally optimal fit
we are able to selectively obtain high-quality fits in regions of interest. In our
case these are the low-energy regions of the potential, i.e., those regions where the
wavefunction actually resides.

The successful application of the MCPF method to obtain a high-quality PES
representation of the Zundel cation (H5O

C
2 ) (15D) and the subsequent calculation

of the lowest vibrational states is the main topic of this contribution. It is organized
as follows. In Sect. 2 we shortly review the theory of both, MCTDH (Sect. 2.1)
and the calculation if eigenstates (Sect. 2.2) and, in more detail, the Monte-Carlo
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Potfit algorithm (Sect. 2.3). In Sect. 4 we present results obtained for the Zundel
cation, starting with the transformation of the PES into Tucker form in Sect. 4.1 and
subsequent calculation of the lowest eigenstates in Sect. 4.2. We finally summarize
in Sect. 5.

2 Theory

2.1 MCTDH

As mentioned in the introduction MCTDH as well as the (Monte-Carlo) POTFIT

method are both based on the decomposition of multi-dimensional functions into
a sum-of-products form. The quantum mechanical state � of a system is given in
coordinate representation as a multi-dimensional, time-dependent function

� D �.q1; � � � ; qf ; t/ (1)

where qi are coordinates or internal DOF of the system (one usually separates off
the three center-of-mass coordinates and three global rotational coordinates such
that one ends up at 3Natom � 6 internal coordinates).

Sampled on primitive grids one can express the wavefunction in tensor format

�i1;��� ;if D �.qi1
1 ; � � � ; qif

f / (2)

where qi�
� is the i�-th grid point of the �th 1D-grid. If the 1D-grids are large and the

number of 1D-grids is larger than 6 this easily leads to extremely large � tensors.
MCTDH therefore uses a data-reduction scheme, namely the Tucker format of a
tensor to reduce the amount of memory needed to store the wavefunction. The
wavefunction is expressed as

�.q1; : : : ; qf ; t/ D
n1X

j1

� � �
nfX

jf

Aj1���jf .t/ � .1/j1
.q1; t/ � � �. f /

jf
.qf ; t/ (3)

and analogues, when sampled on grids

�i1;��� ;if .t/ D
n1X

j1

� � �
nfX

jf

Aj1���jf .t/
.1/
j1;ii
.t/ � � �. f /

jf ;if
.t/: (4)

Here, the .�/ are a few, but time-dependent, basis functions, also called single-
particle-functions (SPF), which are chosen optimally to represent the state vector �
and A are expansion coefficients, also called the core tensor of the Tucker decom-
position. Note, that both quantities are time-dependent. If n� if much smaller then
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N� , the size of the primitive grid of the �th coordinate, then Eq. (4) leads to a much
more compact representation of the wavefunction.

To further reduce the amount of memory needed to store the wavefunction
one often introduces mode combinations: a few (1–3) physical coordinates q are
combined into one logical coordinate Q. In array notation this is equivalent to a
reshape operation of f -dimensional array into a p-dimensional array where a number
of indices are merged such that the total number of indices is reduced. Then the
wavefunction can be expressed as

�.q1; : : : ; qf ; t/ D �.Q1; : : : ;Qp; t/ D
n1X

j1

� � �
npX

jp

Aj1 ���jp.t/ � .1/j1 .Q1; t/ � � �.p/jp .Qp; t/;

(5)

where p < f . This reduces the number of indices of the core tensor A such that
further reduction of computational resources can be achieved.

2.2 Calculation of Eigenstates

With this ansatz one can now attempt to solve the time-dependent, or in our case,
the time-independent Schrödinger equation

OH� D E�; (6)

where OH D OTC OV is the system Hamiltonian with kinetic part OT and potential energy
OV . Combining Eqs. (5) and (6) one arrives [2] at two separate but coupled equations
which need to be fulfilled simultaneously, an eigenvalue problem for the A vector:

X

L

h˚Jj OHj˚LiAL D E AJ; (7)

and a relaxation equation of motion for the SPP, [1]

@

@�
'
.�/
j WD �

�
1 � P.�/

� n�X

k;lD1

�
�.�/

��1
jk

D OH
E.�/
kl
'
.�/
l �! 0: (8)

The SPFs are to be propagated in imaginary time � D �it until the derivatives
become sufficiently small. In Eqs. (7) and (8), a number of new quantities have been
introduced. Note first, that in Eq. (7) instead of lowercase indices f j�gwe have intro-
duced the combined capital index J (and similar L) that comprises all combinations
of indices f j�g and also introduced˚J D Q

�


.�/
j�

. In Eq. (8) the mean-field operators
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[1, 4–6]
D OH
E.�/
k;l

are introduced. These are effective Hamiltonians that act exclusively

on the DOF of the �th mode and are obtained by integrating over all other DOF
weighted with the wavefunction (with mode � missing). Furthermore, in Eq. (8) the
projectors 1 � P.�/ are introduced which project outside the space spanned by the
SPP of mode � as well as the reduced density operators �.�/ of the state vector �
with respect to mode �.

In particular the mean fields in Eq. (8) and the Hamiltonian matrix elements in
Eq. (7) require the evaluation of multi-dimensional integrals, which is, as discussed
in the introduction, extremely expensive for large primitive grids. If, however, the
Hamiltonian can be written as a sum-of-products of operators that exclusively
operate on the DOFs within a mode �

OH D
sX

rD1
cr

pY

�D1
Oh.�/r ; (9)

then these high-dimensional integrals reduce to sums-of-products of low-
dimensional integrals, for instance

h˚Jj OHj˚Li D
sX

rD1
cr

pY

�D1
h'j� jOh.�/r j'l� i ; (10)

in case of the matrix elements in Eq. (7). This is the key mechanism that makes
MCTDH numerically efficient.

The kinetic energy part of the Hamiltonian is usually naturally in the form of
Eq. (9) as it is given in terms of derivatives in coordinate space. The potential energy
however is usually not. The transformation of a given PES into sum-of-products
form is discussed in the following Subsection. Here we would like to emphasize
that the sum in Eq. (9) can become very large, depending on the system. This means
that a large number of low-dimensional integrals over the operator terms need to
be evaluated to obtain the matrix elements and the mean fields. This is efficiently
used for parallelization within the MCTDH software package. Here, we use both,
distributed as well as shared memory parallelization using MPI and POSIX threads.

2.3 Monte-Carlo Potfit

2.3.1 Potfit

As mentioned before, one of the main challenges for realistic descriptions of
molecules is the transformation of the PES into a sum-of-products form. As
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for the wavefunction we use the Tucker form to represent a PES sampled on a
primitive grid,

V.q1 : : : qf / D V.Q1; � � � ;Qp/

� VPF.Q1; � � � ;Qp/

D
m1P

j1D1
� � �Pmm

jpD1 Cj1;:::;jp v
.1/
j1
.Q1/ � � �v.p/jp

.Qp/

DP
J

CJ˝J.Q/

(11)

Here we have in a first step again combined a few primitive DOF qi into logical
DOF Q� . The potential is then expanded using a set of optimal basis functions v.�/,
also called single particle potentials (SPP), and expansion coefficients Cj1;:::;jp . For
numerical efficient evaluation of the matrix elements and mean fields in Eqs. (7)
and (8) the mode combinations should be, the same as for the wavefunction. In a
second step we have again introduced combined indices and renamed

˝J.Q/ D
Y

�

v
.�/
j�
.Q�/: (12)

While in Eqs. (11) and (12) are still using coordinates, let us introduce the potential
V and the SPP ˝ sampled on primitive grids, i.e.,

VI D V.Qi1
1 ; � � � ;Qip

p /

�P
J

CJ˝I;J ;
(13)

with

˝I;J D
pY

�

v
.�/
i� ;j�
; (14)

and the sampled SPP v.�/i� ;j�
with coordinate grid index i� and configuration index

j� . The coordinate dependence is hence replaced by an additional composite index
I labeling grid points and Qi�

� is the value of Q� at the ith grid point of the �th
primitive grid.

Starting from Eq. (11) and given a potential V it is now the goal to find the optimal
SPP v.�/ and the expansion coefficients C. This can be achieved by minimizing the
L2 error between the Tucker form Eq. (11) and the original potential as

�2 D
X

I

�
VI �

X

J

CJ˝I;J
�2
: (15)

Variation of Eq. (19) with respect to C leads to

CJ D
X

I

VI ˝I;J : (16)
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which means that the coefficients are simply determined by overlap once the SPP
are determined. The SPP, on the other hand, are given by the eigenvectors of the
reduced density matrices

�.�/v.�/ D v.�/�.�/ ; (17)

and

�
.�/
i� ;k�
D
X

I�

VI� ;i�VI� ;k� ; (18)

where I� is a composite index with the �th single index missing.
One chooses the eigenvectors with largest eigenvalues of Eq. (17) as SPP. The

error of the fit can be estimated by the sum of the eigenvalues of the neglected
eigenstates [7].

2.3.2 Potfit with Weights

For notational convenience we have so far assumed unweighted integrals and sums
over the complete primitive grid, respectively. However, since, Eq. (11) can be seen
as a lossy compression scheme if the SPP are not sufficient to fully reproduce the
potential V it is useful if one could selectively increase the accuracy of the potential
representation in certain areas if interest. In our case these areas are the low energy
regions of the potential. Here the wavefunction usually resides and these regions are
of special importance for the calculation of bound states.

We may therefore introduce a weighted error measure to be minimized as

�2 D
X

I

WI
�
VI �

X

J

CJ˝I;J
�2

(19)

where we introduced a positive and coordinate dependent weight function W.
Re-doing the derivation of Sect. 2.3.1 one arrives at slightly modified working
equations. For the coefficients one arrives (in matrix notation) at [6]

C D ��TW�
��1

�TWV ; (20)

while for the SPP one arrives at the eigenvalue equation (17), however, with a
modified reduced density matrix

�
.�/
i� ;k�
D
X

I�

NW�
I�VI� ;i�VI� ;k� ; (21)

Here we additionally replaced the original weight function W with a modified one
W� DPN�

i�D1 WI� ;i� . This procedure removes the �th DOF from the weight function.
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Note that, while the numerical effort to solve Eq. (21) is similar to the unweighted
problem except from the multiplication with a weight function, Eq. (20) involves
the inversion of a possibly large matrix, namely the matrix elements of the weight
function in the SPP basis. It would therefore be advantageous to reduce the size of
this matrix.

2.3.3 Mode Contraction

Within the MCTDH algorithm the precise form of the sum-of-products represen-
tation is not important. We have so far used the Tucker form to represent the PES,
starting from Eq. (11). It will however be convenient to introduce a slightly modified
form of this representation:

VPF
I D

X

J�

D.�/
J�;i�

˝�
I� ;J� ; (22)

Here we have shifted the coordinate dependence of one coordinate � into the
coefficient vector. This is called contraction of one mode. It allows for the following
modifications: while in Sects. 2.3.1 and 2.3.2 one needs to solve the eigenvalue
equations (17) and (21) for all logical DOF, one may skip this now for the �th
mode. On the other hand, Eq. (20) then becomes

D.�/
J�;i�
D
X

I�

h�
��T NW���

��1
��T NW�

i

J� ;I�
VI� ;i� ; (23)

where we again used a modified weight function with the �th coordinate integrated
out. Note that Eq. (23) not only skips the lossy compression of mode � in terms
of SPP but also that the size of the matrix that needs to be inverted is significantly
reduced as the configuration space is reduced by the logical coordinate �. This, of
course, comes at the price that Eq. (23) now needs to be solved for multiple right-
hand sides, namely all primitive grid points on the contracted mode.

2.3.4 Monte-Carlo Potfit

Hawing defined the weighted potfit algorithm for complete grids one now faces
the problem that the multiple integrals one has to solve to evaluate the working
equations (18), (21), and (20) or (23) are numerically too expansive to accomplish
because of the size of the primitive grid. For instance, the primitive grid of the
Zundel cation as used below has a size of 2.2 � 1016 grid points. Storing the
VI vector alone in double precision format would therefore amount to 158 PiB.
Needless to say that performing 2.2 � 1016 calculations of the PES are not possible
even with modern supercomputers.
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The amount of information needed to numerically represent a PES is in general
much less than storage capacity of the primitive grid. The structure of the PES can
in many cases be reconstructed from a small sample of grid points. The idea of
Monte-Carlo Potfit therefore is to directly transform the information retrieved from
a sample of grid points into a Tucker representation as in Eqs. (11) or (22) which
can then be used to perform dynamical calculations using the MCTDH package.

Starting from Eqs. (21) and (23) one may interpret the weight function as a
distribution of sampling points that select a subset of points from the complete
primitive grid. That is, the vector WI is either 1 if the point is selected, or 0 if it
is not selected. Having selected Nc Monte-Carlo sampling points, Eq. (21) becomes

�.�/.i0�; i00� / D
NcX

sD1
Vi0� ;I

�
s
Vi00� ;I

�
s
; (24)

and Eq. (23) reads

D.�/
J� ;i�
D
X

L�

� NcX

sD1
Q̋ �

I�s ;L
�
Q̋ �

I�s ;J
�

��1 NcX

s0D1
Q̋ �

I�
s0
;L�
QV�

I�
s0
;iv
; (25)

where the grid index I�s is the subset of grid points of I� that has been selected as
sampling points.

Note, that for both expressions the Monte-Carlo indices are only replacing
the integration variables, the indices on the left hand side of Eqs. (24) and (25)
are complete in the primitive basis of one mode. The matrix � in Eq. (24) is therefore
constructed from a sum of outer products of 1D cuts through the potential, each of
which traversing one sampling point. Calculating the eigenvectors of this density
therefore extracts the main components of these 1D cuts. Similar, in Eq. (25), the
D tensor is constructed from a set of 1D cuts, weighted with the SPP of the other
modes evaluated at the sampling points and subsequently multiplied by the inverse
of the Monte-Carlo overlap matrix of the SPP.

It is interesting to closer look at the error EMC that is produced by the Monte-
Carlo sampling compared to complete integrals. For notational simplicity we use a
potfit without mode contraction i.e., with a C vector. One can shown the fit error
compared to a full-grid integration is then

EMC /
NcX

s0D1
Q̋ Is0 ;L

Q̋
Is0 ;tot-LCtot-L (26)

where the term tot-L means “all configurations that have been neglected in the fit”.
This error therefore scales with the Monte-Carlo overlap of the basis functions
included in the fit with the ones not included, and the coefficient vector that
represents the neglected parts of the potential due to the “lossyness” of the
compression scheme.
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This has two interesting consequences: first, if the sum over s in Eq. (26) were
complete, the overlap would amount to zero due to the orthonormality of the SPP.
That is, in the limit of complete sampling this terms goes to zero. The other
interesting consequence is, that if there is no neglected part of the potential, i.e., if
the SPP included in the fit are sufficient for a lossless representation of the potential
(Ctot-L D 0), then Monte-Carlo Potfit also reproduces the potential exactly. Also,
the less correlated the system is, that is, the fewer SPP are needed to represent the
PES the more effective the algorithm will be. In particular, the numerical effort does
not strongly scale with the primitive grid size as for the traditional potfit but with
the size of the configuration space.

2.3.5 Restoring Molecular Symmetries

One of the drawbacks of Monte-Carlo Potfit methods is that the symmetries of the
potential are usually not preserved because of the random character of the sampling
points (in the traditional potfit as in Sect. 2.3.1 it is usually automatically preserved
due to the complete integrals). We therefore seek a strategy to overcome this. One
naive possibility would be to use all points which are equivalent to a given sampling
point as well as sampling points. This would, however, not increase the amount
of information extracted from the original potential but only scale the number of
summation points by the number of equivalent configurations. We therefore use a
different strategy.

Assume the potential remains invariant under a symmetry operation R such that

V.Q/ D V.RQ/ : (27)

Having obtained a Monte-Carlo potfit this usually does not hold any longer, i.e, in
general,

VMCPf.Q/ ¤ VMCPF.RQ/ : (28)

One approach to restore the property Eq. (27) for the Monte-Carlo potfit would be
to average oder all symmetry operations for a given point group, that is,

VMCPf, sym.Q/ D 1

NG

NGX

R

VMCPF.RQ/ ; (29)

where NG if the number of symmetry operations within a symmetry group.
The summation Eq. (29) can usually not be carried out straight forwardly as the

SPP are different for each symmetry operation and would need to be transformed
into a single (and possibly extended) set of SPP for the combined potfit on the
left-hand-side. In order to be able to perform the summation anyways one can
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introduce symmetry adapted SPP. To obtain those, we introduce symmetrized
density matrices

�
.�;sym/

i� ;i0�
D 1

NG

X

R

�
.�/

R.i�/;R.i0�/
; (30)

Here we implicitly exploited one property that the symmetry operation must
compulsorily comply to in order for Eq. (30) to be correct: the symmetry operations
must not mix combined modes.

Diagonalizing the density matrices Eq. (30) then leads to eigenvectors which
transform under a symmetry operation as

v
.�/

R.i�/;j�
D
X

l

v
.�/
i� ;l�

�
.�/
l� ;j�
.R/ ; (31)

where �.�/ are (block-)diagonal matrices that contain off-diagonal elements only
for degenerate eigenvalues of �.�;sym/ and have diagonal elements with values ˙1
otherwise. These matrices are simply the overlap matrices of the original with the
transformed SPP. Using these relations one can then use the same sets of SPP for
all symmetry transformed terms in Eq. (29) and shift the symmetry operations from
the coordinate space to operations in configuration space via the �.�/ matrices. Then
Eq. (29) becomes

VMCPF,sym

I D
X

J�

˝�
I� ;L� D.�;sym/

L� ;i�
; (32)

with

D.�;sym/
L� ;i�

D 1

NG

X

R

X

J�

�
.1/
l1;j1
.R/ � � ��.p/lp;jp

.R/D.�/

J�;R.i�/
: (33)

For the symmetrization of the D tensor therefore only the contracted mode needs to
be symmetrized explicitly in the coordinate representation. Note also that due to the
properties of the �.�/ many elements in the D tensor will actually be zero. Hence,
for the MCTDH calculations later on, these terms can be dropped and do not enter
the calculation.

3 Monte-Carlo Potfit: Implementation Details

We have implemented the Monte-Carlo POTFIT algorithm within the MCTDH
software package. Our implementation is parallelized using shared (OpenMP) and
distributed (MPI) memory parallelization. The latter is used to distribute the set of
Monte-Carlo sampling points included in the calculation among compute nodes.
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At present, the program supports generation of sampling points with uniform and
Boltzmann distribution via a Metropolis algorithm. The latter is parallelized such
that multiple walkers are started in parallel and their trajectories are subsequently
combined. Furthermore, arbitrary distributions can be read from external files.

In order to check convergence of the Monte-Carlo integration for the reduced
density matrices, the eigenvectors (i.e., the SPP) of two densities are calculated,
each one generated with one half of the sampling points. If the overlap matrix of the
two sets of SPP is close to a unit matrix (except for degenerate SPP) the densities
are considered converged in terms of the Monte-Carlo integral. The final SPPs are
then calculated from the sum of the two densities.

The convergence of the Monte-Carlo integrals for obtaining the coefficients is
checked after the generation of the Tucker form. The Monte-Carlo integration leads
to optimal coefficients only on those sampling points that were used for evaluating
Eq. (25) while the SPP serve as interpolating functions between those points. The
convergence can be checked by comparing the L2-errors on those points and an
independent set of points. The results should be the same within the limits of a
few percent.

In most cases (but this depends on how costly the evaluation of the potential
is) the calculation of the D-tensor Eq. (25) is the most demanding part due to
the construction and inversion of a possibly large matrix. We have therefore
implemented different solvers for Eq. (25). The first and simplest is explicitly
building the SPP overlap matrix and solving Eq. (25) using the Lapack or Scalapack
libraries (subroutines POSV and DPOSV, respectively) for positive definite systems,
The second possibility is using the Lapack or Scalapack to solve over- or under-
determined sets of equations (subroutines DGELS and PDGELS, respectively).
This avoids constructing the SPP overlap matrix but uses the pseudo-inverse of the
Q̋ � matrix directly instead. This can lead to huge sets of equations to be solved

such that this algorithm is probably not suitable for production jobs and has so
far only been used for testing purposes. The third method is a preconditioned
variant of the BCGAdFArQ block conjugate gradient (CG) algorithm from [8] with
various optional preconditioners. Unfortunately, although CG usually shows good
performance when uniform sampling is used, it performs rather poorly when other
distributions of sampling points are used. In this case the SPP overlap matrix
becomes often ill-conditioned resulting in a dramatical increase of the number
of iterations needed for convergence. CG has, however, the advantage that the
matrix of Monte-Carlo overlaps of the SPP

PNc
sD1 Q̋ �s;L� Q̋ �s;J� never needs to be built

explicitly but can be replaced by two subsequent matrix-vector multiplications of
Q̋ � and . Q̋ �/T with the residual D-tensor. As a last possibility we are currently

implementing an explicit inversion of the SPP overlap matrix via eigenvalue or
singular-value decomposition. This allows explicit regularization of the inversion
which can be useful if the matrix is ill-conditioned.

Generating the sampled SPP matrices ˝� can actually be avoided (and we do
have an option in the program to do so and generate the elements on the fly as
needed) but it proved useful in terms of timing to explicitly build and store them.
This we do in two steps. As the algorithm requires a large number of single-number
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picks from random positions of the possibly large SPP arrays, in a first step (which
is also done for on-the-fly generation) we fetch all needed entries in the eigenvector
arrays and arrange them such that the configuration building from them can be done
with little cache misses. Thereafter the configurations are built. Having generated
the˝� , building the SPP overlap matrix then reduces to dot products of large arrays.

4 The Zundel Cation

The Zundel cation (H5O
C
2 ) or protonated water dimer is a well studied molecule

and plays an important role in proton diffusion. It can be described as a small
water cluster which forms around a central proton. In the symmetric configuration
the two water molecules are oriented with their oxygen atoms towards the central
proton such that the two oxygens and the central proton for the central axis of the
molecule. The Hydrogen atoms of the two waters are oriented outward such that in
this configuration the Molecule has D2d symmetry.

From the geometry as displayed in Fig. 1 of the molecule it can be already
guessed that the molecule is very hard to model numerically. The difficulty stems
from the floppiness of the molecule. The outer water molecules may undergo
wagging and rocking motions or rotate against each other. The central proton moves
(depending on the O-O distance) within a double well potential, attaching either
to the one or the other water molecule to form hydrated hydroxonium. Also the
central proton may move perpendicular to the O-O axis, thus shifting energies for the
wagging and rocking motions. In addition, the internal DOF of the water molecules
strongly interact with the central proton.

The floppiness of the molecule, however, makes it an ideal candidate for
benchmarking the Monte-Carlo POTFIT method for obtaining a global PES fit of
such a molecule.

In this contribution we follow up on a publication by Vendrell and coworkers
[9] who first reported full-dimensional calculation on the protonated water dimer
in a number of publications [9–12]. One of the major problems the authors were
facing was an accurate representation of the PES. In this case the PES was available
as a third party numerical library which was published by Huang et al. [13]. The
authors in [9–12] used a so-called cluster-expansion or n-mode representation of the

Fig. 1 Structure of the
Zundel cation (H5O

C
2 ): a

central proton is bridging two
water molecules
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PES. The main idea here is that the total PES is expanded in n-particle interactions
where one hopes to be able to truncate the expansion at low orders. The low-
order terms were then transformed into a sum-of-products form using the traditional
potfit algorithm as described in Sect. 2.3.1. The main disadvantage here is that this
representation is not variational and its error is difficult to estimate.

4.1 PES Representation

4.1.1 Generating the PES Fit

In the following we will use a global potfit obtained with the Monte-Carlo POTFIT

method. Here we will restrict ourselves to the D2d case as described in [9] and refer
the reader to this publication for details about the choice of the internal coordinates
used here and the kinetic energy operator. In Table 1 we give an overview of the
coordinates alongside with the primitive grid sizes that was used for each coordinate.

Note, that the product of the grid sizes of all primitive coordinated forms the
composite grid size which amounts to 2.2 � 1016 grid points. This would therefore
be the number of potential values that would have to be generated, stored and
processed if the standard POTFIT method were used.

As mentioned in Sect. 2.3.1 it is often convenient to combine a few physical DOF
into logical ones. In the present case we have used six logical coordinates with 2–3
physical DOF each. This is outlined in Table 2. The number of primitive grid points
for each of the modes is then, of course, the product of the primitive grid sizes of
the respective primitive grids. Table 2 also shows the number of basis functions or
SPP that were used to generate the PES fit.

Table 1 Internal coordinates
of the Zundel cation, their
primitive grid size

Coordinate Grid points Physical meaning

R 20 O-O distance

z 19 Central proton

x 7

y 7

˛ 11 Water rotation

�A 19 Wagging

�B 19

ˇA 9 Rocking

ˇB 9

R1A 9 Water A

R2A 9

�A 9

R1B 9 Water B

R2B 9

�B 9
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Table 2 Logical coordinates and their primitive grid size

Logical coordinate Physical DOF Primitive grid size Number of SPP

Q1 R, z 380 Contracted

Q2 x, y, ˛ 539 12

Q3 �A, �A 361 13

Q4 ˇA, ˇB 81 5

Q5 R1A, R2A, �A 729 8

Q6 R1B, R2B, �B 729 8

Table 3 Timings for the various sub-tasks to generate the Monte-Carlo Potfit using 19,200 CPU
cores

Task Time (min) Remarks

Generating reduced density matrices 55

Diagonalizing and calculating SPP 1 Not parallel, rank 0 only

Evaluating V for contracted mode 9

Creating the SPP overlap matrix 159

Inverting the SPP overlap matrix 2 With Scalapack

Testing the fit 3

A critical decision for generating the fit was the selection of the sampling
distribution. As mentioned above we have implemented generation of a Boltzmann
distribution which generates a distribution of sampling points / exp.�V.Q/=kBT/
with kB being the Boltzmann constant and T a given temperature. Here we faced
the problem that if the temperature is chosen too low, the matrix that needs to be
inverted in Eq. (25) becomes ill conditioned or even singular. If the temperature
is set too high, a large fraction of random walkers will go to high energy regions
where an accurate description of the PES is not required. A good compromise is a
Temperature with kBT D 3000 cm�1 which is approximately 10 times the energy of
the excited states presented below.

The length of the trajectory has been set to 5 � 107 points which has been
calculated in a separate job using 64 nodes with 1536 instances of the program
in total, each of which propagating a single random walker.

This calculation of the PES fit as outlined above has been done on 800 nodes
on the Cray XC40 “Hazel hen” in parallel, using 1600 MPI instances, each of
which with 12 OpenMP threads such that 19,200 cores were used in parallel. The
calculation was done within a walltime of 227 min. Table 3 shows the approximate
wall-times of the several sub-tasks to generate the Monte-Carlo Potfit. Due to the
Monte-Carlo property of the algorithm it parallelizes extremely well. The distributed
memory parallelization is done among the sampling points such that each instance
of the program receives its private set of sampling points. Each rank then calculates
its private copy of the needed quantities which are in the end reduced into rank
0. Within the tasks we use shared memory parallelization mostly also on sampling
points or on configuration indices. The calculation of the 1D cuts of the potential
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through the sampling points required in total 1.4 � 1011 evaluations of the PES
routine which is more then a factor of 105 less then what would be required with the
standard method. This was about one quarter of the total work. About three quarters
were spent for the buildup of the SPP overlap matrix which needs to be inverted. In
this case this is a 49,920 by 49,920 symmetric, positive definite matrix where each
entry represents a dot product of the length of the number of sampling points.

With the setup described above we were able to obtain a PES fit with a size of
174 MiB. It should be noted here that less then 1 MiB of used for the SPP such
that the memory is strongly dominated by the D tensor. Note, however, that due
to symmetry constraints about half of the entries of the D tensor (which are 2.2 �
107) are zero which we do not exploit for the fit generation yet. Nevertheless this
is a reduction of 9 orders of magnitude compared to the potential sampled on the
primitive grid.

4.1.2 Testing the PES Fit

As mentioned above the quality of the Monte-Carlo PES fit can be estimated by
testing the fit on a set of sampling points which is different from the one that has
been used for generating the fit. What the algorithm actually does is optimizing
the fit in the L2 sense on the sampling points and using the SPP as interpolating
functions between those points. Using an independent test set therefore can test
the PES fit between the interpolation points. In Table 4 we present results of the
error estimate obtained with independent Metropolis trajectories for three different
temperatures. We also compare our results to the PES representation used in
Ref. [9]. All tests have been performed using trajectories containing 50,000,000
points. Shown are the mean and Root-Mean-Square (RMS) errors of the exact PES
less the value of the fit for this work or the Cluster expansion in case of [9].

One can clearly see that the global PES representation obtained with Monte-
Carlo potfit method yields RMS errors which are one order of magnitude smaller
then the ones used in [9]. The errors of the MCPF fit are smallest for a distribution
of sampling points which is similar to the one used for generating the fit but are
also good for a smaller temperature. For a larger temperature, the fit is also tested in
areas for which it is not optimized and hence the errors are larger.

Table 4 Errors of the PES
representation using the
cluster expansion from [9] or
Monte-Carlo Potfit (this
work)

Test temperature kBT [cm�1] Errors [cm�1]

Ref. [9] This work

2000
Mean �24:7 6:5

RMS 4126:4 394:6

3000
Mean �8:9 �1:5
RMS 5425:9 234:5

6000
Mean 27:1 51:9

RMS 7989:2 929:8
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4.2 Calculation of Excited States

After obtaining the PES we then attempted to calculate the first few vibrationally
excited states. Table 5 lists the obtained 14 lowest states within this work in compar-
ison with those obtained in [9] alongside with state energies and assignments. The
states have been calculated with MCTDH using the same mode combination scheme
as was used for generating the PES fit. We used a set of SPF of (9/25/23/13/8/8) for
the logical coordinates while in [9] the authors used a set of (12/25/16/12/8/8) which
is a very similar set except for mode Q3.

The assignments the first and second columns of Table 5 refers to the wagging
modes of the water molecules (w) and the rotation of the two water molecules
relative to each other (˛) in the limit of separable states. In the third column we
cite the state energies obtained in [9] while in the forth column we show results
obtained within the current work. It can be seen that state energies are in good
agreement in most cases. even though the authors of [9] used a much less accurate
PES representation as in the current work. We see the main reason for this in the fact
that the authors of [9] carefully tailored their PES representation to be able to obtain
low lying eigenstates such that for these states we do not expect much differences in
the state energies. It would be interesting to compare results for higher lying states.
Here the states are not in the separable limit any more and correlation between the
modes becomes much more important. We believe that the global PES obtained in
this work can describe this much better.

All states have been obtained using the Block improved relaxation method [3]
of the MCTDH package. The calculations were typically run on 100–200 Nodes in
parallel, using both, distributed and shared memory parallelization. Here, the main
numerical effort was spent in the Davidson algorithm (58%) and in generating the

Table 5 Vibrational state
energies and assignments in
the separable limit of the
Zundel cation. In column 2
the state is assigned in a
ket-notation where the kets
appear in the order wagging
and torsion. The energies for
the ground states are given
with respect to the minimum
of the PES, all other energies
are given with respect to the
ground state

Energy [cm�1]

State [9] This work

�0 j00ij0i 12398:4 12386:5

w1a .j01i C j01i/j0i 102:2 109:1

w1b .j01i � j01i/j0i 102:2 109:1

1˛ j00ij1i 151:8 151:1

w2 j11ij0i 231:2 238:0

w1a; 1˛ .j01i C j01i/j1i 255:9 254:3

w1b; 1˛ .j01i � j01i/j1i 255:9 254:3

2˛ j00ij2i – 279:1

w2; 1˛ j11ij1i 379:1 372:9

w3 .j02i � j20i/j0i 386:3 378:8

w1a; 2˛ .j01i C j01i/j2i – 378:9

w1b; 2˛ .j01i � j01i/j2i – 378:9

3˛ j00ij3i – 404:5

w4 .j02i C j20i/j0i 447:0 437:9
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mean fields and matrix elements of the Hamiltonian in the SPF basis (37%). Here
parallelization is extremely useful as it is performed mainly over the operator terms
which stem from the PES fit (which are approximately 2:6 � 104) not counting
those that are zero due to symmetry). The walltime for one relaxation with 10 states
in parallel with this setup is usually around 24 h until convergence.

5 Summary

We have implemented and demonstrated a new method for obtaining a global PES
representation in terms of a sum-of-products of low-dimensional functions to be
used for quantum dynamical calculations within the Heidelberg MCTDH program.
The method avoids full-dimensional integrals as in the traditional potfit method but
replaces them with Monte-Carlo integration techniques. This way, implementing
weighted fits is naturally realized using importance sampling. The program is highly
parallelized using shared and distributed memory parallelization mostly exploiting
the Monte-Carlo properties of the algorithm. With this algorithm we extended the
range of problems for which a global description of the PES can be obtained from
6 DOF to 15–18 DOF.

In the current case we have used Boltzmann distributed sampling points to obtain
an accurate fit of the PES of the Zundel cation. The amount of memory needed to
numerically represent the PES could be reduced by 9 orders of magnitude compared
to sampling on a primitive grid and the number of calls to the PES routine could be
reduced by 5 orders of magnitude.

We could obtain a fairly good fit of the PES in the minimal of the PES with
RMS error which are a factor of 10 lower then the ones used in [9] according to
Monte-Carlo testing.

With the generated PES fit we calculated the 14 lowest vibrational eigenstates
using the improved relaxation algorithm of the MCTDH package and cold reproduce
the state energies of [9] with slight deviations of a couple of cm�1. We expect larger
deviations with respect to the previous results at higher excitation energies where
the much better quality of the potential representation should become visible.
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Sum Frequency Generation Spectra from
Velocity-Velocity Correlation Functions: New
Developments and Applications

Khatib Rémi and Sulpizi Marialore

Abstract At the interface, the properties of water can be rather different from those
observed in the bulk. In this chapter we present an overview of our computational
approach to understand water structure and dynamics at the interface including
atomistic and electronic structure details. In particular we show how Density
Functional Theory-based molecular dynamics simulations (DFT-MD) of water
interfaces can provide a microscopic interpretation of recent experimental results
from surface sensitive vibrational Sum Frequency Generation spectroscopy (SFG).
In our recent work we developed an expression for the calculation of the SFG
spectra of water interfaces which is based on the projection of the atomic velocities
on the local normal modes. Our approach permits to obtain the SFG signal from
suitable velocity-velocity correlation functions, reducing the computational cost to
that of the accumulation of a molecular dynamics trajectory, and therefore cutting
the overhead costs associated to the explicit calculation of the dipole moment and
polarizability tensor. Our method permits to interpret the peaks in the spectrum in
terms of local modes, also including the bending region. The results for the water-
air interface, obtained using extensive ab initio molecular dynamics simulations over
400 ns, are discussed in connection to recent phase resolved experimental data.

1 Introduction

The characterization of liquids at the interface has seen in the last years tremendous
progresses thanks to the development of surface selective spectroscopic techniques,
such as Sum Frequency Generation (SFG) [4, 10, 34, 43]. The necessity to provide
a molecular interpretation of the experimental spectra has also fostered parallel
advances in the computational community aiming to an accurate calculation and
interpretation of the SFG spectra.
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Morita [22–24, 28] was one of the first to use atomistic molecular dynamics
simulations in order to compute the SFG spectra and since his pioneer work, several
groups have contributed to increase the accuracy of the calculated spectra [21, 30,
31]. The use of ab initio molecular dynamic simulations to compute SFG spectra has
a more recent history, due to the much higher computational costs when compared
to a force field based approach. Despite the costs, the use of electronic structure-
based molecular dynamics (MD) simulations is highly desiderable since it allows an
accurate description of the structure and dynamics of hydrogen bonding in highly
heterogeneous environments, also including electronic polarisation.

We have recently presented a method to calculate SFG spectra from velocity-
velocity correlation functions including interface specific selection rules [13, 14].
Since the velocities are a natural output in molecular dynamics (MD) simulations,
they can be directly obtained without the additional cost of the direct calculation of
the dipole moments and polarizabilities [38]. The advantage is that accurate Density
Functional Theory (DFT)-based MD simulations can be used with no overhead
cost, which is particularly useful for the description of interfaces where an accurate
classical force field is not available. In the case of solid/liquid interfaces, although
a very good force field may be available for water, an accurate force field for the
solid is typically not available or not easily transferable from bulk materials to
interfaces. The use of suitable velocity-velocity correlation functions requires the
introduction of some approximations, such e.g. in the case of water, the projection of
the velocities on the O-H bonds, which restricts the approach to the stretching region
only. This is indeed the approximation we have used in [14] and which was also
similarly adopted in a parallel work in [30]. To lift such a limitation we have recently
introduced a new expression for the SFG signal, which is based on a projection of the
atom velocities on the molecular normal modes [13]. The new approach permits, not
only to address the stretching region, as the sum of the symmetric and antisymmetric
contributions, but also to extend the SFG calculation to the bending region and to
allow a discussion of the coupling between stretching and bending modes.

In this contribution we will review the new approach presented in [13] and
we will also present in details an application of our method to calculate the SFG
spectrum at the water-air interface with ab initio MD simulations based on DFT.
Although such a system represents, probably, the most investigated one by both
experimental and computational SFG approaches, a consensus is still missing on
the molecular interpretation, e.g. of the hydrogen bonded region. We would like to
stress that our simulations extend over a whole length of more than 400 ps, which
is a quite remarkable trajectory length for a such a systems (an interface containing
128 water and 1024 electrons) and was possible thanks to the generous allocation of
cpu time on Hazel Hen, the Cray XC40 at HRLS.
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2 Methodology

2.1 Simulation Setup

The water/air interface was simulated by a slab of water (128 water molecules) in
a 15.6404 Å � 15.6404 Å � 31.0 Å cell periodically repeated in the three directions
of space (Fig. 1). Eight trajectories with uncorrelated starting configurations were
considered. Each trajectory consists of 10 ps equilibration followed by 40 ps of
acquisition time with a time step of 0.5 fs in the NVT ensemble at 330 K. The
Born-Oppenheimer molecular dynamics (MD) is carried out with the Gaussian
Augmented-Plane Waves (GAPW) method [18, 19] as implemented in QUICKSTEP

(a part of the CP2K package) [40]. The electronic structure is described with the
BLYP functional [2, 17] including the Grimme D3 method [8], using the TZV2P
basis-sets in the local space and a plane wave basis set with 280 Ry cut-off in the
reciprocal space. GTH pseudopotentials [7, 9] were also employed.

We also performed a 40 ps dynamic in order to simulate a water sample. In this
case the size of the box is: 15.6404 Å � 15.6404 Å � 15.6404 Å.

2.2 Calculating the SFG Spectra from Velocity-Velocity
Correlation Functions

We aim to calculate the resonant part of the second order susceptibility tensor �.2;R/,
which according to the classical expression [23] is:

�
.2;R/
��� D

�i

kBT!IR

Z C1

0

dt ei!IRth PA��.t/ PM�.0/i (1)

where the indexes ��� refers to the polarization of the SFG, visible and IR beams
respectively, !IR is the frequency of the IR beam, M and A are the dipole moment
and the polarizability of the system and h: : :i stands for a statistical average.

Fig. 1 (Left) A random snapshot of the water slab (128 water molecules) used in order to simulate
a water-air interface. (Right) Average density (black line)
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The total dipole moment and polarizability derivatives for the system can be
decomposed in terms of the molecular and bond contributions:

8
ˆ̂<

ˆ̂:

PM D
NmolP
iD1

P



P�l
i;


PA D
NmolP
iD1

P



P̨ l
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(2)

where P�l
i;
 ( P̨ l

i;
) is the dipole moment (polarizability) of the bond 
 of the i-th
molecule. Therefore, the correlation function in Eq. (1) can be rewritten as:
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(3)

The first term of the right-hand side is the bond autocorrelation, the second term
accounts for the correlation between two bonds in the same water molecule, the third
term is for the correlation between bonds in two different water molecules. In the
following, we will refer to “intra-” and “inter-molecular” correlation to describe the
sum of the first two terms and of the three terms respectively. We restrict the inter-
molecular correlation to the sum over the water molecules within a 4 Å distance,
namely those belonging to the first solvation shell. Similarly, a cutoff was introduced
in [25] for the calculation of the response function at the lipid-water interface.

The key step in our approach is a first order expansion of the dipole moment
(�i;
) and the polarizability (˛i;
) with respect to a change in the O-H bond length
(ri;
) [14].

8
<

:
P�l

i;
 D Dm;iDb;i;�

�
@�b

@r Pri;


�

P̨ l
i;
 D Dm;iDb;i;�

�
@˛b

@r Pri;


�
DT

b;i;�DT
m;i

(4)

where the exponents/indexes l and b refer to the lab and bond frameworks respec-
tively (details on the frameworks definition and the matrix connection between
them can be found in a separate Sect. 2.3). The partial derivatives are parametrized
(see Sect. 2.5 for details) and the velocities are obtained from the MD simulations.
Therefore, the calculation of these time-derivatives do not require any additional
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cost with respect to that of simple trajectory accumulation. This is the main
advantage over the method previously used by Sulpizi et al. [38].

2.3 Some Additional Details I: Frameworks

We use three different frameworks which are described as follows: the lab frame-
work (xl, yl, zl), the molecular framework (xm, ym, zm) and the bond framework
(xb, yb, zb) (Fig. 2). The lab frame is defined by the simulation box and naturally
by the experiment. By convention, the zl-axis is perpendicular to the interface. The
molecular frame will be used to decompose the signal into normal modes of water
monomers. For the i-th molecule, the zm;i axis is along the bisector of the H-O-
H angle, the xm;i axis is in the molecular plane, while the ym;i axis is out of the
molecular plane. Finally the bond frame of the bond 
 of the i-th molecule is such
that the zb;i;
 axis is along the bond, the xb;i;
 is in the molecular plane and the yb;i;


is out of the molecular plane.
One can pass from the bond framework to the molecular framework by the

direction cosine matrix:

Db;i;� D

bxb;i;�byb;i;� bzb;i;�" #

c 0 �
s bxm;i

0 
 0 bym;i

s 0 c bzm;i

(5)

where c D cos.�=2/, s D sin.�=2/ and 
 is equals to �1 orC1 (see Fig. 2).
Then to go from the i-th molecular framework to the lab framework, one can use

the Dm;i direction cosine matrix which is time dependent.

2.4 Some Additional Details II: Collective Modes

We consider a water molecule with 2 O-H bonds and a H-O-H angle of 1.0 Å
and 105.5ı respectively (average values from the bulk calculation). Based on
this standard molecule, we have defined a collective motion (RM) for each mode
(Table 1). We assume that the mass of the O is infinite over those of the H and we
have normalized the vectors in such way that jjRMjj D 0:05Å.

H+1

O

H-1
xb,i,1

yb,i,1

zb,i,1
zm,i

xm,i
ym,i

ri,

Fig. 2 Schematic representation of the molecular (left) and the bond (right) frameworks
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Table 1 Collective motions (RM in Å) associated with modes of a water molecule (B, SS, AS)

B SS AS

M xm ym zm xm ym zm xm ym zm

H�1 0:030 0 �0:040 0:040 0 0:030 �0:040 0 �0:030
HC1 �0:030 0 �0:040 �0:040 0 0:030 �0:040 0 0:030

The displacements are reported in the molecular framework

Fig. 3 Derivatives of the (a) dipole moment and the (b) polarizability according to the length of
the O-H bond. The derivatives are expressed in the bond framework

2.5 Some Additional Details III: Parameters Calculations
and Fresnel Factors

In order to parametrize the derivatives of the dipole moment and the polarizability,
the Maximally Localized Wannier Functions [20] (MLWF) were employed accord-
ing the method described in [32].

Seventeen snapshots of a bulk water sample over a 40 ps trajectory were selected
leading to statistics over more than 2000 water molecules and 4000 O-H bonds.
For each derivative a 2-point numerical differentiation has been performed with
�r D ˙0.05 Å where r is either the length of the O-H bond or a collective motion
(Table 1).

The probability distributions are reported in Fig. 3 and the average values are

reported in Tables 2, 3 and 4. The derivative
@�b

�

@r associated with the bond stretching
is not perfectly aligned with the O-H bond but slightly outside the water molecule
(�4:1ı) which is close to the observation done on ice [41] but different from the
vacuum [22].

Finally, Corcelli et al. [5] pointed out that it the stretching region, the Condon
approximation is not valid anymore. For this study, we use the equations that they
developed to take into account the frequency dependence of the dipole moment and
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Table 2 Average values for the length derivatives (dipole and polarizability) calculated thanks to
the MLWF in bulk water

� D xb yb zb

@�b
�

@r (D Å�1) �0:18 0 2:2

@˛b
��

@r (Å2)
� D xb 0:42

� D yb 0 0:54

� D zb 0:02 0 1:90

Table 3 Averages of dipole moment derivatives (D Å�1) for the bending (B), the symmetric
stretching (SS) and the antisymmetric stretching (AS) modes calculated thanks to the MLWF in
bulk water

� D xm ym zm

@�m
�

@RB
0 0 �0:97

@�m
�

@RSS
0 0 1:16

@�m
�

@RAS
�1:83 0 0

Table 4 Averages polarizability derivatives (Å2) for the bending (B), the symmetric stretching
(SS) and the antisymmetric stretching (AS) modes calculated thanks to the MLWF in bulk water

� D xm ym zm

@˛m
��

@RB

� D xm 0:26

� D ym 0 0:06

� D zm 0 0 �0:18
@˛m
��

@RSS

� D xm 1:34

� D ym 0 0:54

� D zm 0 0 0:98

@˛m
��

@RAS

� D xm 0

� D ym 0 0

� D zm �0:72 0 0

the polarizability:

�NC

�0
D1:377C 53:03 � 3737:0� !IR

6932:2
(6)

˛NC

˛0
D1:271C 5:287 � 3737:0� !IR

6932:2
(7)

where the exponent 0 stands for the property calculated with the Wannier centres,
while the NC exponent stands for the property with the inclusion of the Non-Condon
effects.
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Since these terms are frequency dependant, they are applied as a post-treatment
once in the frequency domain and in the stretching region only [27]. In order to
simplify the writing, they do not explicitly appear in the equations.

In order to compare the computational results for the �.2/ tensor to the exper-
imental ones, it is necessary to take into account the Fresnel factors (L) which
may drastically affect the SFG signal [15]. In our study, we will take into account
exclusively the dependence in !IR of the factor associated with the IR beam
(L��.!IR/) while the other two (L�� and L��) are considered as constant. L�� is
calculated using the equation given in [44] and using the refractive index given in
[3]. For the SSP polarization, we have:

�
.2/
SSP / Lzlzl.!IR/

�
�
.2;R/
??zl
C �.2;NR/

??zl

�
(8)

where �.2;NR/
??zl

is the non-resonant contribution to the SFG spectrum. This term is
considered to be constant and real in the stretching region [11, 12, 42].

3 Results and Discussion

In this section we review the SFG spectra calculated for the water/air interface using
the velocity-velocity correlation functions [13]. In particular, in Fig. 4, we report the
Im� and Re� for the water/air interface calculated (from a total of 8 independent
trajectories of 40 ps each) with the approximation introduced in Eq. (4). In the Im�
two main features can be observed: (1) a positive peak at high frequency usually
attributed to free O-H peak, (2) a negative and broad peak in the 3000–3600 cm�1
region. No re-crossing to positive frequencies is observed around 3100 cm�1, at
odd with the spectrum obtained in [38]. Such a difference is possibly due to the
very limited number of configurations sampled in the 3 ps trajectory of [38]. This
spectrum is overall in agreement with those obtained by other groups with different
methodologies [21, 22, 30]. However, the free O-H peak does not present a shoulder
on the lower frequency side [33, 37, 39]. The difference with respect to [33] is
possibly due to some structural difference in the water surface as result of the
different water description, which, in our case, includes the full electronic structure
at DFT-BLYP D3 level.

In Fig. 4, we also compare the simulated spectra with the experimental spectra
published by Nihonyanagi et al. [29]. In the comparison to the experiments, the
Fresnel factors and the non-resonant background are also taken into account. Details
on the Fresnel factors can be found in Sect. 2.5. The non-resonant term cannot be
computed and corresponds to a frequency independent contribution which aligns
the computed baseline to the experimental one. We determined that according to the
following equation:

�
.2;NR/
??zl

� �0:8max
�

Im�.2;R/??zl

�
(9)
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Fig. 4 SFG spectra obtained with the method based on the bond elongation including the Fresnel
factors and the �.2;NR/

??zl
. (Left panel) Imaginary part. (Right side) Real part. The three different

contributions are progressively added. The bars refer to the standard error of the mean of the
resonant part only. The spectra were normalized in such way that the free O-H peak has an intensity
comparable with those of Nihonyanagi et al. [29]

where max
�

Im�.2;R/??zl

�
is the intensity of the free O-H peak and where �??zl stands

for the average of the xlxlzl and ylylzl elements. The value we use here is slightly
more important than that used by Morita et al. [22] (50% of the maximal intensity).
The details of all the contributions (resonant part, non-resonant part, and Fresnel
factors) are discussed in the Supplementary material of [13].

The auto- (intra-) correlation is derived from the first (first two) element(s) in
Eq. (3) and is represented by the black (red) line in Fig. 4. Auto- and intra-molecular
correlations give comparable results in agreement with the experiment. The inter-
molecular correlation introduces a red-shift of the negative band of about 150 cm�1.
Such a shift had been already pointed out by Morita et al. [24] who claimed that it
was necessary to consider �.2;R/ as a sum of molecular hyperpolarizabilities and not
as the hyperpolarizability of the whole system.

As a further step we now consider the velocities projection on the water normal

modes, identified by the collective variables
�!
R j in the molecular framework. The

normal modes of a gas phase water molecule include the symmetric stretching (SS),
the antisymmetric stretching (AS) and the bending (B). In the lab framework, the
dipole moment and the molecular polarizability of the i-th water molecule can be
written as:

P�l
i DDm;i

0

@
X

jDQ, SS, AS

@�m
i

@Rj

PRj

1

A (10)

P̨ l
i DDm;i

0

@
X

jDQ, SS, AS

@˛m
i

@Rj

PRj

1

ADm;i
T (11)
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Because of the properties of the Laplace transforms, the correlation function taking
into account exclusively the intra-molecular contributions can be rewritten as:

�
.2;R/
���, intra.!IR/

D
NmolX

i

X

R1;R2

i!IR

kBT

Z C1

0

dt ei!IRt
D
P̨ l��;R1 P�l

�;R2

E
(12)

where �.2;R/���, intra is the intra-molecular contribution to the SFG signal (also noted as

�
.2;res/
ijk (self) in [24]), R1 and R2 are one of the 3 normal modes of a water molecule in

gas phase. In order to facilitate the discussion about the decomposition of the SFG
signal, we will write “R1:R2” to describe the part associated with the polarizability
of the mode R1 correlated with the dipole moment of the mode R2.

The precise description of the collective motions and the way we parametrized
@˛m

i
@Rj

and @�m
i

@Rj
can be found in Sect. 2.5.

In Fig. 5 the ??zl spectra obtained with the two different methods (bond
projection vs normal modes projection) are compared in the stretching region. The
two spectra nicely overlap. The spectrum obtained with the bond projection (red
dashed line) can be further analysed in terms of its normal modes contributions.
The main contributions in the stretching region are associated to the SS and the
AS (Fig. 5) modes while the B mode does not play a significant role (see Fig. 6).
Interesting the overall spectrum broadening is the result of the “SS.AS” and the
“SS.SS” contributions which are peaked at different frequencies (around 3300 and
3470 cm�1, respectively). No direct coupling between the stretching and the bending
is found to contribute to the stretching region, namely the “B.SS” and “SS.B”
contributions are both zero (see Fig. 6).

Fig. 5 Spectra associated with the ??zl polarizability. The two different methods are compared
(dashed lines) and we split the spectrum obtained with the normal mode projection into its main
components (plain lines)
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Fig. 6 SFG spectra associated with the ??zl polarization decomposed into their minor contribu-
tions in the bending (left) and in the stretching region (right)

Fig. 7 Relative intensities associated with the main features of Im�
.2;R/
??zl , intra according to the

slab thickness. The normalization is done in order to reach 1 when all the water molecules are
taken into account

In this sense we cannot observe here a direct effect of the Fermi resonance to the
broadening of the negative peak around 3400 cm�1 as suggested in [1, 35, 36].

A positive peak at 3500 cm�1 and associated to the AS.AS contribution is also
present. However since its intensity is relatively low it does not really give raise to
a pronounced shoulder [33, 37, 39] at 3600 cm�1 in the overall signal (black dashed
line in Fig. 5).

In addition, we can also spatially localize the water molecules which contribute
to the different peaks reported in Fig. 5. For this purpose we only include in the
calculation of the �.2;R/??zl, intra the water molecules within a certain distance (along the
zl-axis) from the surface and we observe the evolution of the peaks intensity with
an increasing thickness of the included layer. In Fig. 7, we have reported the relative
intensities associated with the main three contributions in the stretching region.

The two peaks of the “SS.AS” components follow a parallel evolution and are
associated with the water molecules close to the water/air interface (blue lines
in Fig. 7). On the contrary, the peak in the “SS.SS” component is increasing at
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Fig. 8 Schematic
representation of different
kind of water molecules.
Those associated with the
labels A and B are the one
mainly contributing to the
??zl signal

larger distances from the surface and is therefore associated with “deeper” water
molecules. This is coherent with the well established idea that the water molecules
at the surface have some free O-H bonds (positive peak at high frequency). Since
simultaneously, the “SS.AS” peak around 3300 cm�1 becomes more negative, we
infer that the second O-H bond of the surface water molecules points toward the
bulk (molecule A in Fig. 8). Since our decomposition is based on the C2v symmetry
of water molecules in gas phase, such orientation maximizes the contribution of the
“SS.AS” term while it forbids any observation of its “SS.SS” term.

We can also suggest a molecular interpretation of the “SS.SS” contribution.
The “SS.SS” contribution is negative and arises from molecules with their 2 O-H
bonds pointing to the bulk (B molecule in Fig. 8). Such water molecule (1) has the
orientation corresponding to the negative band of the “SS.SS” contribution in Fig. 5,
(2) maximizes the “SS.SS” contribution while it doesn’t contribute to the “SS.AS”
element. However, these two kind of water molecules which are responsible of the
main features of the ??zl-spectrum should not be considered as the only kind of
water molecules at the water interface. Indeed, in order to have a negative peak for
the “SS.SS” contribution, we just need to have, on average, more water molecules
with 2 H pointing down than with 2 H pointing up (molecule C in Fig. 8). Moreover,
a water molecule laying in the plane of the interface (molecule D in Fig. 8) cannot
be detected with the ??zl-polarization.

In [37], the authors consider the antisymmetric mode of the “B molecules” as the
origin of the shoulder observed around 3600 cm�1. This conclusion is questionable
because of the C2v symmetry of water: only the ˛l

zl?, AS, ˛l
?zl, AS and �l

?, AS terms
are different from 0. In other words, the AS mode of the “B molecules” should be
observed exclusively with the?zl? and zl?? polarizations. However, although not
coming from “B molecules”, the “AS.AS” term is the third most intense contribution
to the total spectrum (Fig. 5), and due to its position could be the origin of a shoulder
around 3600 cm�1.

In order to complete the analysis with the normal modes approach, we now
discuss the bending region. For such contribution, we work within the Condon
approximation for the bending region [27]. In Fig. 9 we present the SFG spectrum
with the SSP polarization of the water-vapour interface in the bending region as
obtained from Eq. (12) and we compare it with the recent experimental results from
[16]. We notice that the total contribution (plain black curve) corresponds entirely
to the “B.B” contribution (plain red curve).
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Fig. 9 SFG spectrum of the water-air interface in the bending region compared with the
experimental one [16]. For the calculation of the Fresnel factors, we used the incidence angle
of the IR beam used experimentally (43ı)

Im�
.2;R/
SSP, intra exhibits a single positive peak centred around 1650 cm�1. The peak

in the calculated spectrum is narrower than the experimental one, but its position
is in agreement with the experimental one. Similarly, the agreement between the
calculated and experimental real parts is very good. As we did for the stretching
region, we can associate the simulated spectrum to specific orientation of the water
molecules. The evolution of the “B.B” feature according to the distance from the
surface, along the zl-axis (Fig. 7) resembles very closely the behaviour associated
to the “SS.SS” contribution at 3470 cm�1. This suggests that the water molecules
responsible for these two features are certainly the same. This is fully coherent with
the model that we have previously proposed (Fig. 8) since the “B.B” element of
molecules A and D are equal to zero while those of the molecule B is positive.

In our spectrum we only observe a positive band, as in experiments of [16], but
at odd with other experimental [6] and computational [26, 27] results. We do not
observe a negative band attributed in [6] to the water molecules with a free OH.
Overall the weak AS-AS band at 3600 cm�1 and the absence of a negative peak in
the bending could point to a different orientation of the free OH at the interface,
which in turn may depend on the water model.

4 Conclusions

In our contribution we have reviewed a method which we have recently developed
to calculate the SFG spectra of water interfaces using suitable velocity-velocity
correlations functions. The method is based on the projection of the atomic
velocities on the single water normal modes and permits to accurately calculate the
spectra using velocities correlations functions, with the advantage of no extra cost
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with respect to the accumulation of an ab initio molecular dynamics trajectory. Our
approach permits, on one side, to decompose the SFG signal in term of contributions
with a symmetric, antisymmetric, and bending character, therefore elucidating the
molecular origin of the different peaks in the spectra. On the other side, it also
permits to describe the bending region, beyond the bond projection approach. We
have applied our method to extensive simulations of the water-air interfaces over a
few hundreds of picoseconds. The calculated signal in the bending region closely
resembles the recent experimental data from phase resolved SFG experiments. Our
method is expected to be extremely valuable for all those heterogeneous systems
where a force field parametrization is not available or difficult to obtain. Our
approach is expected to enlarge the power of ab initio simulation to interpret
interfacial vibrational spectroscopy.
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Photo-Excited Surface Dynamics from Massively
Parallel Constrained-DFT Calculations

A. Lücke, T. Biktagirov, A. Riefer, M. Landmann, M. Rohrmüller, C. Braun,
S. Neufeld, U. Gerstmann, and W.G. Schmidt

Abstract Constrained density-functional theory (DFT) calculations show
that the recently observed optically induced insulator-metal transition of the
In/Si(111)(8�2)/(4�1) nanowire array (Frigge et al., Nature 544:207, 2017)
corresponds to the non-thermal melting of a charge-density wave (CDW). Massively
parallel numerical simulations allow for the simulation of the photo-excited
nanowires and provide a detailed microscopic understanding of the CDW melting
process in terms of electronic surface bands and selectively excited soft phonon
modes. Excited-state molecular dynamics in adiabatic approximation shows that
the insulator-metal transition can be as fast as 350 fs.

1 Introduction

Phase transitions between equilibrium states of matter as function of temperature,
pressure, magnetics fields, etc. are ubiquitous. Typically, their direct atomic scale
observation is not possible and they are described in terms of statistical ensembles
and phenomenological models, see, e.g. [1]. For both scientific as well as techno-
logical reasons, however, it is interesting to learn how phase transitions occur at the
atomic scale, at what speed they evolve, and how they can be driven. In this context,
the ordered array of In nanowires that self-assemble at the Si(111) surface—first
described in 1965 [2]—is a particularly intriguing example. It is an extensively
studied model system for phase transitions in quasi one-dimensional systems [3]:
At around 120 K a charge-density wave forms and the metallic In/Si(111)(4�1)
zigzag-chain structure, stable at room temperature, transforms to an insulating (8�2)
In-hexagon reconstruction [4–8]. Adsorbates, depending on their species, either
decrease [9] or increase the critical temperature TC [10]. This indicates that the
charge-density wave formation is very sensitive to external perturbations [11]. In
fact, it has been shown that a 50 fs laser pulse with 1.55 eV photons converts the
low-temperature (8�2) phase into the room-temperature (4�1) structure even at
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30 K, i.e., far below the phase transition temperature TC [12, 13]. Subsequently to the
laser excitation, the In nanowires are trapped for several hundred picoseconds in a
metallic metastable state corresponding to a supercooled liquid. The CDW melting
is clearly not related to surface heating effects as proven by surface temperature
measurements [12]. The aim of the present study consists in the elucidation of the
non-thermal processes that lead to the CDW melting.

2 Methodology

To this aim, we use DFT within the local-density approximation as implemented in
the QUANTUM ESPRESSO package [14] and determine the In/Si(111)(8�2)/(4�1)
ground- and excited-state atomic and electronic structure. The surface is modeled
using periodic boundary conditions within a supercell that contains three bilayers of
silicon, the bottom layer of which is saturated with hydrogen. Norm-conserving
pseudopotentials in conjunction with a plane-wave basis set limited by a cutoff
energy of 50 Ry are employed to describe the electronic structure. A 2�8�1
Monkhorst-Pack mesh [15] is used for Brillouin zone (BZ) sampling. Constrained
DFT [16] is used to calculate excited-state potential energy surfaces (PESs) and for
performing ab initio molecular dynamics (AIMD) within the adiabatic approxima-
tion. Thereby the occupation numbers of the electronic states were frozen such as
to describe a specific excited electron configuration. The configurations explored
here are restricted to charge neutral excitations, but do not necessarily conserve
momentum. This allows for modeling configurations that result from electronic
relaxation including scattering processes subsequent to vertical excitations.

Most excited-state electronic configurations will decay within a few femtosec-
onds, owing to electron-electron, electron-phonon, electron-hole and electron-defect
scattering. The quasiparticle lifetimes of electrons due to electron-electron scat-
tering can be accessed from the imaginary part of the electronic self-energy. We
performed quasiparticle calculations using the G0W0 approach [17] within the on-
mass-shell approximation [18]. Here, the one-particle Green’s function G0 and the
screened Coulomb interaction W0 were obtained from the DFT electronic structure.
Owing to the large increase in the number of possible scattering events, the lifetimes
are found to decrease rapidly to a few femtoseconds for energies of more than 1 eV
above or below the Fermi energy, in marked contrast to states close to the Fermi
edge, cf. Fig. 1. Therefore, only the states close to the Fermi edge were used for
calculating the excited-state PESs.

The present Quantum Espresso constrained-DFT implementation (v6.1) is
restricted to a BZ sampling with only a single k point. This is not sufficient for
systems with strongly dispersing states such as the metallic wires studied here.
Therefore, the implementation was modified to allow for an arbitrary number
of k points. For efficiency, the implementation was written to support both the
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Fig. 1 Calculated lifetimes of electronic quasiparticle states in dependence on their energy relative
to the Fermi level position
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Fig. 2 Example illustrating an electronic excitation from orbital 2 to 4. The ground state is
shown in (a), while (b)–(e) show example configurations that result from electronic relaxation
upon excitation. Figures (b) and (d) represent electronically converged situations. The excitation
indicated in (d), however, is not intended, but results from changes in the band order

parallelization with respect to k points (NPOOL in Quantum Espresso) as well
as the parallelization with respect to the plane-wave coefficients. A newly defined
input card within the standard input file can be used to define band and k-point
specific occupation numbers.

Figure 2a shows exemplarily a system where an excitation of one electron from
state 2 to state 4 is modeled. This excitation modifies the potential seen by the
electrons and may lead to an energetic re-ordering of the orbitals. This may cause
a situation where the system electronically relaxes into another excited state than
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desired. Figure 2b, c show two possible configurations that may result from electron
relaxation after exciting the electron as shown in Fig. 2a. Figure 2b depicts the
situation that corresponds to the intended excitation. In contrast, Fig. 2c illustrates
the case where the electronic relaxation led to an interchange of bands 3 and 4.
If the electronic structure calculations are based on occupation numbers simply
determined from the energetic order, a wrong conductance state, i.e., here the state
4 gets occupied. The originally excited (marked red) state 4 is emptied. This re-
occupation of the orbitals leads to an abrupt change in the potential which may lead
to two different scenarios. Either the “wrong” occupation numbers persist, as shown
in Fig. 2d, or the electronic relaxation in the self-consistent field (scf) calculations
swap the orbitals again, as shown in Fig. 2e. In fact, the latter scenario may result in
a numerically unstable situation due to persistent charge shuffling between different
electronic orbitals. Summarizing, only the electronic structure visualized in Fig. 2b
corresponds to the “correctly” excited configuration, while the other situations do
either not correspond to the “correct” excitation scenario and/or are numerically
unstable. This problem occurs frequently for electronic states that are degenerate
or close in energy. In order avoid this problem, we implemented an algorithm
where the orbital symmetry of the electronic states is monitored during the scf
calculations, cf. Fig. 3. This ensures that the “correct”, i.e., the intended electronic

Fig. 3 Program flow in order
to guarantee a convergence to
the desired excited state scf calculations provide

electronic ground state

convergence 
achieved

change occupation numbers to
model excitation, save original
orbitals 

scf step

identify possible orbital interchanges
from overlap with original wave 
functions, correct occupations

cycle till convergency

convergency
achieved 

converged excited state with
excitation in accordance with
original orbitals
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excitation is modeled in the constrained-DFT calculations and used, e.g., for the
AIMD calculations.

In detail, we start by determining the electronic ground state. The ground-state
orbitals are stored after they are numerically converged. At the same time, the
occupation numbers are changed in order to describe the specific photo-excitation
which needs to be modeled. Subsequently, the overlap with the stored ground-
state wave functions is used to monitor the orbital symmetry of the wave functions
updated during the scf cycles. This allows to choose the occupation numbers in
such a way that they correctly describe the modeled excitation, even if changes in
the energetic ordering of the states occur.

As mentioned above, our implementation allows for a variety of customizable
parallelization schemes. In particular, parallelization (and data distribution) over k
points as well as parallelization (and data distribution) over plane wave coefficients
can to be used at the same time on massively parallel systems such as the Cray
XC40 (Hazel Hen). This leads already to a high computational efficiency. However,
the calculations can be sped up by an additional, third parallelization. Thereby we
calculate the excited-state potential energy surface (PES) not point by point, but
simultaneously for all reaction coordinates in parallel.

The performance of the Cray XC40 in combination with the mentioned paral-
lelization strategies has been tested and optimized for the indium nanowire system
within a (8�2) surface unit cell, containing 640 electrons. The computational
techniques rely on mathematical libraries, in particular the Linear Algebra Package
LAPACK or its distributed-memory implementation ScaLAPACK. The calculations
discussed here have been performed with ScaLAPACK. For the (excited-state) PES
calculations ten sets of reaction coordinates were calculated in parallel. The red line
in Fig. 4 shows the results for taking additionally only Quantum Espresso’s
basis parallelization (NPOOL=1) into account which distributes the plane-wave
expansion coefficients across the cores. It turns out that this parallelization is only
meaningful for a number of cores of the order of about 1000.

Since Quantum Espresso supports additionally also a parallelization over
k points (NPOOL > 1), this strategy has also been tested on Hazel Hen (cf.
Fig. 4). NPOOL specifies thereby the number of k points that are treated in parallel.
Inside a group of cores sharing the work for an individual k point, the other two
parallelization strategies mentioned above still apply. It can be seen that the k-point
parallelization leads to a notable saving of computation time with increasing number
of cores. Especially for more than 1000 cores the k parallelization is mandatory to
reduce the overhead caused by an increasing MPI communication. We find that this
approach allows for the extension of the roughly linear scaling up to 10,000 cores
for NPOOL D 8.
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Fig. 4 CPU time on the HLRS Cray XC40 for the self-consistent calculation of the
In/Si(111)(8�2) surface for various parallelization schemes. See text for details

3 Results

The photon energy used to trigger the phase transition equals 1.55 eV [12, 13].
This allows for exciting a far larger number of electronic configurations than are
computationally accessible. However, not all of these configurations are long-lived
enough to drive the phase transition. Their lifetimes decrease rapidly to only tens
of femtoseconds with increasing distance from the Fermi energy EF , see Fig. 1. We
therefore focus on the two highest occupied (H,H�1) and the two lowest unoccupied
(L,L+1) electron state of the In/Si(111)(8�2) band structure (cf. Fig. 5a) that are
long-lived in the calculations and thus suitable candidates to drive the transition.
These states with strong dispersion along the CDW direction correspond to strongly
In-localized surface states [8].

In a second step, various excited-state PESs for charge neutral combinations
between electrons in L, L+1 and holes in H, H-1 were calculated by performing
constrained-DFT calculations for geometries along the minimum energy path along
the (8�2) �! (4�1) phase change. Thereby we sampled the surface Brillouin zone
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Fig. 5 (a) Calculated band structure of In/Si(111)(8�2) along a line within the SBZ. Blue vertical
lines denote the segments used to model excitations. Exemplary a L5;H8 excitation is indicated.
(b) Calculated band structure of In/Si(111)(4�1) along the same line as above

(SBZ) separately for electrons and holes using eight segments as shown in Fig. 5.
Relevant examples of excited-state PESs are shown in Fig. 6 (lhs) in dependence
on the generalized reaction coordinate. The calculated ground-state PES has its
minimum at the (8�2) phase, separated from the metastable (4�1) structure by a
distinct energy barrier of about 40 meV.

The (8�2) structure corresponds to the global minimum also for a number
of excited-state PESs. This concerns, for example, the momentum conserving
excitations H1;L1, H2;L2, H3;L3, and H4;L4. These excitations, however, decrease
the energy difference between the (8�2) and (4�1) phases, and for even stronger
excitations such as H1;8;L1;8 and H2;7;L2;7 the respective stability is even reverted,
i.e., the (4�1) phase gets more stable than the (8�2) structure. Still, these excitations
will not necessarily lead to a CDW melting, as there is an energy barrier separating
the insulating and the metallic phase. This energy barrier disappears, however,
for specific non-momentum conserving excitations such as H1;8;L4;5, H1;8;L+14;5
(altogether 0.5 electron excited) or H1;8H-11;8;L4;5L+14;5 (altogether 1 electron
excited). Obviously, excitations that combine electrons in the lowest unoccupied
surface states at the SBZ center with holes residing in the uppermost valence state
at the SBZ boundary are particularly prone to cause a insulator-metal transition.
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reaction coordinate of the (8�2) �! (4�1) phase transition. The numbers denotes the band
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with hole in H in segment 1 and electron in L in segment 1. (Right) Calculated time evolution of the
structural deviation between the (8�2) and (4�1) phases obtained from AIMD for two different
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We mention that the energetics of multiple excitations composed of several single
excitations cannot simply be decomposed in the excitation of the latter. As an
example we show in Fig. 6 (lhs) the H1;4;5;8;L1;4;5;8 excitation, the PES of which
obviously is not given by the sum of the H1;8;L1;8 and H4;5;L4;5 PESs.

The above analysis shows that in particular emptying/occupying the In-related
valence/conduction states at the SBZ boundary/center is likely to drive the phase
transition. The corresponding surface bands, highlighted yellow and orange/green
and blue, respectively, in Fig. 5, are known to couple strongly to the two soft
In-localized surface phonons that—in combination—describe the structural defor-
mation characteristic for the (8�2) �! (4�1) phase transition [4, 7, 19, 20]: The
In-chain shear phonon mode at about 18/19 cm�1 lower the L and L+1 bands below
the Fermi energy, while the the hexagon rotary mode at 27 cm�1 lifts the H and H-
1 states above the Fermi level [7, 21]. The corresponding band-structure energy
changes rationalize the steep PESs calculated here for the H1;8;L4;5 and H1;8H-
11;8;L4;5L+14;5 excitations.

The coupling of these phonons, which were also detected by Raman spectroscopy
[22], to the corresponding electronic states can be understood in terms of In-
In bond formation: The L4 and L5 orbital characters are shown in Fig. 7. These
states correspond to an In-In bond across parallel In-In zigzag chains. Electronic
occupation of these bonds results in forces that exert an attractive interaction
between the respective In atoms and excite the In-chain shear phonon mode.
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Fig. 7 Atomic structure of the In/Si(111)(8�2) surface. Dark/light balls indicate In/Si atoms.
Isosurfaces indicates the orbital character of L4, L5, H1, and H8 (color coding corresponds to band
structure in Fig. 5a). Arrows indicate the eigenvectors of the shear and rotary phonon modes excited
upon optical excitation

Correspondingly, H1 and H8 are related to In hexagon bonds as well as bonds
between the outermost In chain atoms, cf. Fig. 7. Emptying these bonds will prolong
the corresponding In-In distances and excite the rotary phonon. The combined
action of rotary and shear phonons, very effectively exited by the H1;8;L4;5 electronic
configuration, transforms the insulating (8�2) CDW into the metallic (4�1) phase
[4, 7, 19, 20]. The time scale for an optically driven phase transition can thus be
expected to be set by the period of exactly these phonon modes which are known to
facilitate the (8�2) �! (4�1) phase change.

After having identified the driving force and the atomistic mechanism for
the CDW melting, we address in a third step the time dynamics of the cor-
responding structural modification. For this purpose, energy conserving AIMD
simulations were performed in adiabatic approximation, starting from two different
electronically excited-state configurations. Specifically, we start from the H1;8;L4;5
(altogether 0.5 electron excited) as well as the H1;8H-11;8;L4;5L+14;5 configuration
(altogether 1 electron excited), corresponding to the solid green and red PES shown
in Fig. 6 (lhs), respectively. The calculated time-dependent structural deviation
between the (8�2) and (4�1) phases is shown in Fig. 6 (rhs). Corresponding to
the larger gradient of the PES excitation involving one electron compared to the
half-electron excitation, the phase change in the former case occurs nearly twice as
fast. In fact, in case of the one-electron excitation the CDW melting occurs with a
time constant of 350 fs. This is about one quarter of the periods of the equilibrium
rotational and shear phonon modes discussed above, Trot = 1.2 ps and Tshear = 1.8 ps
[7], respectively.

The AIMD shows that the energy of the excited electron configuration is at first
primarily transformed to the In structural degrees of freedom, exciting the shear
and rotary phonon modes. However, the velocity components soon equilibrate, first
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among all the In chain atoms and secondly among In and Si substrate atoms. About
20% of the kinetic energy is dissipated into the Si substrate after 1 ps. This can
be seen in Fig. 8, where we show the distribution of the kinetic energy among the
surface phonon modes of the In/Si(111) surface. The system gets trapped in the
metastable (4�1) phase and cannot revert to the (8�2) ground state.

The present calculations clearly show a non-thermal melting of the CDW. A very
recent macroscopic theory analysis for bulk material [23] suggests that non-thermal
melting is restricted to materials having an anomalous phase diagram like ice
characterized by dTC=dp < 0, where TC is the melting temperature and p is pressure.
Interestingly, this condition is fulfilled for the present nanowire system: Density-
functional calculations of the phase transition temperature TC in dependence on the
substrate lattice constant show indeed the respective anomaly [24]. Also the number
of electrons that need to be excited for the phase transition to occur, about 5% of the
In chain valence electrons, is similar to various bulk systems, see discussion in [23].

4 Conclusions

In summary, first-principles calculations were performed in order to rationalize
the optically induced insulator-metal transition of the Si(111) substrate-stabilized
In nanowire array. (1) It is found that the In-related surface states within the Si
fundamental gap are long-lived with respect to electron-electron scattering. (2)
Some photo-excited configurations involving these states, in particular electrons in
empty zone-center surface states as well as holes in the uppermost In states at the
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Brillouin zone boundary give rise to a potential energy surface that has its minimum
at the metallic phase and allows for a barrierfree transition. (3) The energy gain
realized upon relaxing these electronic states excites directly the shear and rotary
phonon modes that transform between the insulating and metallic nanowire phases.
(4) The phase transition may be completed within less than one picosecond. Thereby
stronger electronic excitations result in shorter transition times.
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Dynamic Material Parameters in Molecular
Dynamics and Hydrodynamic Simulations
on Ultrashort-Pulse Laser Ablation
of Aluminum

Stefan Scharring, Marco Patrizio, Hans-Albert Eckel, Johannes Roth,
and Mikhail Povarnitsyn

Abstract Molecular dynamics reveals a detailed insight into the material processes.
Among various available codes, IMD features an implementation of the two-
temperature model for laser-matter interaction. Reliable simulations, however, are
restricted to the femtosecond regime, since a constant absorptivity is assumed.
For picosecond pulses, changes of the dielectric permittivity 
 and the electron
thermal conductivity �e due to temperature, density and mean charge have to be
considered. Therefore, IMD algorithms were modified for the dynamic recalculation
of 
 and �e for every timestep following the corresponding implementation in
the hydrodynamic code Polly-2T. The usage of dynamic permittivity yields an
enhanced absorptivity during the pulse leading to greater material heating. In
contrast, increasing conductivity induces material cooling which in turn decreases
absorptivity and heating resulting in a higher ablation threshold. This underlines
the importance of a dynamic model for 
 and �e with longer pulses which is
commonly often neglected. Summarizing all simulations with respect to absorbed
laser fluence, ablation depths in Polly-2T are two times higher than in IMD. This
can be ascribed to the higher spallation strength in IMD stemming from the material-
specific potential deviating from the equations of state used in Polly-2T.
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1 Introduction

Among the variety of available open-source codes for the simulation of laser abla-
tion, Polly-2T from the Joint Institute of High Temperatures at the Russian Academy
of Sciences, Moscow, and IMD from the Institute of Functional Materials and
Quantum Technologies at the University of Stuttgart are very different simulation
tools which can partially attributed to their strongly varying numerical approaches,
namely hydrodynamics (HD) in the case of Polly-2T and molecular dynamics (MD)
for IMD. A first comparison between both programs was given in [1] revealing
similar results for a restricted parameter range as well as large discrepancies beyond
this range.

Some differences between both codes, however, stem from the unequal imple-
mentation of the physics of laser-matter interaction in both programs. Numerical
work with IMD was mainly focusing on so-called cold laser ablation with fs laser
pulses where material changes during laser irradiation are less relevant than with
long pulses. With increasing pulse length, however, the interaction of matter and
laser beam becomes more and more apparent, since optical permittivity, electron
thermal conductivity as well as thermal coupling from the electron gas to the ion
lattice depend both on density and temperature. Since large gradients of %, Te and Ti

might occur during a laser pulse, absorption of laser energy is subject to significant
changes due to the laser-induced temporal and spatial fluctuations of temperature
and density.

Models that cover a wide parameter range of parameter range of %, Te and Ti are
implemented in Polly-2T take into account for these effects. Their implementation
into IMD is the scope of this paper in order to enable a better comparison of
simulation results from both codes.

2 Theoretical Background

2.1 Two-Temperature Model

Energy deposition by an ultrafast laser pulse into a metal target can be described by
the two-temperature Model (TTM) [2] by

ce .Te/
@Te

@t
D r Œ�e .Te/rTe� � �ei .Te � Ti/C S .r; t/ (1)

ci .Ti/
@Ti

@t
D r Œ�i .Ti/rTi�C �ei .Te � Ti/ : (2)

where the indices e and i denote the electron and ionic subsystem, resp., c is the
specific heat capacity, T the temperature, � represents the thermal conductivity, �ei
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is the electron-phonon coupling parameter, and S .r; t/ is the spatial and temporal
distribution of the energy density. For ultrashort laser pulses, �i can be neglected [3]
as it is done in Polly-2T and IMD.

2.2 Wide-Range Models

In the wide-range models treated in this paper it is assumed that the transition of
the material from the metal phase into the plasma phase occurs in the vicinity of the
Fermi temperature TF . Under this assumption, material transport properties can be
written as an interpolation between the behavior in the metal phase and the behavior
in the plasma phase as sketched in the following subsections [4, 5].

2.2.1 Optical Transport Properties

The electric permittivity 
 of the target material is described by a temperature-
dependent interpolation of 
met in the metal phase and 
pl in the plasma phase


 D 
pl C
�

met � 
pl

� � e�Aopt�Te=TF (3)

where Aopt is an empirical parameter adjusted to match experimental values. 
met is
composed of the band-to-band contribution 
bb which is taken from tabulated data
and an intraband term


met .!L; %;Ti;Te/ D 
bb C 1 � ne

ncr
�
1C i �eff;opt=!L

� (4)

where !L is the frequency of the laser, % is the density of the material, ncr is the
critical concentration of electrons and the effective collision frequency �eff;opt as
derived in detail in [4].

In the plasma phase, for temperatures far above TF , 
pl can be calculated as


pl .!L; %;Te/ D 1� ne

ncr
K

�
�pl

!L

�
(5)

where K
�
�pl

!L

�
is an empirical function.

2.2.2 Heat Transport Properties

Similar to Eq. (3), the thermal conductivity �e of the electron gas can be written as
an interpolation from the metal phase to the plasma phase according to

�e D �pl C
�
�met � �pl

� � e�Ahe�Te=TF (6)
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where Ahe is an empirical parameter adjusted to match experimental values. In the
metal phase �met can be calculated according to the Drude formalism as

�met .%;Ti;Te/ D �2k2Bne

3 me�eff;he .Ti;Te/
Te (7)

where kB is Boltzmann’s constant, ne is the electron concentration, me the electron
mass and �eff;he the effective collision frequency as shown in [5].

For the plasma phase �pl can be calculated as

�pl D 16
p
2 kB .kBTe/

5=2

�3=2Z e4
p

me�
(8)

where Z is the mean charge of the ions, e is the elementary charge and � is the
Coulomb logarithm.

Accordingly, thermal coupling from the electron gas to the ion lattice can be
described in a wide-range approach by

�ei .%;Ti;Te/ D 3 kB me

mi
ne�eff;ei .Ti;Te/ (9)

where �eff;ei represents the corresponding collision frequency.

3 Numerical Codes

3.1 Hydrodynamic Simulations

3.1.1 Target Material

The thermodynamic material properties are treated in Polly-2T using semi-empirical
two-temperature multiphase equations of state (EOS) comprising the Thomas-Fermi
description of thermal effects of the electron gas. The EOS provide for tabulated
functions for pressure Pe .%;Te/, Pi .%;Ti/ and specific energy ee .%;Te/, ei .%;Ti/

of both subsystems which allow for the solution of the TTM equations. From the
EOS, the equilibrium mean charge of ions hZi can be derived as well.

The phase diagram of aluminum corresponding to the EOS is shown in Fig. 1.

3.1.2 Two-Temperature Model

A sound description of the specific simulation assumptions in Polly-2T is given
in [4]. Laser-matter interaction is described here by the TTM in a single-fluid 1D
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Fig. 1 Phase diagram of aluminum according to the EOS used in Polly-2T, taken from [6].
Abbreviations: sp: spinodal; bn: binodal; g: stable gas; l: stable liquid; s: stable solid; l + s: stable
melting; l + g: liquid-gas mixture; g + s: sublimation zone; (g): metastable gas; (l): metastable
liquid; (l + s): metastable melting; (s): metastable solid; CP: critical point. Dash-dot lines: isobars;
1: 0 GPa; 2: �1 GPa; 3: �3 GPa; 4: �5 GPa

Lagrangian form yielding a modification of Eqs. (1) and (2) by

@ee

@t
C Pe

@v

@m
D @

@m

�
%�e

@Te

@m

	
� �ei .Te � Ti/ =%C S .x; t/ =% (10)

@ei

@t
C Pi

@v

@m
D C�ei .Te � Ti/ =% (11)

where ee and ei denote the specific energy of the electrons and ions, resp., P is the
pressure, m mass, % density, v velocity, and, in contrast to [4], radiation transport
phenomena are neglected here. Conservation of mass and energy are granted using

@ .1=%/

@t
� @v

@m
D 0; (12)

@v

@t
C @ .Pi C Pe/

@m
D 0: (13)
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3.1.3 Transport Properties

In the present version of Polly-2T, which is accessible online [7] for web-based
simulations as well, the wide-range models for 
, �e, and �ei are implemented.
With respect to thermal transport properties, this means that the dependencies
�e .%;Ti;Te/ and �ei .%;Ti;Te/, cf. Eqs. (6) and (9) are considered in the solver for
Eqs. (10)–(13).

With respect to the permittivity 
, the Helmholtz equation is solved for the source
term S .x; t/ in Eq. (10) considering the spatial and temporal fluctuations of the
permittivity due to the dependencies given by 
 .!L; %;Ti;Te/, cf. Eq. (3).

3.2 Molecular Dynamics Simulations

3.2.1 Target Material

Particle interactions in IMD were represented using the embedded atom model
(EAM) from Ercolessi and Adams [8]. The potential takes into account the
interactions between an atom and its closest neighbors while introducing a cut-off
distance for longer ranges, thus creating a multi-body problem that can only be
solved numerically. For any given atom inside such a system the potential can be
described as

Vi D 1

2

X

i; j;i¤j


�
rij
�C F

2

4
X

j

%e
�
rij
�
3

5 (14)

where the EAM potential  contains the interaction between the cores of atoms i
and j and the EAM embedding function F describes the interaction of the electron
hull of atom i with all its neighbors while influenced by the local electron density
%e
�
rij
�
.

The phase diagram of aluminum corresponding to the EAM potential is shown
in Fig. 2.

3.2.2 Two-Temperature Model

Whereas heat transport in the ion lattice can be described by the multi-particle
interactions using the EAM potential, a supplementary system had to be added to
the MD simulations to take into account energy absorption and propagation inside
the electron gas. Hence, solving Eq. (1) with a Finite-Difference (FD) scheme,
hybrid simulations are carried out in IMD, where electron-phonon coupling from
the electronic FD subsystem into the MD core is realized by a dynamic coupling
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Fig. 2 Phase diagram of aluminum according to the EAM potential data from Ercolessi [8], and
Mishin [9], resp.

parameter " following

mi
@2ri

@t2
D �rVi C " � mivT;i (15)

with

" D
1
n

Pn
kD1 �eiVN .Te;k � T/
P

j mj
�
vT;j

�2 (16)

where vT;i D vi � vCMS denotes the thermal velocity of the ith atom taking into
account for the velocity of the center of mass (CMS) of the corresponding FD cell.

3.2.3 Transport Properties

Since applications of IMD have mainly been focused on cold ablation, i.e., laser
pulses in the femtosecond regime, in the open-source version of IMD dynamic
material parameters were only implemented partially, in contrast to Polly-2T. The
electron heat capacity is modeled using ce D Te � 135 J/(m3 K2) which is rather
good comparable to Polly-2T where Pe .%;Te/ and ee .%;Te/, given by the EOS
data, yield ce � Te � 100 J/(m3 K2). Electronic heat conductivity and coupling
coefficient, however, are treated as constants in IMD using �e = 235 J/(s m K) and
�ei = 5.69�1017 J/(s m3 K), resp., for aluminum.

In the original version of IMD, absorption of laser energy is described by the
Beer-Lambert law requiring the amount of absorbed energy as input for the MD
simulation.
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4 Numerical Work

4.1 Code Developments

The focus of our work on IMD was the stepwise implementation of the wide-range
models for 
 .!L; %;Ti;Te/, �e .%;Ti;Te/ and �ei .%;Ti;Te/ described in Sect. 2.2. For
a better comparison of MD and HD results, wide-range models of Polly-2T were
switched off if not active in IMD, i.e., the upgrades of IMD were accompanied
by corresponding downgrades of Polly-2T. A detailed description of the code
developments can be found in [10].

In the first step, denoted as cold reflectivity, we assumed fixed material constants
and described the optical properties of aluminum by an optical absorption coefficient
of ˛ = 1.267�108 cm�1 corresponding to an optical penetration depth of l˛ D
˛�1 D 7.89 nm and a surface reflectivity of R D 0.94331. Hence, in our simulations
with this version of IMD, the absorbed fluence ˚abs D R � ˚ was taken as input
parameter for the absorbed laser fluence and ˛ was used for energy allocation
following Lambert-Beer. For convenience, an interface was implemented in IMD
for the direct input of ˚ calculating R and ˚abs depending on incidence angle and
polarization of the laser beam. Accordingly, the corresponding Polly-2T downgrade
simulations employed a complex refractive index of n D 1:74C 10:72 � i as input
parameter. Moreover, in those runs electron thermal conductivity and electron-
phonon coupling coefficient were set fixed to �e = 235 W/K m and �ei D 5:69 �
1017 W/(K m3), resp.

In the second step, the wide-range model for 
 was implemented in IMD
and re-activated in Polly-2T. Whereas in Polly-2T absorption of laser energy is
implemented using the Helmholtz equation, ˛ was calculated for each FD cell in
IMD for every time step allowing for a dynamic allocation of absorbed energy
following Lambert-Beer.

Finally, the wide-range model for �e has been implemented in IMD and re-
activated in Polly-2T in addition to the wide-range model for 
. The implementation
of the wide-range model for �ei in IMD, however, has not been finished successfully
yet at present.

4.2 Simulation Setup

For the incident laser pulse, the temporal course of the intensity is given by

I .t/ D I0 � exp
h
�0:5 � .t=�t/

2
i

(17)

with

I0 D ˚= .2:507 � �t � cos#/ (18)
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where ˚ is the incident laser fluence and # is the incidence angle. In the following,
we denote the pulse length � the full width half maximum (FWHM) with �Ŕ D
Ŕ�FWHM D 2

p
2 ln 2 ��t. Simulations were started approximately at the point in time

tin before the laser pulse where I .tin/ = 0.1 W/cm2. With respect to our related work
on laser micropropulsion [11], � = 1064 nm as laser wavelength and, for the sake
of simplicity, an incidence angle of # = 0ı with linear polarized light was chosen.
Pulse lengths of � � 50 fs, 500 ps, and 5 ps, resp., were chosen in combination with
fluences of ˚ � 0.19, 0.37, 0.74, 1.49, and 2.49 J/cm2, resp.

Since the dimension of the simulation cells in Polly-2T is in the nanometer
range and therefore rather large, it is not disadvantageous with respect to the
computational effort to create bulk material with a certain thickness, which was
chosen as 1 mm here. The shock wave stemming from the ablation event is supposed
to travel with the corresponding speed of sound and will have no impact on the rear
side of the target within the simulation time tsim.

In contrast to HD simulations, computational time scales linearly with the
number of particles in IMD. Therefore, samples with a thickness of 650 nm have
been created which is sufficient for a time span of�100 ps after the laser pulses for
shock wave to travel to the rear side of the sample [1]. 20 nm have been chosen as
lateral extension of the sample using periodic boundary conditions [12].

5 Results

5.1 Energy Conservation

Simulations results with the original version of IMD are shown in Fig. 3. The laser
pulse energy is absorbed by the electron gas and is coupled into the ion lattice.

A comparison of the additional system energy with the absorbed laser fluence,
however, shows, that in several cases the target appears to acquire more energy
than delivered from the laser pulse, cf. Fig. 4. Even long after the laser pulse,
the energy in the electron subsystem still increases. This unphysical behavior
was already observed in [1] and can be ascribed to numerical errors in the FD
computation describing the electron system in IMD since this phenomenon is
especially pronounced for large laser fluences in conjunction with very short laser
pulses. Code upgrades have been implemented at the FMQ yielding a significant
improvement for low fluences, cf. Fig. 4. For greater fluences, however, the system
energy is still divergent, albeit at a lower level, whereas for very high fluences, i.e.,
˚in D 2.97 J/cm2 in the most cases, simulations were aborted after computation
errors.

Analysis of the system energy comprising the wide-range models for 
 and
�e reveals that an absorbed fluence of roughly ˚abs � 0.1 J/cm2 seems to be
the upper limit for reasonable system behavior in IMD simulations, cf. Fig. 5.
Correspondingly, simulations with ˚abs � 0.1 J/cm2 are discarded in the following.
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Fig. 3 Temporal and spatial evolution of the electron temperature Te and lattice temperature Ti,
results from IMD with constant 
, �e. Target material: aluminum, � = 50 fs, ˚ = 0.74 J/cm2

Fig. 4 Temporal course of additional system energy for various laser fluences at � = 50 fs. The
absorbed laser fluence ˚abs which is an input parameter of IMD is compared with the actual
increase of system energy due to the laser pulse. Earlier results refer to the simulations shown
at the HPLA 2014 [1] whereas results from this work denote simulations with the present status of
IMD prior the upgrades treated in this paper
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Fig. 5 Temporal course of the system energy during and after laser absorption. For higher
fluences, a significantly large increase is found with IMD simulations. Results from hydrodynamic
simulations with Polly-2T are given for comparison (dashed lines)

In any case, the course of the system energy shows an overshoot after the laser pulse,
followed by a minimum and a slow drift upwards. This drift is rather pronounced
for high fluences.

With Polly-2T which has much more coarse spatial resolution such large energy
drifts have not been observed in the given laser parameter range but at fluences being
one order of magnitude higher and beyond.

5.2 Permittivity

For very short laser pulses with moderate intensities, absorption of laser energy
in the cold reflectivity case is comparable to the findings with implementation of
the wide-range model for the permittivity 
, cf. Fig. 6. This might be associated
with cold ablation and deduced to the thermal confinement of the system due to
the relaxation time �e of the electron gas which prevents a significant change of the
target properties during the laser pulse.

The picture turns, however, for higher fluences and/or pulse lengths which can
be found most clearly in the results from HD simulations with Polly-2T, cf. Fig. 7.
In this case, a deeper and faster heat dissipation in the electron gas can be detected
comparing Fig. 3 with Fig. 8. This can be attributed to the temperature dependency
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Fig. 6 Absorbed fluence vs. incident fluence, results from IMD for various upgrade steps

Fig. 7 Absorbed fluence vs. incident fluence, results from Polly-2T for various downgrade steps

of 
 that is apparent in the strong changes of the refractive index which yield a
higher optical penetration depth in the heat affected zone, cf. Fig. 9.

At the transition from target to vacuum, with l˛ � 36 nm a rather high value for
the penetration depth is found. This can be ascribed to the relatively large size of
the FD-cells. They comprise 4 MD-cells containing both vacuum and the surface
layers of the solid target. Hence, a rather low density is calculated for the FD-cell
leading to a low absorption coefficient in the respective cell following the wide-
range model for the permittivity. On the whole, however, this can be regarded as a
residual error with negligible impact on the simulation results which applies as well
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Fig. 8 Temporal and spatial evolution of the electron temperature Te, results from IMD with

 D 
 .%; Te; Ti/ according to the wide range model. Target material: aluminum, � = 50 fs,
˚ = 0.74 J/cm2

Fig. 9 Temporal and spatial evolution of the absorption length l˛ , results from IMD with

 D 
 .%; Te; Ti/ according to the wide range model. Target material: aluminum, � = 50 fs,
˚ = 0.74 J/cm2
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Fig. 10 Temporal and spatial evolution of the electronic heat conductivity �e, results from IMD
with 
 D 
 .%; Te; Ti/ and � D � .%; Te; Ti/ according to the wide range model. Target material:
aluminum, � = 50 fs, ˚ = 0.74 J/cm2

for the calculations with the wide-range model on the electron thermal conductivity,
cf. Fig. 10.

5.3 Electron Thermal Conductivity

When the electron gas is heated during laser pulse, the electron thermal conductivity
raises according to the wide-range model. For the chosen example, an increase by
the order of one magnitude is found at the surface layer of the target, cf. Fig. 10.

Due to the greater thermal conductivity �e the laser energy is dissipated into
deeper layers of the material, cf. Fig. 11 in comparison with Fig. 8. Therefore,
heating of the material surface as well as material expansion are less pronounced
than under the assumption of constant �e. In turn, changes in the permittivity are
rather low compared to the previous case where the wide-range model was only
implemented for 
. Hence, the overall absorbed energy is significantly reduced as
can be seen from Fig. 6.

Whereas this decrease of absorbed energy due to the dynamic behavior of �e is
very pronounced in IMD simulations, this trend is much weaker for the results from
HD simulations with Polly-2T, cf. Fig. 7. The reason for this large discrepancy is
not quite clear. Since �e directly affects the FD scheme for the electron gas, the
above-mentioned problems with the unphysical increase of energy in the electron
subsystem for high fluences might have a deeper reason that is mirrored here as
well.
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Fig. 11 Temporal and spatial evolution of the electron temperature Te, results from IMD with 
 D

 .%; Te; Ti/ and � D � .%; Te; Ti/ according to the wide range model. Target material: aluminum,
� = 50 fs, ˚ = 0.74 J/cm2

5.4 Ablation

It is evident that large deviations in absorbed energy, as shown in Figs. 6 and 7, yield
a different behavior of the target material. Therefore, it is meaningful to have a look
at the laser-induced processes with respect to the absorbed fluence, irrespective of
the incident fluence, cf. Fig. 12. Whereas it is straightforward to determine ˚abs for
the Polly-2T simulations, for IMD ˚abs has to be assessed from its temporal course,
cf. Fig. 5. As an approximation, the point in time where the minimum of�˚ occurs
has been taken in order to minimize the impact of overshoot and drift. For the 5 ps
pulses, however, drift is apparently present already during the laser pulse, hence,
�tin has been chosen instead.

It can be seen that in the most cases more material is ablated in the hydrodynamic
simulations than in the MD case. Correspondingly, the ablation threshold in Polly-
2T is lower than in IMD, as can be seen as well from the data in Table 1.
Nevertheless, all simulation data are roughly in the range of experimental results.

When the amount of ablated mass in HD and MD simulations is compared, the
different models for materials have to be taken into account. Apart from issues
related to the wide-range model of 
, �e and �ei, underlying EOS in Polly-2T and
EAM potential in IMD, resp., imply different spall strengths for the target material
which is 2 GPa for Polly-2T and 8.7 GPa for IMD, where the latter value is taken
from the EAM potential of Mishin [9] being rather similar the one of Ercolessi and
Adams [8] used in the present MD simulations. The higher spall strength in IMD is
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Fig. 12 Ablation depth da and laser-induced processes in dependence of the absorbed laser fluence
˚abs for molecular dynamics simulations with IMD in comparison with results from hydrodynamic
simulations with Polly-2T comprising all steps of implementation of the wide-range models of 

and �e

Table 1 Threshold ˚0 for
laser ablation of aluminum,
results from hydrodynamic
simulations with Polly-2T as
well as IMD molecular
dynamics simulations in
comparison with own
experimental results [16] and
literature data

� (ps) � (nm) ˚0 (J/cm2) Reference

0.05 1064 0.3c, < 0:2
 , 0.3
;�e , 0.6
;�e;�ei Polly-2T

0.05 1064 0.2c, 0.3
 , 0.7
;�e IMD

0.1 1240 0.7 [13]

0.13 800 0.034 [14]

0.5 1064 0.3c, < 0:2
 , 0.3
;�e , 0.4
;�e;�ei Polly-2T

0.5 1064 0.2c, 0.2
 , 0.7
;�e IMD

0.5 1054 �0.05 [15]

5 1064 0.3c, < 0:2
 , 0.3
;�e , 0.2
;�e;�ei Polly-2T

5 1064 0.3c, 0.2
 , 0.3
;�e IMD

10 1064 0.4 [16]

Indices refer to the level of implementation of the wide-range
models (c: cold reflectivity)

presumably the reason for the typically lower mass removal and the higher ablation
threshold in IMD compared with results from hydrodynamic simulations.

Ionization is taken into account in Polly-2T in the calculation of the cell’s specific
energy, but neglected in the EAM potential of IMD. This is supposed to have no
significant impact on the ablated mass but rather on the velocity of the ablation
jet where kinetic energy might be overestimated in IMD [1]. In the calculation of
permittivity according to the wide-range model, however, ionization is implicitly
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taken into account for both IMD and Polly-2T being calculated from electron
density via the electron temperature.

6 Conclusion and Outlook

Simulations of laser-matter interaction during an ultrashort laser pulse have been
performed evaluating the usage of wide-range models for permittivity 
 and electron
thermal conductivity �e as strongly temperature-dependent material parameters.

Since the absorbed fluence mainly rules the laser-induced processes in the
investigated cases for � = 50 and 500 fs, substitution of the wide-range models by
the input of the effectively absorbed energy, as shown recently [1], can be a suitable
workaround. For � = 5 ps, i.e., longer pulse lengths in the range of the electron-
phonon coupling time �i, however, the dynamic issue of laser-matter-interaction
comes into play and this approach does not hold any more.

Future work with IMD comprising the wide-range models requires paralleliza-
tion of the upgraded code. This is the main restriction up to now, whereas the
standard version is already parallelized by default.

Taking into account for dynamic material properties for a wide range of
temperatures and density in laser-matter-interaction, both codes a principally well-
suited for the current work of our group on laser-ablative micropropulsion [11].

3D simulations of surface roughness under multiple spot ablation are needed
there for the assessment of corresponding thrust noise. Such simulations are
basically feasible in IMD, albeit at a much lower spatial scale, as well as with Polly-
2T with a quasi-2D approach neglecting lateral side-effects [17].

However, the mentioned problems in IMD with higher fluences limit its practical
use in this field of application since the anticipated working point for the future
microthruster is in the range of at least 3 to 6 times of the ablation threshold [18].

For future work, implementation of laser-induced ablation comprising wide-
range models presented here into a commercial finite-element method (FEM)
software is planned.
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Part III
Reactive Flows

Dietmar H. Kröner

The three contributions in the section “Reactive Flows” continue the successful
work of the last year. Two projects are based on the OpenFOAM and the third one
on the in-house code TASCOM3D. They increase the efficiency of the codes by
implementing some parts of the Cantera-code (chemical reaction) directly into the
OpenFOAM software, they apply the code to more complex applications and they
improve the LES modeling, respectively.

In the first contribution by T. Zirwes, F. Zhang, J. Denev, P. Habisreuther,
H. Bockhorn about “Automated code generation for maximizing performance of
detailed chemistry calculations in DNS of turbulent combustion” a DNS-code for
turbulent flames is considered. In the last year this group presented a code with a
reaction mechanism with 18 species and 69 fundamental reactions, containing the
optically active OH radical. The main goal was the investigation of the correlation
between heat release rate and the luminescent species in turbulent flames. The
implementation was based on the open source software OpenFOAM for the CFD
part and Cantera for the chemical reaction. Now in this year they could get
additional performance gains by extracting relevant classes from Cantera and
implementing them directly into an OpenFOAM library, so that Cantera is not
an external dependency anymore and its methods are called by the OpenFOAM
solver directly. This led to further performance improvements. In this way, highly
specialized code leads to a decrease of total simulation time by up to 40%,
and the performance improvement increases with the complexity of the reaction
mechanism. The optimization concept is applied to a realistic combustion case
simulated on two high performance clusters with different network architectures,
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Hazel Hen and ForHLR II, showing good parallel performance on up to 28,800
CPU cores.

The authors of the second contribution about “A resolved simulation study on
the interactions between droplets and turbulent flames using OpenFOAM” are B.
Wang, H. Chu, A. Kronenburg, and O.T. Stein. In the last year this group used the
OpenFOAM software package for DNS. The results were compared to benchmark
data obtained from a dedicated high order DNS solver, to study the effects of the
lower order discretization provided by OpenFOAM. The results are provided in a
concise manner and the computations performed with OpenFOAM were in good
agreement with the benchmark of the more specialized code. Now in this year the
group applied the code to a more complex setting and present a direct numerical
simulations (DNS) of turbulent reacting flows around evaporating single fuel
droplets and droplet arrays. Statistical analysis of interactions between the droplets
and the turbulent flames are used to develop sub-grid scale models for mixture
fraction based on approaches such as flamelet or conditional moment closure (CMC)
methods. The specific challenges are posed by the effects of the evaporating spray
on the composition field in inter-droplet space and by the presence of combustion.
They suggest an optimal setup for fully resolved spray DNS that ensures a good
balance between computational cost and solution accuracy. Furthermore, adequate
scalability of OpenFOAM for the different setups is reported.

The subject of the third contribution about “Towards affordable LES of rocket
combustion engines” by R. Keller, M. Grader, P. Gerlinger, and M. Aigner” is still
the compressible, implicit combustion code TASCOM3D as in the year before. At
that time the code was validated by nonreactive and reactive benchmark tests at high
pressures. The simulation results matched experimental observations very well in a
qualitative and quantitative manner. In this year the authors present new simulations
with affordable LES based on different DES-models. They compare and evaluate
the results on two simple test cases. The version “iDDES” shows promising results
to be used in future rocket combustion engine simulations.



Automated Code Generation for Maximizing
Performance of Detailed Chemistry Calculations
in OpenFOAM

Thorsten Zirwes, Feichi Zhang, Jordan A. Denev, Peter Habisreuther,
and Henning Bockhorn

Abstract In direct numerical simulation of turbulent combustion, the majority of
the total simulation time is often spent on evaluating chemical reaction rates from
detailed reaction mechanisms. In this work, an optimization method is presented
for speeding up the calculation of chemical reaction rates significantly, which has
been implemented into the open-source CFD code OpenFOAM. A converter tool
has been developed, which translates any input file containing chemical reaction
mechanisms into C++ source code. The automatically generated code allows to
restructure the reaction mechanisms for efficient computation and enables more
compiler optimizations. Additional performance improvements are achieved by
generating densely packed data and linear access patterns that can be vectorized
in order to exploit the maximum performance on HPC systems. The generated
source code compiles to an OpenFOAM library, which can directly be used in
simulations through OpenFOAM’s runtime selection mechanism. The optimization
concept has been applied to a realistic combustion case simulated on two peta-
scale supercomputers, among them the fastest HPC cluster Hazel Hen (Cray XC40)
in Germany. The optimized code leads to a decrease of total simulation time of
up to 40% and this improvement increases with the complexity of the involved
chemical reactions. Moreover, the optimized code yields good parallel performance
on up to 28,800 CPU cores.

1 Introduction

Turbulent combustion remains the key technology for energy conversion. In 2035
fossil fuels will still provide 80% of the total energy for the world’s economy [1].
Therefore, increasing the efficiency of combustion processes and reducing global
pollutant emissions continues to be a major task. But because the interaction of
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flames and turbulent flows is still not fully understood [2, 3], an important research
goal is to gain a deeper understanding of the underlying physics and chemistry as
well as their mutual interaction in combustion systems.

Numerical simulation is a well-established tool to study combustion
processes [2]. With the increasing power in High Performance Computing (HPC) it
became feasible to conduct direct numerical simulation (DNS) of flames in turbulent
flows. In DNS, the turbulent flow and the combustion chemistry are resolved
down to the smallest time and length scales, requiring enormous computational
resources. Although simulation tools for turbulent combustion become more
and more efficient, DNS of turbulent flames is still limited to small simulation
domains. The DNS results however deliver valuable details of the complex
combustion phenomena and complement experimental data, which are limited
by extreme conditions in technical combustion applications like high pressures and
temperatures [4].

The predominant computing time in DNS of turbulent flames is needed to
evaluate chemical reaction rates if detailed chemical mechanisms are used [5, 6].
Even for the combustion of simple fuels like methane more than 50 intermediate
species and over 300 reactions are typically used to give a detailed description of the
chemistry [7]. For technically relevant fuels like kerosene or gasoline consisting of
higher hydrocarbons, large reaction mechanisms are being developed which contain
thousands of chemical species and tens of thousands of reactions [8, 9]. In addition
to solving the Navier-Stokes equations, an additional conservation equation for
each chemical species has to be solved, so that the total simulation time strongly
depends on the number of chemical species and therefore the complexity of the
combustion chemistry. The most time consuming part of the simulation is usually
the computation of chemical reaction rates, which are the source terms in the
additional conservation equations for the species.

Because of this, the present work introduces on an approach for speeding up the
computation of chemical reaction rates. The basis for describing the combustion
chemistry are “reaction mechanisms”. They specify which species play a role
during combustion and define all chemical reactions as well as their parameters. An
example of a reaction mechanism for methane/air combustion is given in Sect. 3.2.
In this work, a converter tool has been developed which reads general reaction
mechanism files as input, restructures them, translates them into C++ source code
and applies optimizations for faster evaluation of chemical reaction rates. The idea
is that, instead of having a general program that can solve the chemical system
for arbitrary reaction mechanisms, each mechanism is represented by specialized
subroutines in the generated source code [10, 11].

In order to simulate combustion in turbulent flows and evaluate the performance
gain achieved with the presented optimization method, the generated chemistry code
is coupled with OpenFOAM [12], which is an open-source tool for computational
fluid dynamics (CFD) and can be used for DNS of turbulent combustion [13].
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2 Reference DNS Code

In previous works [14] a DNS solver for turbulent combustion phenomena was
developed by coupling the general CFD tool OpenFOAM [12] with the thermo-
chemical library Cantera [15]. OpenFOAM is an open-source toolbox written
in C++. It has found widespread use in computational fluid dynamics during
the last years, both in scientific and engineering applications, including DNS of
flames. Cantera is a widely used, open-source chemistry library written in C++
which implements highly optimized routines for computing chemical reaction rates
and also provides information about detailed molecular diffusion which plays an
important role in combustion processes.

Figure 1 presents the structure of the developed coupling interface between
OpenFOAM and Cantera. The OpenFOAM code has the task of solving the conser-
vation equations for total mass, momentum, energy and the mass of each chemical
species. The state parameters in terms of pressure p, temperature T and gas compo-
sition Yk are used as input for Cantera’s routines, which are called by the interface
in order to calculate the reaction rates and other thermo-physical properties.

After coupling OpenFOAM with Cantera, additional performance gains were
achieved by extracting relevant classes from Cantera and implementing them
directly into an OpenFOAM library, so that Cantera is not an external dependency
anymore and its methods are called by the OpenFOAM solver directly. This led to
further performance improvements [16]. This coupling of OpenFOAM with Cantera
represents the reference case for quantifying the performance gains when using the
generated source code.

Profiling of the reference DNS code has been conducted in order to identify
the performance bottlenecks. With the reaction mechanism by Kee et al. [17] for
the combustion of methane, which contains only a small number of reactions and
chemical species (see Table 1), chemistry computations take about 60% of the total
simulation time with the setup described in Sect. 4.1. For the more detailed GRI 3.0
mechanism [7], almost 90% of simulation time are spent on the chemistry with the
reference DNS code. These two reaction mechanisms will be used in the following

Fig. 1 Simplified chart demonstrating the coupling of OpenFOAM with Cantera in the refer-
ence case
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Table 1 Reaction mechanisms for methane/air combustion used in this work

Reaction mechanism Number of species Number of reactions

Kee et al. [17] 17 53

GRI 3.0 [7] 58 325

sections to demonstrate the performance improvements achieved with the presented
optimization method.

In order to compute the chemical reaction rates P!k for each species k, a number
of intermediate quantities have to be calculated. First, the rates of progress Prr for
each reaction r has to be computed for the forward (0) and reverse (00) reaction with
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where Cm is an effective mixture concentration in case the reaction is a three-body
reaction, Ck is the concentration of the species involved in the reaction and �k;r is
the stoichiometric coefficient of the species for this reaction. The rate constant k0

r
for the forward reaction is either computed via Arrhenius’ law, which is explained
in more detail in the next section, or a more complex falloff type formulation [17].
The rate constants k00

r of the reverse reactions are usually obtained from equilibrium
constants which are computed from thermodynamic considerations. In order to
obtain the species reaction rates, all rates of progress have to be added up in the
following way:
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Mk is the molar mass of species k. These reaction rates are not used directly in the
conservation equation for the species masses. Instead, they are averaged over the
simulation time step �t:

NP!k � 1

�t

Z tC�t

t
P!k dt; k D 1 : : :N (3)

This system of N ordinary differential equations (ODE) together with the change
of temperature is solved at every time step for each cell in the computational
domain. Because N can be very large depending on the complexity of the reaction
mechanism, this ODE integration is the reason why the majority of computing time
is spent on computing chemical reaction rates P!k. The advantage of this method is
that a higher simulation time step �t can be used because it is not limited by the
shortest chemical reaction time scales.

Using the detailed GRI 3.0 mechanism in DNS showed that typically 20% of
total simulation time is spent on evaluating the exponential function exp (measured
with perf from the Linux tools). Most of the calls to exp stem from the Arrhenius
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law in (4). Therefore, Arrhenius’ law is used in the next section to demonstrate
the principles of specific optimizations that are performed during conversion from
reaction mechanism input file to C++ source code.

3 Optimized Code Generation

3.1 Basic Concept of the Code Generation Approach

The basic idea in this work is to automatically generate C++ source code for each
specific reaction mechanism in order to maximize performance. Two optimization
steps are performed to improve the computation of chemical reaction rates:

• In the first step the structure of the chemical reaction mechanism is optimized.
Redundant operations are eliminated and species and reactions are reordered
and regrouped. This allows to minimize code branching and maximize reuse of
cached results (see Sect. 3.2).

• The second step targets the C++ source code. The code is generated in a way that
makes it easy for the compiler to optimize. For example, loops with trivial access
patterns are generated to enable auto-vectorization and data is stored densely
packed in memory to maximize CPU cache usage. Since all parameters from the
reaction mechanisms like the number of species are compile-time constants, the
compiler can make better optimization decisions with respect to inlining and loop
unrolling.

In order to achieve both optimization goals, a converter tool has been developed
which reads general reaction mechanism files in Cantera’s ctml or xml format as
input, performs the two optimization steps and automatically generates C++ source
code containing all necessary routines (see Fig. 2). In contrast to Cantera’s imple-
mentation which provides efficient but more general routines for computing reaction
rates from arbitrary reaction mechanisms, the code generated in this way contains
only routines that are specialized for one specific reaction mechanism. Instead of
being scattered across different translation units, all chemistry code is visible to the
compiler at once, giving it the maximum amount of information for optimizations.

Because the chemical reaction rates depend only on local mixture properties,
no neighboring cell values are needed so that the generated source code does not
contain any parallel communication routines. It is therefore an optimization on
the node level. Compiling the generated code results in an OpenFOAM library

Fig. 2 Simplified overview over how the converter tool works
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that can directly be used in the previously developed coupling interface described
in Sect. 2 due to OpenFOAM’s runtime selection mechanism. By doing this, no
routines that originally came from Cantera are involved anymore in the computation
of the reaction rates. But in other parts of the OpenFOAM solver, i.e. computation
of thermodynamic and diffusive properties, Cantera’s routines are still used. These
parts are however not a performance bottleneck.

The automatically generated source code contains all necessary routines to
compute the chemical reaction rates and all intermediate properties from (1) and (2).
In the next section, only the part of the code regarding Arrhenius’ law is shown as
an example to explain the work done by the converter.

3.2 Optimized Computation of Rate Constants

As mentioned in the previous section, a considerable amount of time during
the simulation is spent on evaluating the exponential function exp used in the
computation of the rate constants kr of each reaction via Arrhenius’ law

kr D Ar exp

�
br log.T/ � Er

RT

�
; (4)

where R is the universal gas constant and T the temperature, which is the only
variable quantity in Arrhenius’ law. The parameters Ar, br and Er are constants
and defined for every reaction in a reaction mechanism file. Figure 3 shows
a small example of the reactions defined in the GRI 3.0 reaction mechanism
for methane/air combustion in standard CHEMKIN format [18], where the three
Arrhenius parameters Ar, br and Er are defined. In the OpenFOAM solver of the
reference case, a mechanism file like this is read once at the start of each simulation.

In Cantera’s original implementation, the rate constants for every reaction are
computed using (4). It is however possible to compute some rate constants in a more
efficient way. There are three cases, where the evaluation of the exponential function
can be avoided completely. Figure 4 shows the automatically generated C++ source

Fig. 3 Example of three out of 325 reactions from the GRI 3.0 reaction mechanism in standard
CHEMKIN format, defining the Arrhenius parameters Ar , br and Er for each reaction
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Fig. 4 Automatically generated C++ source code for the GRI 3.0 mechanism. This example shows
only the part of the generated code that computes the rate constants from (4)

code for the computation of the rate constants from the GRI 3.0 mechanism, where
the following cases are considered:

• If br and Er for a reaction are zero, the rate constant from (4) reduces to the
constant value kr D Ar and no exponential function has to be computed (lines
30–31 in Fig. 4). In total, 100 out of 354 rate constants in the GRI 3.0 reaction
mechanism have br D 0 and Er D 0, see e.g. the first reaction in Fig. 3.

• If different rate constants have the same values of br and Er, the exponential
function is evaluated once for one of them and reused for each additional
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occurrence. This applies to 40 out of all 354 rate constants from the GRI 3.0
reaction mechanism (lines 35–36 in Fig. 4).

• If Er is zero and br is a small integer, Arrhenius’ law reduces to kr D ArTbr

(lines 22–27 in Fig. 4). Because br is an integer, Tbr can be replaced with a
small number of multiplications. This occurs for 6 rate constants in the GRI 3.0
mechanism.

After eliminating these special cases, only 228 out of 354 rate constants have
to be computed using the full Arrhenius law involving the expensive exponential
function in (4) (see lines 14–18 in Fig. 4).

In the generated source code, the Arrhenius parameters are stored in con-
tiguous arrays for maximizing data cache usage. Note that A[r] in line 18 is
automatically stored as log.Ar/ and A[r+334] to A[r+354] are stored as
log.Ar/= log.Ar;duplicate/. They are also explicitly aligned to allow auto-vectorization
by the compiler. Because the number of loop iterations is a compile-time constant
in the generated source code, the compiler can make better decisions about loop
unrolling. During code generation all reactions are reordered so that reactions with
similar properties are grouped together in the same loops over contiguous data.

In total for the GRI 3.0 mechanism, more than a third of all exponential function
evaluations are omitted in the generated code. Together with the vectorization,
evaluating the exponential function with the optimized chemistry source code
takes only about 5% of the total computing time instead of 20% in the reference
DNS code.

Computation of the rate constants kr is only a small subset of the code needed
to compute the final chemical reaction rates. For the rest of the chemistry code
indicated by (1) and (2), the basic optimization principles described so far are the
same: restructure and simplify the reaction mechanism and generate code that is
easy to optimize. In total, the automatically generated C++ code can speed up the
chemistry computation by more than 50% (see Sect. 4.3). It should also be noted
that all changes done by the converter tool to the reaction mechanism, like for
the evaluation of rate constants shown in this section, are equivalent in a strict
mathematical sense, so that the simulation results are almost the same as in the
reference case.

3.3 Choice of Compiler

The choice of compiler has an impact on the performance of the generated chemistry
code too. This is illustrated for the first loop (line 14) in Fig. 4 which contains the
most expensive operations and has the highest iteration count among the depicted
loops. Figure 5 shows the machine code generated by the GNU compiler (g++ 6.2.0)
on the left and the Intel compiler (icpc 17.0.1) on the right on the Cray XC40
Hazel Hen cluster (see Sect. 4.2 for a description of the architecture). Both machine
codes are created with the flags -std=c++14 -Ofast -march=native
-mtune=native.
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Fig. 5 Comparison of shortened machine code output on Cray XC40 Hazel Hen of the GNU
g++ 6.2.0 (left) and Intel icpc 17.0.1 (right) compiler for the loop body in lines 14–18 of Fig. 4.
Comments (//) show the respective C++ code

Although both machine codes look similar, the GNU compiler does not auto-
vectorize the loop. This can be seen from the instructions ending in sd (“scalar
double”) instead of pd (“packed double”). Therefore, each instruction in the loop
of the GNU compiler only operates on one double precision value whereas each
iteration of the loop generated by the Intel compiler operates on four double
precision values at the same time. The reason is that the Intel compiler automatically
replaces the call to the exponential function std::expwith a call to svml_exp4
which is a version of the exponential function defined in Intel’s short vector math
library (SVML) acting on four double precision values at the same time. In our
tests, the Intel compiler creates machine code that performs 15–20% faster in terms
of total simulation time compared to the GNU compiler for the two investigated
reaction mechanisms. An additional 2% performance gain has been achieved by
using the restrict keyword wherever possible, which is a C language feature that
gives the compiler additional information about memory access. The performance
and scalability tests shown in Sect. 4.3 are all measured using Intel’s compiler.

4 Performance Validation

4.1 Numerical Setup

In order to assess the performance benefit of using the generated and optimized
chemistry code in the context of HPC simulation of turbulent combustion, the
simulation of a turbulent flame has been conducted which was experimentally
studied [19]. This section gives a short description of the numerical setup and the
HPC clusters.

Figure 6 on the left shows the simulation setup. It consists of the burner nozzle
with a diameter of 3.5 cm through which the methane/air mixture flows, and a
cylindrical region with a diameter of 0.6 m and a height of 0.6 m, representing
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Fig. 6 Schematic drawing of the simulation setup and iso-surface of T D 800K, indicating the
flame surface (left), and a cut of the instantaneous temperature field (right)

the environment of the burner where the flame stabilizes. The computational grid
used for the performance test is composed of 176 million cells on Hazel Hen and
76.5 million finite volumes on ForHLR II, which are refined locally where the
flame burns. The governing equations are solved in OpenFOAM with the finite
volume method (FVM) along with high-accuracy numerical schemes [20]. Two
chemical reaction mechanisms with different complexities, as shown in Table 1,
are used in order to show the general validity of the presented concept for chemistry
calculations.

Figure 6 on the left illustrates the shape of the flame identified by the iso-surface
of T D 800K, which becomes wrinkled due to the interaction between the com-
bustion reaction and the turbulent flow. A meridian cut though the computational
domain on the right of Fig. 6 shows the temperature field. The gray line indicates
the 800 K isotherm, corresponding to the contour of the flame surface depicted on
the left of Fig. 6. Although not presented here, the simulation results have shown
good agreement with the corresponding experimental data [19].

4.2 HPC Clusters and Software Versions

The performance gains when using the generated source code for the chemistry
computations compared to the reference case are evaluated on two supercomputers.
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The Hazel Hen cluster at the Höchstleistungsrechenzentrum Stuttgart (HLRS)
is a CRAY XC40 system based on the twelve-core Intel Xeon E5-2680 v3
processor and Cray Aries network with Dragonfly network topology [21]. With its
15,424 CPUs (185,088 cores) it is currently one of the fastest supercomputers in
Europe. It has 7712 dual socket nodes, each node containing a total of 24 cores
and having 128 GB DDR4 memory, achieving a theoretical peak performance of
7.42 PFlops. OpenFOAM is used in version 1612+, compiled with gcc version 6.2,
together with cray-mpich version 7.0.3. The OpenFOAM solver is coupled to the
modified Cantera library based on Cantera 2.3.0a3. The generated chemistry source
code and Cantera’s implementation in the reference DNS Code are compiled with
the Intel compiler version 17.0.1.

ForHLR II at the Karlsruhe Institute of Technology (KIT) has 1152 computing
nodes with 64 GB RAM each [22]. Each node has 20 cores (two deca-core
Intel Xeon E5-2660 v3 processors) with a total theoretical peak performance of
1 PFlops. All nodes are connected through an InfiniBand 4X EDR Interconnect.
OpenFOAM is used in version 2.3.0, compiled with gcc version 4.8, together
with OpenMPI version 1.10. The OpenFOAM solver is coupled to the modified
Cantera library based on Cantera 2.3.0a3. The generated chemistry source code and
Cantera’s implementation in the reference DNS Code are compiled with the Intel
compiler version 16.0.

4.3 Performance Improvement

The performance improvement by using the chemistry code generated by the
converter tool instead of Cantera’s implementation has first been evaluated on
a single node. An interesting example of how the new chemistry code affects
the performance of the simulation is shown in the table on the left of Fig. 7.
Using the performance monitoring tool LIKWID, the number of cache and branch
prediction misses have been recorded on ForHLR II for the detailed GRI 3.0

Fig. 7 Left: Relative reduction in cache and branch prediction misses for the GRI 3.0 mechanism
for a serial case. Right: Performance improvement Pchem for only the chemistry computations
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mechanism. Branch prediction misses happen when the control flow of the program
is not predictable for the CPU. Cache misses happen when either data or program
instructions are not in the local CPU caches when they are needed. Because in the
generated chemistry code most of the functions are inlined and all loop counters and
other parameters affecting the control flow are compile time constants, the number
of instruction cache misses is reduced by a factor of 30. Similarly, the number of
branch prediction misses is reduced by a factor of 8. Because all data is stored and
accessed linearly in memory in the optimized code, L1 cache misses are reduced by
a factor of 5 and L2 cache misses by a factor of 8.

Figure 7 on the right shows the time savings of only the chemistry computations
for the setup described in Sect. 4.1 on ForHLR II and Hazel Hen. On ForHLR II,
the simulation was run on 32 nodes (640 cores) up to 510 nodes (10,200 cores). On
Hazel Hen, it was run on 75 nodes (1800 cores) to 1200 nodes (28,800 cores). The
time needed for just the chemistry tchem is compared between the reference case and
the generated optimized chemistry code with

Pchem D tchem.reference case/ � tchem.optimized/

tchem.reference case/
: (5)

With the detailed GRI 3.0 reaction mechanism, the time for the chemistry computa-
tions is reduced by approximately 45% on Hazel Hen and 35–40% on ForHLR II.
Using the mechanism by Kee reduces the time for the chemistry computations on
ForHLR II by 42% and on Hazel Hen by 53%, thereby saving more than half of
the computing time needed for the chemical reaction rates. The improvement stays
nearly constant with the number of CPU cores because the optimizations performed
in the chemistry routines are not affected by communication. Large portions of
the generated code are not as easily vectorizable as shown for Arrhenius’ law
in Sect. 3.2. For example the summation in (2) cannot be vectorized so that the
total speedup stays below the optimal speedup expected from perfect vectorization.
Otherwise, all loops that were expected to be vectorized have been auto-vectorized
by the Intel compiler.

Because the Kee mechanism is much less complex than the GRI 3.0 mechanism,
total simulation time ttot is on average ten times shorter with the Kee mechanism
compared to the more detailed GRI 3.0 mechanism. The chemistry part of the
simulation is more than 15 times faster with the smaller Kee mechanism. There
is also a difference in how much of total simulation time is spent on chemistry
computations for the two investigated reaction mechanisms: chemistry calculations
take 60–70% of the total simulation time with the Kee mechanism in the reference
DNS code and 40–50% with the optimized code. For the GRI 3.0 mechanism,
about 90% of the total simulation time is spent on computing chemical reaction
rates in the reference DNS code and 85% in the optimized solver. Because much
more of the total simulation time is used for the chemistry calculations with the
GRI 3.0 mechanism, the overall performance gain Ptot is greater with the GRI 3.0
mechanism compared to the Kee mechanism, although the relative improvement
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of only the chemistry computations Pchem in Fig. 7 is slightly better with the Kee
mechanism.

Ptot D ttot.reference case/ � ttot.optimized/

ttot.reference case/
: (6)

Using the generated chemistry routines, the total simulation time is reduced
by Ptot D 40% with the GRI 3.0 mechanism on Hazel Hen and 35% on ForHLR II.
For example, on Hazel Hen with 28,800 CPU cores, the average time of a time
step is about 8 s with the optimized chemistry but more than 13 s with the reference
case implementation. The simulation with the reaction mechanism by Kee is 25–
35% faster. In order to obtain statistically converged data from DNS of turbulent
combustion, typically at least 105 simulation time steps have to be calculated.
For the present case, this would require about 6.5 million CPU core hours with
the GRI 3.0 mechanism on Hazel Hen with the reference DNS code. Using the
optimized chemistry routines reduces the overall simulation time by almost 40%,
saving over 2.5 million core hours. For future simulations, even more detailed
reaction mechanisms will be employed so that higher percentages of total simulation
time are used to compute the chemical reaction rates, making the performance gains
from the presented optimization technique even more important.

4.4 Parallel Performance

Figure 8 shows the incremental speedup of the DNS solver using the optimized
chemistry routines for strong scaling of the setup described in Sect. 4.1. The
incremental speedup is defined as Sn D ttot.n/=ttot.n0/, where n is the number
of CPU cores and n0 is 640 CPU cores on ForHLR II and 1800 CPU cores on
Hazel Hen and ttot is the total simulation time for a fixed number of time steps. The

Fig. 8 Incremental speedup Sn (strong scaling): Comparison of Kee mechanism and more
detailed GRI 3.0 mechanism on ForHLR II (left) with 76.5�106 cells and Hazel Hen (right) with
176�106 cells for DNS of turbulent methane/air combustion with the optimized chemistry code
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simulations with the GRI 3.0 mechanism scale almost ideally. The scaling efficiency
is still above 90% for 28,800 CPU cores on Hazel Hen. As mentioned before,
there is no communication during the chemistry computations. Therefore, the more
complex the chemistry is, the larger is the share of total simulation time without
communication overhead. The simulations with the Kee mechanism scale well up to
5000 CPU cores but scaling efficiency decreases beyond that. In this case, the share
of actual computation time in comparison to communication overhead decreases,
leading to reduced parallel efficiency. The DNS with detailed chemistry, for example
with the GRI 3.0 mechanism, is much more computationally expensive than with the
Kee mechanism (see Table 1), so that a better parallel performance is achieved with
the GRI 3.0 mechanism. The presented optimizations are therefore most beneficial
for larger reaction mechanisms, both in terms of parallel performance and overall
simulation time reduction.

It noteworthy that the scaling efficiency becomes slightly better if Cantera’s
chemistry implementation in the reference case is used instead of the optimized
chemistry code. Because the chemistry computations take much longer with Can-
tera’s implementation, the ratio of communication to computation becomes smaller.

5 Conclusion

This work presents an optimization technique where specialized source code is
automatically generated to speed up chemistry computations in DNS of chemically
reacting flows. It shows that large performance improvements are possible compared
to even highly optimized libraries when source code is optimized for special cases. A
converter tool has been developed which reads reaction mechanism files containing
all information about the chemical reactions occurring during combustion and con-
verts them into C++ routines. The reaction mechanism is analyzed and restructured
by the converter tool to enable more efficient evaluation of the chemical reaction
rates. The source code for the chemistry routines is generated in a way that is easy
for the compiler to optimize and maximizes the usage of data caches and auto-
vectorization. These optimizations are achieved by following the design principles
of cache friendly data structures and linear data access patterns, which will become
more important in the future due to increasing vector register sizes. The number
of cache and branch prediction misses have been shown to be drastically reduced.
The generated chemistry routines for the combustion of methane and air have been
coupled with the open-source library OpenFOAM in order to perform the simulation
of a realistic turbulent flame. The simulations were run on two supercomputers
(Cray XC40 Hazel Hen and ForHLR II) with up to 28,800 CPU cores showing very
good scalability. A decrease of up to 40% in total simulation time has been achieved
compared to the reference DNS code without affecting the accuracy of the results.
The method is of particular interest when applying complex chemical reaction
systems instead of simplified or reduced chemistry, which is important for studying
the mechanisms of flame/turbulence interaction and the generation of pollutant
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emissions. The performance tuning with the presented optimization technique,
together with the good scalability of the widely used OpenFOAM package, will help
to investigate combustion phenomena in more detail. Consequently, the time and
cost required for the development of modern combustion devices may be reduced in
the future.
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A Resolved Simulation Study on the Interactions
Between Droplets and Turbulent Flames Using
OpenFOAM

B. Wang, H. Chu, A. Kronenburg, and O.T. Stein

Abstract This study presents direct numerical simulations (DNS) of turbulent
reacting flows around evaporating single fuel droplets and droplet arrays. Statistical
analysis of interactions between the droplets and the turbulent flames are used
to develop sub-grid scale models for mixture fraction based approaches such as
flamelet or conditional moment closure (CMC) methods. The specific challenges are
posed by the effects of the evaporating spray on the composition field in inter-droplet
space and by the presence of combustion. Here, we analyse the best possible setup
for such a fully resolved DNS. The numerical constraints are given by (1) the need
to resolve all small scale effects, i.e. the smallest turbulent eddies and the boundary
layer thickness around the droplets, and (2) the desire to include scales covering
the entire turbulence spectrum to ensure a realistic interaction between the large and
small scales. The largest scales are typically limited by the size of the computational
domain, and these two demands (high resolution and large domain size) can easily
lead to extensive computational requirements. We suggest an optimal setup for fully
resolved DNS that ensures a good balance between computational cost and solution
accuracy. The optimal mesh resolution and domain size do not introduce any bias
for the analysis of characteristic quantities such as mixture fraction, its PDF and
conditional scalar dissipation. Further, adequate scalability of OpenFOAM for the
different setups is reported.

1 Introduction

Spray combustion is usually treated in the Euler-Lagrange context where Euler
equations are solved for the continuous (carrier) phase and the dispersed phase
is modelled by discrete (Lagrange) particles. Most often, sub-grid scale closures
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are based on single droplet evaporation models [1, 2] for reacting dilute sprays
[3, 4]. Appropriate modelling for an LES of combustion in relative dense sprays is
less certain since droplet-turbulence-chemistry interactions are not well understood.
Some common combustion models for LES, such as flamelet [5] and CMC [6],
rely on the existence of a characteristic variable such as mixture fraction and
the strong correlation of the reacting species on this variable. Therefore, suitable
and accurate sub-grid scale closures are needed for quantities such as the mixture
fraction distribution (i.e. its PDF) and its conditional scalar dissipation.

Direct numerical simulations (DNS) can be used to resolve sub-grid scale
interactions between the evaporating droplets, the turbulent convective flow and
combustion, and the DNS can provide data for the deduction of sub-grid scale mod-
els that can be used within the LES framework. So-called carrier-phase DNS were
performed [7–9] for turbulent dilute sprays. However, in these studies only fluctua-
tions of mixture fraction induced by turbulence are resolved but inhomogeneities of
local rich mixtures in inter-droplet space primarily induced by droplet evaporation
are neglected. Fully resolved DNS of reacting droplet arrays are required for a
relative unambiguous statistical analysis of interactions between turbulent flames
and droplets. Imaoka and Sirignano [10, 11] investigated the evaporation rate of
droplet arrays with varying droplet number densities in a quiescent environment and
Zoby et al. [12] extended a similar analysis to turbulent convective environments.
However, the scopes of these studies do not include an analysis of the characteristic
mixing quantities. Further studies by Zoby et al. [13] and Wang et al. [14] assessed
scaling laws for mixture fraction, its dissipation and the PDF that were originally
derived by Klimenko and Bilger [15]. Existing studies focused on non-reacting
flows only. Before extending the range of parameters to evaluate the scaling laws
in reacting flows, a validation of the necessary mesh resolution and domain size are
needed to ensure a good balance between computational cost and solution accuracy.
These issues are not new: an ideal, fully resolved DNS should include the turbulent
energy spectrum from the largest to the smallest scales of turbulence. In addition,
the boundary layer at the droplet surface needs to be resolved. The latter poses the
most stringent requirement as evaporating droplets after secondary spray break-up
are usually of similar size or even smaller than the Kolmogorov eddies leading to a
necessary boundary layer resolution at least one order of magnitude higher than the
turbulence spectrum would impose. These opposing demands (inclusion of large
turbulence scales and resolution of the boundary layer) result in extremely high
computational cost.

The present work will now provide a thorough study on the range of turbulence
scales that affect mixing in inter-droplet space on one side and on the needed
resolution of the boundary layer on the other side and thus provide a reference
for future studies on fully resolved DNS of spray combustion. The work focuses
on the prediction of characteristic quantities relevant to droplet combustion but also
includes information on code performance and parallelization efficiency.
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2 Governing Equations and Boundary Conditions

The assumptions of the present simulation are consistent with our earlier study [14].
Heat transfer by radiation is neglected. The gas phase mixture is considered to be
ideal with unity Lewis numbers and the Schmidt and Prandtl number are specified
as Sc D Pr D 0:7. The thermodynamic properties of the liquid phase are assumed
constant. The effect of gravity and other body forces are small and can be neglected.
The governing equations for the gas phase are given then by
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where � and � represent the density and dynamic viscosity of the gas phase, �ij

denotes the viscous stress of a Newtonian fluid, Yk, hs and f are the mass fraction
of species k, sensible enthalpy and the conserved scalar mixture fraction, P!k and
P!hs indicate the chemical reaction rate of species k and sensible enthalpy reaction
source term.

The liquid phase is represented by a single fuel component and the mass fraction
YFl is 1. The governing equations for the liquid are
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where �l, �l and Prl are the density, dynamic viscosity and Prandtl number of the
liquid.

The mass flux of evaporation, Pm00, is computed by a Robin type boundary
condition and is conserved on both sides of the droplet surface, viz.

Pm00YFl D YFg;s Pm00 � �

Sc

@YFg;s

@n
; (9)

Pm00 D Pm00
l;s; (10)

where YFg;s represents the mass fraction of fuel vapour at the droplet surface on the
vapour side; Pm00

l;s denotes the mass flux on the liquid side. The surface temperature
can be calculated by the balance of the energy fluxes between the liquid and gas
phase

�cp

Sc

@Tg;s

@n
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@Tl;s

@n
C Pm00hfg; (11)

Tg;s D Tl;s; (12)

where Tg;s and Tl;s are the surface temperature on the liquid and gas side, kl is
the conductivity of the liquid phase and hfg denotes the evaporation enthalpy. The
fuel vapour mass fraction at the droplet surface is determined by the liquid-gas
equilibrium [16]. The boundary conditions for non-evaporating species and mixture
fraction on the gas side are also given by a Robin type Boundary condition, viz.
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where the mixture fraction on the liquid side fd is set to 1 because of the single
component fuel. The boundary conditions at the droplet center can be expressed as

@Tl

@n
D 0; (15)

@ul

@n
D 0; (16)

where Tl and ul represent the temperature and velocity at the droplet center. Based
on our previous study [12] and employing the well-established D2-law [16], the
evaporation time scale is estimated to be roughly one order of magnitude larger than
the Kolmogorov time scales for the cases investigated here. Therefore, the different
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phases of one transient evaporation process can be represented by a series of quasi-
steady states [17]. It is thus rational to keep the droplet size constant to approximate
a quasi-steady state for the statistical analysis conducted here. To ensure the overall
mass continuity, the evaporation rate at the droplet surface is replenished from
the droplet center. This is realized by solving the mass and momentum equations
(Eqs. (6) and (7)) in the liquid and mass conservation at the boundaries (Eqs. (10)
and (16)). It is also noted that—after secondary spray breakup—the time scales for
further deceleration of the droplets and for the large turbulent eddies modulating
the average droplet number density is large compared to the evaporation time scale.
For simplification, the positions of droplets are therefore fixed and a mean relative
velocity is imposed at the inlet face. The inflow turbulent fluctuations are calculated
from a modified von-Karman spectrum [18].

3 Computational Configurations and Mesh Setups

The computational domain contains a regular droplet array with three droplet layers
in the flow direction. One example of the 12-droplet arrangement is visualized in
Fig. 1 where d is the droplet diameter, rc represents the inter-droplet distance, x
is the axial distance from the droplet upstream and r is the radial distance from
the droplet diameter on a plane perpendicular to the flow direction. Inter-droplet
space 1 is defined as the space between the first and second layer while inter-droplet
space 2 is located in between the second and third layer. The droplet is assumed
to be composed of single-component kerosene (C12H23). The array is infinite in
both cross-stream directions which is realized by periodic boundary conditions. The
mean relative flow is perpendicular to the droplet array. The parameters U1 and U0
are the inflow mean velocity and the root-mean-square (RMS) turbulent fluctuating
velocity. For the cases investigated here, the inflow stream is humid air with N2,
O2 and H2O (76:4W23:4W0:2 on a mass basis) at a pressure of p1 D 15 bar and a
temperature of T1 D 1000K. The very high resolution needed for the boundary
layers around the droplets requires computational savings elsewhere: therefore,
we use a 4-step chemical mechanism with seven species [19] to approximate the
combustion of kerosene. This is justified since the reduced mechanism provides
accurate estimates of the laminar flame speed and of ignition delay [19]. A more
detailed knowledge of the inner flame structure is beyond the scope of this paper.

Fig. 1 Schematic diagram of
the computational domain
containing a regular droplet
array
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Fig. 2 Three dimensional grid and schematic diagram of one single droplet domain

The initial droplet temperature is set to Ts D 300K. The thermodynamic and
transport properties of the gas mixture are calculated by polynomials and semi-
empirical equations [20].

Figure 2a is a schematic illustration of the mesh module for a single droplet
block. A droplet array can be constructed by a succession of these modules.
The mesh adjacent to the droplet on the gas side is spherical and extended by
7d from the droplet center. Then it is gradually transformed into a Cartesian
configuration. The mesh on the liquid side is extruded from the surface mesh.
The smallest cells with the size of �xmin are located at the droplet surface and
the largest cells with the size of �xmax are located at the inlet and outlet faces of
the domain. The time-step is controlled to ensure the maximum Courant number
to be smaller than 0.15 and a PISO algorithm with an additional non-orthogonal
correction is used to solve the pressure-velocity coupling. These options avoid
potential flow instabilities originating from the mesh non-orthogonality at the
conjunction between the spherical and Cartesian meshes. Since the DNS is required
to resolve the smallest turbulent scales and the boundary layer at the droplet surface,
the computational cost is extremely high, especially for high Reynolds number
conditions. Therefore, the characteristic cell size should be determined for the single
droplet block before the droplet arrays are constructed. The balance between the
accuracy of solution and the computational cost can be assessed for the DNS of
droplet array combustion. The mesh independence study is performed for the single
droplet domain as shown in Fig. 2b. The domain is 30d and 20d (with the droplet
diameter d D 100�m) in the flow and cross-stream directions, respectively. The
droplet is positioned at 1=3 of the length of the domain. Three different mesh
resolutions are tested for one of our setups with the highest droplet Reynolds number
(inflow Red;1 D 17:2 which is calculated based on the droplet diameter (d) and the
inflow mean velocity (Ud;1)) and the smallest Kolmogorov length scale (inflow
�=d D 0:42). The characteristic quantities of the three meshes are listed in Table 1.
Mesh 2 is the standard mesh that was applied to the earlier study for pure evaporation
[14]. Meshes 1 and 3 are coarsened and refined by a factor of 2, respectively.

Figure 3 shows instantaneous mixture fraction and temperature fields for mesh
2. A quasi-laminar wake region can be seen directly downstream of the droplet.
Further away from the droplet, the wake is disturbed by small scale turbulence.
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Table 1 Characteristic
quantities of three different
mesh resolutions

Mesh �xmin=d �xmax=� # cells

1 1=10 1:5 55K

2 1=20 0:75 420K

3 1=40 0:375 3400K
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Fig. 3 Instantaneous mixture fraction (a) and temperature (b) fields in a plane containing the
droplet for mesh 2
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Fig. 4 Evaporation rate profiles for the three mesh resolutions. (a) Time evolution. (b) Richardson
extrapolation

A thin boundary layer around the droplet surface can also be observed and the
thinnest part is located near the leading edge of the droplet.

The time evolution of the evaporation rate is shown in Fig. 4a for the different
cases (see dashed line). The figure includes a heat-up period until stationary
conditions are reached. This period lasts approximately 5ms and is not affected
by the mesh resolution. Statistics are then taken over 8 flow through times. As
mentioned above, the evaporation rate is computed by a Robin type boundary con-
dition (Eq. (9)) which is discretized by a first order approximation. The generalized
Richardson extrapolation [21] can be used to assess the grid refinement study, and
it is demonstrated in Fig. 4b that the time averaged evaporation rates at steady state
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Fig. 5 The axial (a) and radial (b) variations of mixture fraction mean

for the three mesh resolutions are well captured by the estimated relationship of the
Richardson extrapolation, Pm D PmRECg0�xmin

p. Here PmRE is the virtual value of the
evaporation rate for �xmin tending asymptotically to zero, g0 is a constant and p is
the order of the discretization for the Robin type boundary condition (Eq. (9)) and
here set to 1. This indicates the boundary layer at the droplet surface is sufficiently
resolved by all three mesh resolutions.

Figure 5a shows the mesh resolution does not affect the streamwise variation
of the maximum value of mixture fraction (f) at each plane perpendicular to the
flow direction, and the thickness of the boundary layer remains unchanged. The
boundary layer at the droplet surface is around ı D 1d. Within the boundary layer,
the mixture fraction gradient is extremely high and the mixture fraction distribution
can be approximately captured by a linear function. The comparisons of the radial
variation of the mixture fraction mean in the regions dominated by the quasi-laminar
wake (x=d D 3) and by turbulent small scale structures (x=d D 10) are presented
in Fig. 5b. The DNS statistics agree well for the three mesh resolutions. Since
the scalar dissipation rate is computed as Nf D 2D.rf /2, it is the most sensitive
indicator for any influence by mesh resolution. Figure 6 shows the mixture fraction
conditional scalar dissipation and PDF at x=d D 3 and x=d D 10. The DNS
results for meshes 2 and 3 are comparable. However, the coarse mesh 1 brings
notable additional fluctuations due to insufficient samples used for the statistics. In
summary, considering the accuracy of our statistical analysis and the computational
cost, mesh 2 presents itself as a feasible compromise for the simulation of droplet
arrays subject to mixing by large turbulent scales and the then inherent need for an
increased computational domain as will be demonstrated in the next section.
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Fig. 6 The mixture fraction conditional scalar dissipation (Nf ) mean and the PDF at (a) x=d D 3

and (b) x=d D 10

4 Results of Droplet Array Combustion

Two differently sized domains are investigated to analyse the effect of the integral
length scales on the characteristic mixing quantities in inter-droplet space as the
maximum realizable length scale depends on the domain size. The characteristic
quantities are listed in Table 2 where U0=Ud;1 represents the inflow turbulence
intensity, U0 is the root-mean-square velocity fluctuation, L denotes the domain
size, lt is the inflow integral length scale that is set to L=2, rc is the inter-droplet
distance and n is the droplet number that is uniformly divided into three layers
perpendicular to the mean flow direction. Consistent with the validation for single
droplet combustion, here 4 flow through times are sufficient for the statistical
analysis since the length of the domain is doubled in the streamwise direction.

Figure 7 shows the instantaneous mixture fraction and temperature fields in a
plane containing the droplets. The upper row presents results from the case where
the largest turbulence scale is of the order of the droplet spacing (lt=rc D 1), the
lower row presents corresponding data from the case with lt=rc D 4. The quasi-
laminar regions gradually expand from the first to the last layer. The area of the
quasi-laminar region and the region disturbed by turbulence both seem independent
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Table 2 Characteristic quantities of two investigated cases

Red;1 U0=Ud;1 d (�m) rc=d L=rc lt=rc n # cells

8.6 1 100 20 2 1 12 4M

8.6 1 100 20 8 4 192 60M

Fig. 7 Instantaneous (a) mixture fraction and (b) temperature fields in a plane containing the
droplets for the two cases

of the integral length scale. Figure 7 also indicates a very weak dependence of the
combustion characteristics on the integral length scale. Both simulations appear to
predict the single droplet combustion regime, and the flames show a very similar
spatial expansion upstream and downstream of the respective droplets.
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Fig. 8 The axial and radial variation of mixture fraction in (a) inter-droplet space 1 and (b) inter-
droplet space 2

This rather qualitative comparison can be further corroborated by a quantitative
statistical analysis of the characteristic mixing quantities. Figure 8 compares the
mean mixture fraction profiles in the streamwise direction behind the droplet in
inter-droplet spaces 1 and 2 for different integral length scales. In inter-droplet space
1, the axial profiles of the maximum value of mixture fraction agree quite well in
the entire inter-droplet space (Fig. 8a). The radial variation at x=rc D 0:15 (in the
quasi-laminar wake region) and x=rc D 0:5 (in the region dominated by turbulence)
also present good agreement for both integral length scales. Similar profiles can be
observed for inter-droplet space 2 (Fig. 8b).

The comparison of the conditional scalar dissipation for the different integral
length scales is shown in Fig. 9. The conditional scalar dissipation rates agree
well at x=rc D 0:15 (this holds for both inter-droplet spaces) because the
species diffusivities determine the mixing in the quasi-laminar region [14, 15].
The existence of additional larger integral length scales (lt=rc D 4) does not
affect the scalar dissipation at x=rc D 0:5 and x=rc D 0:75 since the small scale
dissipative structures are not varied and small scale turbulence dominates the mixing
(Nf / "1=3) [14]. This is further demonstrated by Fig. 10 where the turbulent energy

dissipation rate (" D 1
�
�ij

@u0
i

@xj
) is compared for the streamwise positions x=rc D 0:5
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Fig. 9 The conditional scalar dissipation in (a) inter-droplet space 1 and (b) inter-droplet space 2
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and x=rc D 0:75. This is in contrast to the common scaling of the dissipation rate
by the integral length scale, " / 1=lt. The reason can be attributed to the “screen
effect” [22]. For an integral length scale larger than the inter-droplet distance, the
flow field around a particle with fixed positions will be significantly affected by the
neighbouring particles and the largest effective eddy is expected to be limited to a
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Fig. 11 The mixture fraction PDF in inter-droplet spaces (a) 1 and (b) 2

scale comparable to the inter-droplet space. The relative insensitivity of the mixing
field on large scale turbulence is also shown for the mixture fraction PDF in Fig. 11.
This is consistent with the results of scalar dissipation (see Fig. 9) and qualitatively
demonstrates the validity of the quasi-steady state solution of the PDF transport
equation for spray combustion [15]. In conclusion, the mixture fraction distribution,
its conditional scalar dissipation and PDF are independent of the largest turbulent
length scales that are imposed (or rather given) by the domain size. A relatively
small domain size containing just 12 droplets can therefore be used as a reference
for further parameter studies in [17].

5 Computational Performance

Scaling tests are performed for the 12-droplet and 192-droplet cases on the
HazelHen architecture of HLRS. For the 12-droplet case, the total number of cells is
4 million and the number of computer cores is increased from 24 to 576. Figure 12a
shows an almost linear speedup up to 144 cores. The efficiency decreases to around
95% for 288 cores and 55% for 576 cores. On 288 cores, around 14,000 cells are
allocated on each core and a typical simulation takes approximately 48 h. For the
192-droplet case, the total number of cells comprises 60 million and the parallel
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Fig. 12 The computational performance for the 12-droplet (a) and 192-droplet domain (b)

scalability is tested from 192 to 6144 cores (see Fig. 12b). It can be observed that
speedup and efficiency are acceptable up to 3072 cores. The simulation costs for
computations on 3072 cores with about 20,000 cells per core amount to 120 h wall
clock time.

6 Conclusions

Fully resolved DNS of dynamic interactions between droplets and turbulent flames
have been performed using OpenFOAM. The mesh independence study is con-
ducted for a single droplet domain. The standard mesh with the smallest cell size at
the droplet surface of�xmin=d D 1=20 and the biggest cell size at the inlet and outlet
faces of the domain of �xmax=d D 1=3 is of sufficient resolution for the boundary
layer at the droplet surface and the smallest turbulent scales. Further refinement of
the mesh does not provide any significant improvement of the simulation results as
demonstrated by the generalized Richardson extrapolation. The droplet array can be
constructed by a succession of single droplet mesh blocks. Two domain sizes are
tested to investigate the effect of the turbulent integral length scale on the mixing in
inter-droplet space. It is demonstrated that an extension of the range of turbulence
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scales does not modify the statistics in inter-droplet space and the largest effective
scale will be of the order of the droplet distance. The domain size comprising two
droplets in both, the cross-stream and the spanwise directions, respectively, can
therefore be used as a reference for further parameter studies.
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Towards Affordable LES of Rocket Combustion
Engines

Roman Keller, Martin Grader, Peter Gerlinger, and Manfred Aigner

Abstract Due to the large disparity of length and time scales in rocket com-
bustors corresponding LES are highly time consuming. Steps towards simulating
rocket combustion engines with affordable LES with the compressible, implicit
combustion code TASCOM3D are presented. DES-family (DES, DDES, iDDES)
models are compared and evaluated on two simple test cases: the turbulent isotropic
homogeneous turbulence and the planer channel flow. iDDES shows promising
results to be used in future rocket combustion engine simulations and can make
LES affordable in these kind of combustion simulations.

1 Introduction

For the precise prediction of rocket combustion phenomena, instationary sim-
ulations offer better comparison with experimental results [7, 8, 11]. Because
of the large differences in the length and times scales of a rocket combustion
engine, unsteady simulations require long averaging cycles. A complete LES of
a combustion chamber with sufficient wall resolution for heat flux predictions is not
feasible in the near future due to the large grid cell requirements in the boundary
layer [14, 18]. Detached eddy simulations (DES) offer a interesting alternative for
that matter. In DES, LES modeling is used in the main flow away from the walls,
whereas inside the boundary layer RANS modeling is utilized. Therefore, much
coarser grids can be used near the wall and the overall grid requirement can be
mitigated. Unfortunately, a new problem arises: The transition from the resolved
turbulence in the LES part into the modeled turbulence in the RANS area and vice
versa is not straight forward [13].

In this report, two basic flows which resemble specific parts of the combustion
chambers are presented, namely the decaying isotropic homogeneous turbulence
and the planar channel flow. The decaying turbulence is a test case for the transport
and dissipation of turbulent structures which is important throughout the entire
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combustion chamber. The planar channel flow addresses the LES/RANS transition
problem near the wall. This report is structured in the following way: First, a brief
introduction of the applied CFD code TASCOM3D and the turbulence modeling
is given in Sect. 2. Then the results of the two test cases are presented in Sects. 3
and 4. In Sect. 5 a brief performance analysis regarding reaction mechanism size is
presented.

2 Numerical Method

The scientific in-house code TASCOM3D (Turbulent All Speed Combustion Multi-
grid Solver 3D) has been applied successfully during the last two decades to
simulate reacting and non-reacting super- and subsonic flows. Reacting flows are
described by solving the fully compressible Navier-Stokes, turbulence and species
transport equations. Additionally, an assumed PDF (probability density function)
approach is available to take turbulence-chemistry-interaction into account.

2.1 Governing Equations

The three-dimensional conservative form of the Reynolds-averaged Navier-Stokes
equations is given by

@Q
@t
C @.F � Fv/

@x
C @.G �Gv/

@y
C @.H �Hv/

@z
D S; (1)

where

Q D Œ�; �u; �v; �w; �E; �k; �!; �Yi�
T ; i D 1; 2; : : : ;Nk � 1: (2)

The conservative variable vector Q consists of the density �, the velocity
components u, v and w, the total specific energy E, the turbulence variables k and !
and the species mass fractions Yi. Nk is the total number of species in the gaseous
phase. F, G, and H are the vectors specifying the inviscid fluxes in the x-, y- and
z-direction, respectively. Fv , Gv , and Hv are their viscous counterparts. The source
vector S includes terms from turbulence and chemistry. It is given by

S D Œ0; 0; 0; 0; Sk; S!; SYi �
T ; (3)

SK and S! are the source terms of the turbulence variables and SYi the source terms of
the species mass fractions due to combustion. For turbulence closure the k–! model



Towards Affordable LES of Rocket Combustion Engines 223

of Wilcox [19] is used. The equations governing the turbulence kinetic energy and
specific dissipation rate are
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with

��ij D 2�T NSij � 2
3
�kıij; (6)

Dk D ˇk�k!; (7)

and

NSij D Sij � 1
3

@uk

@xk
ıij: (8)

2.2 DES Turbulence Modeling

For the LES modeling, the k–! turbulence model is transferred into a classical
Smagorinsky subgrid model under the assumption of equilibrium. Therefore the
dissipative term of the k-transport equation is replaced by

Dk
DES D

�k3=2

lDES
(9)

where lDES is the DES length scale which is the minimum of the RANS and LES
length scale

lDES D min flRANS; lLESg (10)

and blends over between RANS and LES zones. The length scales of RANS and
LES are defined as

lRANS D k1=2

ˇ�!
; lLES D CDES� (11)
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with CDES being a model constant like the Smagorinsky constant and � a measure
of grid spacing.� is defined as

� D maxfhx; hy; hzg; (12)

where hx;y;z are the grid spacings in the coordinate directions.

2.3 DDES Turbulence Modeling

The original DES method suffers from grid induced separation which can occur
when the grid is refined in a poor way [15]. For the successor named delayed
detached eddy simulation (DDES) the blending function is modified to prevent too
early switching from RANS to LES inside the boundary layer:

lDDES D lRANS � fd min.0; lRANS � lLES/ (13)

with

fd D 1 � tanh

0

@
"

cdt
�t C �p

Ui; jUi; j�2d2w

#31

A (14)

where cdt is a constant, � the molecular and �t the turbulent viscosity, Ui; j the
velocity gradient, � the Karman constant, and dw the distance to the wall. The
blending factor fd remains zero inside the boundary layer and delays the transition
to LES.

2.4 iDDES Turbulence Modeling

While the DDES approach improves the grid induced stress depletion problem, a
log-layer mismatch for wall-bound flows exists. The improved DDES (iDDES) is
introduced to minimize the log-layer mismatch [13]. The measure for grid spacing
� is changed to account for Smagorinsky constant variations

� D min fmax ŒCwdw;Cwhmax; hwn�; hmaxg (15)

with Cw being an empirical constant set to 0:15, hwn is the grid step in the wall-
normal direction. hmax is the maximal local grid spacing

hmax D maxfhx; hy; hzg: (16)
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Furthermore, the blending function is changed to

liDDES D Qfd.1C fe/lRANS C .1 � Qfd/lLES (17)

where Qfd is an extension of fd

Qfd D maxf.1� fd/; fBg: (18)

fB is an empirical blending function using the grid spacing

fB D minf2 exp.�9˛2/; 1:0g; ˛ D 0:25 � dw=hmax: (19)

The function fe is defined as

fe D maxf. fe1 � 1/; 0gfe2 (20)

with fe1 being a variation of fB

fe1 D
(
2 exp.�11:09˛2/ if ˛ � 0
2 exp.�9:0˛2/ if ˛ < 0:

(21)

fe2 is a combination of two variants of fd, ft and fl:

fe2 D 1:0 �maxf ft; flg (22)

which are defined as

ft D tanh

0

@
"

c2t
�tp

Ui; jUi; j�2d2w

#31

A; (23)

fl D tanh

0

@
"

c2l
�p

Ui; jUi; j�2d2w

#101

A: (24)

2.5 Numerical Solver

The spatial discretization is performed on block structured grids based on a
finite volume scheme. For the reconstruction of the cell interface values, MLPld

(Multidimensional Limiting Process-low diffusion) [3, 7] with up to fifth order
is used to prevent oscillations at discontinuities. MLP uses diagonal values to
improve the TVD (Total Variation Diminishing) limiting behavior [20]. For LES,
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a sixth order central scheme with minimal dissipation is available. The central
discretization scheme is stabilized by adding artificial dissipation in form of a small
amount of fifth order MLP discretization. The amount is controlled by the parameter
Smin. Thus the reconstruction of the cell side values is given by

q6:O;lim.iC1=2; j;k/ D q6:O.iC1=2; j;k/.1 � Smin/C q5:O;MLP
.iC1=2; j;k/Smin: (25)

Using these interface values, the AUSMC-up flux vector splitting [9] is employed
to calculate the inviscid fluxes.

The unsteady set of Eq. (1) is solved with an implicit Lower-Upper Symmetric
Gauss-Seidel (LU-SGS) [4] algorithm. Furthermore, finite-rate chemistry is treated
in a fully coupled manner. The code is parallelized with Message Passing Interface
(MPI). More details concerning TASCOM3D may be found in [2, 4, 16].

3 Decaying Isotropic Homogeneous Turbulence

The correct prediction of turbulent transport and decay is essential for a proper LES.
The decaying isotropic homogeneous turbulence (DIHT) is a widely used test case
to study grid and discretization influences in LES. The experimental setup [1] is
a laminar wind channel flow which is tripped by a wire grid to become turbulent
and the turbulence intensity is measure upstream of the grid. Since such an entire
wind channel simulation is too costly for a LES or DNS, the numerical setup is
based on the Taylor hypotheses [17]. Therefore only a small cubical volume, which
is assumed to be transported in the flow field, is simulated. The initial solution
is taken from a DNS [10] and the measurement positions are related to different
simulation times. The energy spectrum is calculated using a three-dimensional
Fourier transformation. Periodic boundary conditions are used in every direction.
If not specified differently, the grid consist of 64 cells in each direction. The
simulations are performed on 64 CPUs.

Figure 1 shows the computational domain and instantaneous isosurface of a
vortex identification criterion Q D 0:5.˝2 � S2/, where ˝ and S describe the
vorticity and strain rate tensor, respectively. The three-dimensionality and turbulent
character of the flow field can be seen nicely.

As mentioned in Sect. 2 the k–! model is transferred into a Smagorinsky like
subgrid model inside the LES domain. Figure 2 shows the energy spectra of a DES
using the k–! turbulence model as base model with CDES = 0.2 in comparison to
LES with various Smagorinsky subgrid constants Cs (0.18, 0.2, and 0.22). The
energy spectra of the LES and DES with a constant value of 0.2 are very similar.
This demonstrates that the assumptions used in the derivation of the DES model
work very well in this test case. Furthermore, the effect of the subgrid turbulence
model on the energy spectrum is observable. A higher value for the Smagorinsky
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Fig. 1 Instantaneous isosurface of the Q criterion for the DIHT test case
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spectrum

constant leads to more energy in the middle of the energy spectrum and less energy
in the smaller scales.

Figure 3 shows the influence of the LES subgrid parameter CDES and numerical
damping factor Smin on the energy spectrum of the DIHT. The subgrid parameter
CDES has a smaller impact on the energy spectrum than the numerical damping factor
Smin. For values of CDES � 0:4 excellent agreement with measurement and DNS is
achieved. For Smin only a value of 0.1 produces a good spectrum. This shows clearly
the importance of a high spatial discretization order with minimal dissipation. It is
also shown that, if not enough dissipation is added, the solution degenerates quickly
and becomes unstable.

This effect is also shown in the next figure. The integral kinetic energy over
time for different parameters of CDES and Smin is displayed in Fig. 4. The different
curves are normalized by their respective values at t D 10�5 s. A value of zero
for Smin leads to an increase of the kinetic energy due to numerical oscillations
which is unphysical. The two other curves show a similar dissipation behavior. This
suggests that using a more dissipative scheme is not too bad for the integral kinetic
energy transport and dissipation and only the distribution of the energy over the
turbulent scales, thus the energy spectrum, is strongly effected by a scheme with
higher dissipation.

The grid sensitivity of the energy spectrum is show in Fig. 5. For the discretiza-
tion with less dissipation (Smin = 0.1) the energy spectrum’s behavior is almost
grid independent. For significant smaller cells in one direction (e.g. 128�64�64)
the quality of the energy spectrum is derogated. For the discretization with
more dissipation (Smin = 0.1) the energy spectrum, besides deviating more from
the references, are strongly influenced by the grid resolution. In this case, an increase
in cell number in a single direction improves the solution compared to the reference
grid of 64�64�64 cells. This behavior is not fully understood. It could be related
to the inevitable transformation of the non-uniform grids into a uniform grid for
the Fourier transformation. This is required because the Fourier transformation only
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works on uniform grids. Nevertheless, these findings underscore the importance of
a high-order spatial discretization with low dissipation.

4 Channel Flow

The planar channel flow is an important but also very challenging test case for hybrid
LES/RANS methods. The method must ensure that the transition from modeled
turbulence in the RANS domain to resolved turbulence in the LES domain is
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Fig. 6 Instantaneous isosurface of the Q criterion for the plane channel flow. The color indicates
the streamwise velocity U

smooth. Otherwise, differences in the friction forces cause a jump in the velocity
profile, the so-called log layer mismatch [13]. The numerical setup for the channel
flow is the following: The channel height H is 0.03 m and the domain extents 3H into
the x- and z-direction. The used grid consists of 96 cells in each direction. The grid
is uniformly spaced in the x- and z-direction. At the wall the cell sizes are chosen
to ensure yC � 1 and the grid is coarsened towards the center. This leads to cells
with an aspect ratio (�x=�y) of around 220 at the wall and about 2 in the center.
Periodic boundary conditions are used in x- and z-direction. The flow is artificially
accelerated to account for the momentum losses at the wall due to friction. This
pressure source term is closed loop controlled to achieve a predefined Reynolds
number ReH D �ubH

�
D 250;000 with ub being the bulk velocity. The channel flow

simulations are computed on 1728 cores. The computational domain of the channel
and the instantaneous isosurface of the Q criterion are shown in Fig. 6.

Figure 7 shows the nondimensional velocity profile for DDES and iDDES with
different cdt. The simulation results are compared to a DNS from Lee and Moser
(DNS Moser) [6] and correlation from Reichardt [12]. The varied parameter cdt is
present in both models (see Eq.(14)) and has a large effect on the solution. In the
original model formulation of Spalart [15], using the Spalart-Allmaras turbulence
model, this parameter was set to 8. In the work of Gritskevich [5], who used the k-!
SST model, cdt was adjusted to 20. In the DDES presented here (left figure), even
for a value of cdt of 50, the velocity profiles are much different from the DNS and
correlation. For the iDDES model (right figure) the velocity profiles get close but
still remain different from the references. The log layer mismatch is moved towards
the channel center and the jump in the profile is decreased with increasing values cdt.
For a value of 50 no jump in the profile is visible anymore. Due to the logarithmic
scaling of yC it seems that there is no more LES domain. Still, large parts of the
channel flow are in LES mode as can be seen in Fig. 8.

The variation of the two new parameters ct and cl of the iDDES model (see
Eqs. (23) and (24)) are shown in Fig. 9. Both constants are used in the function fe2
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Fig. 7 Nondimensional velocity profile of DDES (left) and iDDES (right) with different cdt (ct D
1:0 and cl D 5)

Fig. 8 LES and RANS domain in a iDDES channel flow with cdt = 50

(see Eq. (22)). In the left figure, the variation of ct with constant cl D 5 is shown. The
effect on the velocity profile of a larger deviation of ct (1.87, blue line) is apparent
around yC � 30, whereas for a smaller variation (0.9, red line and 1.1, green line)
a deviation occurs around yC � 600. The larger variation deviates the slope of the
velocity profile, whereas the smaller variations have an effect on the jump in the
profile. Both small variations (0.9 and 1.1) decrease the jump in the velocity profile.
The exact reason for this behavior is currently unclear to the authors and another
parameter study is currently ongoing. In the right figure, the effect of cl variation
with a constant ct D 1:0 is shown. A larger cl increases the slope of the velocity
profile and vice versa. Also, the jump in the profile is smaller for a larger value of
cl. An ideal combination of the three parameters cdt, ct, and cl has not been found
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yet. The current best setup cdt D 30, ct D 0:9, and cl D 5 deviates by 8% in the
center line nondimensional velocity.

5 Performance Analysis for Different Reaction Mechanisms

For finite rate chemistry simulations there is always a trade-off between the size and
the precision of the reaction mechanism. Without the use of tabulation techniques,
each reaction in the mechanism has to be calculated at every time step. From a
performance standpoint, two parameters of a mechanism are of interest: the number
of species (ns) and the number of reactions (nr). For each reaction an expensive
calculation of the reaction rates is required in each time step. The species source
terms, if the combustion process is solved implicitly, form a dense jacobi matrix
which needs to be inversed in each time step. In this section, a brief performance
comparison of two different reaction mechanisms is presented. Reaction mechanism
1 (RM1) has 21 species and 97 reactions. Reaction mechanism 2 (RM2) consist of
8 species which are involved in 21 reactions. Table 1 shows a comparison of the
two mechanisms’ performance on a otherwise identical setup. For the performance
analysis CrayPat is used. Inside the subroutine line the inversion of the source term
jacobi matrix is performed. The reaction coefficients are calculated in the subroutine
react. The overall execution time, the partial execution times of the two mentioned
subroutines as well as their relative time consumption are shown. The overall
execution time increases by a factor of 4.67. The time spent in the subroutines
increase by significant larger factors of 7.79 and 6.82. Also the percentage of time
spent in the major “chemical subroutines” increases from 36% to 57%.
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Table 1 Performance
comparison of two different
reaction mechanism

RM1 RM2 RM1/RM2

ns 21 8 2:625

nr 97 21 4:62

Execution time 885.2 s 189.5 s 4:67

Time in subroutine line 284.5 s 36.5 s 7:79

Time in subroutine react 220.62 s 32.344 s 6:82

Rel. time in line 32.2% 19.3% 1:67

Rel. time in react 25.0% 17.0% 1:47

6 Conclusion

Steps towards affordable LES for rocket combustion engines have been imple-
mented and tested in the compressible, implicit combustion code TASCOM3D.
Various models of the DES-family have been implemented, tested and compared
on two different simple test cases: a decaying isotropic homogeneous turbulence
flow and a planar channel flow. Both cases were successfully simulated using the
DES-family models. The iDDES model showed promising results for the planar
channel flow and will be used further for rocket combustion engine simulations.
Additionally, the performance of different reaction mechanism was compared. The
size of the mechanism has a large impact on the required computational time.
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Part IV
Computational Fluid Dynamics

Ewald Krämer

The following chapter presents a selection of research projects conducted in the field
of Computational Fluid Dynamics (CFD) during the reporting period. Traditionally,
CFD has a strong request for supercomputing time. At the HLRS in Stuttgart, more
than 60% of the core-hours provided by the CRAY XC40 Hazel Hen in 2016 were
used by researchers looking into challenging fluid dynamic problems. Two of the
projects had been granted access as “Gauss Large Scale Projects” with a budget of
at least 35 million core-hours for 1 year. Additionally, quite a big number of CFD
simulations on a smaller scale were run on the tier-2 cluster ForHLR I and II at the
Steinbuch Centre for Computing (SCC) in Karlsruhe. As in the recent years, the
projects have been of excellent scientific quality, and they have in common that the
results achieved for most complex flow physical problems have only been possible
through the use of High Performance Computing. This year, 29 annual reports had
been submitted and undergone a peer review process. Due to limited space, only
ten contributions could be selected for publication in this book, which means that
quite a number of highly qualified reports could not be considered. The results
presented in the following articles were all achieved on the Hazel Hen at the HLRS
in Stuttgart, which is currently the fastest supercomputer in Germany. The spectrum
of projects covers fundamental research as well as application-oriented problems
of industrial relevance. Examples for the latter are colloidal suspensions, heavy
duty cooling systems, hydraulic propeller turbines, wind turbines, advanced aircraft
propulsion systems, and space launchers, just to name a few. Different numerical
methods, as Finite Volume, Lattice Boltzmann, or Discontinuous Galerkin methods,
implemented in in-house, commercial, or open source codes, were employed.
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In the first contribution, Pandey, Chu, and Laurien of the Institute of Nuclear
Technology and Energy Systems at the University of Stuttgart present results from a
Direct Numerical Simulation (DNS) of a turbulent supercritical carbon dioxide flow
in a cooled vertical pipe. Besides the flow direction, the strength of the buoyancy
force and the heat flux were varied. The aim of the study was to investigate
the cooling system heat-transfer problem for nuclear power plants or heavy-duty
coolers. The open source finite volume code OpenFOAM was employed, and the
main simulations were run on a grid with 80m cells using up to 1400 parallel cores.
It was found that the body forces brought in by gravity affects the axial temperature
profile and that the turbulence statistics is influenced by buoyancy and acceleration.
The turbulence is reduced significantly at downward flow, and with the aid of an
octant analysis involving three turbulent quantities, it was revealed that cold ejection
events combined with hot sweeps are the main contributors to turbulent momentum
flux, both being decreased in downward flow.

In the work of Dörr, Guo, Peter, and Kloker of the Institute of Aerodynamics
and Gas Dynamics, University of Stuttgart, the applicability of plasma actuators to
delay laminar-turbulent transition caused by traveling cross flow vortices (CFV)
was explored by two techniques, the upstream flow deformation and the direct
attenuation of nonlinear traveling CFVs. In the first technique, the actuators are
used to excite steady narrow spaced control CFVs that induce a beneficial mean-flow
distortion and weaken the primary crossflow instability. In the second technique, the
actuators are positioned more downstream, where the traveling CFVs have already
established. The localized unsteady forcing against the direction of the crossflow is
then aimed at attenuating the amplitude of the traveling CFVs by directly tackling
the three-dimensional nonlinear disturbance state. The well-established in-house
DNS-code NS3D was used for this study with the DBD plasma actuators being
modelled by body forces. Approximately 6000 cores were used in parallel. It was
found that with both techniques, transition can be delayed, however the efficiency is
significantly higher when applying upstream flow deformation. However, there are
some ideas how to improve the direct attenuation approach, which is planned to be
investigated in the following project phase. Besides that, the parallel efficiency of
the NS3D code shall be improved further by introducing domain decomposition also
in spanwise direction, since presently, the Fourier-spectral ansatz in this direction is
parallelized using a shared-memory OpenMP approach, which limits the number of
usable CPU cores.

In the third article, Ertl, Reutzsch, Nägel, Wittum, and Weigand of the Institute of
Aerospace Thermodynamics, University of Stuttgart, address the complex physical
processes associated with the breakup of a liquid jet with shear-thinning fluid and
phase change. In order to resolve the broad range of spatial and time scales, very fine
grids are mandatory. Results are shown for different grids with up to 1.3 billion cells
using up to 32,768 parallel cores. In the second part of their contribution, the authors
focus on their efforts to improve the already good performance of their employed
in-house multiphase flow DNS-code FS3D, as this is considered mandatory for a
further increase in Reynolds number, which goes in hand with an enlargement of the
computational domain. As the code simulates incompressible flows, the momentum



Computational Fluid Dynamics 237

equation cannot be solved explicitly. Instead, the Pressure Poisson Equation has to
be solved using a multigrid solver. It had turned out during scaling tests on the Hazel
Hen with grids up to 8 billion cells that this task devours most of the computational
costs and causes an unsatisfactory weak scaling behaviour for very large grids.
Thus, a massively parallel geometric multigrid solver of the software package UG4
developed at the Goethe Center for Scientific Computing was implemented into
the FS3D framework. First results show a noticeable increase in weak scaling
performance, but, with respect to strong scaling, the old multigrid solver performed
better. Overall, the performance of the new solver is still behind expectations.
However, the authors see some potential for optimizing the implementation, and
ways to further improve the results are discussed.

Loosen, Statnikov, Meinke, and Schöder from the Aerodynamic Institute of
the RWTH Aachen used a zonal RANS/LES method together with an optimized
dynamic mode decomposition (DMD) to gain insight into the turbulent wake
characteristics of generic space launchers. The occurring wake flow modes are
responsible for asymmetrical loads on the engine extension. Three different generic
space launcher geometries were considered, i.e. a planar backward facing step at
transonic inflow, a strut supported wind-tunnel model at supersonic speed with an air
and a helium nozzle jet, respectively, and an axisymmetric free flight configuration
at transonic speed. The investigated wake topologies reveal a highly unsteady
behaviour of the shear layer and the separation region resulting in strongly periodic
and antisymmetric wall pressure fluctuations on the nozzle surface. Reduced-order
analyses based on extracted DMD modes were performed on the turbulent wake to
scrutinize the underlying low frequency spatio-temporal coherent motions. Further-
more, a passive flow control device consisting of semi-circular lobes integrated at
the base shoulder of the planar configuration was investigated, which reduces the
reattachment length and, thus, the lever arm of the unsteady forces significantly.
In addition, they partially reduce undesired low frequency pressure fluctuations
on the nozzle surface. However, this reduction comes along with increased high
frequency pressure fluctuations. A very good strong scaling behaviour of the code
was demonstrated on Hazel Hen up to 32,256 cores.

For a long time, the Helicopter and Aeroacoustics Group at the Institute of
Aerodynamics and Gas Dynamics at the University of Stuttgart have performed
numerical simulations on complete rotorcraft configurations. In-depth analyses of
aerodynamic phenomena, as e.g. the so-called tail shake, or of the noise emission
including shielding, refraction and diffraction have been in the focus of their recent
work. Such analyses require an extremely high mesh resolution up to several
hundred millions of grid cells, and, thus, high computational times even on modern
supercomputers. Therefore, high efforts have been put in enhancing the parallel
performance of the applied flow solver, which is the FLOWer code originally
developed by DLR. Letzgus, Dürrwächter, Schäferlein, Keßler, and Krämer present
in their contribution recent code optimizations on that score. Priorly, a node-to-
node instead of a core-to-core communication had been implemented using a shared
memory, which provides a huge reduction of the number of messages. Now, a graph
partitioning method was introduced to the MPI communication, which reduces the
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number of messages as well as the total message size again significantly leading
to a further run time speed-up of 20%. Application cases shown are, firstly, a
finite wing in attached and massively stalled conditions installed in a wind tunnel
using URANS and DDES to investigate the influence of the wind tunnel walls,
and secondly, a model Contra-Rotating Open Rotor that was simulated at various
operation conditions to study the unsteady blade loadings and the noise generating
mechanisms.

Wawrzinek, Lutz, and Krämer of the Institute of Aerodynamics and Gas Dynam-
ics as well, consider in their article the effect of statically and dynamically disturbed
inflow conditions on a two-element high lift airfoil installed in a wind-tunnel test
section. In a first step, the two-dimensionally extruded airfoil was exposed to a static
tip vortex originating from a vertically mounted finite wing ahead of the airfoil,
which generates a three-dimensional inflow condition. In a second step, the static
distortion was superimposed by a dynamic gust, which was created through a single
pitch motion of a two-dimensional wing placed upstream of the vortex generator.
Unsteady RANS simulations were performed and analysed in detail, however, not
all occurrences found in the numerical results could be explained satisfactorily yet.
The computational effort for such simulations is very high, on the one hand due to
the small turbulence scales requiring a very fine mesh, and on the other hand due
to the spectrum of frequencies, which demands small physical time steps over long
recording times. Thus, a comprehensive parallel efficiency study of the used TAU-
Code developed by DLR was made for different compilers and grid partitioners.
Good strong scaling behaviour for a 60 m cells grid was found down to less than
10,000 cells per core.

Another working group at the Institute of Aerodynamics and Gas Dynamics is
concerned with the numerical simulation of the aerodynamics, aeroelastics, and
aeroacoustics of wind turbines. Fischer, Zabel, Lutz, and Krämer investigated in
their project the influence of wind tunnel walls, tower, and downstream nozzle on
the performance of a model wind turbine. This model wind turbine has a radius of
1.5 m and was located in a wind tunnel with a cross section of 4:2m � 4:2m at
TU Berlin. Global loads, angle of attack distributions as well as flow fields were
compared to each other to evaluate the influence of the different configurations. It
was found that, due to the wind tunnel environment with a blockage ratio of more
than 40%, thrust is increased by approximately 25% and power by 50% for the same
inflow velocity and pitch. Compared to the influence of the walls, the joint impact
of tower and nozzle on the mean values is small (approximately 1%). However, the
tower leads to an increase of fluctuations. The reduction of the mean values of thrust
and power, which is also an effect of the tower, is partly compensated by the nozzle,
which also attenuates the fluctuation amplitudes. The conclusion of the authors is
that for such a high blockage ratio, a direct transfer from the wind tunnel results
to undisturbed conditions is not reasonable. When comparing the experimental to
the numerical results, the latter have to include the wind tunnel walls, as well as
the tower and the nozzle. The simulations were performed with the FLOWer code,
typically on a 36 m cell mesh on 1296 cores considering 73 rotor revolutions.
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Junginger and Riedelbauch of the Institute of Fluid Mechanics and Hydraulic
Machinery, University of Stuttgart, present a numerical investigation of the draft
tube flow in a low head hydraulic propeller turbine. The flow field in the draft
tube is dominated by the vortex rope. A part load operating point of the turbine at
equal heat and rotational speed but lower discharge factor and guide vane opening
compared to the best efficiency point is considered. The commercial software
package ANSYS-CFD was used for the numerical analyses. Objective of the study
was to compare computational results obtained with different turbulence models at
various mesh sizes up to 100 million cells. RANS simulations with the standard k-!-
SST turbulence model and hybrid RANS-LES using the SAS-SST (Scale Adaptive
Simulation) and the SBES (Stress Blended Eddy Simulation), respectively, were
performed to deliver steady-state as well as transient predictions. The results are
compared with respect to mean velocity profiles as well as the resolved turbulent
flow structures inside in the draft tube. In addition, the hydraulic losses are collated.
Unfortunately, no experimental data for validation is available up to now, but these
are awaited in the near future. For speed-up tests, different versions of ANSYS-
CFX (16.0, 17.2, and 18.0) are compared. It is demonstrated that ANSYS-CFX v18
shows a much better parallel performance than v16 and a slightly better one than
v17. At least for core numbers less than 2000, the parallel performance of the latest
version for this specific application case is satisfactory.

The next contribution comes from Xie, Aouane, and Harting of the Dept.
of Applied Physics, Eindhoven University of Technology, and of the Helmholtz
Institute Erlangen Nürnberg for Renewable Energy. It presents simulation results for
two of their latest applications of their Lattice Boltzmann method to complex fluids
and interface problems. They investigated the behaviour of spherical magnetic Janus
particles at a fluid-fluid interface as well as of a dense suspension of deformable
capsules in a Kolmogorov flow, using a scalable algorithm that is able to resolve
individual interactions on the microscopic level. For the first case, the results were
obtained with their multi-component Lattice Boltzmann solver coupled to a discrete
element module, and for the second case, they coupled the Lattice Boltzmann code
with an Immersed Boundary Method (IBM). The authors demonstrate the strong
scalability of their code for three benchmark cases on Hazel Hen. For a single-
component fluid, nearly a linear speed-up was achieved up to about 100,000 cores
at a domain size of 1024 � 1200 � 1024 lattice nodes. For the colloidal suspension
simulations, the linear scalability breaks down at an earlier stage. The coupling to
IBM reduces the parallel performance further, but it is still good on 4096 cores for
the case with the suspension of deformable particles.

For many years, the working group of Munz at the Institute of Aerodynamics
and Gas Dynamics, University of Stuttgart, has successfully been developing
a Discontinuous Galerkin (DG) based high-order simulation framework. A DG
spectral element method is used in their in-house fluid dynamics code FLEXI,
which has been consequently designed for scale resolving simulations in an HPC
context. Beck, Bolemann, Flad, Frank, Krais, Kukuschkin, Sonntag, and Munz
summarize in their contribution the latest progress in the application of this method
on the Cray XC40 Hazel Hen at the HLRS. They present a large eddy simulation
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(LES) of a flow around a wall mounted cylinder, an LES of a flow around an
airfoil at Reynolds number 660,000 using a recently introduced kinetic energy
preserving flux formulation for a better achievement of non-linear stability, and an
LES of transitional flow in a low pressure turbine. Very recently, a shock-capturing
mechanism employing finite volume sub-cells was implemented into the code. In
the article, also results of comprehensive scaling tests are shown up to 49,152
cores, while typical production simulations have been conducted using up to 20,000
cores. According to the authors, the simulation framework FLEXI has now gained
sufficient maturity to reliably and efficiently perform large-scale time-resolving
simulations for industrially relevant problems on massively parallel supercomputers.

The presented selection of projects reflects the state-of-the-art in supercomputer
simulation in the field of CFD. It illustrates that High Performance Computing
as core enabling technology allows to tackle problem classes, which seemed
unreachable only a few years ago. Furthermore, it impressively demonstrates the
power of modern computer simulation methods aiming at more reliable and more
efficient predictions in industrial design processes and a better understanding of
sophisticated flow physical phenomena. However, it becomes more and more
obvious that the engineers and natural scientists, in order to fully exploit the
potential offered by modern supercomputers, must not focus solely on their physical
problem, but additionally have to think about appropriate numerical algorithms
as well as to get their teeth into the optimization of their codes with respect to
the specific hardware architecture they are going to use. In case this exceeds the
capabilities of one individual, different experts in the respective fields should work
together. The very fruitful collaboration of researchers with experts from the HLRS
and the SCC in many of the projects shows how this can work. Thanks are owed in
this respect to the staff of both computing centres for their individual and tailored
support. Without their efforts it would not have been possible and will not be
possible in the future to sustain the high scientific quality we see in the projects.



Numerical Analysis of Heat Transfer During
Cooling of Supercritical Fluid by Means
of Direct Numerical Simulation

Sandeep Pandey, Xu Chu, and Eckart Laurien

Abstract Supercritical fluids have a wide spectrum of application, ranging from
power generation to enhanced oil extraction. The sensitive nature of thermophys-
ical properties makes the heat transfer complicated. Therefore, in this work, an
investigation is made for the vertically-oriented pipe to understand the physics
behind the heat transfer deterioration occurring during cooling. For that, carbon
dioxide is chosen as working fluid, and direct numerical simulations with the open
source finite volume code OpenFOAM have been performed with variation in the
strength of body force due to buoyancy. It was found out that body force affects
the axial temperature profile. Initial examination of turbulence statistics revealed
that turbulence is modulated by buoyancy and deacceleration. Further investigation
unveiled that long 1-dimensional structures characterized by streak elongation were
present in the downward flow. In the end, Octant analysis indicates the reduction in
ejection and sweep events for downward flow caused the decrease in turbulence.

1 Introduction

Supercritical fluids are widely used in different fields, their application ranges from
power generation to pharmaceutical industries [1, 8]. Their use as working fluid in
supercritical power plants and in transcritical refrigerators promises a better thermal
performance [10, 16, 24]. In both, power generating and consuming devices, isobaric
heat rejection takes place in the near-critical region. In the near-critical region, all
thermophysical properties vary drastically. Figure 1 shows the variation of isobaric
specific heat (cp) and thermal conductivity (�) for supercritical carbon dioxide
(sCO2). These variations bring the extra effect of buoyancy and thermal expansion
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Fig. 1 Variation of thermophysical properties with pressure and temperature; left: cp , right: � [19]

or contraction and make the heat transfer complicated [3, 13]. Numerous attempts
have been made in the past to analyze the heat transfer characteristics during the
heating. These attempts include experiments [14], computational-fluid-dynamics
simulation studies based on turbulence models [11, 22], and direct numerical
simulation investigations [2, 4, 5, 17]. General observations from these studies were
that heat transfer deterioration occurs during the upward flow and enhancement
occurs during the downward flow of sCO2 when the pipe is placed vertically. Also,
it was reported that turbulence models are not reliable at supercritical pressure, as
the peculiar behavior of heat transfer deterioration is not captured accurately with
these models. While experiments only provide limited data, and understanding of
deterioration and enhancement is restricted. Therefore, direct numerical simulation
is an ideal candidate to analyze the heat transfer at supercritical pressure.

In the previous work under this project, heat transfer during the heating was
examined for vertical [4] and horizontal [5] orientation of the pipe. In addition
to this work, several other researchers have conducted DNS to study the several
other phenomena. Nemati et al. [18] have studied the effect of limiting boundary
conditions (i.e. isothermal and iso-heat flux) and reported that Nusselt number (Nu)
reduced by 7% when wall temperature fluctuations are restrained. Recently, He et al.
[12] investigated the effect of a streamwise body force and provided new perception
for the flow relaminarization. They have categorized the body-force aided flow into
three regimes: partially laminarized, fully laminarized and recovery flows based
upon velocity profile and turbulent kinetic energy. None of the DNS have been
conducted to investigate the heat transfer during cooling, which is equally important
in transcritical refrigeration and supercritical power generation cycles.

Therefore, the work summarized in this report is the first DNS at supercritical
pressure under cooling conditions at moderate inlet Reynolds number .Re0/ of
5400. Heat transfer deterioration is analyzed by varying the strength of body force.
The investigation is made by examining the different turbulent statistics, streaks
structure, and octant analysis. It is worth to mention here that, work under this
project will provide an understanding of the heat transfer and flow characteristics
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of supercritical carbon dioxide. Along with it, DNS database generated here will
be further used in the improvement of a semi-empirical model [20, 21] based on
two-layer theory originally devised by Prandtl.

2 Computational Details

2.1 Governing Equations

Low-Mach Navier-Stokes (N-S) equations are used instead of the fully compressible
N-S equations to describe the flow in this DNS. An assumption is made that
during the heat transfer at supercritical pressure, the Mach number is very low so
that acoustic interaction can be decoupled from the compressibility effects. This
assumption was also employed in the previous DNS as well, e.g. by Bae [2], Nemati
[17] and Chu [5]. In the following equations (1), (2) and (3) represent the mass,
momentum and energy conservation for the current DNS, respectively:
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The thermophysical properties were derived from NIST REFPROP [19] and
implemented by a spline function divided into different temperature ranges for
a given pressure. The maximum relative error is kept below ˙1% for the spline
function. A thermophysical property (say, ), enthalpy (h), inlet pressure (P0) and
temperature (T) is related as  D f .h.P0;T//.

2.2 Numerical Method and Flow Domain

The above mentioned governing equations are discretized with the open-source
finite-volume code OpenFOAM V2.4 [27]. The Pressure-Implicit-with-Splitting-of-
Operators (PISO) algorithm was applied to couple the pressure and velocity term
in the momentum equation. Different discretization schemes were employed for
solving PDEs; spatial discretization was made with the central differencing scheme
and temporal discretization was performed by a second order implicit differencing
scheme. Convective terms in the energy equation were solved by the third order
upwind scheme QUICK. The code is overall second-order accurate in both space
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Fig. 2 Flow domain and boundary conditions

and time. To speed up the initial turbulence development, a perturbation method
[23] was used.

The simulation domain consists of a tube of 2 mm diameter with a total length of
35 diameters (35D) as shown in Fig. 2. The tube is divided into two parts namely, the
inflow generator and the main domain. The inflow generator is made up of an initial
length of 5D, and objective of this section is to provide a fully developed turbulent
flow for the main domain. For this purpose, a recycling/rescaling procedure [15] is
adopted with the isothermal wall. A resolution of 120�360�300 was chosen for the
inflow generator with a friction Reynolds number, Re� D Ru�

�
, of 180. Here, R is the

radius of tube, � is the kinematic viscosity and u� is the friction velocity calculated
as: u� D

p
�w=�. The wall shear stress (�w) is based on the inlet Reynolds number�

Re0 D GD
�0

�
of 5400 and it is calculated as: �w D 1

8
Cf�U2, with Darcy friction

factor, Cf D 0:316

Re0:25
.

The main domain can be identified by a negative uniform heat flux for the
remaining section of 30D. In this domain, the no-slip boundary condition is imposed
at the wall along with the convective outflow boundary condition for the velocity
and other variables at the outlet. This domain is discretized with a resolution of
120�360�1800. The mesh is refined in the near-wall region, which corresponds
to �yC between 0.1 (wall) and 0.2 (center). The dimensionless resolution in the
circumferential direction (�R�)C is 3.1 at the center. A uniform grid spacing is
employed in the axial direction and it gives a dimensionless resolution of, �zC D
6:0. Here, mesh resolution is given in wall units governed by yC D yu�;0=�0,
based upon the inlet Reynolds number. The cylindrical pipe is discretized with a
total of 80 Mio. structured hexahedral mesh. This resolution is little higher than
the past DNS of Nemati [17] and Chu [5]. During the cooling, Reynolds number
also decreases and it provides an opportunity to use a lesser resolution here than
the heating. The mesh resolution is identical in all the simulation cases. In the
post processing, the mesh coordinate transformation from Cartesian coordinate to
Cylindrical coordinate is necessary. The flow statistics are obtained by averaging in
time.

This numerical method has been validated previously with the air-flow experi-
ments [6], and with other DNS [5]. Therefore, further validation is not provided in
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this report. In this study, attention is drawn to cooling of supercritical CO2 while
aiming to investigate the behavior of turbulence under the effects of buoyancy.
Hence, different conditions are simulated through four distinct cases shown in

Table 1. Here, QC shows the non-dimensional cooling heat flux

�
qwR
�0T0

�
. The case

without gravity is referred to as the forced convection (FC) and the case with the
large wall heat flux is referred to as the double heat flux case (2DC).

2.3 Inflow Turbulence

To justify the mesh resolution for the inflow generator section, a comparison with the
data of KTH-FLOW project [9] is presented. They have used a high-order spectral
element code based upon Galerkin approximation with 18:6 � 106 total grid points
and inlet Reynolds number of 5300. A comparison is made with the root mean
square (RMS) value of the velocity component. An excellent agreement can be seen
in Fig. 3 and it can be concluded that inflow turbulence to the main domain is fully
developed.

Table 1 Simulation conditions, identical inlet conditions at Re0 D 5400, P0 D 8MPa

Case Type Direction qw (kW/m2) QC T0 (K) Uz;0 (m/s)

FC Forced (g=0) – �30.87 �4.32 342.05 0.3073

UC Mixed Upward �30.87 �4.32 342.05 0.3073

DC Mixed Downward �30.87 �4.32 342.05 0.3073

2DC Mixed Downward �61.74 �8.65 342.05 0.3073

Fig. 3 Inflow turbulence
validation; symbols: KTH
FLOW data [9], solid line:
present DNS; top: uz; middle:
u� ; bottom: ur
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3 Results and Discussion

Direct numerical simulations have been performed with the conditions of Table 1
and various results are discussed in this section. In this section, any quantity (say
) is either Reynolds averaged or Favre averaged. The Reynold averaged quantity is
shown as  (mean part) and 0 (fluctuating part). On the other hand, Favre averaged
quantity is decomposed in mean part as,e=�=�, and its fluctuating part is denoted
by 00.

3.1 Heat Transfer and Flow Characteristics

Figure 4a shows the variation in wall temperature (Tw), and it is crucially affected by
the direction of fluid flow and thermal contraction. In case UC, the wall temperature
drops, and it is relatively higher than all other cases. It is an indication of enhanced
heat transfer. Since in case UC, buoyancy and fluid deceleration are present unlike
case FC where only deceleration favors the heat transfer. Therefore, the trend of
wall temperature is similar as of case UC, but with a reduced value. On the other
hand, in case DC and 2DC, Tw monotonically decreases as illustrated in Fig. 4a. This
represents the heat transfer deterioration. Figure 4b shows the variation of wall shear
stress. For upward flow (case UC), its value is the minimum among all and for a very
short region, it shows a negative value and it indicates flow recirculation. In contrast,
for forced convection, the wall shear stress remains approximately constant, and in
downward flow the wall shear stress increases in the flow direction.

The external effects of buoyancy and flow deceleration significantly affect the
mean velocity profile. Figure 5 shows the radial velocity profile for cases UC, FC,
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Fig. 4 Variation of (a) Wall temperature (Tw), (b) Wall shear stress (�w) for (solid line): UC;
(dotted line): FC; (dash-dotted line): DC; (dashed line): 2DC
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Fig. 5 Mean velocity profile (a) Case UC, (b) Case FC, (c) Case DC, (d) Case 2DC; for (solid
line): z D 0D; (dotted line): z D 7:5D; (dash-dotted line): z D 15D; (dashed line): z D 27:5D

DC and 2DC between r=R D 0 (center) and r=R D 1 (wall). At supercritical
pressure, the thermophysical-properties variation deforms the mean velocity profile
significantly compared to that of constant property flow (i.e. at z D 0). The effects
of thermal contraction can be seen in the forced convection (case FC) in Fig. 5b,
where the fluid is decelerating. In case DC, the fluid also decelerates but the rate of
deceleration is more than for the forced convection and it increases with the increase
in the heat flux as depicted in case 2DC. At z D 27:5D, the velocity profile deforms
into the ‘M’ shape profile for 2DC case as shown in Fig. 5d. The ‘M’ shape velocity
profile indicates an increase in turbulence production and it is shown in next section.
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3.2 Turbulence Statistics

Only two statistics are discussed here to show qualitative information regarding the
impaired heat transfer. Figure 6 is showing the radial profile of the Reynolds shear
stress (RSS=�U00

r U00
z ) for different axial locations along the pipe. Figure 6a shows

that in upward flow RSS increases in the flow direction. On the other hand, RSS
decreases and it even shows a negative value at the outlet for the case DC and 2DC
as depicted in Fig. 6c, d. This shows that turbulence is reduced in the flow direction
for downward flow and it explains the heat transfer deterioration.

Figure 7 is showing the contribution of buoyancy into turbulent kinetic energy
and it is termed as buoyancy production rate (Bk= 	g�0U0

z). For the forced
convection (case FC), Bk is zero as gravity is set to zero in it. While it is present
in the mixed convection and its contribution cannot be neglected. For case UC, Bk
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Fig. 6 Reynolds shear stress (RSS) for (a) Case UC, (b) Case FC, (c) Case DC, (d) Case 2DC;
legends are identical to Fig. 5
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Fig. 7 Turbulent production due to buoyancy (Bk) for (a) Case UC, (b) Case DC, (c) Case 2DC;
legends are identical to Fig. 5

remains positive due to unstable stratification for the entire length as illustrated in
Fig. 7a. On the other hand, Bk is negative in downward flow (case DC and 2DC), but
soon enough it becomes positive and double heat flux has higher magnitude due to
larger body force. In the downward cooling, both stable and unstable stratification
can occur, therefore, buoyancy can act as source or sink. This observation is contrary
to the heating of sCO2, in which downward flows are always unstably stratified and
upward flows can either stably or unstably stratified [17].

3.3 Flow Visualization

To further gain the understanding of deteriorated heat transfer in the downward flow
case, low-speed streaks are visualized here. For that purpose, the negative fluctuating
part of the streamwise velocity (u00

z < 0) is visualized and the Favre-averaged
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Fig. 8 Low speed streaks visualization with u00
z < 0, lighter color indicates high value of ju00

z j at
yC D 5; top: FC, middle: DC, bottom: 2DC

value is used to account for the effect of variable density. Figure 8 depicts the low-
speed streaks for forced, downward flow with single and double heat flux. In the
forced convection case, one can observe the streak formation and their breakdown,
which is one of the reason for the self-sustaining turbulence cycle. On the other
hand, in the downward flow with single heat flux, streak stretching can be seen,
in which turbulence is impaired and 1-dimensional turbulence prevails the flow.
The reduction in turbulence leads to the deteriorated heat transfer in the downward
flow. If one compares the single and double heat flux for downward flow, it can be
observed that streak stretching disappears near the outlet for double heat flux. It can
nicely be linked with the axial temperature variation and ‘M’-shape velocity profile.
At z � 20D, the temperature starts decreasing again (better heat transfer) and the
velocity profile also deforms into ‘M’ shape, and it is termed as turbulence recovery
which increases the heat transfer again.

3.4 Octant Analysis

Octant analysis is a technique to conditionally average the RSS to investigate
the eddy structure in any turbulent flow. In this technique, Reynolds shear stress
(RSS) is decomposed based upon the sign of

p
�U00

r ,
p
�U00

z and T 0 [25, 26]. This
decomposition gives the RSS value in different Octant and each Octant represents
a particular eddy motion. For e.g. cold ejection event

p
�U00

r > 0,
p
�U00

z < 0

and T 0 < 0 occurs in octant-6 (O6) while hot sweep occurs when
p
�U00

r < 0,
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Fig. 9 Octant analysis for RSS for case UC, left for z D 7:5D and right for z D 27:5D
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Fig. 10 Octant analysis for RSS for case DC, left for z D 7:5D and right for z D 27:5D

p
�U00

z > 0 and T 0 > 0 in Octant-8 (O8). Figure 9 shows the Octant analysis for
upward flow, where better heat transfer was observed compared with the downward
case. At z D 7:5D, ejection by cold fluid and sweep by warm fluid have the largest
contribution to the RSS. It implies that warm fluid is advancing towards the wall
with the high streamwise velocity (sweep by the warm fluid) and at the same time,
colder fluid is displacing away from the wall with a high wall-normal velocity
(ejection by the cold fluid). The contribution of other quadrants also increases with
the streamwise direction. Figure 10 is showing the same for the downward flow
case for z D 7:5D and 27:5D. The global trend is similar to the upward flow
case at z D 7:5D as illustrated in Fig. 10a. As compared with the case UC, all the
Octant show reducing magnitude in the streamwise direction and become zero at the
outlet. Ejections of cold fluid dominate due to turbulent bursting and sweep by the
warm fluid is equally important in any turbulent flow. This indicates that ejection
moves the cold fluid away from the wall and to replace it, sweep event occurs
which brings the warm fluid from the core. In the downward case, the magnitude
of the ejection and sweep events decreases down significantly. This explains the
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heat transfer deterioration characterize by the poor heat transfer in the downward
flow under cooling conditions.

3.5 Computational Performance

For the direct numerical simulations, the high-performance computer named ‘Hazel
Hen’ was used, located at the High-Performance Computing Center (HLRS)
Stuttgart. It is a Crayr XC40 system and it has 7712 computing nodes. Each node
has two Intelr Haswell processors (E5-2680 v3, 12 cores) and 128 GB memory. It
makes a total of 185,088 cores and a theoretical peak performance of 7.42 PFlops.
The nodes are interconnected by Crayr Aries network technology, which is an
innovative inter-communication technology and it uses a high-bandwidth and low-
diameter network topology known as Dragonfly. In the past, scalability tests were
conducted to find out the optimum number of cores to be used with the current
setting of solver [7]. Figure 11 shows the scaling of the current solver and it can
be seen that in the range of 400–1400 cores, a linear speed up was achieved along
with the parallel efficiency in the range of 90–110%. Approximately 62,000 cells
are distributed on every core with 1200 computational cores. During this study, we
stored only two latest time-step data to avoid the limitation of number of files and
the memory. Thus, averaging in time was done on the run and as a post-processing
step, other calculations such as coordinate transformation and Favre-averaging was
performed. This also saves the computational-time during reconstructing data and
averaging afterward.
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Fig. 11 Scaling characteristics of current solver: (a) Speedup. (b) Parallel efficiency [7]
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4 Conclusions

In this work, an extensive analysis was performed to understand the mechanism of
heat transfer during the cooling of supercritical fluids. For that, direct numerical
simulation was used as a tool due to its higher accuracy. The DNS was performed
at an inlet temperature of 342.05 K, inlet pressure of 8 MPa, and at a moderate
Reynolds number of 5400. Four different cases were simulated to study the effects
of body force brought by gravity (i.e. buoyancy), heat flux and flow direction.
The results show different trends for heat transfer and flow quantities. The wall
temperature remains nearly constant in upward and forced convection cases and
deterioration was observed in the downward flow. The deterioration of heat transfer
depends upon the strength of the buoyancy force as observed from the case with
single and double heat flux. In the forced convection, fluid deceleration was noticed,
and in mixed convection, buoyancy also has its significant effect on flow, and
it deformed the velocity profile. Turbulence statistical analysis has shown that
turbulence reduced significantly in the downward flow case as compared to forced
convection. The decomposition of RSS was done in the octant analysis, and it
revealed that cold ejections combined with hot sweep are the major contributor to
turbulent momentum flux. Moreover, it has been shown that reduction in ejection
and sweep events and it causes heat transfer deterioration in the downward flow.
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Control of Traveling Crossflow Vortices
Using Plasma Actuators

Philipp C. Dörr, Zhengfei Guo, Johannes M.F. Peter, and Markus J. Kloker

Abstract It has been shown recently by direct numerical simulations that plasma
actuators can be used to delay laminar-turbulent transition caused by steady cross-
flow vortices (CFVs) in three-dimensional boundary layers on swept aerodynamic
surfaces. In the current work the applicability of such actuators to control transition
caused by traveling CFVs is explored by two techniques. In the first technique,
named upstream flow deformation, the actuators are used to excite steady CFV
control modes. The resulting narrow spaced control CFVs induce a beneficial
mean-flow distortion and weaken the primary crossflow instability, yielding delayed
transition. In the second technique, the direct attenuation of nonlinear traveling
CFVs, the actuators are positioned more downstream, where the traveling CFVs
have already established. The localized unsteady forcing against the direction of
the crossflow is then aimed at attenuating the amplitude of the traveling CFVs
by directly tackling the three-dimensional nonlinear disturbance state. With both
techniques transition can be delayed, however with a significantly higher efficiency
for the method of upstream flow deformation.

1 Introduction

Due to the leading-edge sweep, a distinctly three-dimensional boundary-layer flow
with a crossflow (CF) component perpendicular to the main flow direction develops
on the wings and stabilizers of modern aircraft. The inflectional CF velocity
profile invokes the so-called CF instability, yielding strong amplification of both
steady and traveling CFV modes. In environments with non-negligible free-stream
turbulence the traveling modes dominate. The resulting nonlinear traveling CFVs
create localized high-shear layers traveling with them and trigger a secondary
instability that rapidly causes transition to turbulence. For further details on this
transition process see e.g. [19, 21, 22].
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Plasma actuators generate a body force that locally accelerates the surrounding
fluid, making them suitable for the application in laminar flow control. Furthermore,
they are fully electronic without moving parts and flush-mountable. Hence, they do
not affect the surface quality when being inactive. Comprehensive overviews of
current research and the actuators’ working principle are given in review articles,
see e.g. [3, 4, 15].

Various approaches for delaying the crossflow-induced transition have been
developed, see [10, 12, 17, 18, 21]. Successful application of plasma actuators
employing the techniques of base-flow stabilization [6], direct attenuation of
nonlinear CFVs [7] and upstream flow deformation (UFD) [8] to control transition
caused by steady CFVs has been shown recently by Dörr and Kloker. The UFD
method was found to be the most efficient because the instability inherent to the
flow is exploited.

In the current work we scrutinize the applicability of the UFD method and
the direct attenuation of nonlinear CFVs to control transition caused by traveling
CFVs. When employing the UFD method, the plasma actuators are used to excite
steady CFV control modes with a spanwise wavenumber of 3/2 the wavenumber
of the most unstable steady CFV mode. The resulting nonlinear steady control
(UFD) CFVs induce a beneficial mean-flow distortion and the primary CF
instability is weakened, yielding delayed transition. For the direct attenuation
approach the plasma actuators are positioned farther downstream. The localized
unsteady forcing against the direction of the CF is then aimed at decreasing the
amplitude of the traveling CFVs that move over the unsteadily driven actuators by
tackling the three-dimensional disturbance state. The base flow used for the current
investigations resembles the recently re-designed DLR-Göttingen swept flat-plate
experiment [2, 8]. It consists of a flat plate with a displacement body above to
induce a chordwise varying pressure distribution on the plate, modeling the three-
dimensional boundary-layer flow as it develops in the front region on the upper side
of a swept wing.

The paper is structured as follows: in Sect. 2 the numerical setup for the
investigations on transition control is described, including the modeling of the
plasma actuators and vortical free-stream disturbances (FSDs). Section 3 presents
the results using the UFD method (Sect. 3.1) and direct attenuation (Sect. 3.2). An
additional code-performance study is shown in Sect. 4.

2 Numerical Setup

2.1 Basic Setup

The in-house DNS code NS3D [1] in the asymmetric base-flow setting [6, 10] is used
for all simulations, solving the time-dependent, three-dimensional, compressible
Navier-Stokes equations together with the continuity and energy equation in
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PAs for direct attenuation

disturbance strips for
unsteady pulsing (h,±2)

disturbance strip for CFV mode (1,2)
PAs for UFD control mode (0,3)

sponge zone

λz,0

δ (x)

sponge zone

disturbance
free-stream potential streamline

x

y

z

xs
zs

us

ws

Fig. 1 Integration domain and coordinate systems

conservative formulation and with explicit 4th-order Runge-Kutta time stepping.
The integration domain used for the investigations of Sect. 3 is shown Fig. 1. It
consists of block-structured Cartesian grids. Explicit finite differences of 8th-order
are used for the discretization in the x- and y-direction, and in the z-direction a
Fourier-spectral ansatz is employed. Velocities and length scales are normalized
by the chordwise reference velocity NU1 and the reference length NL, respectively,
the overbar denoting dimensional values. The vector u D Œu; v;w�T denotes the
velocity components. Whereas the free-stream velocity Nq1;exp in the experiments
was set to 30m s�1, yielding a Mach number Ma1;exp D 0:066 based on NU1;exp,
the simulations are performed at Ma1 D 0:20 to allow for a reasonable time
step. The ambient conditions and the Reynolds number range are kept to establish
comparable flow regimes. For the DNS the following reference values result: NU1 D
68:871m s�1, NL D 0:033m, NT1 D 295:0K and N�1 D 1:181 kg m�3. The reference
angular frequency is set to !0 D 6:0, and the time step to �t D 8:727 � 10�6.
In the x-direction the domain covers 0:173 6 x 6 4:078 with Nx D 2604 points,
�x D 1:500 � 10�3. In the y-direction a stretched grid with Ny D 152 points
is used, covering 0:000 6 y 6 0:121, �ywall D 1:251 � 10�4. The fundamental
spanwise wavelength is �z;0 D 0:180, corresponding to the fundamental spanwise
wavenumber �0 D 2�=�z;0 D 35:0. For the investigations on the UFD method,
Sect. 3.1, the z-direction is discretized with K D 21 de-aliased Fourier modes (64
points). For the cases in Sect. 3.2 the domain width is reduced to �z;0=2 and 10
modes are used, keeping�z D 2:805�10�3. A disturbance strip at the wall centered
at x D 0:8 with synthetic blowing and suction, alternating in z, is used in Sect. 3.2
to excite the CFV mode (1, 2) (double-spectral notation (h!0,k�0) used). Farther
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downstream, centered at x D 2:0 and x D 2:5, respectively, two additional strips
with pulse-like (background) disturbances (h;˙2), h D 1–50, can be activated to
initiate controlled breakdown of laminar flow downstream. For further details on the
basic setup, also including information on boundary-layer parameters and stability
properties of the investigated base flow, see [8, 9].

All simulations were run on the Cray XC40 (Hazel Hen) HPC system at the High
Performance Computing Center Stuttgart (HLRS). The domain is decomposed into
248 sub-domains, with size Nx � Ny � Nz of 42 � 38 � 32/64 points for the cases
with 10/21 Fourier-modes. Each sub-domain and its corresponding MPI process
was assigned to one compute node. 24 OpenMP threads were used for the Fourier-
spectral ansatz, yielding a total of 5952 CPUs. The average wall-clock time for the
simulations was �12 h for the cases with 10 Fourier-modes and �25 h for the 21-
modes cases, for the simulation of 14 fundamental periods/168,000 time steps.

2.2 Modeling of the Plasma Actuators and the Vortical
Free-Stream Disturbance

The effect of a dielectric barrier discharge (DBD) plasma actuator is modeled
by a dimensionless wall-parallel body force f .x; y; z/. An empirical model [16]
is employed to calculate the planar force distribution, and an angle ˇPA can be
defined for rotation of the actuator about the wall-normal axis y, see Fig. 2. The
dimensional force distribution Nf .x; y; z/ corresponding to f .x; y; z/ can be calculated
according to equation (1) given in [7]. Important actuator parameters for the current
investigations are provided in Table 1. For case CNL-ACF with an unsteady body
force, see Sect. 3.2, the force is modeled according to

f .x; y; z; t/ D f .x; y; z/ ŒCs C Cu sin .!PAtC&PA/� ; (1)

where the constants Cs and Cu are both set to 0.5 to yield a sinusoidally varying force
between zero and a positive maximum. The plasma actuator operating frequency

(a)

xPA

(cold) plasma
f (x,y)

y

x

(b)

z

xxPA

zPA

lPA βPA

f (x,y,z)

Fig. 2 (a) DBD plasma-actuator schematic and modeled body-force. (b) Rotation of the actuator
about the wall-normal axis by the angle ˇPA
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Table 1 Plasma-actuator parameters for the calculations presented; maxf f g D
maxf
 f 2x C f 2z

�1=2g
Case xPA lPA zPA ˇPA !PA maxf f g maxfNf g c�

(–) (–) (–) (ı) (–) (–) (kN m�3) (%)

UFD-ACF 0:50 0:40 0.000, 0.060, 0.120 150.0 - 0.28 1.68 0.0012

CNL-ACF 2:25 0:60 0.025, 0.115 130.2 6 0.84 5.08 0.0068

The dimensional force Nf corresponding to the Ma1;exp D 0:066 experiment is calculated according
to equation (1) given in [7] ( NU1;exp D 22:657m s�1 , NLexp D 0:1m, N�1 D 1:181 kg m�3). The
momentum coefficient c� is calculated according to equation (3) given in [7] (value given per
actuator; for case CNL-ACF it corresponds to its maximum in time)
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Fig. 3 (a) Plasma actuator body-force distribution for case UFD-ACF with forcing against the CF.
f10%-isosurface shown ( f10% = maxfŒ f 2x C f 2z �

1=2g/10 = 0.028). The color indicates the wall-normal
distance y. (b) Wall-normal shape of the free-stream mode imposed for cases REF-1 and UFD-
ACF. xFSD D 0:214, ˛r;FSD D 157:2, ˛i;FSD D 2:43, �FSD D �70:0, "FSD D 308:5, !FSD D �6:0

!PA is set to 6.0 and the phase &PA to 7/4� . Consequently, the maximum force
maxf f g D 0:84 is reached at t D 3=8 T0, and the force is zero at t D 7=8 T0

(T0 D 2 �=!0). Note that setting !PA D 6:0 defines a low-frequency modulation
of the body force (!PA D 2 � N�PA NL= NU1 D 6:0 corresponds to N�PA D 217Hz for
the investigated experiment). This does not model the frequency of the AC high
voltage needed to operate the actuator which can easily be set to 10 kHz or higher.
According to our previous investigations [5–7, 9], the effect of high-frequency
fluctuations on the flow field is negligible for the current investigations on transition
control. For further details on the body-force modeling see [5–7].

For the simulations presented in Sect. 3.1 a single unsteady vortical free-stream
disturbance (FSD) is forced at xFSD D 0:214, near the inflow boundary, to excite
the traveling CFV test mode (1, 2). The FSD is modeled by an eigenmode from
the continuous spectrum of the underlying compressible linear stability problem,
see Fig. 3b. At the upper boundary a 5th-order polynomial is employed to ramp the
disturbance to zero over 10 grid points. The amplitude of the FSD is set such that the
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maximum of jOus,FSDj D 0:005 and �FSD and !FSD are �70:0 and �6:0, respectively.
The wall-normal wavenumber is calculated according to equation (2.14) given in
[20], yielding "FSD D 308:5 for the investigated FSD. The FSD wave vector in the
wall-parallel plane is approximately aligned with the one of the expected, amplified
traveling CFV mode.

3 Results

3.1 Upstream Flow Deformation

The downstream development of the maximum amplitude of the streamline-oriented
disturbance velocity component Qu0

s D u0
s=uB;s;e D .us � uB;s/=uB;s;e for case REF-

1 with FSD but without active plasma actuators is shown in Fig. 4a. Upstream
of x � 0:5 the maximum amplitude of the mode (1, 2) is connected to the
decaying FSD. When impinging on the boundary layer, the FSD excites the CFV
mode (1, 2) in the layer and exponential growth of the mode sets in at its neutral
position at x D 0:36. At x � 0:5 the CFV mode eventually overtakes the FSD
in amplitude and the disturbance development then is clearly connected to the
exponential growth governed by primary instability of the CFV mode. To initiate
controlled breakdown by secondary instability, the disturbance strip at x D 2:5 is
activated. Transition to turbulence sets in directly downstream of the strip, indicated
by the strong growth of the unsteady modes. For case UFD-ACF plasma actuators
with forcing against the CF are activated. To excite the UFD control mode (0, 3)
three actuators per fundamental spanwise wavelength are used, see Fig. 3a. The
resulting disturbance development is shown in Fig. 4b. The UFD control mode

Fig. 4 Downstream development of modal Qu0
s; .h; k/- and Qu0

s; .h/-amplitudes for (a) case REF-1
and (b) case UFD-ACF from Fourier analysis in time (maximum over y or y and z, 0 � ! � 180,
�! D 6). Open symbols in (b) denote case REF-1
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Fig. 5 Vortex visualization (snapshots at t=T0 D 14, �2 D �4, colour indicates y) for (a)
case REF-1 and (b) case UFD-ACF. Body-force distribution ( f10%-isosurface, dark) added for
case UFD-ACF. Rotated reference system with x0 D 0:4, z0 D 0:0, ˚r D 45ı used; xr D
.x � x0/ cos˚r C .z � z0/ sin˚r, zr D �.x � x0/ sin˚r C .z � z0/ cos˚r; the subscript 0 labels
the rotational axis. Note the compression of the xr-axis (zrWxr D 1:85W1)

(0, 3) reaches high amplitudes and induces a beneficial two-dimensional mean-flow
distortion (0, 0), stabilizing the flow; 3d effects are present of course, but (0, 0) has
the leading role. Growth of the CFV mode (1, 2) is virtually fully suppressed, and
transition to turbulence does not appear within the integration domain. The arising
vortical structures for cases REF-1 and UFD-ACF are shown in Fig. 5a and b,
respectively. The vortices dominant in case REF-1 correspond to the CFV mode
(1, 2). Undisturbed flow is found up to xr � 3:8 (x � 3:1) where the first turbulent
structures appear, caused by the (background) pulsing. Fully turbulent flow is found
downstream of xr � 4:5 (x � 3:6). For case UFD-ACF the vortices correspond to
the UFD control mode. They die out downstream of xr � 3:7 (x � 3:0) and no
secondary structures are found. To check the effect of the UFD on the skin-friction
drag, the wall-normal gradient of the spanwise mean velocity component in the
direction of the oncoming flow is integrated in the x-direction, see Fig. 7b. Compared
to case REF-1 the drag is significantly reduced for case UFD-ACF due to the delayed
transition to turbulence.

3.2 Direct Attenuation of Nonlinear Crossflow Vortices

For the following investigations the CFV mode (1, 2) is excited only using the
disturbance strip at x D 0:8. Furthermore, both strips with background pulsing are
activated. However—as expected—the arising dominant vortical structures and the
disturbance-amplitude development for case REF-2 without active plasma actuators
are qualitatively identical to case REF-1 with excitation of the CFV mode by the
FSD impinging on the boundary layer, see Figs. 6a and 7a, respectively. For case
CNL-ACF two plasma actuators per fundamental spanwise wavelength with forcing
against the CF are positioned at xPA D 2:25, in between the two disturbance strips.
The body-force distribution and strength are based on previous investigations on the
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Fig. 7 (a) Like Fig. 4 but for case CNL-ACF. Open symbols denote case REF-2. (b) In the
x-direction integrated evolution of the wall-normal gradient of the spanwise mean velocity
component in the direction of the oncoming flow at the wall. The maximum arising over one
fundamental period is used to account for a fully turbulent flow
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optimum attenuation of steady CFVs using the same basic setup, see [11]. However,
the force direction is adapted such that the forcing is perpendicular to the vortex axis
of the dominant traveling CFVs; note that the angle between the wave vector and
the potential-flow direction is somewhat lower for the traveling CFVs than for the
steady ones. Compared to the optimum actuator position found for the attenuation
of steady CFVs [7], the actuators are positioned slightly farther to the right, i.e. at
larger zr, relative to the traveling CFVs at t D 3=8 T0 when the force is maximum.
The vortical structures arising during one fundamental period for case CNL-ACF
are shown in Fig. 6b,e. The forcing clearly affects the oncoming CFVs, and for
some distance downstream of the actuators their strength is decreased. Comparing
the vortical structures of cases REF-2 and CNL-ACF at t=T0 D 14, Fig. 6a and
e, respectively, also shows that the first turbulent structures arise some distance
farther downstream for case CNL-ACF. The disturbance-amplitude development for
case CNL-ACF is shown in Fig. 7a. In agreement with the discussed effect on the
oncoming CFVs, the amplitude of the mode (1, 2) is decreased in the vicinity and
for some distance downstream of the actuators. But due to the temporal mean of
the actuator force the steady mode (0, 2) reaches high amplitudes, and non-linear
interaction with the mode (1, 2) yields the generation of further modes, e.g. the
mode (1, 4). As simulations with a purely steady actuation indicate (not shown, see
[11]), the effect of the high-amplitude steady mode counteracts the positive effect
of the unsteady force component. However, compared to case REF-2 the onset of
the strong growth of the unsteady modes is shifted downstream for case CNL-ACF
(see the mode with ! D 90), and transition to turbulence is delayed. The effect
on the skin-friction drag is shown in Fig. 7b. As expected, the delayed transition
yields lower drag for case CNL-ACF than for case REF-2. However, comparison to
case UFD-ACF demonstrates that the UFD method is significantly more efficient.
Current work checks if a modification of the time signal used to modulate the
unsteady body force can improve the effect of the forcing, e.g. by employing a
rectangular function instead of a sine-actuation. Furthermore, employing a second
actuator row downstream is investigated. When controlling steady nonlinear CFVs,
placing a second and even a third actuator row downstream of the first one yielded
further, substantial delay of transition, see [7].

4 Code Performance

For the current NS3D code version, domain decomposition using MPI is only
possible in the x- and y-direction where explicit 8th-order, compact 6th-order or sub-
domain compact 6th-order finite differences are used for the spatial discretization
(see [14] for an in-depth explanation of the sub-domain compact approach). The
Fourier-spectral ansatz in the spanwise direction z is parallelized using a shared-
memory OpenMP approach, limiting the number of CPU cores used for the
spanwise discretization to the 24 available cores per node (then with one MPI
process per node) for the current Cray XC40 at HLRS. The missing domain
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decomposition in this direction limits the number of usable nodes. To investigate
the OpenMP parallelization a scaling study is performed.

The test case used for the study consists of a laminar boundary-layer flow over
a flat plate. The flow is two-dimensional but a fully three-dimensional calculation
is performed to check the code performance numbers of interest. The domain is
discretized using 6912 � 600 grid points in the x- and y-direction using the sub-
domain compact finite differences. To assess a possible effect of the number of grid
points used for the Fourier-spectral ansatz on the scaling, three different numbers
of resolved Fourier modes have been used, leading to 64, 128, or 256 points in the
z-direction for a total of about 265 million, 530 million and 1.06 billion grid points,
respectively. The domain is split into 384, 768, or 1536 sub-domains using MPI and
for the scaling test each MPI process uses 1 up to 24 OpenMP threads. This yields
the total number of cores used from 384�1 D 384 up to 1536�24 D 36;864 cores.
The nodes of the cluster are always fully used. Hence, for example, for 6 OpenMP
threads 4 MPI processes are placed on one node.

The three different grid-point numbers investigated in the z-direction showed no
significant influence on the scaling. Therefore, the following performance numbers
are averaged over all three grid sizes. Figure 8 shows the speed-up and efficiency
for the variation of the number of OpenMP threads per MPI process. Note that for
the case of 384 MPI processes (dashed line) 1 OpenMP thread means the usage
of 24 MPI processes per node and 16 nodes in total, and for 24 OpenMP threads
1 MPI process per node is run, with 384 employed nodes in total. The results for
the different domain decompositions show no significant differences. For up to 6
OpenMP threads the code shows almost perfect scaling, staying well above 90%
efficiency. For the case with 8 OpenMP threads the efficiency drops below 80%.
This is due to the ccNUMA architecture of the Cray XC40 cluster, where one node
consists of two sockets, each housing a 12-core CPU with a memory controller
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Fig. 8 (a) Speed-up and (b) efficiency for a variation of OpenMP threads (1, 2, 3, 4, 6, 8, 12 and
24) per MPI process (384, 768 and 1536)
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and “socket-local” memory. While each core can access all node memory, access
to memory “local” to the core’s socket is much faster. For 12 OpenMP threads the
placing is again optimal for the architecture and the efficiency increases again to
around 85% but does not reach the level of smaller OpenMP thread counts. With
24 OpenMP threads the speed-up is slightly above 13, resulting in an efficiency of
around 55% only. For this configuration the same problem as for 8 OpenMP threads
shows off, as half the used cores constantly need to access memory placed on the
far side of a ccNUMA node due to the global nature of the Fourier-spectral ansatz.

A detailed performance comparison of the explicit, compact, and sub-domain
compact discretization schemes was presented in [13] for investigations on film
cooling in a supersonic boundary-layer flow. Speed-up and efficiency were checked
for a strong and a weak-scaling test with 512 MPI tasks. (We remark that the
term strong scaling refers to simulations for which the total domain size remains
constant, whereas the domain size per processor is decreasing with increasing
number of processors. For the weak scaling the total domain size increases, while the
domain size per processor is kept constant.) When employing the compact scheme a
tridiagonal set of equations needs to by solved and processor idling occurs due to
the use of the Thomas Algorithm. This results in significant performance loss in
case a large number of MPI tasks is used. In contrast, a high parallel efficiency is
obtained when using the explicit or sub-domain compact scheme. Compared to the
undivided compact scheme, the specific CPU time (time per time step, grid point
and CPU) was reduced by 47% when employing the sub-domain compact scheme
and by 61% for the explicit scheme, see [13] for details on the numerical set-up.

5 Conclusion

Using direct numerical simulations the applicability of plasma actuators to delay
laminar-turbulent transition caused by traveling CFVs has been explored. Two
different techniques have been investigated: upstream flow deformation and
direct attenuation of nonlinear traveling CFVs. For both techniques it is found
that the transition can be delayed, but the efficiency is found to be significantly
higher when employing upstream flow deformation. However, current work
investigates improvements of the direct attenuation approach, with promising first
tentative results.

The results of the presented scaling study have been taken as impetus to revise
NS3D to allow domain decomposition also in the z-direction using the explicit or
sub-domain compact finite differences.
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Towards the Implementation of a New Multigrid
Solver in the DNS Code FS3D for Simulations
of Shear-Thinning Jet Break-Up at Higher
Reynolds Numbers

Moritz Ertl, Jonathan Reutzsch, Arne Nägel, Gabriel Wittum,
and Bernhard Weigand

Abstract Liquid jet break-up appears in many technical applications, as well as
in nature. It consists of complex physical processes, which happen on very small
scales in space and time. This makes them hard to capture by experimental methods;
and therefore a prime subject for numerical investigations. The state-of-the-art
approach combines the Volume of Fluid (VOF) method with Direct Numerical
Simulations (DNS) as employed in the ITLR in-house code Free Surface 3D
(FS3D). The simulation of these jets is dependent on very fine grids, with most of
the computational costs incurred by solving the Pressure Poisson Equation. In order
to simulate larger computational domains, we tried to improve the performance of
FS3D by the implementation of a new multigrid solver. For this we selected the
solver contained in the UG4 package developed by the Goethe Center for Scientific
Computing at the University of Frankfurt. We will show simulations of the primary
break-up of shear-thinning liquid jets and explain why larger computational domains
are necessary. Results are preliminary. We demonstrate that the implementation of
UG4 into FS3D provides a noticeable increase in weak scaling performance, while
the change in strong scaling is yet detrimental. We will then discuss ways to further
improve these results.
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1 Introduction

Liquid jet break-up is the process where a fluid stream is injected into a surrounding
medium and thereby disintegrates into many smaller droplets. Liquid jets appear
in many technical applications as well as in nature. Well known examples are fuel
injection in combustion engines or gas turbines, water or foam jets for fire fighting,
irrigation or pesticides in agriculture, and spray painting or ink jet printing. In some
cases like spray drying, which is used to produce functional particles with well
defined properties, and which is used in the production of pharmaceuticals or in food
processing, the injected fluid can additionally show a Non-Newtonian behaviour [8].

Newtonian jet break-up is already under intensive investigation, especially in
the context of fuel injection. A very good introduction into the fundamentals of
jet break-up is given by Lefebvre [18] and some more recent developments are
summarised by Lin and Reitz [20]. When it comes to the investigation of jet break-
up, numerical methods are increasingly used in addition to experiments. Numerical
methods are very well suited for the analysis of phenomena like jet break-up, where
the time scales are fractions of seconds and the investigated structures are often
in the order of micrometers, and therefore reliable experiments may be difficult
to perform. In order to get rough estimates of jet behaviour, Reynolds-Averaged
Navier-Stokes (RANS) methods can be used, for example to aid industrial design
as shown by Beau [1]. When more accurate results are required, and even though
some very interesting advances using Large Eddy Simulations (LES) have been
shown by Hermann [13], the current state-of-the-art numerical approach is Direct
Numerical Simulations (DNS). Klein [15] uses the Volume of Fluid (VOF) method
to investigate liquid sheets at moderate Reynolds numbers. He analyses the surface
deformations and compares the numerical results to experimental data. VOF DNS
is also used by Sander and Weigand [34] to investigate the influence of different
instability enhancing parameters on liquid sheets and round jets. Pan and Suga
[22] combine the Level-Set (LS) method with DNS to investigate the break-up of
laminar jets and Shinjo and Umemura [35] use one very highly resolved LS DNS to
investigate the influence of vortices in the surrounding gas on the jet surface.

While many numerical studies of Newtonian liquid jet break-up exist, Non-
Newtonian behaviour, such as shear-thinning, has been investigated to a lesser
extend. Lakdawala [17] did 2D LS numerical simulations of shear dependent Non-
Newtonian jets at low Reynolds numbers. A 3D LES with VOF and a power law
model of a Non-Newtonian jet at a low Reynolds number has been investigated
by Li-Ping [19] in OpenFOAM. The first author of the present report has started
to do some three-dimensional numerical investigations into different aspects of the
primary jet break-up of shear-thinning fluids using DNS in combination with the
VOF method as implemented in the ITLR in-house code Free Surface 3D (FS3D).
Striving for more accurate simulations and for investigating increasingly higher
Reynolds numbers has led to a continuous increase in computational cells—from
33 millions in 2013 [42], over 450 million in 2014 [4] to 750 million during
the last year [5]. The authors used the simulations to investigate the influence
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of different parameters, such as the Reynolds number, the turbulent intensity, the
ambient pressure as well as different concentrations of the shear-thinning solution.
This growth of the number of cells has gone in hand with the need for an increasing
amount of processors and therefore also an increase in parallel performance. A
communication imbalance (which is described in Sect. 2.2) has been identified in the
utilised code FS3D. In order to improve on this, the multigrid solver of the software
package UG4 [38] has been integrated into our code. For this solver, scalability for
Poisson-type equations in 3D was demonstrated for thousands of processes.

2 Fundamental Method

FS3D is a Direct Numerical Simulation (DNS) code for incompressible multiphase
flows. It was developed at ITLR (Institute of Aerospace Thermodynamics) in
Stuttgart. Due to the use of DNS, very small temporal and spatial scales are resolved,
hence, no turbulence modelling is needed. FS3D is based on the Volume of Fluid
(VOF) method and solves the incompressible Navier-Stokes equations as well as
the energy equation with temperature dependent thermo-physical properties. A wide
variety of phenomena have been investigated in the last 15 years. These include drop
and bubble dynamic processes, for instance droplet deformation [31] or droplet
impact onto a thin film [10], furthermore, droplet collisions [33], droplet wall
interactions [32], bubbles [41] and also more recently rigid particle interactions [24].

2.1 Mathematical Description

The conservation equations for mass and momentum read accordingly

�t Cr � Œ�u� D 0; (1)

Œ�u�t Cr � Œ�uu� D r � ŒS� Ip�C �gC f� ; (2)

where � denotes the density, u the velocity vector, S the viscous stress tensor, p
the pressure, g the gravitational acceleration and f� the body force which is used to
model surface tension in the vicinity of the interface. The viscous stress tensor is
given by

S D � 
ruC .ru/T
�
: (3)

The shear-thinning viscosity � D �. P�/ is calculated as a function of the shear rate
P� with the Carreau-Yasuda model [37]

�. P�/ � �1
�0 � �1

D Œ1C .� P�/a� .n�1/
a : (4)
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The five constants are: the viscosity at high shear rates �1 and at zero shear �0, as
well as the three model parameters � , a and n, which are obtained from experimental
data.

2.2 Numerical Approach

In FS3D a finite volume method is used to discretise the Navier-Stokes equations.
According to the Marker and Cell method [11] (MAC), velocities are stored on the
cell faces, scalars, for instance pressure or density, at the cell centres, respectively.
Additional indicator variables fi are used to identify different phases. This method
is broadly based on the VOF method [14]. The VOF variable fi is defined as

fi.x; t/ D
8
<

:

0 in the continuous phase;
�0; 1Œ at the interface;
1 in the disperse phase:

The index i describes different phases: f1 for the liquid, f2 for the vapour and f3 for
the solid phase. Due to the one-field formulation of the VOF method, local variables
are defined by the local f value and the corresponding values for, e.g., the pure
gaseous (index g) and liquid (index l) phases. Thus, the density and the viscosity
read

�.x; t/ D �g C Œ�l � �g� f .x; t/; (5)

�.x; t/ D �g C Œ�l � �g� f .x; t/: (6)

The volume fraction f is transported across the computed domain by solving the
transport equation

ft Cr � Œ f u� D S; (7)

where S is equal to zero when no source or diffusion terms are considered. It is non
zero, when phase change, for instance solidification or evaporation, is taken into
account. For further details the reader is referred to [3].

To achieve a successful advection of f a sharp interface is required. For this
computation FS3D makes use of the piecewise linear interface reconstruction
(PLIC) method [29]. The reconstruction of the interface becomes necessary due
to the f variable only representing the amount of the disperse phase, for instance the
fluid, inside a cell; cf. Fig. 1a. In order to capture the interface a plane orthogonal
to the local normal vector On� D rf= jrf j is placed iteratively into cells containing
the interface in such a way, that the volume under the plane is in accordance with
the volume fraction f . The vector is defined by the negative gradient of the volume
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Fig. 1 (a) f -Field without interface information; (b) Interface reconstruction with the PLIC-
method; (c) Calculation of the f -flux uıt with ıt being the timestep from a PLIC reconstructed
interface

fraction from the surrounding cells. Figure 1b shows the PLIC reconstruction in
2D. Currently, there are two mass advection methods implemented in the code.
On the one hand, three one-dimensional non-conservative transport equations are
considered successively. Therefore, interfaces have to be reconstructed three times.
With a permutation of the equation sequence [36] and a specific choice for the
divergence correction second-order accuracy in space and time can be achieved.
The fluid is transported parallel to the velocities perpendicular to the cell faces.
This is shown in Fig. 1c. On the other hand, a new formulation [12], which makes
a one-step advection possible, was implemented in FS3D. In this method a general,
six-faced polyhedron is constructed for a more realistic approximation of the volume
fluxes. More details regarding the new method can be found in Reitzle et al.
[28]. To compute the surface tension several models are available: the conservative
continuous surface stress (CSS) model by Lafaurie et al. [16], the continuum surface
force model (CSF) by Brackbill et al. [2], and the balanced force approach by
Popinet [23].

FS3D is fully parallelised using MPI and OpenMP; therefore, we are able to
perform simulations with very high spatial resolutions, which is crucial for DNS.
Heretofore, simulations with a maximum up to two billion computational cells have
been conducted at the High Performance Computing Center Stuttgart (HLRS) and
during the studies presented here first tests with over eight billion cells have been
undertaken successfully. The code is validated and has good performance on the
Cray XC40 Hornet supercomputer [25], however, the performance for very high
amounts of processes, especially weak scaling, is not yet satisfying. The reasons for
this, and a new approach to solve this issue is explained in the following.

Due to the infinitely fast propagation of pressure waves, which occurs because
of the incompressibility of the fluids, the momentum equation cannot be solved
explicitly. Therefore, the pressure term must be discretised in an implicit way. That
leads to the Pressure Poisson Equation, which is defined as

r �
�
1

�. f /
rp

	
D r � u

( t
: (8)
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To solve the resulting set of linear equations Rieber implemented a multigrid solver
into FS3D [30]. A Red Black Gauss Seidel algorithm is used for smoothing and
the algorithm can be run in a V- or W-cycle scheme. For time integration schemes
a first-order explicit Euler scheme and a second order Runge Kutta scheme are
implemented. Solving the pressure correction requires a great amount of the com-
putational time of FS3D: over 70%. This is due to an unfavourable communication
imbalance. The whole domain is agglomerated onto a single processor at a certain
level of coarsening and all the coarse solutions are gathered on one root process.
This means, that all processes need to first send, and then later receive the entire
domain to and from a single process. In between this process computes all the
coarser levels while all other processes are idling. Therefore, a new approach is
taken into consideration, which is explained in the next subsection.

2.3 UG4 and Multigrid Solver

Besides the above described, conventional method for solving the Pressure Poisson
Equation, we recently integrated a massively parallel geometric multigrid solver of
the software package UG4 [38] into our code. The software framework UG4 was
developed at the Goethe Center for Scientific Computing at the Goethe University
in Frankfurt, and it was designed for the solution of partial differential equations.
It uses grid-based discretisation methods, such as the finite volume method, and is
implemented in C++. A main focus lies on efficient and highly scalable solvers, using
algebraic and geometric multigrid methods. UG4 is parallelised using MPI, thus, it
is a suitable application for a fast solving of the Pressure Poisson Equation. The MPI
calls are subsumed in a separate library called pcl ( parallel communication layer),
which yields easy structures for graph-based parallelisation. One advantage is that
global IDs are redundant by storing parallel copies on each process in a well defined
order in interface containers. For further details regarding pcl and the features of
UG4 the reader is referred to Vogel et al. [38] or Reiter et al. [27]. Scalability and
parallel performance of UG4 was tested extensively [39].

For integration into FS3D the parallel hierarchical multigrid solver of UG4 is of
principal interest. A short overview of the algorithm for the parallel version can be
found in [40] and is explained in the following: The discretised Pressure Poisson
Equation reads ALpL D bL, where L denotes the index for the finest Level, pL the
desired solution, which is computed iteratively. With the defect dL D bL � ALpL

a multigrid correction cL D ML .dL/ is calculated. The multigrid operator ML

is added to the approximate solution pL WD pL C cL. Several auxiliary coarse
grid matrices Al, LB � l � L, are used to compute the correction cL; LB is
the base Level. Afterwards, the multigrid cycle is defined recursively. By means
of a smoothing operator the correction is partly computed with a given defect
dl on a certain level l. Subsequently, the latter is transferred on the next coarser
level applying the algorithm to the restricted defect dl�1. Then the coarse grid
correction cl�1 is prolongated to the finer level and added to the correction on
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Lev 2

Lev 3

Lev 1

Lev 0

P1 P2 P3

vertical interfaces

horizontal interfaces

Fig. 2 Schematic illustration of a 1D parallel multigrid hierarchy distributed onto three processes
(redrawn from [38]). One top process stores the coarse grid and refines to a certain level. Parallel
copies are identified with horizontal (blue), respectively vertical (green) interfaces

level l. Eventually the exact correction cL D A�1
l dl is computed on the base level

LB. The corresponding algorithm is described in detail in Reiter et al. [27]. To gain
an efficient parallelisation we need an appropriate distributed multigrid hierarchy.
Figure 2 (cf. [27]) shows an overview of the hierarchy and the interfaces starting
from a coarse grid, which describes the domain loaded onto one process. Then
the grid is refined and new levels of the multigrid hierarchy are created until the
finest grid level is reached. The latter is distributed to a larger set of processes
and communication structures, the vertical interfaces (green), are established. This
procedure can be iterated, so that a tree structure of processes holding parts of the
hierarchical grid is created. The parallelisation of the transfer between the grid levels
is achieved by using the communication structures in vertical direction. The transfer
operators can work completely process-locally when no vertical interface is present.
On every level simple iterative schemes, also called smoothers, are applied. The
horizontal interfaces (blue) are needed for the communication within these multigrid
smoothers on each grid level. They are required for the computation of the level-
wise correction in a consistent way. Due to the described hierarchical distribution
only a smaller number of processes are needed on lower levels and most processes
idle. On finer grid levels, however, the major amount of overall runtime is required.
Nevertheless, a good computation vs. communication ratio is achieved by means of
sophisticated parallel smoothing, prolongation and restriction operations [39].

UG4 is written in C++. Therefore, the integration into FS3D, which is a Fortran
code, is done via additional custom Fortran interfaces. The compiled UG4 library
is statically linked into FS3D. A new custom module has been written in FS3D
for the interaction with UG4. The solver settings and especially the layout of the
parallel communication are set up in an initialisation routine, once, at the start of
a simulation. During the calculation cycles of the time steps, the matrix and the
right hand side of the Pressure Poisson Equation, as well as the boundary layers are
set and passed to UG4. There the equation system is solved and the solution (the
pressure field) is returned to FS3D.
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3 Numerical Setup

All calculations have been performed on a three-dimensional regular grid. The
computational domain for the jet simulations is shown schematically in Fig. 3. The
nozzle is chosen with a fixed Diameter of D D 2:5� 10�3 m for the injection of the
jet. The domain is set up as a rectangular cuboid with a quadratic base with a width
of W D H D 16D and a length of L D 40D. The x-axis points in the direction
of the jet injection, the y- and z-direction are orthogonal to it, respectively. We use
three different discretisations for the domain. The amount of cells used in x- and in
y- and z- direction, as well as the total number of cells are given in Table 1.

In the y-z-plane a grid refinement is applied leading to smaller cells in the center
around the jet. The size of the cell edges in this region is also given in Table 1.
The boundary condition at the nozzle side (gray) is a no-slip wall with an inflow
boundary condition in the center. The latter is circular and has a nozzle diameter of
D D 2:5�10�3 m. A block profile is chosen as the initial velocity profile at the inlet

y
x

z

40 D

16 D

16 D

Fig. 3 Computational domain and coordinate system of jet simulation. No slip wall and inflow
boundary condition on the left side. Orange arrow indicates the direction of the injection

Table 1 Discretisations of the domain

(x D (y D (z in
Cells in x Cells in y and z in the core region (m) Total number of cells

Fine grid 2304 768 4:34� 10�5 1:3� 109

Medium grid 1152 384 8:68 � 10�5 1:7� 108

Coarse grid 576 192 1:74 � 10�4 2:1� 107
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Table 2 Liquid properties

Density Surface tension Viscosity Viscosity Model parameter

� � �0 �1 n a ��
kg/m3

�
.mN/m/ .Pa s/ .Pa s/ (–) (–) (–)

Praestol 2500 0:3% 999:4 73:15 0:046 0:004 0:576 1:036 0:157

Air 1:19 1:8� 10�5

with a velocity of U0 D 55:25m/s. The turbulent intensity is set to Tu D 10% and
the turbulent length scale is Lt D D=8 D 3:125 � 10�5 m. The five other sides are
defined as continuous (Neumann) boundary conditions. Gravitational acceleration
is neglected.

As an adequate material with shear-thinning properties an aqueous solution of
the polyacrylamide Praestol 2500 at 0:3% weight is chosen. The model parameters
as well as the material properties of the solution and of the surrounding air at 20 ıC
are given in Table 2 [6]. Details regarding the viscosity model can be found in [7].

Therefore, the relevant dimensionless numbers for the simulation, the Reynolds
Number and the Ohnesorge Number, can be calculated as

Re D �lU0D

�0
D 3000; (9)

and

Oh D �0p
�l�D

D 0:1: (10)

The simulated jet is in the atomisation regime according to the Ohnesorge
diagram [18]. The Kolmogorov length scale is calculated as �K D 2:6 � 10�5 m,
hence, all three grids are in the order of magnitude of the smallest dissipative length
scale necessary for DNS. This is essential to be able to produce physically correct
results.

4 Results

We investigate the spatial development of the jet with the medium grid in time, to
gain a basic understanding of the break-up process of the jet simulation. For all our
analyses we use the dimensionless time

t� D tU

D
: (11)

The jet from the fine grid at four different times after injection t� D 4:4, t� D 15:5,
t� D 26:5 and t� D 42:0 is shown in Fig. 4. Directly after injection at t� D 4:4

the jet core is still cylindrical. We can see the disturbances caused by the nozzle
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Fig. 4 The spatial development of the jet with the fine grid after injection at dimensionless times
t� D 4:4, t� D 15:5, t� D 26:5 and t� D 42:0

turbulence as three-dimensional waves on the jet surface. At t� D 15:5 several of the
surface waves have deformed further, due to the interaction with the surrounding air,
and have started to detach from the jet core, forming ligaments. Several ligaments
have disintegrated further and have separated into droplets. This process continues
towards t� D 26:5. At this time we can observe a lot more ligaments and droplets.
With increasing length the jet also shows an increasing expansion in radial direction.
Particularly the separated droplets are moving away from the jet. This expansion
also causes the jet core to become thinner in downstream direction—well visible for
example at x=D D 23. At t� D 42:0 the jet has reached the end of the computational
domain. The disintegration has progressed even further in the regions downstream
of x=D D 21; no jet core is visible any more. Instead we observe expanding
agglomerations of ligaments. The amount of droplets has also further increased.
We are observing the onset of atomisation.
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Fig. 5 Visual comparison of the three discretisations at t� D 22:1. From top to bottom: coarse
grid, medium grid, fine grid

In order to analyse the influence of the grid we start with a visual analysis of the
simulations at t� D 22:1. The impact of the grid size is shown in Fig. 5. The jet, from
the simulation with the coarse grid (top), has developed a strongly disturbed surface,
but only very few ligaments or droplets are visible. The jet has a cylindrical shape.
When we look at the jet resulting from the medium grid, we see a smaller jet core
with more ligaments around it. Towards the jet tip the core is getting displaced from
the center line and exhibiting a sinusoidal shape. Additionally, towards the tip we
can observe an increasing amount of detached ligaments and droplets. The jet shape
is still cylindrical close to the injection, but becomes conical further downstream.
The jet, which was simulated with the fine grid, looks similar to the jet from the
medium grid, but breaks up into even finer structures. A continuous core is only
visible up to about x=D D 10. Afterwards, the jet starts atomising into drops,
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Table 3 Jet properties at t� D 22:1

Average jet angle (ı) Average droplet diameter (cm) Droplet count

Fine grid 9:37 1:98� 10�4 4465

Medium grid 6:91 3:35� 10�4 625

Coarse grid 2:46 5:79� 10�4 23

ligaments and larger continuous liquid parts, sometimes connected by ligaments.
The jet has a conical shape.

We also used post processing, to identify all separate liquid structures, also at
t� D 22:1. We counted the amount of structures and calculated the mean diameter
of the structures. We furthermore calculated the angle at which the jet expands. The
results of these calculation are give in Table 3. The values confirm our observations
from the visual analysis, showing that the size of the liquid structures, as well as
the amount, are highly dependent on the resolution. This was to be expected due
to the numerical methods we employ, but it is noteworthy that large differences are
still visible even though all three cases are within the order of magnitude of the
Kolmogorov length scale, therefore, providing a high enough resolution for DNS. It
has to be noted, that while all three simulations gave different quantitative results,
the simulation with the fine grid and the simulation with the medium grid exhibit a
similar qualitative behaviour. Even the simulation with the medium sized grid can
therefore be used to understand the basic processes of jet break-up. But it becomes
obvious, that in order to obtain reliable quantitative results for jets at high Reynolds
numbers fine computational grids with a high amount of cells are indispensable.

5 Computational Performance

We analysed the performance of FS3D with the newly implemented UG4 multigrid
solver. We compared it to the performance of FS3D with the old multigrid solver.
For the performance analysis we simulate an oscillating droplet. We use the droplet
instead of the jet for two reasons: First, because it is a symmetric case which
distributes the load somewhat evenly. Second and more importantly, because it
can be used for the performance analysis from the beginning, as opposed to a jet
simulation, which can only be sensibly analysed after the jet has passed through
the computational domain once. The simulation was set up with the following
parameters: An elongated droplet is initialised as an ellipsoid with the semi-
principal axis a D b D 1:357mm and c D 0:543mm at the center of a cubic
computational domain with an edge length of x D y D z D 8mm. The fluid of the
droplet is an aqueous solution of Praestol modelled with the Carreau-Yasuda model
as described in Sect. 3. The domain is discretised with a cubic Cartesian grid.

The results for the strong scaling are shown in Fig. 6. For the strong scaling
analysis we used a fixed computational grid with 5123 cells and a second grid with
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Fig. 6 Left: Strong scaling efficiency in %, for FS3D with the old multigrid solver and with UG4.
Right: Strong scaling performance in cycles per hour

Table 4 Strong scaling setups

Problem size

5123 5763

Processors 23 43 83 163 323 33 63 123 243

Cells per processor 2563 1283 643 323 163 1923 963 483 243

Nodes 2 4 32 256 2048 6 9 72 576

Processors per node 4 16 16 16 16 5 24 24 24

5763 cells. We varied the number of processors from 23 to 323. The amount of
processors used, as well as the resulting amount of cells which were distributed onto
a processors are given in Table 4. Although FS3D has OpenMP implemented as well
as MPI, and is therefore capable of hybrid operation, only the MPI parallelisation
was investigated this time. For information on FS3D performance with hybrid
OpenMP and MPI operation please see [26] and [9].

After running all these simulations for 1 h, we took the number of computational
cycles, which were calculated during that time, and displayed the cycles per hour
(cph) in Fig. 6 on the right. We then calculated the strong scaling efficiency

SS D t1
N tN

� 100%; (12)

where t1 denotes the amount of cycles per hour, which were needed for the
calculation on one processor, N is the amount of processors used in the calculation
and tN is the amount of cycles per hour, which were obtained by calculating with N
processors. The strong scaling efficiency is displayed in Fig. 6 on the left.

The strong scaling efficiency of both solvers looks similar with the efficiency of
UG4 slightly higher at more processors. The direct comparison of the cycles per
hour shows, however, that the serial performance of the old solver was about three
times better. Therefore, the performance obtained from the old solver was also much
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better up to 512 processors (or 643 cells per processor). The better efficiency of
UG4 becomes only relevant at 4096 processors—while FS3D with the old multigrid
solver is then actually getting slower despite the increase in processors—for UG4
an increase in cycles per hour can still be achieved. We have to conclude, that
in its current state of implementation the new multigrid solver does not improve
strong scaling. The strong scaling efficiency looks better, but due to the worse serial
performance it doesn’t achieve a higher cycles per hour performance compared to
the old solver, even using more processors. At 32;768 processors UG4 does perform
about ten times faster, but at this point both solvers have slowed down even further.
Numerical setups that distribute less then 323 cells per processors are not sensible
for FS3D.

One additional comment: The grid with 5763 cells shows a somewhat worse
performance, since this case was calculated with 24 processors per node (ppn), while
the grid with 5123 cells was calculated on 16 ppn, providing more bandwidth for
communication. Cases with more than 1283 cells per processor had to use a smaller
amount of processors per node (and therefore more nodes) in order to provide the
necessary amount of memory.

The results for the weak scaling study are shown in Fig. 7. We fixed the amount
of cells per processor to 643 and varied the amount of processors from 23 to 323—
creating problem sizes with 1283 to 20483 cells. The number of processors and the
corresponding problem sizes are given in Table 5. The achieved cycles per hour are

Fig. 7 Left: Weak scaling efficiency in %, for FS3D with the old multigrid solver and with UG4.
Right: Weak scaling performance in cycles per hour

Table 5 Weak scaling setups

Problem size 1283 1923 2563 3843 5123 7683 10243 15363 20483

Processors 23 33 43 63 83 123 163 243 323

Cells per processor 643

Nodes 2 3 4 9 32 72 256 576 2048

Processors per node 4 9 16 24 16 24 16 24 16
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shown in Fig. 7 on the right. We also calculated the weak scaling efficiency

WS D t1
tN
� 100%; (13)

and displayed it in Fig. 7 on the left.
When we look at the weak scaling efficiency, we can see that for low numbers of

processors both multigrid solvers scale in a similar way, but above 512 processors
the efficiency of UG4 is better. When we get to a very high number of processors
(32;768), the performance is bad for both multigrid solvers, with UG4 still scaling
slightly better. When looking at the weak scaling performance in cycles per hour,
we observe the same behaviour as seen in the strong scaling analysis—for up to 512
processors the curves run in parallel with the performance of the old multigrid solver
being about three times better. From there on the performance of UG4 develops
much better compared to the old solver, overtaking the old solver at 4096 processors
and providing three times cph at 13;824 processors, and nine times cph at 32;768.

For jet break-up simulations we estimate, under the assumption of quadratic cells,
that the necessary amount of cycles increases linearly with the domain size. The
length of a cycle, or time step, for these simulations is dictated by the Courant-
Friedrichs-Levy condition (CFL) [21]. Therefore, an increase in cells to obtain a
finer resolution will lead to a smaller time step per cycle and thus to an increase in
cycles.

We also isolated the performance of the pressure correction by timing it with
calls to the MPI_Wtime function. The results are shown in Fig. 8. We can see
that both strong scaling and weak scaling curves are in a good agreement with the
above shown performance analysis for the entire code. This seems sensible since
the pressure correction generally accounts for over 70% of FS3D’s computational
time.

Fig. 8 Left: Strong scaling performance of the pressure correction in cycles per hour. Right: Weak
scaling performance of the pressure correction in cycles per hour
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6 Conclusions

We presented our multiphase flow DNS code FS3D, which is based on VOF
and PLIC, and capable of jet break-up simulations. Moving to larger Reynolds
numbers goes in hand with a demand for larger computational domains and higher
resolutions. The higher resolutions become necessary due to the smaller cell size
dictated by the Kolmogorov length scale and the larger domain size is due to the
jet expanding more strongly in radial direction at higher Reynolds numbers. As this
corresponds to an increase in size of the pressure equation sub-problem, an efficient
linear solver is crucial for the overall performance.

To improve the parallel performance in such cases, we integrated the multigrid
solver from UG4 into FS3D. In a preliminary performance analysis, we compared
the performance of FS3D with the old multigrid solver to the performance of
FS3D with replacement. However, this implementation of UG4 into FS3D was only
finished shortly before submitting this report. That means no optimisation has been
done on fine tuning this implementation, yet. The preliminary results are as follows:

The strong scaling analysis showed a generally better performance with the old
solver. The weak scaling analysis showed the old solver to be better at low numbers
of processors, while UG4 provided better performance from 4096 processors
upwards. Especially around 104 processors we were able to obtain acceptable cph
with UG4, while the old solvers performance collapsed. At 323 processors UG4
outperformed the old solver by a factor of 9, but the performance at this point was
still deemed unacceptable for both solvers.

In these first preliminary results, we did observe an improved performance for
more than 4096 processes. Since this is the region that we aim for in typical jet
simulations, this is an encouraging start. However, the results show that the solver
performance is still behind expectations and does not scale well. In particular, it
differs from the excellent scalability (e.g., 80% at 323 processors) reported for UG4
for Poisson-type problems before [27, 38, 40].

As next steps, we now seek an in-depth investigation of the observed behaviour.
It must be investigated if the number of multigrid cycles for each solver call was
optimal, i.e., independent of the mesh size and number of involved processes. If
this is the case, the second and equally likely reason for the deficient performance
is a load imbalance. As outlined in Sect. 2.3, the performance crucially depends
on equally divided load among the number of involved processes at all times. At
process numbers larger than 1000, it is not acceptable if just one process performs
the work, while others are idling. On the other hand, it must be avoided that on
coarser levels always all processes are involved, so that communication becomes
the limiting factor. Both effects potentially ruin scalability, in both strong and weak
sense.

In addition to these problems arising specifically in a parallel environment, the
node-level performance of the UG4 solver was inferior. We have learned from the
study at hand, that for low process numbers, timings were worse than for the old
solver. It can be expected a tightly integrated solver provides better performance
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than the solver replacement being called via an external library. Yet the reason for
performance differences of a factor of 5 need to be investigated more closely. At
the current stage, there are lots of opportunities for optimisations. First, one can
try to change the way the matrix and the operators are set up. Right now they are
reinitialised once for every time step. We are planning to change this, so that they
are only initialised once and then reused and only refiled with new values during
the time steps. A second aspect could be moving the boundary conditions inside
the main matrix. This is done in the old multigrid solver, but not yet in the UG4
implementation. This will reduce the problem size and therefore, the computational
demand as well as the communication.
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Numerical Investigation of the Turbulent Wake
of Generic Space Launchers

S. Loosen, V. Statnikov, M. Meinke, and W. Schröder

Abstract The turbulent wakes of generic space launchers are numerically investi-
gated via a zonal RANS/LES method and optimized dynamic mode decomposition
(DMD), to gain insight into characteristic wake flow modes being responsible for
asymmetrical loads on the engine extension known as buffet loads. The considered
launcher geometries range from planar space launchers up to axisymmetric free
flight configurations investigated at varying free stream conditions, i.e. transonic and
supersonic. The investigated wake topologies reveal a highly unsteady behavior of
the shear layer and the separation region resulting in strongly periodic and antisym-
metric wall pressure fluctuations on the nozzle surface. Using conventional spectral
analysis and dynamic mode decomposition, several spatio-temporal coherent low
frequency modes which are responsible for the detected pressure oscillations are
identified. In addition, a passive flow control device consisting of semi-circular
lobes integrated at the base shoulder of the planar configuration is investigated. The
objective of the concept is to reduce the reattachment length and thus the lever arm
of the forces as well as to stabilize the separated shear layer. The results show a
significant reduction of the reattachment length by about 75%. In addition, the semi-
circular lobes partially reduce undesired low frequency pressure fluctuations on the
nozzle surface. However, this reduction is achieved at the expense of an increase of
high frequency pressure fluctuations due to intensified small turbulent scales.

1 Introduction

The tail of a classical space launcher, e.g., ARIANE 5, TITAN 4, H-II to name a
few, includes an abrupt junction between the main body and the attached rocket
engine causing the boundary layer to separate on the base shoulder. According to
the varying freestream (sub-, trans-, supersonic) and nozzle flow conditions (over-
expanded, adapted, underexpanded), the shed turbulent shear layer subsequently
reattaches on the nozzle wall or intensively interacts with the emanating jet plume.
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For an ARIANE 5-like launcher, aerodynamically most critical is the early transonic
part of the flight trajectory. At this stage, the turbulent shear layer shed from the
main body impinges on the nozzle just upstream of its end, which due to high
dynamic pressure values leads to significant wall pressure fluctuations. The resulting
unsteady aerodynamic forces known as the buffet phenomenon, can lead under
unfavorable conditions to a complete loss of the vehicle. Unfortunately, unlike the
rocket inner engine flow the wake flow of a real launcher cannot be analyzed in
full-scale on the ground, leading to increased safety margins and consequently, a
reduced launcher efficiency. Therefore, accurate numerical tools validated by high-
fidelity experimental investigations are required to provide detailed insight into the
wake flow phenomena, to develop methods of their controllability, and to ultimately
reduce aerodynamic loads on the nozzle structure without penalizing the launcher‘s
efficiency.

The turbulent wake flow exhibits many similarities with the separated shear flow
behind a backward-facing step (BFS). The flow over a BFS has been extensively
studied experimentally, e.g., by Bradshaw and Wong [2], Eaton and Johnston [6],
Simpson [24], and Driver et al. [5], and numerically, e.g., by Le et al. [14], Silveira
Neto et al. [23], Friedrich and Arnal [8], and Kaltenbach and Janke [12]. In all the
investigations a variation of the instantaneous impingement location of the separated
shear layer by about two step heights around the mean reattachment position is
reported. In addition, two basic modes of characteristic frequencies were detected
in nearly all of the above mentioned studies. The low frequency mode at a Strouhal
number of Srh D 0:012–0.014 based on the step height and the free stream velocity
reflects an overall enlarging and contraction of the separation bubble or shear-
layer “flapping” as it is commonly called in the literature. The aforementioned time
dependent variation of the instantaneous reattachment position can be attributed to
this “flapping” motion. Besides the investigations on planar configurations a lot of
research has been done on axisymmetric space launchers at transonic speed [3, 4,
15, 21]. Schrijer et al. [21] detected by proper orthogonal decomposition (POD)
two dominant wake modes containing the majority of the turbulent kinetic energy.
The first low frequency mode captures a oscillating growing and shrinking of the
separation zone most probably being the counterpart of the shear-layer “flapping”
detected in the planar BFS flows. The second higher frequency mode describes an
undulating motion of the shear layer, thus, coinciding with the vortex-shedding of
the BFS flow [14]. Deprés et al. [4] and Deck and Thorigny [3] performed a two-
point correlation analysis in the wake of an axisymmetric configuration and detected
an anti-phase oscillation with SrD � 0:2 in the instantaneous wall pressure signal
located at opposite sides in the azimuthal direction.

For the development of efficient lightweight space launchers it is essential to
decrease the low frequency dynamic loads arising due to such large scale coherent
motions. One promising possibility to manipulate the flow field and to reduce
these loads is passive flow control. First applications of passive flow control in
conjunction with space launchers can be traced back to the second half of the last
century. Modified main bodies such as boat tails were extensively investigated [22]
to increase the base pressure and thereby to reduce the overall drag. However,
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the purpose of the majority of the control devices examined in the recent past is
a reduction of the reattachment length and thus the momentum arm to decrease
the dynamic bending moments. It has been demonstrated that streamwise vortices
intensify the turbulent mixing in the shear layer just downstream of the BFS leading
to an increasing entrainment and spreading of the shear layer and consequently
to a reduced reattachment length [10, 16]. Using tabs [16], chevrons [20], and
castellation-like geometries [9] the reattachment length was reduced by up to 50%.
The most promising approach to decrease the reattachment length is the so-called
lobed mixer initially developed to reduce the noise in jet engines [31] but more
recently also applied to a BFS configuration [1]. Due to the interaction of the
spanwise and streamwise vortices generated by the lobes, the flow behind the lobed
mixer becomes fully three-dimensional leading to an accelerated reattachment [24].

Within the project the turbulent wake of various ARIANE 5-like configuration
is investigated at transonic and supersonic freestream conditions using a zonal
RANS/LES approach and Dynamic Mode Decomposition, to detect characteristic
wake flow modes responsible for the buffeting phenomenon. A large number of
various configurations including planar space launchers as well as axissymmetric
free flight configurations are investigated. In addition, the effect of a passive flow
control device, consisting of semi-circular lobes integrated at the base shoulder, on
the wake of a generic planar model is investigated.

1.1 Zonal RANS/LES Flow Solver

The time-resolved numerical computations are performed using a zonal RANS-
LES finite-volume method. The computational domain is split into different zones.
In the zones where the flow is attached, which applies to the flow around the
forebody and insight the nozzle, the RANS equations are solved. The wake flow
characterized by the separation and a pronounced dynamic is determined by an LES.
The Navier-Stokes equations of a three-dimensional unsteady compressible fluid are
discretized second-order accurate by a mixed centered/upwind advective upstream
splitting method (AUSM) scheme for the Euler terms. The non-Euler terms are
approximated second-order accurate using a centered scheme. For the temporal
integration an explicit 5-stage Runge-Kutta method of second-order accuracy is
used. The monotone integrated LES (MILES) method determines the impact of
the sub-grid scales. The solution of the RANS equations is based on the same
discretization schemes. To close the time-averaged equations the one-equation
turbulence model of Fares and Schröder [7] is used. For a comprehensive description
of the flow solver see Statnikov et al. [26, 27].

The transition from the RANS to the LES domain is determined by the
reformulated synthetic turbulence generation (RSTG) method developed by Roidl
et al. [17, 18]. Using this method, a reconstruction of the time-resolved turbulent
fluctuations in the LES inlet plane by the upstream RANS solution is realized.
Following the synthetic eddy method (SEM) by Jarrin et al. [11], turbulence is
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described as a superposition of coherent structures. The structures are generated
at the inlet plane by superimposed virtual eddy cores. These eddy cores are defined
at random positions xi in a virtual volume Vvirt which encloses the inlet plane and
exhibits the dimension of the turbulent length scale lx, the boundary-layer thickness
at the inlet ı0, and the width of the computational domain Lz in the streamwise, the
wall-normal, and the spanwise direction. To take the inhomogeneity of the turbulent
scales in the wall-normal direction into account, the virtual eddy cores are described
by different shape factors and length and time scales depending on the wall-normal
distance. Having N synthetic eddies, the normalized stochastic velocity fluctuations
u0

m at the LES inlet plane are determined by the sum of the contribution ui
m .x; t/ of

each eddy core i

u0
m .x; t/ D

1p
N

NX

iD1

i f i

�;m .x � xi/„ ƒ‚ …
ui

m.x;t/

(1)

with 
i being a random number within the interval Œ�1; 1�, f i
�;m being the shape

function of the respective eddy, and m D 1; 2; 3 denoting the Cartesian coordinates
in the streamwise, the wall-normal, and the spanwise direction. The final velocity
components at the LES inflow plane um are composed of an averaged velocity com-
ponent uRANS;m from the RANS solution and the normalized velocity fluctuations u0

m
which are subjected to a Cholesky decomposition Amn to assign the values of the
target Reynolds-stress tensor Rmn D AT

mn Amn corresponding to the turbulent eddy
viscosity of the upstream RANS

um .x; t/ D uRANS;m C Amn u0
m .x; t/ : (2)

To enable a upstream information exchange, thus, a full bidirectional coupling of
the two zones, the static pressure of the LES zone is imposed after a transition of
three boundary-layer thicknesses at the end of the overlapping zone onto the RANS
outflow boundary. The temporal window width used to computed the pressure for
the RANS outflow plane is chosen such that high-frequency oscillation of the LES
pressure filed are filtered out. A more detailed description of the zonal RANS/LES
method specifying the shape functions and length scales is given in [17, 18].

2 Results

Within this section the results of the simulations performed within the last funding
period are presented. The chapter is divided into three parts, each dealing with a
different space launcher geometry and free stream conditions.
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2.1 Transonic Planar Backward-Facing Step Configuration

To illustrate the flow topology along the investigated generic space launcher config-
uration, the instantaneous Mach number and wall pressure coefficient distributions
are presented in Fig. 1a. The incoming freestream with Ma1 D 0:8 and ReD� D
6 �105 passes over the transonic nose of the model, locally accelerating to Ma � 0:9
and subsequently decelerating to Ma1 � 0:8 near the end of the forebody. At
the abrupt backward-facing step at the end of the forebody, the turbulent boundary
layer separates and forms a turbulent shear layer. The shed shear layer rapidly
develops downstream of the separation due to the shear layer instability, causing
the mixing layer and thus the turbulent structures to grow in size and intensity.
Further downstream, the shear layer gradually approximates the lower wall and
finally impinges on it over a relatively wide distance in the streamwise direction
between 4 . xr=h . 9 depending on the time instance and the spanwise position.
Moreover, as can be seen in the instantaneous skin-friction coefficient distributions
shown in Fig. 1b, despite the quasi-2D geometry of the step there are rather wedge-
shaped reattachment spots than a straight reattachment line which strongly oscillate
in the streamwise and the spanwise directions.

To provide insight into temporal periodicity aspects of the wake flow dynamics
and the resulting structural loads, the power spectral density (PSD) is computed of
the wall pressure signals at selected positions within the shear layer reattachment
region. The resulting PSD spectra are shown in Fig. 2a. At x D 1:5D, one
distinct peak can be clearly identified at SrD� � 0:04. The spectrum at the

-9 -8 -7 -6 -5 -4 -3 -2 -1 0 1 2 3-10
x/D*

Ma: 0 0.2 0.4 0.6 0.8 1

cp: -0.4 0.2 0 0.4 0.8 1.2
RANS-LES overlapping zone

RANS LES
synth. turbulence

(a)

0 1 2 3
x/h
4 5 6 7 8 9

(b)

Fig. 1 (a) Flow topology of the investigated generic space launcher configuration [27]: Instan-
taneous Mach number (upper half) and pressure coefficient (lower half) distributions. (b) Skin-
friction coefficient distribution on the main body and the splitter plate
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Fig. 2 (a) Power spectral density of wall pressure fluctuations p0=p1. (b) Reconstruction of the
first DMD mode describing a longitudinal pumping motion of the recirculation region at Srh �
0:01 [27]

mean reattachment position x D 2:1D� reveals another dominant frequency at
SrD� � 0:23. However, besides the detected frequencies no further information
about the underlying coherent fluid motion, which would simplify the intricate wake
flow physics down to a few degrees of freedom, is provided. Therefore, additional
post-processing is required to extract the dominant spatio-temporal modes, which
is done in the following by means of dynamic mode decomposition. The dynamic
mode decomposition of the three-dimensional streamwise velocity field reveals two
stable DMD modes at SrD� D 0:037 and SrD� D 0:22 closely matching the
characteristic frequency ranges of the pressure fluctuations detected by the classical
spectral analysis. To visualize the DMD modes it is superimposed with the mean
mode and developed in time. The resulting flow field of the first DMD mode,
which is shown in Fig. 1b, reveals that at the extracted frequency SrD� � 0:037

a coherent longitudinal pumping motion of the recirculation bubble takes place
that is schematically sketched in the inlay of this figure. Thus, the mode captures
a pronounced periodical low-frequency growth and subsequent collapse of the
recirculation region in the streamwise direction between 4 . xr=h . 9, which
leaves a clear trace in the wall pressure spectrum in Fig. 1a. Moreover, the obtained
three-dimensional shape of the mode also explains the alternating formation of
the elongated wedge-shaped coherent structures shown in Fig. 1b. Therefore, to
indicate the pronounced three-dimensionality of the extracted longitudinal pumping
mode given by the strong alternation in the spanwise direction the mode will
be more precisely denoted as cross-pumping. A more detailed analysis of the
performed investigations, i.e., a comparison between the presented planar BFS and
an axisymmetric BFS configuration is given in [27, 28].

As outlined in the previous section, the wake of a space launcher is characterized
by low frequency pressure oscillations arising due to large scale coherent motions
which lead to undesired dynamic loads. For the development of future efficient
lightweight space launchers it is essential to decrease these low frequency dynamic



Numerical Investigation of the Turbulent Wake of Generic Space Launchers 295

Fig. 3 (a) Flow topology of the time-averaged LES results. (b) Power spectral density of the
wall pressure fluctuations p0=p1 at several streamwise positions for the lobe and reference
configuration

loads. One promising possibility to manipulate the flow field and to reduce these
loads is passive flow control. Therefore, a flow control device consisting of semi-
circular lobes inserted at the trailing edge of the main body is investigated within
the project. The aim of the applied loads is the generation of streamwise vortices
which enhance the turbulent mixing directly behind the step and consequently,
accelerates the reattachment process. The reduction of the reattachment length leads
to an decreased lever arm and thus lower dynamic bending moments. Besides
the reduction of the reattachment length, the lobes are to stabilize the large-scale
coherent motion detected in the planar configuration described above.

To visualize the flow topology along the investigated configuration, Fig. 3a shows
several characteristic streamlines and the streamwise velocity. The recirculation
region is visualized by a iso-surface of the streamwise velocity u=u1 D �0:01
colored by the vertical distance from the nozzle surface. The intersection line of the
velocity contour with the nozzle wall visualizes the reattachment of the flow and
illustrates that averaged over time the shed shear layer impinges on the nozzle wall
between xr=h � 1:3 and xr=h � 2:3 depending on the spanwise position. Recalling
that the mean reattachment length of the planar BFS without flow control is x=h D 7,
it is substantially reduced by more than 75% due to the lobes. In contrast to the
reference case, the present configuration exhibits a pronounced three-dimensionality
of the mean flow field characterized by the development of ellipsoidal reverse flow
areas in the wake positioned in the spanwise direction between two adjacent lobes.
A closer look at the streamlines shows that a part of the incoming boundary layer
expands into the lobes, separates at the tail of the lobes, and flows straight to interact
with the nozzle surface. At a streamwise position of about x=h D 2 this part of
the flow possesses a strong spanwise velocity component such that pronounced
streamwise vortices develop.

To evaluate the effect of the lobes on the pressure fluctuations, the power spectral
densities (PSD) of the wall pressure signal at several streamwise positions are shown
in Fig. 3b along with the previously shown spectra of the planar BFS without flow
control. At the streamwise positions x=h D 5 and 7, where the lever arm of the
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pressure fluctuations and thereby the resulting dynamic moments are largest, the
spectra reveal that the low frequency pressure fluctuations and hence the undesired
dynamic forces, which are responsible for the buffeting phenomenon, are reduced
due to the semi-circular lobes. However, this reduction is achieved at the expense of
increased high frequency pressure fluctuations at SrD � 0:4. Since these frequencies
are not in the range of the eigenfrequencies of the thrust nozzle, the loads caused
by these fluctuations do not impair the stability of the structure. In conclusion,
the intended reduction of the reattachment length and the low frequency pressure
fluctuations is achieved by means of the semi-circular lobes.

2.2 Supersonic Strut Supported Space Launcher Configuration

In this subproject, the turbulent wake of a supported wind tunnel model of a generic
ARIANE 5-like space launcher with an underexpanded air nozzle jet is investigated
at Ma1 D 3 and ReD D 1:3 � 106 to gain insight into the variation of intricate
wake flow phenomena of space vehicles at higher stages of the flight trajectory with
increasing Mach number. Since in the configuration with an air jet the ratio between
the outer flow velocity and the nozzle exit velocity is significantly smaller compared
to the one of a classical space launcher, the same configuration is investigated using
a helium nozzle flow. Due to the smaller molar mass of the helium the nozzle exit
velocity is strongly increased without changing the Mach number. In this way, the
obtained velocity ratio is nearly similar with that of a classical space launcher. Due
to the use of the helium nozzle flow, a multi-species version of the zonal flow solver
is used in which the non-reactive gas mixtures is described by Fick’s law. For further
details the reader is referred to [13].

To illustrate the flow field topology around the investigated generic rocket model,
the instantaneous Mach number in the symmetry plane and the wall pressure
coefficient distribution on the wall are presented in Fig. 4. The topology shows
a detached bow shock around the model’s fairing which deflects the supersonic
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Fig. 4 Instantaneous Mach number (black and white) and wall pressure coefficient (color)
distribution along the investigated generic space launcher configuration at Ma1 D 3 [29]
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freestream parallel to the fairing’s walls and leads to a strong increase of the wall
pressure coefficient. At the junction to the cylindrical part, the flow is redirected
parallel to the freestream by an expansion fan causing the pressure to decrease again.
Moving further downstream to the model’s tail, the turbulent supersonic boundary
layer separates at the rocket model shoulder, forming a supersonic shear layer.
As a result of the separation, the shear layer undergoes an expansion associated
with a radial deflection towards the nozzle wall, leading to the formation of the
low-pressure region and the subsonic recirculation zone. On the upper side of
the configuration, a second shock and expansion wave system is formed around
the double-wedge profiled strut which subsequently interacts with the shock and
expansion waves emanating from the main body. A footprint of this interaction is the
non-axisymmetric distribution of the pressure coefficient, shown in color in Fig. 4
on the launcher’s body. To validate the numerically computed wake topology, the
density gradient obtained from the LES results is compared to the experimental
Schlieren pictures in Fig. 5a and b for the air jet and helium jet configuration.
Note that both the experimental and the numerical results are shown for the strut-
averted side and the experimental pictures are mirrored for an easier comparison.
The plume’s moderate afterexpansion leads to only a weak displacement effect,
which results in the formation of a separation region with a triangular cross-section,
having one large-scale vortex at the base and extending along the whole nozzle to its
exit section. In the region close to the nozzle end the shear layer gradually realigns
along the nozzle wall by weak recompression waves. The identical positions of the
shock and expansion waves illustrate a good agreement between the experimental
and numerical results with respect to the determined wake flow topologies. The
obvious differences between the two cases is the intensity of the density gradient in
the region of the nozzle exit and in the shear layer between the underexpanded jet
plume and the outer flow. Due to the much larger density of the air in comparison to
the helium, the density gradient is much smaller in the latter case. However, due to
the supersonic outer flow the effect of the changed nozzle flow on the region further
upstream is negligible. Thus, the position of the shear-layer, the expansion waves,

(a) (b)

Fig. 5 Comparison of the experimentally and numerically obtained flow field topologies for the
air flown nozzle (a) and the helium flown nozzle (b): Schlieren picture (top) and absolute density
gradient of LES data (bottom) on the strut-averted side
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and the shock, is nearly identical for the two different cases. A more extensive
analysis of the supersonic strut supported space launcher configuration is given
in [29]

2.3 Transonic Axisymmetric Space Launcher Configuration

After the investigation of the dynamic behavior of the wake flow of a generic planar
configuration at the beginning of this chapter, the following part deals with the buffet
flow of a space launchers. That is, a reduced-order analysis based on optimized
DMD [19] is performed on the turbulent wake of a generic axisymmetric ARIANE

5-like configuration computed using the zonal RANS-LES method to investigate the
buffet phenomenon of space launchers.

The visualize the flow topology the instantaneous spanwise vorticity distribution,
time-averaged axial velocity profiles and streamlines are shown in Fig. 6a. The
developed fully turbulent boundary layer separates at the axisymmetric shoulder and
forms a turbulent free-shear layer. The shed shear layer rapidly evolves downstream
of the separation due to the shear layer instability, causing the mixing layer and the
turbulent structures to grow in size and intensity. This can be qualitatively identified
in the development of the mean streamwise velocity profiles additionally shown in
the lower part of Fig. 6a and in the plot of the Q-criterion iso-surface in Fig. 6b.
Further downstream, the shear layer gradually approaches the nozzle and finally
either impinges on its surface or passes over it, depending on the time instance and
the azimuthal position, which will be discussed in the following.

The turbulent wakes of the investigated generic space launcher configurations are
highly dynamic and are characterized by a manifold of spatio-temporal structures.
For instance, the instantaneous streamline snapshots of the free-flight configuration

u/u∞ 0 0.5 1

x/D-0.2

ωphi 0D/a : -15  -10  5  5  10  15

(a) (b)

Fig. 6 Wake flow topology of the investigated free-flight configuration [30]: (a) instantaneous
spanwise vorticity distribution (top); time-averaged axial velocity profiles and streamlines (bot-
tom); (b) coherent structures in the wake visualized using Q criterion (Q � a20=D2 D 300) and
color-coded by the Mach number
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taken at the same azimuthal position ' D 0 at two time steps show in Fig. 7 that
sometimes the shear layer reattaches onto the nozzle close to its center more than
one step height upstream of the mean reattachment position or it does not reattach
onto the nozzle but passing over it. Besides, the recirculation region incorporates
a manifold of large-scale spanwise vortices of different sizes such that the time-
averaged topology with only two toroidal vortices, illustrated in Fig. 6a, can be
hardly identified. Furthermore, despite the axisymmetric geometry and zero angle
of attack, the shed shear layer approaches the nozzle not axisymmetrically resulting
in a pronounced asymmetry of the induced instantaneous azimuthal pressure
distribution.

To provide insight into the temporal periodicity aspects of the wall pressure
fluctuations, the power spectral density (PSD) distribution of the wall pressure
signals is computed at several streamwise positions. Figure 8a shows the obtained
spectra for the two previously defined characteristic positions, i.e., at the nozzle
center (x=D D 0:6) and the mean reattachment position x=D D 1:15. At both

(a) (b)
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0
<0

u/u∞

Fig. 7 Two-dimensional snapshots of the projected streamlines in the near wake at the azimuthal
cut ' D 0ı for two different time steps. The darker grey level in the field denotes backflow
regions [30]
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Fig. 8 Spatio-temporal spectral analysis of wall pressure fluctuations cp0 on the nozzle [30]: (a)
power spectral density (PSD); (b) premultiplied normalized power spectral density (f � PSD=�2) of
the side load components (�cFY D 4:9 � 10�3, �cFZ D 5:1 � 10�3)
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streamwise positions, two distinct peaks around SrD � 0:1 and SrD � 0:2 as well
as a local broad-band plateau at SrD � 0:35˙ 0:05 can be identified. Furthermore,
an analysis of the spatial PSD function of the transposed space-time data matrix
of the previously analyzed pressure values reveals the presence of a dominant
antisymmetric m' D 1 mode that is followed by higher wave number modes with
continuously descending amplitudes. The m' D 1 mode causes most critical side
loads on the nozzle structure, while the higher wave number modes correspond to
ovalization or buckling loads, i.e., modes m' D 2 or m' > 3. To get an insight
into the buffet loads arising due to the previously mentioned pressure oscillations,
the instantaneous load on the nozzle is computed by the surface integral of the
instantaneous wall pressure field. The buffet loads feature a pronounced temporal
periodicity. Figure 8b shows the frequency-premultiplied normalized PSD function
for the two Cartesian components of the side force coefficient. The energetically
most dominant frequency range at SrD � 0:2 is clearly seen. There is another
pronounced but narrower and consequently, energetically less strong range around
SrD � 0:35. Notice that these frequencies correlate with the respective values in the
wall pressure fluctuations shown in Fig. 8a, while the low frequency peaks around
SrD � 0:1 detected previously are hardly visible.

Optimized DMD is applied to the velocity field to extract phase-averaged modes
for each of the three detected characteristic frequencies. Subsequently, a reduced-
order analysis based on the extracted DMD modes is performed to scrutinize the
underlying spatio-temporal coherent motion responsible for the buffet phenomenon.
On the whole, three dynamic modes of interest, frequencies of which closely match
the characteristic peaks in the wall pressure spectra and side loads, are identified in
the DMD spectrum, i.e., SrD.�1/ � 0:1, SrD.�2/ � 0:2 and SrD.�3/ � 0:35. The
shape of these modes contains the information about the underlying phase-averaged
coherent modulation of the flow field and is analyzed in the following.

The coherent phase-averaged fluid motion is obtained by superimposing the
steady mean mode with the respective dynamic modes at the given frequency. The
resulting reduced-order three-dimensional streamwise velocity fields are shown in
Fig. 9 for the three frequencies of interest in ascending order, i.e., SrD.�1/ � 0:1 (a),
SrD.�2/ � 0:2 (b), SrD.�3/ � 0:35 (c). The first (top) row of the subplots shows
the time instance t0, while the second (bottom) row illustrates the time instances
t0 C 0:5T.�n/, i.e., after one half of the respective period defined by T.�n/ D
SrD.�n/

�1D=u1, to visualize the temporal evolution of the spatial modulation.
Three types of coherent fluid motion are identified. The spatio-temporal modulation
of the velocity field at SrD � 0:1 (Fig. 9a) indicates a longitudinal pumping motion
of the recirculation region. At the second frequency of interest, SrD � 0:2 (Fig. 9b),
a pronounced antisymmetric cross-flapping motion of the shear layer is clearly
seen. At the third frequency, SrD � 0:35 (Fig. 9c), a quasi-swinging motion of
the shear layer is extracted that occurs in phase with the previous flapping mode.
In conclusion, the physical mechanism leading to the pressure oscillations and
consequently the buffet loads can be traced back to the just detected motion of the
recirculation region and shear layer. For a more detailed insight into the underlying
mechanism of the buffet phenomenon see [25, 30]
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t = t0 :

t = t0 + 0.5T (λn) :

(a) (b) (c)
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Fig. 9 Reduced-order modeled streamwise velocity field for the three characteristic frequen-
cies [30]: (a) SrD.�1/ D 0:1, (b) SrD.�2/ D 0:2, (c) SrD.�3/ D 0:35. Time instances at the
beginning (top) and in the middle (bottom) of the respective period are shown

3 Computational Performance

The zonal computations as well as the subsequent DMD analyses have been
performed on the CRAY XC40 (Hazel Hen) at the High-Performance Computer
Center Stuttgart (HLRS,Stuttgart). The system consists of 7712 two socket nodes
with 12 cores at 2.5 GHz. Each node is equipped with 128 GB of RAM, i.e., each
core has 5.33 GB of memory available for the computations. In total a number of
185,088 cores with a peak performance of 7.42 Petaflops are available. The flow
solver as well as the DMD postprocessor are optimized for the HLRS HPC system
using hybrid parallelization based on MPI and OpenMP. Furthermore, parallel I/O
procedure using HDF5 is employed.

To demonstrate the scalability of the used zonal RANS/LES flow solver, a strong
scaling has been performed on the Hazel Hen. The scaling was performed on a cubic
grid with 7703 grid points. Six different core numbers were tested, i.e., 1008, 2016,
4032, 8064, 16,128 and 32,256. Each simulation runs for 1000 iteration steps and
was repeated for multiple times to guarantee reproducibility. The overall speedup
and the ideal speed up are given as a function of the number of cores in Fig. 10. The
results prove the good scalability of the used code. For an exemplary analysis of the
wake flow of an Ariane 5-like configuration [30], a zonal setup with approximately
500 Mio. grid points is used. The analyzed time-resolved data have been computed
over a time interval of 409:6 tref after a transient phase of 100 tref , with tref D D=u1
being the reference time unit needed by a particle moving with the freestream
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Fig. 10 Strong scaling experiment on Hazel Hen

velocity u1 to cover one reference length defined by the main body diameter. For
this case, 14.6 Mio. core hours distributed over 9600 cores have been used in total.

4 Conclusion

Reduced-order analysis based on optimized dynamic mode decomposition has been
performed on the turbulent wake of various generic space launcher geometries,
including inter alia a planar backward-facing step configuration and an axisym-
metric free flight launcher. The simulation has been performed using a zonal
RANS/LES method. Both transonic and supersonic free stream conditions were
considered. The results show a strong unsteady behavior of the recirculation region
and shear layer leading to strong antisymmetric pressure loads on the nozzle
extension. Using conventional statistical analysis, several characteristic frequencies
were detected in the pressure signal of the different investigated configurations. To
clarify the origin of the detected wake dynamics, the underlying spatio-temporal
coherent modes were extracted using dynamic mode decomposition. Both, in the
planar configuration and the axisymmetric free flight configuration a low frequency
pumping motion of the recirculation region and a higher frequency flapping motion
of the shear layer were identified which are responsible for the detected pressure
fluctuations. Furthermore, a passive flow control device consisting of semi-circular
lobes mounted on the base shoulder of the planar configuration was investigated.
Due to this device, the reattachment length was reduced by up to 75%. In addition,
the low frequency pressure oscillations which are mainly responsible for the buffet
loads were slightly decreased by the lobes. However, this reduction was achieved at
the expense of increased high frequency pressure fluctuations.
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Optimization and HPC-Applications of the Flow
Solver FLOWer

Johannes Letzgus, Lukas Dürrwächter, Ulrich Schäferlein, Manuel Keßler,
and Ewald Krämer

Abstract Recent optimizations and HPC-applications of the flow solver FLOWer
are presented in this paper. A graph partitioning method is introduced to the MPI
communication, which reduces the number of messages as well as the total message
size, leading to a run time speed-up of 20%. A numerical investigation of a finite
wing shows the influence of the wind tunnel wall only in the wing root area and
agrees well with experimental data for attached flow. Both a URANS and a Delayed
Detached-Eddy Simulation (DDES) of the massively stalled wing reveal difficulties
in matching the experimental behaviour of flow separation. Finally, a simulation
of a model Contra-Rotating Open Rotor (CROR) at various operating conditions
exhibit interaction effects, blade loadings and noise emissions which agree well
with expectations and results from literature.

1 Introduction

With the ongoing increase in supercomputing power, advanced numerical methods
become feasible and numerical investigations in research and development of
aircraft can focus on complex aerodynamic phenomena. This paper gives an
overview of current work of the Helicopter and Aeroacoustics Group at the Institute
of Aerodynamics and Gas Dynamics (IAG) of the University of Stuttgart. All
investigations were carried out on the HLRS system Cray XC40 (Hazel Hen).
At first, the latest optimization step of the numerical solver regarding high-
performance computing is presented, where graph partitioning is used to reduce
MPI communication. Secondly, two applications demonstrate the functionalities of
the tool chain at IAG: A finite wing in a wind tunnel is investigated, showing the
influence of side walls and the challenges of simulating flow separation and stalled
wing with both a URANS and a DDES approach. Then the simulation of a model
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CROR serves as a baseline for validation processes and provides insight into the
noise generating mechanisms of a CROR.

2 Numerical Method

2.1 The Flow Solver FLOWer

For the present studies, the block-structured finite volume flow solver FLOWer [1] is
used. Originally developed by DLR, the code has been significantly enhanced, e.g.
with a fifth-order WENO scheme, hybrid mesh capability and a new coupling library
for fluid-structure interaction, and optimized for high-performance computing by
IAG [2–4]. Most recently, it has been expanded by state of the art detached-
eddy simulation (DES) methods like the (DDES) [5] in order to conduct hybrid
RANS/LES simulations [6]. The studies presented here use an implicit dual time-
stepping method of second order for time integration and second-order Jameson
Schmidt Turkel (JST) [7] as spatial scheme. Convergence acceleration is achieved
with a three-level multigrid method.

2.2 Optimization of Code Parallelization

The scalability of the CFD code FLOWer was recently significantly improved by the
implementation of a node-to-node (n2n) communication instead of a core-to-core
(c2c) communication [8]. By using a shared memory (SHM) to centrally collect the
halo data of each single process on a node and a subsequent dispatch of the data
as a bundled packet, a significant reduction of the number of messages could be
achieved. By sending large data packages instead of many small messages, a more
efficient use of the available bandwidth is achieved.

The structured code FLOWer allows the parallelization of the computational
effort to several cores by dividing the computing area into blocks, which represent
the smallest assignable unit. Unlike unstructured grids, the use of structured grids
allows only a strongly restrictive division of the computational domain, which must
meet an i-j-k index notation for each block unit. This division is to be carried out in
FLOWer by the user with the aim of creating blocks with a preferably equal amount
of cells per block.

The previous parallelization used a distribution of the blocks to individual
computing units with the aim to achieve optimal load balance by equalizing the
workload. For this purpose, several blocks may also be placed on one core, but at
least one. By providing more fine-grained block units and thus degrees of freedom
for the parallelization, an ideal load balance can be better approximated. However,
too extensive decomposition becomes partially inefficient by, for example, loop
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initialization overhead. In the previous approach, the communication paths and
expense of the halo cells have been taken into account as additional workload, but
not optimized. In order to remedy this weakness, a graph partitioning has been
introduced, which aims at an optimization of the communication paths for the
reduction of the MPI data stream.

To carry out the graph partitioning, the widely used METIS library [9] was
integrated into the code. A graph is set up whose vertices correspond to blocks,
and edges to the communication paths to their neighbor blocks. The vertices and
edges are weighted with the block cells and the number of halo cells.

For ordinary simulations, block numbers are in total by a factor of 3–4 greater
than the number of computing units/cores used. Thus, the degree of freedom
available for the graph partitioning is severely restricted. Since the exchange of
the halo cells by the node-to-node communication is the critical size for the run
time and only to be considered over a node boundary, the graph partitioning of
the computational domain is carried out over the nodes used. Subsequently, the
blocks assigned to a node are distributed over the node’s cores, whereby only
the best possible load balance is taken into account. However, due to the low
number of degrees of freedom, the use of the multilevel algorithm in METIS
results in a too weak consideration of the load balance over the nodes compared
to the communication. To counteract this, a subsequent minor redistribution of
individual blocks is performed after the graph partitioning to reduce load imbalance.
The resulting, slightly increased communication paths are accepted. With this
approach an optimization between minimal communication and ideal load balance
is achieved.

Figure 1 shows the communication paths between individual nodes for an
application-oriented computation with 50 nodes. The previous parallelization and
the new implementation using the described graph partitioning are illustrated. Due
to the stronger weighting of the communication in graph partitioning, there are

Fig. 1 Comparison of MPI communication pattern using different parallelization schemes in
FLOWer. (a) Load balance parallelization (b) Graph partitioning
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mainly partitions consisting of spatially adjacent blocks. The chronological assign-
ment of these partitions to the computing nodes results in a concentration of the
communication paths near the diagonal (see Fig. 1b). Communication with nodes
more remote results from the subsequent redistribution of the graph partitioning
to reduce the load imbalance. However, these messages are much smaller in their
data size. Compared to the old communication pattern, the graph partitioning
results in a reduction of the number of communication messages and consolidates
communication towards larger messages. In this test case, the overall size of the
MPI data stream is reduced by factor 18.3 and the message amount by factor 3.5,
with a maximal load imbalance of 2.3%.

The advances in the optimization of the FLOWer code with regard to its
scalability are shown in Fig. 2a, b. A strong and weak scaling depict the benefit
of the implementations compared to the previous versions. c2c and n2n denotes the
core-to-core and node-to-node communication scheme and graph the use of the new
parallelization method. In addition to the clear advantage of node-to-node compare
to the core-to-core communication, the new parallelization method also offers
further improvements in the run time as well as scalability of the code. For weak
scaling (see Fig. 2a) the new parallelization scheme causes a nearly constant offset
of the wall time towards the ideal line by a run time speed-up of 20% on average.
The scaling shows a similar behavior as the previous parallelization, however, with a
slightly reduced gradient at more than 50,000 cores indicating a more efficient MPI
communication. In the case of strong scaling, a comparable improvement could
be achieved, which allows a further acceleration of the simulations by a smaller
workload per core. Overall, very satisfactory results are recorded with a beneficial
use of the new graph parallelization method.
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3 Static Stall on a Finite Wing

In the field of aerodynamics, flow separation plays an important role since aero-
dynamic loads and general flow characteristics significantly change, depending on
whether the flow is attached or separated. This is crucial especially in aviation,
where flow separation mainly occurs if the angle of attack of a wing or a rotor blade
is increased beyond a critical maximum angle. Then, the occurring adverse pressure
gradient is too strong, slowing down the near-wall flow in the boundary layer (BL)
to zero velocity and eventually even reversing its direction. Now, the flow detaches
from the aerodynamic surface and highly unsteady, three-dimensional and chaotic
vortical structures evolve. This process is called stall. It leads to a more or less
sudden reduction in lift and increase in drag and thus limits the flight envelope of an
aircraft. First results of a numerical investigation of a stalled finite wing in a wind
tunnel environment are here presented and compared to experimental data.

3.1 Experimental Setup and Flow Conditions

The experiments [10] were conducted in the Cross Wind Simulation Facility (SWG)
at DLR Göttingen. A finite wing in the shape of a rotor blade tip model was mounted
in a test section of the closed-return wind tunnel with a cross section of 2.4�1.6 m.
The wing has a chord length c of 0.27 m and a span b of 1.62 m. The wing tip is
parabolic and a DSA-9A airfoil is used. A positive linear twist of 5.5ı was applied
to shift maximum lift and stall onset from the wing root towards the wing tip. Among
others, unsteady pressure transducers of type Kulite XCQ-093 were used to obtain
surface pressure data in three spanwise sections, at z=b = 0.49 (denoted by s1),
0.68 (s2) and 0.86 (s3), with z being the local coordinate in spanwise direction. The
model was pitched around quarter-chord to investigate static and dynamic stall. The
free stream velocity was 55 m/s, leading to a Reynolds number of about 900,000
and a Mach number of 0.16.

3.2 Numerical Setup

The numerical setup includes the finite wing which is positioned in a rectangular
wind tunnel (see Fig. 3). The rigid wing is placed in the middle of the 16 m long
wind tunnel, which uses a far field boundary condition as in- and outlet. Two wing
grids were investigated, a typical URANS grid, denoted by baseline, and a DES-
optimized grid, denoted by fine. The wing grids are of C-H type and embedded
into a Cartesian background grid using the overset technique, which can be seen in
Fig. 4. An overview of the wing grid spacings can be found in Table 1. The cell and
block count of the two investigated setups are listed in Table 2. The physical time
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Fig. 3 Positioning of the
finite wing in the wind tunnel
and spanwise sections of exp.
data

Fig. 4 Slices through
Cartesian background
grid (blue) with CH-type
wing grid (red)

step size is�t D 4:75�10�6 s, roughly representing 1/1000 of one convective time
unit, which is the time, it takes the flow to convect from leading to trailing edge. For
turbulence modelling, Menter SST, SA and SSG-! RSM are used, while the flow is
fully turbulent.
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Table 1 Spacings of the two
wing grids (x is streamwise, z
is spanwise direction)

Wing grid type Baseline Fine

�x/c at leading edge 0.066% 0.05%

�x/c at trailing edge 0.066% 0.076%

Max. �x/c suction side 2% 0.3%

�z/c (root to tip) 2% 1.8–0.25%

Growth rate in BL 1.13 1.1

y+ �1 �1

Based on/ reference 6. DPW [11] Richez et al. [12]

Table 2 Cell and block
count of the two investigated
grids

Grid setup Baseline Fine

Cells wing 21�106 140�106

Cells wind tunnel 11�106 11�106

Cells in total 32�106 151�106

Number of blocks 1902 6785

Cores used 1632 6000
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Fig. 5 Comparison of pressure distribution in three spanwise sections for attached flow, exp.
data: [10]

3.3 Moderate Angle of Attack ˛ D 5ı: Attached Flow

To gain confidence in the numerical setup, a case with a moderate angle of
attack ˛ D 5ı is investigated at first. Here, the flow is fully attached, since trailing
edge stall starts at about ˛ D 11ı. Figure 5 shows the pressure distribution in
the three spanwise sections s1, s2 and s3. For all three sections there is very
good overall agreement between experiment and simulation. All computed pressure
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distributions shown in this study are obtained from simulations with inviscid wind
tunnel walls and no modelled gap between wing root and side wall. Having the good
agreement of the pressure distributions in mind, this seems reasonable, although
there is a 0.4 mm wide gap in the experiments to enable the pitching motion of
the wing. To further investigate this issue, the baseline setup is modified in two
ways: At first, the gap is modelled but all wind tunnel walls remain inviscid, and
secondly, the gap is modelled and the boundary layer of the side wall the wing is
attached to is resolved. The boundary layer thickness at the wing’s position was
found to be around 0.1 m [13], which is reproduced in the numerical setup. The
spanwise distribution of local lift coefficients found in Fig. 6 reveals that resolving
the boundary layer of the side wall has a much stronger impact on the inboard flow
than the gap. If only the gap is modelled, a rather weak vortex evolves, as shown on
the left-hand side of Fig. 7. Comparable to the impact of a tip vortex, the effective
angle of attack and consequently lift is reduced in the neighbouring region. With the
resolved boundary layer, a horseshoe vortex forms around the leading edge and the
wing tip-like vortex stays closer to the wing surface and grows in size. On the right-
hand side of Fig. 7 the effect becomes apparent: The suction peak just downstream
the leading edge becomes weaker, thus lift is reduced. However, Fig. 6 also shows
that influences of both modifications decrease as the distance to the root increases.
At the first section s1, the differences in lift are already small. Further outboard at
section s2 and s3, no more differences are visible.
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Fig. 6 Spanwise distribution of local lift coefficients over the wing shows the influence of wall
and gap treatment
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Fig. 7 Visualization of the flow in the wing root region by means of �2-isosurfaces and surface
pressure. Left: Gap and inviscid side wall. Right: Gap and viscous side wall with resolved BL
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Fig. 8 Mean pressure distributions of URANS baseline setup and experiment in the sections s2
and s3 for a high angle of attack case with separated flow. Error bars represent standard deviation,
exp. data: [10]. (a) s2: z/b = 0.68. (b) s3: z/b = 0.86

3.4 High Angle of Attack ˛ D 18ı: Separated Flow

To investigate static stall with massively separated flow, the angle of attack is now
increased to ˛ D 18ı. The mean experimental pressure distribution in section s2
(see Fig. 8a) shows no more suction peak at the leading edge. The surface pressure
is basically constant over the entire suction side, indicating flow separation directly
at the leading edge. This is captured fairly well in the URANS simulation by the
SST turbulence model. SA and RSM yield the separation point slightly too far
downstream. Since separated flow is very unsteady, the exact pressure value of the
plateau on the suction side highly depends on the sample size of time averaging.
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Comparing the numerical results with each other, the sample size slightly differs.
However, the experimental data is time-averaged over about 1000 convective time
units, whereas simulation results are only time-averaged over 10–20 convective time
units due to the high computational effort. This is why the offsets of the pressure
plateaus seem plausible and are not in the focus of this study.

Both the experimental and numerical results in the innermost section s1 are
qualitatively the same as in section s2 and are not shown here for brevity. Regarding
the mean pressure distribution in the outermost section s3 Fig. 8b reveals an
experimental suction peak and flow separation not until x=c � 0:1. This behaviour
is not captured at all with SST and RSM turbulence modeling, where flow still
separates close to the leading edge. The SA solution shows a somewhat bigger
suction peak and flow separation at x=c � 0:05, but also matches the experiment in
this region poorly.

The influence of only the grid resolution on the mean pressure distribution can be
seen in Fig. 9. In section s2, small differences are only visible at the pressure plateau,
again, most likely due to the time averaging issue. In the outermost section s3,
the separation point of the fine grid is slightly shifted towards the leading edge,
contradicting the experimental result. In general, the solution seems sufficiently
grid-converged.

The DDES results shown here are computed on the fine grid using SA as the
underlying turbulence model in the URANS regime. The resulting mean pressure
distribution of the DDES approach is compared to the URANS results in Fig. 10. In
both sections, DDES shows a slightly more upstream flow separation and a smaller
suction peak. At this point, it cannot be ruled out that grid-induced separation
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Fig. 9 Mean pressure distributions showing the influence of the grid resolution
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Fig. 11 Comparison of instantaneous vorticity and in-plane streamlines between URANS (left)
and DDES (right) computation in section s2 (z/b = 0.68) for ˛ D 18ı

[14]—a major issue of hybrid RANS-LES approaches in general—plays a role here.
Further downstream, in both sections, DDES yields lower surface pressure in the
pressure plateau region. So regarding the mean pressure distribution of this high
angle of attack case, the DDES approach cannot improve the numerical results.
Looking at the instantaneous flow field, however, the DDES solution is believed
to be superior and closer to reality: As Fig. 11 shows, the URANS computation
exhibits large-scale vortical structures evolving from the free shear layer in a peri-
odic pattern and the in-plane streamlines indicate rather two-dimensional flow. The
vorticity contours of the DDES flow field show several smaller vortical structures
distributed over the entire upper side of the wing. Including the streamlines, the flow
appears highly chaotic and much more three-dimensional.

In summary, all simulations seem to be unable to capture precisely the spanwise
change in flow separation location seen in the experiment. While there is—to
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some extent—good agreement in the inner section s2, the computed mean pressure
distributions in the outermost section s3 clearly differ from each other and the
experiment.

4 CFD Simulation of a Model Contra-Rotating Open
Rotor (CROR)

CRORs are a fixed wing aircraft engine concept with two large contra-rotating fans
operating at transsonic Mach numbers developed in the 1980s. The concept is now
taken on again with the recent research concerning eco-efficient engines to meet
future fuel saving aims (see e.g. [15]). The benefit of CRORs is their low fuel
consumption and hence reduced pollutant emission compared to conventional jet
engines, which is enabled by the high by-pass ratio. One of the main drawbacks
is the high noise emission caused by the contributions of single rotor noise and
interaction noise. As a huge part of research on CRORs is undertaken by the
industry, recent experimental data is not publicly available. A test rig featuring a
model scale CROR is currently built at IAG in order to close this gap. First CFD
simulations of the model CROR are presented here, which are going to serve as a
baseline for validation and further enhancement of the numerical process chain in
this application.

4.1 Numerical Setup

The setup consists of the two rotors with a radius of R D 0:19m, seven blades in the
front and six blades in the back rotor, each mounted on the cylindrical hub which is
completed by a spinner at the front and extends far downstream, i.e. until the end of
the computational domain in the CFD setup (see also Fig. 12). The model CROR is
not optimized for efficiency and low noise levels but to provide useful data for CFD
validation. Compared to an optimized CROR the blade count is reduced to keep
frequencies low, the rotors are close to each other to produce high interaction noise
levels and no aft rotor clipping is applied for the same reason.

For the simulations the geometry is represented by a block-structured computa-
tional mesh set up using the Chimera technique. Each blade is surrounded by its
own mesh created with IAG’s in-house blade meshing script Automesh and some
modifications at the tip and the root, where the blade geometry is blended into the
cylindrical hub. The boundary layer is resolved by 24 cells with the lowest cell
height leading to a yC value of approximately 0:75. For the hub, an inviscid wall
boundary condition is used as the flow phenomena associated with friction in this
area are expected to have minor influence on performance and acoustics of the
CROR due to the low blade velocity at the hub. The whole setup is immersed in
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Fig. 12 CROR setup with
acoustic hull surface and �2
vortex visualisation at 20 m/s
axial inflow, 8400 rpm

Table 3 Grid size Front rotor 7�2.3 million

Rear rotor 6�2.3 million

Hub 2.2 million

Background 19.8 million

a Cartesian background grid automatically generated with an in-house tool. In the
vicinity of the rotors the resolution is 2mm (�0:01R) and hanging grid nodes are
used for coarsening towards the boundaries of the computational domain, which are
placed more than 50R away from the CROR in each direction. In total, the grid size
sums up to about 52 million cells, an overview can be found in Table 3. Turbulence
is accounted for by the Wilcox k-! turbulence model.

Four operating conditions are compared, with the CROR running at 6000 rpm
and 8400 rpm, leading to a blade tip mach number of 0:35 and 0:49, respectively.
A state with no farfield inflow and another one with an axial inflow velocity of
20 m/s is considered for each rotational speed, the former representing the beginning
of the start phase and the latter resembling takeoff conditions. Each case is run
for 10–15 revolutions at 1ı of rotation per time step to obtain a converged flow
field. Another three revolutions are added at 0:5ı per time step for aerodynamic and
acoustic evaluation. The computation uses 1920 cores with a maximum of 30,000
cells per core, enabling computation of six rotor revolutions in 24 h at 1ı time step.

Acoustic evaluation is carried out using the in-house Ffowcs Williams-Hawkings
solver ACCO [16]. During the last two revolutions of the evaluation phase the flow
variables are interpolated onto an acoustic hull surface surrounding the two rotors
as well as the spinner (see Fig. 12). The data from two revolutions are merged into
one using a linear blending function to smooth out small periodicity imperfections
that would otherwise have a large impact on the acoustic signal. The result is
then processed by ACCO calculating the acoustic pressure in the time domain at
prescribed observer positions in the far field. A resolution of 2mm is chosen on the
acoustic surface according to the resolution of the background mesh.
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4.2 Results

Figure 12 gives a qualitative impression of the flow field at 20 m/s, 8400 rpm with
pressure contours and a �2 iso-surface for visualisation of the tip vortices. The tip
vortices originating from the front rotor are convected downstream where they hit
the aft rotor in the blade tip region. Downstream of the rear rotor the flow field
is dominated by the aft tip vortices, however a regular disturbance pattern caused
by the wake and tip vortices of the front rotor is visible. Overall good vortex
conservation is achieved.

Some time averaged results on the CROR’s performance are summarized in
Table 4a–d. As expected, the thrust and required power are considerably higher for
the cases without inflow than for the 20 m/s cases due to the greater angles of attack
on the blades. While in the 0 m/s case the front rotor contributes significantly more
thrust, contributions are almost equal at 20 m/s and the ratio of power requirement
even inverts. This behaviour is probably caused by a strong acceleration of the flow
between the front and rear rotor in the 0 m/s case, induced by the high thrust of
the front rotor and leading to comparatively low angles of attack and reduced blade
loading on the rear rotor.

Figure 13a shows the range of thrust distributions on a blade of the front rotor
occurring during one revolution for the two 6000 rpm cases, Fig. 13b shows the same
for the rear rotor. The local thrust increases from the root of the blade towards the tip
due to the increasing circumferential velocity. An extra peak near the tip is caused
by the blade’s own tip vortex generating an area of very low pressure on the blade
suction side. Unsteadiness of the blade loading is characterized by the width of the
coloured areas covering the thrust coefficient range. Unsteady thrust distribution is
evident for all cases. On the front rotor blades it is caused by interaction with the
downstream blades’ potential field, on the rear blades wakes and tip vortices from

Table 4 CROR performance
data

Front Rear Total

(a) 0 m/s, 6000 rpm

Thrust (N) 89:8 74:2 163:9

Power (kW) 2:64 2:47 5:10

(b) 0 m/s, 8400 rpm

Thrust (N) 177:9 148:4 326:2

Power (kW) 7:31 6:89 14:20

(c) 20 m/s, 6000 rpm

Thrust (N) 43:7 42:6 86:2

Power (kW) 1:54 1:64 3:18

Efficiency (%) 56:5 52:0 54:2

(d) 20 m/s, 8400 rpm

Thrust (N) 117:4 106:0 223:3

Power (kW) 5:28 5:34 10:62

Efficiency (%) 44:4 39:7 42:1
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Fig. 13 Thrust coefficient ranges of a front (a) and a rear (b) rotor blade over one revolution

Fig. 14 Polar noise directivity at r D 10m. (a) Overall sound pressure level. (b) Selected tones

the front rotor add further unsteady loads. The effect of the tip vortex impinging on
the rear blade can be observed between r=R D 0:55 and r=R D 0:9 for the 0 m/s
case in Fig. 13b. Two regions of increased unsteadiness are visible to either side of
the vortex center which hits the rear blade around r=R D 0:75. In the 20 m/s case
they are not as pronounced since the tip vortex is weaker and located further outward
because the stream tube through the rotors is not contracted as much as in the 0 m/s
case.

Figure 14a, b show the polar noise characteristics of the model CROR obtained
with ACCO at a distance of 10m from the center of the CROR. The sound pressure
level LP is shown as a function of the polar angle, which is the angle between
the connecting line from the CROR’s center to the observer and the rotational axis
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(0ı is upstream, 90ı is in the rotor plane and 180ı is downstream). The sound field
is symmetric around the rotational axis so it is fully described by one polar from 0ı
to 180ı.

Overall noise levels (Fig. 14a) increase with rotational speed as expected. They
are also slightly elevated for the zero inflow cases compared to the cases with inflow.
This can be attributed to the higher loading in the zero inflow case which causes
stronger pressure fluctuations, wakes and tip vortices and thus more single rotor and
interaction noise. The directivity patterns are similar for all operating conditions:
Noise is mainly radiated in upstream and downstream directions slightly inclined
to the rotational axis, with the downstream emission louder than the upstream lobe.
This behaviour is typical for CRORs in takeoff conditions [17] and is due to the
prevailing of interaction noise, which is typically radiated in oblique directions.

As can be seen from Fig. 14b, the sound field is dominated by the first interaction
frequency (which is the sum of the front and rear rotor’s blade passing frequencies
BPF1 and BPF2). The 8400 rpm zero inflow case is shown as an example but the
behaviour is similar for all examined operating conditions. Note that the present
model CROR was intentionally designed to produce significant interaction noise for
investigation purposes. Single rotor noise (aft rotor blade passing frequency BPF2
shown exemplarily) is mainly radiated in the rotor plane. For the zero inflow case
minor BPF2 lobes can be observed around the rotational axis while radiation in the
rotor plane is approximately equal to the 20 m/s case. This can again be explained by
the higher blade loading causing more loading noise which is radiated normal to the
blade surface and thus in upstream and downstream directions while thickness noise
remains constant. Single rotor noise gains importance for higher rotational speed but
does not contribute significantly to the overall sound pressure level at 6000 rpm.

5 Conclusions

The MPI communication of the flow solver FLOWer could be improved by
introducing graph partitioning. For the present test case, this reduces the number
of messages to be sent by factor 3.5 and the overall size of the MPI data stream
by factor 18.3. This new parallelization method gives a run time speed-up of 20%
compared to the already established node-to-node communication method.

The numerical investigation of a finite wing showed a strong influence of the
boundary layer of the wind tunnel side wall on lift, but only in the near-wall region
at the wing root. For attached flow, the computed pressure distributions match those
of the experiment very well. In case of massive flow separation, all simulations fail
to capture the spanwise change in flow separation location. Moreover, neither a finer
grid resolution nor a DDES approach improves the numerical results.

An isolated model CROR was simulated at various operating conditions.
Unsteady blade loadings were investigated as well as noise emission, both show
significant interaction effects between the two rotors. The observations agree well
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with expectations and results from the literature and the simulations are therefore
believed to form a reliable basis for further investigations on integrated CRORs.
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Numerical Simulations of Artificial Disturbance
Influence on a High Lift Airfoil

Katharina Wawrzinek, Thorsten Lutz, and Ewald Krämer

Abstract Numerical simulation results of the DLR-F15 high lift airfoil with
statically and dynamically disturbed inflow conditions are presented and analysed.
The two-dimensionally extruded high-lift airfoil, consisting of main element and
flap, is exposed to the influence of a static tip vortex in order to generate a three-
dimensional inflow condition. In a second step the static distortion is superimposed
by an additional, artificial and dynamic gust. The set-up is a wind tunnel test section,
where a pitching airfoil, which serves as a gust generator, and a finite wing, which
serves as a vortex generator, are located upstream of the high lift airfoil. Unsteady
RANS simulations with the inflow Mach number M1 D 0:15 and Reynolds number
Re D 2:0 million were performed. The high lift airfoil angle of attack is ˛ D 0ı.
The results give an insight into the different emerging effects and the reaction of the
high lift airfoil.

1 Introduction

Aircraft wings with their increasing number of elements are becoming more and
more complex as each element influences and interacts with the inflow and the
aerodynamic characteristics of the other elements. Especially during take-off and
landing the high lift airfoils with their slats and flaps are exposed to inflow
disturbances. These distortions may originate from buildings near the airport, from
the wake vortices of other aircraft and from the atmosphere itself. Atmospheric
turbulence and gusts cause load fluctuations at the wings and influence the aero-
dynamic characteristics of the wing. Especially close to stall these distortions can
lead to critical situations.

According to “Aviation Certification Specifications” CS-25 the analysis of
aircraft designs must also take into account the effects of gust and turbulence loads.
Flight tests are expensive and take place in a late stage during the development
process. Hence it is necessary to perform simulations in which the influence
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of turbulence is included. For instance, [1] and [3] cover this topic. However,
investigations on the influence of inflow distortions on high lift airfoils are not
widespread.

Even without atmospheric turbulence, it is a challenge to predict the maximum
lift and stall characteristics of an airfoil. A multi element airfoil provides several
additional demanding areas. Aerodynamic phenomena, which occur for example in
the cove region or in the mixing of free shear and boundary layers, are difficult to
predict for traditional RANS methods. It is challenging to simulate such phenomena
in combination with inflow turbulence.

In the presented test case a high lift airfoil interacts with a dynamic and static
inflow distortion. A two-dimensional artificial atmospheric gust is generated by a
pitching airfoil. For three-dimensional effects a static vortex, lateral to the gust and
generated by a finite wing, interacts with the multi element airfoil and the gust. This
complex set-up creates a three-dimensional aerodynamic basis of the high lift airfoil
and a three-dimensional dynamic inflow situation. For this test case experimental
data is provided by the TU Braunschweig [5]. The paper presents the simulation
results of the set-up described above. There are results with and without dynamically
varying inflow.

2 Set-Up

2.1 Geometry

Figure 1 shows the set-up. The wind tunnel test section where three airfoils are
placed is a cuboid (length: cl D 7:55m; height = width: ct D 1:3m). The DLR-F15
airfoil was used in a high lift configuration FS#1. The multi element airfoil consists

Fig. 1 Simulation set-up; left: gust generator; middle: vortex generator; right: DLR-F15; vorticity
plot shows the pathway and interaction of the wakes and the wing tip vortex; turbulence model:
SST
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of a main element and a flap. In the configuration FS#1 the flap angle is ˛F D 40ı.
In the retracted airfoil the chord length is c D 0:6m. A detailed description of the
multi element airfoil can be found in [2]. A NACA 0021 airfoil with a chord length
of cg D 0:3m is placed 2:35m upstream to the high lift airfoil in the test section.
This gust generator performs a single pitch down motion with an angle of attack
increment of �˛ D 10ı in t D 0:03 s. The starting angle of attack is ˛0 D 0ı and
the center of rotation is at half height of the test section. As vortex generator, a finite
wing is placed between the gust generator and the multi element airfoil. The chord
length of this NACA 4412 airfoil is cv D 0:3m. The leading edge is placed 0:8m
downstream of the gust generator’s trailing edge at the bottom of the test section.
The span is b D 0:6m and the angle of attack ˛v D 2:5ı. In the experiments of
TU Braunschweig an inflow velocity of u1 D 50m=s was used, however, a better
match between numerical and experimental results is found for a simulation inflow
velocity of u1 D 50:5m=s.

2.2 CFD Grid

For the purpose of reducing the computational costs the test section was simulated
without boundary layers along the walls. However, in order to keep the set-up similar
to the experiments of the TU Braunschweig, the widening of the wind tunnel walls
was neglected in the simulation to compensate the boundary layer displacement
effect. In [6] a test case without gust and vortex generator was investigated and it
has been shown that the simplifications meet the requirements for a simple case.
The span b and the corresponding height of the tip end of the finite wing was
adapted in a way, that the distances to each other element in the test section match
the experiment. The leading edge of the gust generator is placed 1:6m behind the
numerical inflow plane.

The computational grid was generated using the commercial software Gridgen
by Pointwise, Inc.. The mesh including the test section, the gust generator and
multi element airfoil is a two-dimensional grid in x-z-plane, which is extruded in
y-direction with a step size of�s D 0:005m to cover the test section width. The gust
transport region downstream of the gust generator is resolved with �s D 0:005m
in x- and z-direction. The vortex generator is added using the overlapping grid
technique. This way a cartesian and equidistant mesh can be retained in the gust
transport region and the streamwise vortex region of the vortex generator. Hence,
numerical losses caused by unstructured meshes can be reduced.

The surfaces of the gust generator and the DLR-F15 airfoil are resolved by 260
cells in spanwise direction. The main element of the high lift airfoil is represented
by 408 points and the flap by 232 points in chordwise direction. The high number
of points of the main element is required for the higher resolution in the cove
region with unstable flow characteristics. In order to provide good results during
the pitching motion of the gust generator, the surface of the NACA 0021 is resolved
by 400 points in chordwise direction. The vortex generator is resolved by 80 cells in
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spanwise direction, because of the less sensitive area which is not subject to the gust
interaction. 264 points represent the surface of the vortex generator in chordwise
direction. The dimensionless wall distance of the first cell of yC < 1 was satisfied.
Overall, the grid consists of about 58,700,000 cells.

2.3 Numerical Set-Up

The unsteady RANS simulations were performed using the unstructured finite
volume solver TAU developed by DLR [8]. The mesh deformation technique
enables the motion of the gust generator. Euler walls represent the walls of the
wind tunnel. There is no benefit in simulating the gust using for instance Detached-
Eddy Simulation, as investigations in [7] showed. It can not be ruled out, that better
results can be obtained for the vortex generator but this would require an intense
mesh refinement in a large region related to an extensive increase in computational
cost. For time stepping the implicit Backward Euler scheme is used. A physical
time step size of �t D 0:0003 s divides the motion of the gust generator in 1000
time steps. The pitch motion of the experiment is represented accurately and the
convective time cycle of the high lift element is represented by about 390 time
steps. Each time step consists of at least 100 inner iterations. A second order
central approach discretises the convective fluxes. The turbulence model Menter
SST was used. Due to the low Mach number the Rossow Swanson preconditioning
was activated. The laminar-turbulent transition matches the prescribed experimental
data. The convergence behaviour was estimated by monitoring the density residual
and the force coefficients, see Fig. 2.
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Fig. 2 Example of lift coefficient and density residual of the simulations
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3 Results

3.1 Inflow Conditions Without Dynamic Disturbances

The test case without dynamic inflow turbulence shows five different superimposed
phenomena, which are influencing the three inflow velocity components of the high
lift airfoil in a steady state. Those phenomena are the wakes of the gust generator and
the vortex generator, the circulations of the gust generator and the vortex generator
and the wing tip vortex of the vortex generator. The particular effects are varying in
their magnitude and affect different regions of the high lift airfoil.

Influence of the Gust Generator The wake of the gust generator causes a reduction
of the u-velocity in a small area, see Fig. 3 (left). Without the pitching motion of the
gust generator, the wake is located above the high lift airfoil and does not interact
with the DLR-F15 wing. The circulation effects of the gust generator are negligible
because of the starting position with an angle of attack close to ˛ D 0ı and the
symmetry of the NACA 0021 airfoil.

Influence of the Vortex Generator The vortex generator wake reduces the u-velocity
in a small vertical region, see Fig. 3 (left). This area is not exactly in the middle
of the test section. Further downstream it is slightly shifted to lower y-coordinates
because of the cambered NACA 4412 airfoil and its angle of attack of ˛ D 2:5ı. The
circulation of the vortex generator increases the u-velocity to higher y-coordinates
and reduces the u-velocity at lower y-coordinates, compared at the given inflow
velocity, see Fig. 3 (left). The vortex generator end creates a streamwise wing tip
vortex with anti-clockwise rotation (viewing direction: x-direction). This vortex
influences the v- and w-velocity, depending on the y- and z-coordinates, see Fig. 3
(middle and right). These additional velocities affect the wake of the gust generator.
As can be seen in Fig. 3 (left), on one side the gust generator wake is shifted upwards
and on the other side the wake is shifted downwards.
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Fig. 3 Inflow conditions of the steady disturbed simulations of the DLR-F15. The figures depict
the velocity components at the position x=cl D 0:47m. Left: u-velocity; middle: v-velocity; right:
w-velocity. Viewing direction: -x-direction
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3.2 Pressure Distribution with Static Inflow Disturbances

Figure 4 shows three chordwise surface pressure coefficient distributions at various
spanwise locations. The differences among those results are rather small. They are
limited to the leading edges of the main element and the flap. The main element’s
suction peak is increased for lower y-coordinates and reduced for higher ones,
respectively. This results from the wing tip vortex of the vortex generator. The
rotation direction induces a v-velocity component, which increases or reduces,
depending of the side of the test section, the actual inflow velocity angle experienced
by the high lift airfoil. Figure 5 (left) allows a closer look at the spanwise effects at
different � locations. Regarding the main element’s leading edge (dark blue line),
the pressure coefficient levels at both sides of the test section are relatively constant.
The drop in the middle is limited to an area of 0.5–0.7 m. Within the drop a small
wiggle is visible. This results from the vortex generator wake, which is interacting
with the high lift airfoil at this position reducing the u-velocity. The behaviour of
the flap’s leading edge (dashed red line) is not comparable to the main element and
can not easily be divided into left and right, as can be seen in Fig. 5 (left). The
suction peak of the flap’s leading edge is significantly influenced by the separation
region at the flap and the inflow from the cove region, see Fig. 5 (right). The pressure
coefficient distribution varies strongly in spanwise direction and shows an irregular
pattern. This behaviour can also be found in the cove and on the separation line
on the flap. On average the flap’s side y=ct < 0:5 provides slightly lower pressure
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Fig. 4 Surface pressure coefficient distribution of the DLR-F15. Left: entire chordwise pressure
coefficient distribution for three different spanwise locations; top right: close up leading edge main
element; bottom right: close up leading edge flap



Simulations of Disturbance Influence 329

y [m]

c p
 [

-]

0 0.2 0.4 0.6 0.8 1 1.2

-5

-4

-3

-2

-1

0

1

ME-US: 75% x/c
ME-LS-Cove: 83% x/c
F-US: 92% x/c
ME-US: 2% x/c

X
Y Z

cfx

0.030
0.015
0.009
0.007
0.000

-0.015
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lower side in the cove; right: streamlines on the main element and cfx distribution

coefficient levels than the other side. This results from a higher angle of attack,
which is caused at this side by the rotation of the streamwise vortex and induces a
higher circulation of the main element. The flap is less loaded, through the increased
main element circulation, see [9]. At the trailing edge of the main element and the
flap the differences are negligibly small.

The vortex convects downstream above the DLR-F15, visualized by the stream-
lines in Fig. 5 (right). The streamlines in the middle on the upper side of the main
element are slightly deflected to the right side (viewing direction: x-direction), as
a result of the lower side of the counter rotating vortex. This effect is limited to a
small middle area. Most of the airfoil’s main element does not show any cross flow.

Overall, the influence of the vortex on the high lift airfoil is small and restricted
locally. The expected three-dimensional effects of the inflow conditions are rather
small and limited to a small strip in the middle region. Both sides of the main
element, considered individually, show a behaviour without strong gradients. The
flap region is mainly dominated by three-dimensional effects which can not be
separated into left and right section.

3.3 Pressure Distribution with Dynamic Inflow Disturbance

In this section the gust generator performs a single pitch motion of �˛ D 10ı to
introduce a dynamic inflow distortion. At the trailing edge of the gust generator, a
quasi two-dimensional transversal vortex develops, which convects downstream the
test section, see Fig. 6. The rotation direction of the gust is anti-clockwise (viewing
direction: x-direction), which first induces a positive w-velocity travelling along
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Fig. 6 Figure depicts the vortex path at y=ct D 0:44 and t D t0, t D 0:0190 s, t D 0:0317 s,
t D 0:0461, t D tend (top down)
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Fig. 7 Three different points in time showing the position of the transversal vortex during the
simulation including the pitching of the gust generator. The black line represents the height of the
main element’s leading edge. The figures are extracted at the position x=cl D 0:5

the high lift airfoil, followed by a negative one. Investigations concerning the two-
dimensional simulation case can be found in [10].

While travelling downstream the gust interacts with the vortex generator fol-
lowed by the high lift airfoil. The gust influences the high lift airfoil as well as
the position of the transversal vortex. Figure 7 shows the motion of the vortex core
which is caused by the gust. First the vortex core is shifted upwards followed by
a downwards motion. The vortex core movement by itself influences the high lift
airfoil. This effect on the DLR-F15 can’t be investigated isolated from the influence
of the gust. However this influence is assumed to be small and locally restricted to
the midsection of the airfoil.

Figure 8 depicts the temporal development of the pressure coefficient difference
at several positions at the DLR-F15. The pressure coefficient delta is given by the
difference of the actual pressure coefficient to the basis pressure coefficient before
the pitching motion started at the same position. This method almost eliminates
the influence of the static inflow effects and focuses on the gust influence. The
dashed lines represent the results for y=ct < 0:5, the solid lines for y=ct > 0:5.
The particular results on each side of the test section behave like it is described
in [10] and [4] In this paper the focus is on the comparison between both sides.
The temporal development of the dashed lines shows that the reaction peaks of the
vortex flanks are slightly delayed. There are two possible explanations, which are
not mutually exclusive. First, the gust part for y=ct < 0:5 experiences a reduced
u-transport velocity, due to the circulation of the vortex generator, see Fig. 3 (left).
Second, the gust follows different paths, depending on the spanwise position. The
distance of the gust part for y=ct < 0:5 to the high lift airfoil is larger than the
distance of the side y=ct > 0:5. This results from the streamwise vortex rotation of
the tip vortex in the y-z-plane. On the side y=ct < 0:5 the vortex induces a positive
w-velocity, which moves the gust upwards. The contrary is true in this case, see
Figs. 7, 3 (right) and 9. This can cause different x-positions of the vortex core on
each side at the same moment in time. Unfortunately, it is not possible to detect the
position of the vortex core in the simulation data. The vortex structure is more like
a shear layer of varying strength than a consolidated vortex. Neither the velocity
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Fig. 8 Pressure coefficient differences at several x-positions on the main element at two spanwise
positions. Dashed lines: y=ct D 0:12; solid lines: y=ct D 0:88

difference method, used in [10], nor the vorticity nor the �2-criterion detect the
position of the vortex core.

Beside the offset in the temporal development, there are differences recognisable
in both peak values of the pressure coefficient difference. The reaction of the front
vortex flank provides a weaker influence for y=ct > 0:5, although the vortex position
is closer to the high lift airfoil and should induce higher positive w-velocities. In a
two-dimensional case, a larger distance between airfoil and gust causes a weaker
reaction, see [10]. As it is described in [10] and [4] the position of the vortex
is slightly upstream of the high lift airfoil, when the first peak of the pressure
coefficient difference appears. These results are transferred to this three-dimensional
test case. In case of y=ct > 0:5 the vortex is slightly below the leading edge before
it finally barely travels along the upper side of the high lift airfoil. At this short
moment the leading edge experiences a positive w-velocity but also a negative
x-velocity component from the upper part of the gust which might reduce the first
peak reaction. A second reason might be found in the different base level of the high
lift airfoil. In [10] the reaction of the test case with an angle of attack of ˛ D 0ı
shows lower peak values for both vortex flanks than the test case with an angle
of attack of ˛ D 6ı. It might be a combination of different effects because only
the reaction of the first vortex flank is stronger for y=ct < 0:5 but not the second,
see Fig. 8. Most lines in Fig. 8 don’t return to the initial starting level. This results
from the varied set-up. After the pitch movement the gust generator remains in the
deflected position. This influences the flow simulation in the test section. In Fig. 9
different end positions are depicted. Whereas the gust generator wake clearly travels
along the upper side of the high lift airfoil at all spanwise positions at the starting
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Fig. 9 Figure depicts different gust wake positions with �t=�l. Four spanwise position after the
gust interaction took place. Top left: y=ct D 0:12; bottom left: y=ct D 0:61; top right: y=ct D 0:88;
bottom right: y=ct D 0:46

point, the gust generator wake partly impinges on the leading edge or travels along
the lower side of the high lift airfoil.

Overall the three-dimensional effects are a complex system of different in-
fluencing parameters. Considering each side individually, the effects resemble the
two-dimensional results of other investigations. Comparing both sides, additional
effects can be recognised.

4 Scaling Test

Simulations of the type presented in the previous sections are very demanding,
especially regarding the required computational effort. Resolving all aspects of
complex geometries and small turbulence scales requires a mesh with a considerably
large number of cells. Additionally, the representation of low frequencies demands
long recording times with small physical time steps, which results in numerically
expensive simulations. Modern supercomputers such as the Cray XC-40 with a
large number of compute nodes, fast cores and modern architecture progressively
enable more expensive simulations and accordingly a wider range of more accurate
simulation results. In order to use this potential the flow solver must provide good
scaling capabilities. Therefore, a scaling test on the CRAY XC-40 system Hazel
Hen was performed.

The system provides 7712 compute nodes. Each node consists of two sockets
with twelve cores each. All together 185,088 cores are available. The run-time for a
job is limited to 24 h.
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The chosen mesh for the scaling test is a hybrid grid with additional Chimera
overset meshes as it is common for most simulations with complex geome-
tries and highly resolved areas. The mesh consists of about 60 million cells,
which equals 54 million points. The chosen flow solver, DLR TAU-Code, version
taudir_release_2015.2.0, was compiled using the GNU compiler, MPICH version
7.3.0 and NETCDF version 4.3.2.

For an automated partitioning of the original grid into subgrids two codes
are available: the TAU native partitioner called private and the external graph
partitioner Chaco, developed by Sandia National Labs. Unfortunately, a direct
coupling of the Chaco partitioner and the current TAU version is no longer possible
since TAU version taudir_release_2013.1.0. For this reason the TAU version
taudir_release_2012.1.0 in combination with Chaco was used to subdivide the initial
grid. The preprocessing, which includes the preparation of the multigrid levels, and
the actual simulation is done using the latest TAU version. The code’s strong scaling
behaviour was investigated due to its major importance to the user, compared to the
weak scaling. In this case the same initial mesh is divided into different numbers
of subgrids, which enables performing the simulation on the respective number
of cores. By increasing the number of subgrid domains the number of cells per
domain is reduced. Thus, the computing costs per core are reduced. On the other
hand the communication among the cores is increased, which leads to an increase
in overall simulation time. At some point the communication effort exceeds the
benefit of the reduced compute costs per core and further partitioning of the initial
grid is unfavorable. For this scaling test the chosen test cases range from 24 to 9216
subgrids, which corresponds to 743,000 to 6500 cells per core. Each test case’s
subgrid number is a multiple of 24, so all allocated nodes during the simulation are
entirely utilized.

The partitioning runs sequentially, so only one core performs the partitioning
independent of the number of required subgrids. As consequence the internal
core memory must be sufficient to handle the entire mesh size. No issues were
observed in this respect for the given mesh size. Hence, the memory was sufficient
in all cases. The wallclock time of each run is analyzed and serves as basis for
comparison. Figure 10a shows the results of the partitioning. Both partitioners have
similar runtimes for the grid subdivision into 24 domains. Increasing the number of
requested subgrids increases the process duration for both partitioners. The external
partitioner Chaco operates more efficiently. The difference between the partitioners
increases with increased subgrid domains. Chaco is the superior partitioner from a
runtime point of view, with the gap between the two increasing the more subgrids
need to be created.

Opposite to the partitioning, the preprocessing operates in parallel, so the number
of required cores equals the number of subgrid domains. The TAU code performs the
preprocessing with the subgrids previously created by the different partitioners. The
preprocessing generates five levels of multigrids for each test case, which further
reduces the number of cells per core, depending on the selected multigrid level. In
Fig. 10b the results for the preprocessing are depicted. Increasing the number of
cores reduces the time for conducting all preprocessing steps. The additional time-
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Fig. 10 Scaling test results of the partitioning (a) and the preprocessing (b) process

savings decrease with an increasing number of cores. Above 1200 cores, which
equals roughly 50,000 cells per core, no further time savings can be achieved by
increasing the number of cores. There are almost no differences between the two
different subgrid versions. Small deviations are most likely attributable to different
core selections in both runs. The deviations in the last Chaco test case can probably
be ascribed to the core selection as well.

In order to compare the different simulation runs, the time from the first to the
last iteration was logged excluding the duration of initialisation and output process.
The simulation performs 10,000 iterations per run and the multigrid level three is
activated. Test cases smaller than 72 subgrids would need more than 24h to perform
the given iterations, which would require a second run, and are therefore omitted. To
reduce the influence of the core selection the solver test cases are repeated 3 times.
The results can be seen in Fig. 11a. Between 100 and 1000 cores the results differ
slightly. Differences can be found above 1000 cores. In that range, the improvement
achieved by increasing the core count seems to decrease, with some noticeable
variations. Above 4600 cores a linear behavior can be seen in the double logarithmic
plotted figure, which nearly equals the linear slope below 1000 cores. It seems that
even further partitioning, which results in subgrids containing less than 6500 cells,
still provides good scaling results, however the benefit is slightly reduced.

Figure 11b shows the comparison of the solver runtimes for different partitioned
test cases. There is almost no difference in the simulation time, indicating that each
partitioner provides equal workload for the cores.

The TAU code provides excellent scaling qualities on the supercomputer CRAY
XC-40. Both presented partitioners achieve similar results, solely during the parti-
tioning Chaco shows superior characteristics regarding the run-time. However the
time consumption of the partitioning process in comparison to the time consumption
of the simulation itself is negligible. Therefore, the choice of the partitioner will be
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Fig. 11 Solver real-time results for TAU version 2015.2.0. (a) Results for 3 test runs. (b) Results
for differently partitioned test cases

made regarding other aspects such as numerical stability, positions and shapes of
subgrid domain boundaries, etc.

5 Conclusion

Numerical studies on the influence of static and dynamic inflow disturbances on
a two-element high lift airfoil were presented in this paper. The static three-
dimensional effects of this set-up turned out to cause only small three-dimensional
effects. The impact area at the high lift airfoil can clearly be separated into three
domains. Neither the left side nor the right side show three-dimensional flow
characteristics. Only a small streak in the middle experiences cross flow. The
additional superposition of a gust leads to a complex system of mutual interaction
among all involved parameters. It is not possible to analyse each influence separately
due to the dependence among themselves. Both sides of the high lift airfoil,
individually considered, show the same behaviour like it is found in the two-
dimensional test cases. However, the comparison between both sides reveals new
aspects which can’t be fully explained yet. It is not clear if each side acts for itself
and is not involved in the reaction of the other or if they interact. As these numerical
investigations are very demanding, a scaling test of the TAU code on the CRAY
XC-40 system was performed to ensure adequate scaling qualities.
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About the Influence of Wind Tunnel Walls,
Tower and Nozzle on the Performance
of a Model Wind Turbine

Annette Klein (née Fischer), Sven Zabel, Thorsten Lutz, and Ewald Krämer

Abstract The influence of wind tunnel walls, tower and nozzle on the performance
of a model wind turbine is investigated in the present paper using Computational
Fluid Dynamics (CFD). The model wind turbine has a radius of 1:5m and is located
in a wind tunnel with a cross section of 4:2m � 4:2 m. Global loads, angle of
attack distributions as well as flow fields are compared to each other to evaluate
the influence of the different configurations.

1 Introduction

In order to increase the competitiveness of wind energy against conventional sources
of energy, wind turbines have to be improved and further developed. However, in an
early state of development, new applications can’t be tested on real wind turbines
but have to be investigated on model wind turbines. Such experiments are cheaper
than experiments on real wind turbines and in addition, the same inflow conditions
can be repeated in a wind tunnel as often as necessary. Cheaper and faster than
experiments on turbines are CFD (computational fluid dynamics) simulations of
wind turbines. Thereby, the same inflow conditions can be repeated as well, but
moreover, numerical models of full size turbines can be simulated and the inflow
conditions can be changed easier than in a wind tunnel.

In advance of such simulations, the suitability of the CFD model to display the
loads on and the flow around wind turbines has to be validated by experiments.
Therefore, simulations of the experimental setup are necessary. As not all compo-
nents, which are present in the wind tunnel (probe rigs, bottom plate, steps, etc.), can
be considered in the simulation and in order to save computational time, the numer-
ical setups are often simplified. As wind turbine rotors are rotationally symmetric, it
can be sufficient to simulate only one blade and use rotationally periodic boundary
conditions. Thereby, the tower has to be neglected. If the blockage ratio of a wind
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tunnel, which is defined as the rotor swept area divided by the wind tunnel cross
section area, is smaller than 10%, no wind tunnel effects should be experienced,
according to Schümann [22]. In such a case, the wind tunnel walls could be
neglected, too. However, for each experimental setup it should be checked, which
components can be neglected in the simulation, in order to get a good accordance
between simulation and experiment with as little computational time as possible.

There are several publications about the simulation of model wind turbines. In
the MEXICO project [19], as well as in the INNWIND.EU project [11], model wind
turbines in an open jet section are investigated experimentally and numerically. The
NREL PHASE-VI model wind turbine was investigated, amongst other, by Sørensen
et al. [23] numerically. The closed test section in this investigation had a blockage
ratio of 8:8% and only small blockage effects occur. Krogstad and Lund [13]
expected also only small blockage effects in their experimental and numerical
investigation of a model wind turbine in a wind tunnel with a blockage ratio of
11:8%. Schümann [22], however, experienced an effect of the wind tunnel walls for
his investigations of a model wind turbine with 14% blockage ratio.

The model wind turbine, which will be investigated in the present paper, is the
Berlin Research Turbine (BeRT), which was designed and built by the Technical
University of Berlin in cooperation with the SMART BLADE GmbH. It is investi-
gated in the course of the DFG PAK 780 project [16], where six partners from five
different Universities (TU Berlin, University of Stuttgart, RWTH Aachen, Technical
University of Darmstadt and Carl von Ossietzky University Oldenburg) are working
together on the field of wind turbine load control under realistic turbulent inflow
conditions. Thereby, different load alleviation systems are investigated numerically
and experimentally, amongst other, on the BeRT turbine.

A one third model of the BeRT turbine was already simulated under uniform free
stream condition with a large-eddy (LES) approach [6]. As the turbine is located
in the closed 4:2m � 4:2 m test section of the great wind tunnel (GroWiKa) of the
TU Berlin, where a blockage ratio of over 40% is achieved, the wind tunnel walls
must not be neglected in the simulations. In order to estimate the influence of the
wind tunnel environment, Reynolds-averaged Navier-Stokes simulations (RANS)
under uniform free stream condition, but also with a wind tunnel with a slightly
higher blockage ratio then in the GroWiKa, were performed by Fischer et al. [3]
and the results were compared to each other. This approximated wind tunnel had a
blockage ratio of around 50%, was realized on the one hand with a slip wall and on
the other hand with a no-slip wall and had, due to the one third model of the turbine,
a cylindrical cross section instead of an angular one. The minimal distance between
the blade tip and the wind tunnel wall was the same as in reality. As expected
for such a high blockage ratio, the wind tunnel walls had a huge influence on the
performance of the wind turbine, which did not behave like a free stream turbine
any more, as even the Betz limit [5] was exceeded. In the present investigation,
the influence of wind tunnel walls, tower and a nozzle, which is located 2:5R
downstream the turbine, on the loads, the angle of attack (AoA) distribution and
on the flow field is investigated and compared to each other in order to estimate
which simplifications in the numerical setup are acceptable.
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2 Model Wind Turbine

The BeRT turbine has a radius of R D 1:5m and a hub height of h D 2:1m.
In the present investigations, the inflow velocity is set to vinflow D 6:5m=s and the
turbine rotates with 180rpm. This leads to a tip speed ratio of � D 4:35. The blades
of the turbine consist of only one cross section, which is based on the CLARK-Y-
airfoil, and are exchangeable. The choice fell on this airfoil as it can provide attached
flow for low Reynolds numbers and it has a good effectiveness with leading and
trailing edge flaps. Those flaps can be used for active and passive load alleviation,
which is investigated on this turbine in the course of the DFG PAK 780 project [16].
More information about this turbine can be found in Pechlivanoglou et al. [17]. The
turbine is placed in the settling chamber of the GroWiKa of the TU Berlin, which
was converted to a 4:2m � 4:2 m test section. As a consequence, the nozzle, which
is usually placed in front of a test section, is now located behind the turbine.

3 Numerical and Computational Details

3.1 Numerical Methods

The RANS simulations of the BeRT turbine are performed using the block structured
code FLOWer, which was developed by the German Aerospace Centre (DLR) in the
course of the MEGAFLOW project [14]. It uses the finite volume method to solve the
unsteady Reynold-averaged Navier-Stokes equations (URANS) on block-structured
grids. For the spatial discretisation, a second order central discretisation scheme
JST [8] is used and the time is discretised with an implicit dual time stepping
scheme [7]. Several state of the art turbulence models are implemented, but for
the present case, the Menter SST turbulence model was used. All components are
meshed separately with a fully resolved boundary layer, ensuring yC � 1 of the
first cell, and are overlapped using the CHIMERA technique [1]. For the numerical
simulation of wind turbines, a process chain, which was developed at the Institute
of Aerodynamics and Gas Dynamics (IAG) [15], and which was also used in several
other wind energy projects [20, 21, 24], was used for the present investigations, too.

3.2 Performance of the Solver

For the present investigations, a FLOWer version from 2016 was used, which had
only minor changes concerning the performance of the version compared to the
version which was used for the investigations in [4]. Therefore, the strong and weak
scaling test, as shown in [4], was over taken for the present paper (Fig. 1).
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Fig. 1 Efficiency of FLOWer on Cray XC40 using ifort fortran compiler and a constant cell
loading of 323 for each MPI process in case of weak scaling and 4096 times 323 cells in case
of strong scaling. Taken from [4]

Table 1 Characteristics of
the BeRT turbine and the
wind tunnel

Rotor radius (m) 1.5

Tower height (m) 2.1

Cone angle (°) 0

RPM (–) 180

Inflow velocity (m/s) 6.5

Wind tunnel cross section (m � m) 4.2 � 4.2

For up to 1024 cores, the weak and strong scaling showed the same efficiency.
For more cores, the efficiency of the strong scaling is slightly better than for the
weak scaling. With a total usage of 4096 cores, FLOWer has an efficiency of 0.77
for the weak scaling and of 0.83 for the strong scaling. As an example for an
average simulation, the case of the full wind turbine without tower in the far field
is presented. The total amount of approximately 36 million cells was computed
on 1296 cpus. A simulation of 73 revolutions with 120 to 240 time steps per
revolution and 30 inner iterations, as shown in the present investigations, consumes
approximately 140 h (wall clock time) and consequently 181,000 cpuh.

3.3 Numerical Setup

Table 1 gives an overview of the turbine and its operating condition used for the
investigations in this paper.

Four different cases are investigated in the present paper. One case is simulated
under far field condition (hereinafter designated as FF), two cases include wind
tunnel walls with constant cross section (hereinafter designated as WT1) and another
case with wind tunnel walls and a nozzle 2:5R behind the rotor plane is designated as
WT2. Simulations of the pure rotor are denominated with the affix rot, if the tower is
included, the affix is tow. The numerical setup of the model wind turbine consists of
nine (rot) respectively eleven (tow) independent meshes which are overlapped using
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Table 2 Characteristics of the different setups

FFrot WT1rot WT1tow WT2tow

Cell number 35,992,576 31,678,976 33,529,856 34,884,608

No. of grids 9 9 11 11

Background FF WT WT WT

Tower – – x x

Nozzle – – – x

the CHIMERA technique [1]. Table 2 gives an overview of the different setups used
for the investigations in this paper.

The blade mesh is of CH-topology and was created through a script, which
was developed at the IAG. It has a fully resolved boundary layer (37 cell layers),
ensuring yC < 1 for the first grid layer. In radial direction, 101 cells are used,
around the airfoil 181, leading to an amount of approximately 5.5 million cells
per blade. The mesh for the blade connection, hub, nacelle, tower connection
and tower are created manually. The background grid for the far field case was
generated with an automated script [12] and hanging grid nodes are used for the
refinement. Thereby, refinements can be realised only were it is needed, whereas
usual refinement in a H-topology is leading to refinements at unnecessary spots.
The grid is approximately 20:5R long (8R upstream and 12:5R downstream of the
rotor plane), approximately 24:6R wide and has a height of approximately 14R.
According to Sayed [18], this extension is big enough to prevent any influence of the
boundary conditions on the turbine. The bottom is a slip wall, all other boundaries
are realised as far field. The cells around the turbine are 0:025m�0:025 m�0:025 m
and at the outflow 0:1m � 0:1 m � 0:1 m. The far field mesh has an overall
amount of 13.7 million cells. In the experiment, the BeRT turbine is located in the
settling chamber of the GroWiKa and the rotor plane is located 1:245m behind the
beginning of the chamber. This chamber has a cross section of 4:2m � 4:2 m and
is 5m long. However, in order to prevent disturbances of the boundary condition to
convect to the turbine, the wind tunnel was extended in the numerical setup. It is
approximately 16:5R long, whereby the rotor plane is located approximately 7:5R
downstream of the inflow boundary condition and thus far away enough according
to Sayed [18]. Like for the far field case, the cells around the turbine measure
0:025m � 0:025 m � 0:025 m. At the inflow boundary, the cells have a size of
0:4m � 0:025 m � 0:025 m and at the outflow of 0:2m � 0:025 m � 0:025 m. As
no hanging grid nodes were used here, only a coarsening in streamwise direction
was possible. The wind tunnel walls are realized as slip walls, whereby a calculated
displacement thickness is added on the real walls, leading to a continuous reduction
of the cross section for the settling chamber. In front and behind the chamber, the
cross section is constant. For the setup WT2, a nozzle with a total length of 3:0m
and a tapering of 2:2 follows the settling chamber. The inflow boundary is realized
as far field and for WT1, the outflow boundary, too. For WT2, the outflow boundary
had to be changed to constant pressure in order to maintain mass continuity. An
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Fig. 2 Setup for WT1tow (left) and WT2tow (right)
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Fig. 3 Thrust (left) and power (right) over one revolution for FFrot and WT1rot, normalised with
the averaged value of FFrot. Azimuth indicates the position of the first blade

investigation of the grid convergence index according to Celik [2] was already
performed for a one third model by Fischer et al. [3] and the grids for the full
turbine were created according to the results of this study. Figure 2 shows the setup
for WT1tow and WT2tow.

4 Results

4.1 Influence of the Wind Tunnel Walls

As already reported by Fischer et al. [3], the wind tunnel walls have a large influence
on the flow around the turbine. Figure 3 shows the normalized thrust and power of
the whole turbine for FFrot and WT1rot. The azimuth indicates the position of the
first blade, whereby an azimuth of 0ı means, that the blade is pointing upward.

Due to the presence of the wind tunnel environment, thrust is increased by
approximately 25%, power is increased by even 50%. This is in good accordance
to the results from Fischer et al. [3] who found an increase by 25–30% respectively
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67–78% at an inflow velocity of vinflow D 8m/s and a blockage ratio of approxi-
mately 50%. This increase is due to the limited space caused by the wind tunnel
walls. The wind turbine doesn’t work like a free stream turbine any more as the
wake can not expand like under far field condition, leading to higher velocities in
the rotor plane and consequently to higher loads. More information about this topic
can be found in Fischer et al. [3].

4.2 Influence of the Tower

As the wind tunnel walls have a large impact on the performance of the turbine, the
walls will be considered in the following subsections. Figure 4 shows the normalized
thrust and power of the whole turbine for WT1rot and WT1tow.

Whereby thrust and power of the pure rotor are almost constant over one
revolution, the curve for the setup including tower shows higher variations caused
by the displacement effect of the tower. There are three drops in thrust and power at
60ı, 180ı and 300ı azimuth with a phase shift of 120ı, which is characteristic for a
three bladed turbine. Moreover, three maxima at approximately 0ı, 120ı and 240ı
are visible.

Table 3 shows the mean values and the amplitude for thrust and power for one
revolution.

It can be seen, that the tower shadow results in fluctuations as the lower velocity
in front of the tower, due to the blockage effect, leads to a short-term load reduction.
However, for the case under investigation, the influence of the tower does not only
lead to a decrease of the load in front of the tower, but also to a higher maximum.
This is due to the fact of the limited space around the turbine. In the wind tunnel,
the tower increases the blockage even more, leading to higher velocities around the
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Fig. 4 Thrust (left) and power (right) over one revolution for WT1rot and WT1tow, normalised
with the averaged value of WT1rot. Azimuth indicates the position of the first blade
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Table 3 Thrust and power
over one revolution, � value
with regard to the mean value
of WT1rot

Thrust (N) Power (W)

WT1rot WT1tow WT1rot WT1tow

Mean value 163.1 162:4 730.1 725:7

� Mean – �0:43% – �0:60%

Amplitude – 2:8 – 18:3
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Fig. 5 Difference in streamwise velocity (averaged over one revolution) between WT1tow and
WT1rot (�u D uWT1tow � uWT1rot ) in the rotor plane, viewing direction is upstream

turbine compared to the case WT1rot. This can be seen in Fig. 5, where the difference
of the averaged velocity between WT1tow and WT1rot in the rotor plane is plotted.
Except in front of the tower, the velocity is higher for the case including tower. If
a blade is in front of the tower, it is in the area of lower velocity. If no blade is in
front of the tower, all blades are consequently in areas of higher velocity compared
to the case without tower. These differences lead to the higher maxima. As the loads
are not only decreased in front of the tower but also increased next to the tower, the
minima and maxima partly offset one another, leading only to a small change of the
mean value.

Even though the velocity around the tower and in the rotor plane is higher, the
area in front of the tower has such an influence, that the averaged AoA is reduced
throughout the majority of the blade radius, compared to the case without tower (see
Fig. 6), consequently reducing the mean values of thrust and power. Information
about the determination of the AoA distribution can be found in [10] and [9].

Another aspect is, that the influence of the tower is more pronounced in power
than in thrust for both, mean value and amplitude. As the lift of an airfoil is at least
one order higher than drag, the resulting force is more oriented towards lift and
therefore to the normal of the rotor plane. And as power originates from the driving
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Fig. 7 Difference in streamwise velocity between WT1tow and WT1rot, averaged over one
revolution (�u D uWT1tow � uWT1rot ). 1R downstream the rotor, viewing direction is upstream

force, which lies in the rotor plane, it is more sensitive to AoA variations than thrust,
which originates from the force perpendicular to the rotor plane.

Figure 7 shows the velocity difference between WT1tow and WT1rot 1R behind
the rotor for the complete wind tunnel cross section. In addition, the rotor and the
tower are indicated by dashed lines.
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Fig. 8 Snapshot of the streamwise velocity for WT1tow in the middle of the wind tunnel (y D 0m)
including three streamtraces. Wind turbine illustrated in black, black line indicates the position of
Fig. 7

The velocity in the wake of the turbine is higher for the case with tower, indicated
by the red colours dominating the plot outside of the tower blockage. Left and right
of the tower, due to the blockage, the velocity is even higher. A cut through the flow
field of the wind tunnel at y D 0m is shown in Fig. 8.

It is a snapshot and the turbine is illustrated in black. The vertical black line is
positioned at x D 1:5m, which corresponds to the evaluation position of Fig. 7. In
addition, three streamtraces are shown. These lines are almost horizontal, indicating
the only slight expansion of the wake. The wake space of the nacelle, as well as of
the tower, can be seen, too. Moreover, the speed-up in the bypassing flow, as already
described by Fischer et al. [3], is clearly visible.

4.3 Influence of the Nozzle

As the influence of the tower on the loads is quite strong, it is considered in the
following by comparing case WT1tow and WT2tow. Figure 9 shows the normalized
thrust and power of the whole turbine for these two cases.

Due to the nozzle, the mean values of thrust and power are increased.
Table 4 shows the mean values and the amplitude for thrust and power for one

revolution for WT1tow and WT2tow with regard to WT1tow in order to estimate the
influence of the nozzle.

As already seen in the load distribution, the mean values are increased due to the
nozzle. And again, the influence on the mean value is more pronounced for power
than for thrust. The amplitudes, however, are stronger in the case without nozzle. In
Fig. 10, the velocity difference between WT2tow and WT1tow are plotted in the rotor
plane.
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Fig. 9 Thrust (left) and power (right) over one revolution for WT1tow and WT2tow, normalised
with the averaged value of WT1tow. Azimuth indicates the position of the first blade

Table 4 Thrust and power
over one revolution, � values
with regard to the
corresponding values of
WT1tow

Thrust (N) Power (W)

WT1tow WT2tow WT1tow WT2tow

Mean value 162:4 163:7 725:7 734:6

� Mean — 0:80% — 1:23%

Amplitude 2:8 2:6 18:3 17:3

� Amplitude — �7:14% — �5:46%
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Fig. 10 Difference in streamwise velocity (averaged over one revolution) between WT2tow and
WT1tow (�u D uWT2tow � uWT1tow ) in the rotor plane, viewing direction is upstream
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Fig. 11 Angle of attack
distribution over the blade,
averaged over one revolution.
Light curves show the
solutions for every 1:5ı
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It can be seen that, especially in the inner part, the velocity is higher for the
WT2tow case. Consequently, the level of the AoA distribution is higher, too, which
can be seen in Fig. 11. The averaged AoA distribution over one revolution shows,
due to the smaller impact of the tower, higher values for the WT2tow case, leading
to higher mean values of thrust and power, which was already seen in Table 4. The
biggest difference between the AoA distributions can be seen again in the inner part
of the rotor.

In Fig. 12, the velocity difference between WT2tow and WT1tow is plotted 1R
behind the rotor. Again, the rotor and the tower are indicated by dashed lines. It
can be seen, that for the wind tunnel with nozzle, the velocity in the outer part
of the rotor is slightly increased, whereas it is decreased in the corner of the wind
tunnel and around the half radius position. In the inner part of the rotor, however, the
velocity is higher compared to the case without nozzle. The tower blockage is less
pronounced, as indicated by the higher velocity in the area behind the tower.

Figure 13 shows a snapshot of the streamwise velocity in the middle of the wind
tunnel (y D 0m).

The increase of speed in the nozzle is clearly visible. Consequently, the wake is
less elongated and even less expanded than in the case without nozzle. The higher
velocities in the inner part of the rotor, as already seen in Figs. 10 and 12, might
be a result of the deflection of the wake to the middle of the wind tunnel as the tip
vortices are sucked into the nozzle. Due to this deflection, the induction of the wake
changes, which has in turn, due to Biot-Savart, an influence on the induced velocity
in the rotor plane. Moreover, the upstream influence of the nozzle might lead to an
acceleration in the middle of the wind tunnel, too. A comparison of the stream traces
between Figs. 8 and 13 shows, that due to the nozzle, the stream traces are curved,
following the shape of the nozzle as they are sucked in.

In order to differentiate between the influence of the tower and the influence of
the nozzle, Table 5 shows the mean values and the amplitude for thrust and power
for one revolution for WT1rot and WT2tow with regard to WT1rot.
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Fig. 13 Snapshot of the streamwise velocity for WT2tow in the middle of the wind tunnel (y D
0m) including three streamtraces. Wind turbine illustrated in black, black line indicates the position
of Fig. 12

Table 5 Thrust and power
over one revolution, � values
with regard to the mean value
of WT1rot

Thrust (N) Power (W)

WT1rot WT2tow WT1rot WT2tow

Mean value 163:1 163:7 730:1 734:6

� Mean — 0:37% — 0:62%

Amplitude — 2:6 — 17:3
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A comparison of Tables 5 and 3 shows, that the nozzle partly compensates the
reduction of the mean values and reduces the amplitudes caused by the tower, as the
� Mean in Table 5 is bigger and the amplitudes are smaller compared to Table 3.

5 Conclusion

The present article shows numerical investigations of an experimental setup of
a model wind turbine including different components, performed with the CFD
solver FLOWer. The influence of wind tunnel walls, tower and a nozzle downstream
of the rotor are investigated and compared. Global loads, velocities and angle of
attack distributions as well as flow fields are taken into account. The turbine under
investigation is the BeRT turbine which has a radius of R D 1:5m, a hub height
of h D 2:1m and which is located in the settling chamber of the GroWiKa of the
Technical University of Berlin.

It turned out, that due to the wind tunnel environment, thrust is increased by
approximately 25% and power by 50% for the same inflow velocity and pitch. This
strong influence was expected, as the blockage ratio is higher than 40%. Compared
to the influence of the walls, the impact of tower and nozzle on the mean values are
small (approximately 1%). However, the tower leads to an increase of fluctuations
as the blades pass through areas with lower velocity upstream of the tower and
areas with higher velocities next to the tower. These load variations should not be
neglected in the simulation. The reduction of the mean values of thrust and power,
which are also a result of the tower, is partly compensated by the nozzle, which also
reduces the amplitudes. This leads to the conclusion that if the tower is taken into
account, the nozzle should be considered, too.

To sum up, for such a high blockage ratio, a direct transfer from the wind tunnel
results to far field condition is not reasonable. A comparison to the numerical
solutions, however, is feasible, but the modelling of the wind tunnel walls, the tower
and the nozzle is thereby mandatory.
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Numerical Analysis of a Propeller Turbine
Operated in Part Load Conditions

Bernd Junginger and Stefan Riedelbauch

Abstract A part load operating point of a hydraulic propeller turbine is numer-
ically analyzed. Transient flow simulations without geometry simplifications are
performed on meshes up to 100 million nodes using RANS and hybrid RANS-
LES turbulence models. The weaknesses of steady state and transient RANS
computations are evaluated against transient approaches with hybrid RANS-LES
turbulence models. Due to the dominating phenomena of the vortex rope the focus
of the results presented is on the draft tube flow field. Therefore, velocity profiles at
5 evaluation lines located in the draft tube are compared as well as the capabilities
of the turbulence models to resolve the turbulent flow structures and developing
vorticies for different mesh densities. Additionally, hydraulic losses in the machine
components are compared.

1 Introduction

In the year 2016, hydro power is the leading source for renewable electric power
generation [27]. About 71% of the global renewable energy is generated by
hydro power which correlates to an installed capacity of 1064 GW. In total hydro
power supplies about 16.4% of the world’s electricity. In Germany, the installed
hydropower capacity is about 5.6 GW which correlates to 18.6% of the total
generated electric renewable energy or respectively 3.5% of the overall electric
energy generation [4]. Hydro power in Germany is well developed, however there
is still undeveloped technical potential available. According to a potential analysis
carried out for the German federal ministry of economics and energy in 2010, there
is a potential of about 0.4 TWh or additional 450 small hydro power plants [3].
Due to promotions given by the European Union, in line with the Water Framework
Directive, potential small hydro locations are attractive for energy providers [6].
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All member states of the EU are advised to achieve a good ecological status for
all flowing water. River power plants, which are typically equipped with bulb or
Kaplan turbines are suitable to revitalize unused dams and weirs and hence fulfill
the requirements of the Water Framework Directive.

Another huge advantage of hydro power is the fast adjustability of the energy
output which is a quality well needed in times of the energy revolution. Thus, it
is possible to guarantee the electric grid stability in times of fluctuating energy
production of other renewable energy sources like wind or photovoltaic. This leads
to an increase of the operating range of hydraulic machines to ensure the necessary
adjustability to balance the grid. An enlarged operating range increases the risk of
transient phenomena like vortex ropes, cavitation and pressure oscillations. A part
load operating point is a typical example for an off design operating point. The
strong swirling flow at the runner outlet leads to the development of a vortex rope
resembling a corkscrew [5, 13, 23]. The vortex rope induces pressure oscillations
which can lead to considerable damage of the turbine.

For low head turbines the correct prediction of the losses of the machine in
particular in the draft tube is essential. In particular geometry simplifications like the
negligence of gaps can lead to a falsification of the computation results. An accurate
recreation of the geometry is required since especially in these regions strong
gradients of essential quantities occur. Furthermore, the complex three dimensional
flow field generated by the rotating vortex rope is difficult to resolve correctly with
classical RANS (Reynolds Averaged Navier-Stokes) approaches. Hence, different
turbulence models are applied to various grid densities to investigate their effects
on the results. Hybrid turbulence models like the SAS (Scale Adaptive Simulation)
turbulence model provide promising results in the field of hydraulic turbomachinery
and are also investigated in this paper [11, 12, 14]. Additionally, the SAS turbulence
model is compared to the new implemented SBES (Stress Blended Eddy Simula-
tion) turbulence model which provides a faster transition from RANS to LES (Large
Eddy Simulation) than the SAS turbulence model [16, 17].

2 Investigated Operating Point

The investigated operating point possesses the same head as the best efficiency
operating point (BEP) with a reduced discharge and a smaller guide vane open-
ing (Fig. 1). The dimensionless terms of the part load operating point are a specific
speed nED D nEDBEP and specific discharge factor QED D 0:78QEDBEP . The guide
vane opening�� is about 0:53��BEP.
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Fig. 1 Schematic hill chart of a turbine

3 Numerical Methods and Turbulence Modeling

All simulations are performed with the commercial CFD (Computational Fluid
Dynamics) code ANSYS CFX version 16.0, 17.2 and 18.0 [1]. For the discretization
a finite volume method is used on an implicit pressure formulation. Coupling of
different meshes as well as the rotation of the meshes, which is important for the
turbine runner, can be handled by the CFD code. A coupled algebraic multigrid
solver with an ILU based algorithm is used [22].

Three turbulence models are applied in this paper. A classical RANS model, the
k-!-SST model (Shear Stress Transport), which represents the standard turbulence
model in the development process of hydraulic turbomachinery [15]. Additionally,
two hybrid turbulence models, namely the SAS-SST [7, 8, 17, 19] and the SBES [16,
18, 20, 24] model are applied in this work. The SAS model is a combination of an
unsteady RANS SST model and a SRS framework (Scale Resolving Simulation),
like in a LES [21]. An additional source term QSAS is introduced in the transport
equation of the turbulence eddy frequency ! of the SST turbulence model which
leads to a reduction of the turbulent eddy viscosity. A high wave number limit
is set, to avoid the reduction of the eddy viscosity below the level of the LES
eddy viscosity based on the WALE model (Wall-Adapting Local Eddy-Viscosity).
Hence, an overestimation of the eddy viscosity in fine meshes can be prevented.
Similar to the SAS model the SBES model is a combination of a RANS and a
LES model. For the investigation the SBES blends between the unsteady RANS
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SST model and the WALE model, which is the same function as used in the SDES
(Shielded Delayed Eddy Simulation) but with an explicit switch to an algebraic
LES model. The crux of the DES (Detached Eddy Simulation) formulation is the
protection of the wall against influences of the LES. An improved definition of the
shielding function especially of the grid length scale provides a faster transition from
RANS to LES and a clear distinguishing between RANS and LES. A premature
switching could otherwise cause strong deterioration of the RANS capabilities in
the attached boundary layer [25]. A second order Euler backward scheme is used
for the temporal discretization, whereas the spatial discretization is depending on the
applied turbulence model. For the spatial discretization of the RANS simulations a
high-resolution (HR) scheme is used [2], whereas a less dissipative bounded central
differencing (BCD) is applied for all hybrid RANS-LES turbulence models [9].
The BCD discretization scheme is second order. For the spatial discretization of
the convection term of the turbulence model a first order scheme is applied [16].

4 Computational Setup

The geometry of the propeller turbine is illustrated in Fig. 2. The fluid flows from
the inflow through the guide vanes to the runner followed by the draft tube. An
expansion tank downstream the draft tube is also part of the computational domain
of the draft tube to ensure that the outlet boundary condition does not effect the
simulation results. The computational model is divided in three domains which are
coupled in the transient simulations with transient rotor-stator-interfaces and in the
steady state computation with mixing plane interfaces. A circumferential averaging
at the interface is performed when using a mixing plane interface, whereas no
simplification takes place when using the transient rotor stator interface. The entire
geometry is built exactly like the model turbine installed in the laboratory of the
Institute. The relevant gaps of the machine, at the trailing edges of the guide vanes
and the tip clearance of the runner, are modeled for all transient simulations. The gap
at the trailing edge of the guide vane is neglected in the steady state approach. The

Fig. 2 Hydraulic contour of
the propeller turbine with
evaluation lines (red lines)
1–5 (in flow direction) for
flow quantities
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Table 1 Number of elements for the meshes with a normalized runner gap of � D 0:3 in million
nodes, corresponding time steps �tdeg in ı/�t and �trurev in �t/revolution

Steady state Transient

Turbine part 5M 15M 30M 50M 100M

Guide vanes 1.8M 3.2M 5.4M 8.0M 13.3M

Runner 2.0M 5.9M 10.0M 16.5M 27.8M

Draft tube 1.5M 5.0M 14.9M 24.6M 59.8M

Total 5.2M 14.1M 30.3M 49.2M 100.8M

Nodes in runner gap 12 20 30 40 50

�tdeg [ı/�t] – 0.5 0.4 0.36 0.25

�trurev [�t/revolution] – 720 900 1000 1440

runner gap, in radial direction, has a normalized size of � D 0:3 which is defined
as:

� D sgap

sgapmax

(1)

with the actual gap size sgap and the maximum investigated gap size sgapmax .
A steady state mass flow boundary condition with velocity profiles and turbu-

lence quantities is set at the inlet of the guide vane domain. At the outlet of the draft
tube domain a static averaged pressure is set as boundary condition. A listing of
the investigated meshes with used time step in degree �tdeg and the corresponding
revolution of the runner per time step �trurev is listed in Table 1. The time step for
the respective grid densities is chosen so the CFL number is below 1. Except for the
gaps this criterion is fulfilled in the entire computational domain. The dimensionless
wall distance yC for the 5 million (M) grid is between 7–10, for the 15M mesh the
near wall resolution yC D 1–7 and for all other mesh densities yC � 1.

5 Results

All computations have run a sufficient number of time steps to achieve a periodic
behavior. Additionally, selected quantities are time averaged over 50 runner revolu-
tions.

5.1 Machine Data and Flow Analysis

The hydraulic losses of the turbine are plotted in Fig. 3. All losses are normalized to
the measured head of the turbine. The highest losses are predicted in the steady state
and the transient SST simulation. However, the reason for the losses is differing in
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Hydraulic losses entire machine Hydraulic losses guide vanes

Hydraulic losses runner Hydraulic losses draft tube

Fig. 3 Hydraulic losses of each machine component for the different numerical approaches, total
machine (top left), guide vanes (WG) (top right), runner (RU) (bottom left), draft tube (DT) (bottom
right)

both cases. In the steady state simulation the losses in the runner component are
strongly overestimated, compared to all other computations, whereas the hydraulic
losses in the other machine components are on an equal level similar to the losses
when applying hybrid turbulence models. The transient RANS simulation predicts
the highest losses in the guide vane and the draft tube domain. An explanation for
the high losses in particular in the draft tube, can be the dissipative character of the
RANS turbulence model and the lack to resolve the turbulent flow structures. Hence,
the prediction of flow detachment can be wrong.

The losses in the guide vane domain reduce with an increasing mesh density
when applying a hybrid turbulence model. The hydraulic losses computed for the
15M SBES case are on the same level than the losses of the 30M SAS simulation.
This might be explained with the transition to LES and hence a faster blending to
a less dissipative turbulence model. Computations with finer meshes and the SBES
model predict higher losses in the draft tube. The differences can arise from the
different runner outlet velocity profiles.
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Fig. 4 Velocity profiles in streamwise direction at 5 evaluation lines in the draft tube, axial velocity
(top), circumferential velocity (bottom)

Velocity profiles in streamwise direction for five evaluation lines, which are
presented in Fig. 2, are shown in Fig. 4. The evaluation lines are located about D

2
,

D, 2D, 3D and 4D downstream the runner trailing edge. The length plotted on the
ordinate represents the radius for line 1–3 which are located in the conical part of
the draft tube. Line 4 and 5 are located in the transition part of the draft tube where
the shape transfers from a cylindrical to a rectangular shape.

Only computations of the cases 50M SBES and 100M SBES predict a negative
axial velocity component at the first evaluation line behind the runner. Additionally,
it can be observed that the tangential velocity component in the stagnation region
for these two cases is reduced. The circumferential velocity component shows no
trend in the second half of draft tube. At a length of l/lref D 0:8 at line 1 and 2 the
50M and 100M cases show a higher axial and circumferential velocity component
than all other computations. Closer to the shroud of the machine the effect appears
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vice versa. This effect may develop due to the runner gap, which leads to an increase
of the axial velocity component close to the shroud and is a point which is further
investigated by varying the runner gap width. The differences in the velocity profiles
can be noted until line 3. A negative axial velocity component for all calculated cases
develops at line 3. Hence, two different trends can be noted. While for fine mesh
densities of 50M and 100M the axial component continues to increase starting from
line 3 to the draft tube outlet an inverse trend appears for the coarse meshes and
the steady state simulation. Especially the 30M SST case predicts a large stagnation
region in the center of the draft tube close to the draft tube outlet, whereas the 50M
and 100M cases predict almost no backflow at all.

Despite the large differences of the hydraulic losses in the runner domain the
velocity profiles of the steady state computations fit quite well the results achieved
with coarser mesh densities. Larger deviations of the steady state computation
compared to results of the 50M and 100M cases can be observed at the end of
the draft tube and the predicted stagnation region in the center of the draft tube.

5.2 Vortex Rope and Turbulence Quantities

The visualization of the vortex rope and the turbulent structures is performed by
usage of the Q-criterion [10]. Q is defined as 0:5 .˝2�S2/, with the vorticity tensor
˝ and the strain rate tensor S. Thus it defines vorticies as areas where the vorticity
magnitude is greater than the magnitude of the strain rate.

In Fig. 5 the turbulent structures of all transient simulations are presented by an
iso-surface Q D 1 colored with the viscosity ratio �t = � D 0–250. The visualization
of the vortex rope is also carried out by using the Q-criterion. However, the value of
the velocity invariant Q utilized for the iso-surface is differing for the investigated
cases to be able to visualize the vortex rope.

The largest turbulent structures in the stagnation region occur behind the runner
hub, where the vortex rope is situated. Towards the outlet of the draft tube the
dominant effect of the vortex rope is declining which is going with a decay of
the large flow structures in streamwise direction. The lack of predicting turbulent
flow structures can be observed for the RANS simulation, which is only capable
to resolve the largest flow structures. The smallest turbulent flow structures, on an
equal mesh, can be resolved by the SBES turbulence model. The turbulent eddy
viscosity ratio for all transient simulations for line 1 and 5 is shown in Fig. 6. The
viscosity ratio of the RANS simulation is about one magnitude larger than in the
SAS case with the same mesh density and the SBES model using a 15M grid since
the SST model is not able to switch to a SRS mode to reduce the turbulent eddy
viscosity ratio. Rates of the turbulent eddy viscosity ratio are decreasing with an
increasing mesh density. The distribution of the viscosity ratio over the evaluation
lines are comparatively smooth when applying the SST or the SAS turbulence
model, whereas in the SBES cases fluctuations can be observed in the time averaged
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15M SBES

30M SST

30M SAS

30M SBES

50M SBES

100M SBES

Fig. 5 Flow structures in the draft tube with an iso-surface of the velocity invariant Q colored with
the viscosity ratio �t=� D 0 – 250 (left) and visualization of the vortex rope with an iso-surface of
the velocity invariant Q colored with the vorticity z D 0 – 250 (right)
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Fig. 6 Viscosity ratio �t=� close to the inlet of the draft tube line 1 (left) and close to the draft
tube outlet line 5 (right)

signal. The effect seen in the axial velocity profile at line 1 (see Fig. 3) between the
mesh densities can be observed in the time averaged viscosity ratio.

The vortex rope can be captured by using the Q-criterion. Even when applying
the SST model it is possible to visualize the part load vortex in the center of the
draft tube and the tip clearance vorticies induced by the gap between runner and
shroud. Additionally, the blade wakes can be captured with the RANS model. The
shape of the vorticies is changing when applying hybrid RANS-LES approaches.
The smoothed shape visualized for the SST turbulence model is burst into smaller
turbulent structures. This effect is increasing with increasing mesh density. Due
to the faster transition from RANS to LES, it is possible to capture even smaller
structures with the 15M SBES case as with the 30M SAS case. With an increasing
number of mesh nodes it is getting harder and harder to differ the single phenomena
vortex rope, blade wakes and gap vorticies since the turbulent flow structures are
getting smaller and smaller. In particular for the 50M SBES and 100M SBES case
the small resolved turbulent flow structures of the vortex rope and the tip clearance
vorticies are mingling.

When comparing the different mesh densities for the SBES approaches it can
be observed that the mesh refinement in the draft tube leads to higher vorticity
rates. The smaller grid cells lead to a more accurate identification of the vortex
core regions and hence higher vorticity rates.

6 Parallelization and Computational Resources

All simulations are performed on the CRAY XC40 Hazel Hen installed at the HLRS
Stuttgart, which consists of 7712 compute nodes with Intel® Xeon® processors with
128 GB memory interconnected with Arias. A compute node has 2 sockets each with
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Fig. 7 Speed up test of a transient flow simulation of a part load operating point using the SBES
turbulence model on a 50M mesh

12 cores. For the comparison of the parallel performance all cases are partitioned
upfront.

A comparison of the 50M and the 100M mesh of the propeller turbine, with
two rotor stator interfaces, is carried out for the version v16.0, v17.2 and v18.0 of
ANSYS CFX. The speedup results of 50M mesh are shown in Fig. 7. A significant
improvement of the parallel performance can be noticed between v16.0 and v17.2
in particular for larger core number where an decrease of the parallel performance
can be observed when using v16.0. Between v17.2 and v18.0, which is released
in spring 2017, the parallel performance is slightly improved. The efficiency of
91% for v18.0 compared to 80% for v16.0 is reached when using 576 cores An
even better efficiency can be achieved in cases where no rotor stator interfaces are
required [26].

The results of the speedup with 100M mesh are illustrated in Fig. 8. Similar to
the 50M mesh, a significant improvement of the parallel efficiency can be observed
between v16.0 and the newer versions v17.2 and v18.0. For the 100M mesh a
stagnation of the parallel performance occurs for larger core numbers when using
v16.0, whereas a decrease of the needed computation time can be observed for the
newer versions, v17.2 and v18.0.

In total about 65 computation days are required for the 50M grid on 576 cores
This time can be divided in 20 days to achieve a periodic flow behavior and 45 days
for the time averaging of the evaluation quantities. About 120 computation days are
necessary to achieve results for the 100M mesh on 1200 cores. The required time to
a achieve a periodic flow behavior increases to 30 days. A time of 90 days is needed
for the time averaging of the flow quantities. A minimum of 70 runner revolutions
is required for all computations, including 50 runner revolutions for averaging the
the flow quantities. Depending on the operating point and the resultant flow in the
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Fig. 8 Speed up test of a
transient flow simulation of a
part load operating point
using the SBES turbulence
model on a 100M mesh

draft tube up to 80 runner revolution of time averaging can be necessary to obtain
satisfying results close to the draft tube outlet.

7 Conclusions and Outlook

Flow simulations of a propeller turbine operated in part load conditions were
performed at the HLRS by using the commercial CFD code Ansys CFX. Hybrid
RANS-LES turbulence models, SAS and SBES, are compared to a RANS SST
turbulence model and a steady state approach. Additionally, the influence of the
mesh density up to 100 million nodes is investigated when applying the SBES
turbulence model.

The RANS model and the steady state computation show the highest losses in
the entire machine, whereas the machine component where the deviation to the
other computation occurs is varying. For the steady state approach the losses in the
runner domain are significantly overestimated, while for the transient SST model
the losses in the draft tube are overrated because of the too dissipative character of
the RANS model. Approaches with hybrid RANS-LES turbulence models lead to
smaller losses. The smallest losses are predicted by the SBES model, independent
of the mesh density.

Only the 50 million and 100 million mesh with the SBES turbulence model
predict a stagnation region at the first evaluation line downstream the runner, while
all other approaches still predict an positive axial velocity component. This effect
can also be seen in the circumferential velocity profiles. Close to the draft tube outlet
the effect is vice versa, the coarser approaches (15M and 30M) predict the smallest
axial component compared to the finer mesh densities (50M and 100M).

The effect of the influence of the mesh density as seen in the velocity profiles can
also be observed in the time averaged turbulent eddy viscosity ratio. The SBES
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turbulence model leads to the lowest viscosity ratios and resolves the smallest
turbulent structures in the draft tube of the investigated approaches. Compared
with the smoothed shape of the developing part load vortex for the RANS
model all hybrid turbulence models resolve a more detailed vortex rope, which
consists of vortex streaks. All approaches are able to resolve the developing tip
clearance vorticies and the blade wakes. With increasing mesh densities the resolved
turbulence flow structures are getting smaller and hence the differing between the
developing phenomena is getting harder due to mingling.

A detailed experimental validation of the CFD data is planned to achieve an
extensive set of data. Besides measurements of the velocity profiles at several
positions in the draft tube, pressure pulsations in the draft tube are measured
for different operating points. Furthermore the runner gap size is varied in the
experiment to validate the CFD data.
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Mesoscale Simulations of Janus Particles
and Deformable Capsules in Flow

Othmane Aouane, Qingguang Xie, Andrea Scagliarini, and Jens Harting

Abstract Complex fluids are common in our daily life and play an important role
in many industrial applications. The understanding of the dynamical properties
of these fluids and interfacial effects is still lacking. Computer simulations pose
an attractive way to gain insight into the underlying physics. In this report we
restrict ourselves to two examples of complex fluids and their simulation by means
of numerical schemes coupled to the lattice Boltzmann method as a solver for
the hydrodynamics of the problem. First, we study Janus particles at a fluid-fluid
interface using the Shan-Chen pseudopotential approach for multicomponent fluids
in combination with a discrete element algorithm. Second, we study the dense
suspension of deformable capsules in a Kolmogorov flow by combining the lattice
Boltzmann method with the immersed boundary method.

1 Introduction

Complex fluids are ubiquitous in soft matter systems, such as colloidal suspensions
and biofluids. Understanding the dynamics of such systems is important for example
for industrial production or disease detection. However, such problems are hard
to solve analytically since the systems follow non-linear dynamics and might
involve complex interfaces. These circumstances call for numerical methods and
computer simulations which can also provide access to observables not traceable in
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experiments such as the local interface curvature or local fluid properties. Therefore,
computer simulations can be used to complement experiments. In this report, we
focus on computational simulations of colloidal particles at fluid interfaces and
dense suspensions of soft particles under flow.

Colloidal particles can strongly adsorb at fluid-fluid interfaces [1]. Due to
the particle properties (e.g. weight/buoyancy, roughness or anisotropic shape),
or external fields (e.g. electric), particles deform the interfaces. When interface
deformation caused by neighbouring particles overlaps, capillary interactions arise
causing the migration and assembly of particles [2]. The capillary interactions
are characterized by the way how interfaces deform. The modes of interface
deformation can be represented analytically in a multipole expansion of the interface
height [3]. The assembled structures of particles are dependent on the dominant
mode and strength of capillary interactions, providing the possibility of dynamic
control. Xie et al. [4] recently showed how to create tunable dipolar capillary
deformations using a spherical magnetic Janus particle adsorbed at a fluid-fluid
interface. When the particle is influenced by an external magnetic field directed
parallel to the interface, the field causes the particle to experience a magnetic torque
and to tilt with respect to the interface. When tilted, the particle deforms the interface
in a dipolar fashion. This deformation can be dynamically controlled by adjusting
the external magnetic field.

Our study on magnetic Janus particles considers the particle as a solid object.
However, deformable particles are common in complex fluids [5], such as for
example gel particles [6], red blood cells [7, 8], vesicles [9–11] or polymer
capsules [12]. While systems like foams, emulsions, colloidal and polymer gels have
been widely studied in the last decades [13, 14], still little is known about the flow
behavior of dense suspensions (volume fraction above 60%) of drops encapsulated
by an inextensible and impermeable surface membrane, i.e. capsules [15]. Their
dynamics are governed by shear elastic and bending forces making them a suitable
model to catch the complexity of soft matter in flow.

In this report, we firstly present our numerical study on the capillary interactions
between spherical magnetic Janus particles at fluid-fluid interfaces [16]. We measure
the pair lateral capillary force and find the minimal free energy configuration of a
pair of particles. Driven by capillary interactions, multiple Janus particles assemble
into chain-like structures, which are tunable by applying an external magnetic
field. Then, we investigate the rheology of dense suspensions of capsules under a
Kolmogorov flow. We use the shear-stress/shear-rate relationship to study the effect
of the volume fraction and the mechanical properties of the individual capsules
(stiffness/softness) on the fluid-jammed phase transition.

This current report is organized as follows. We present our method in Sect. 2
and discuss the performance and scaling of our code on Hazel Hen. In Sect. 3 we
present two different applications of our LB code, namely colloidal Janus particles
at fluid interfaces and dense suspensions of deformable particles (capsules) subject
to a Kolmogorov flow. Finally, we conclude in Sect. 4.
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2 Numerical Method

2.1 The Multicomponent Lattice Boltzmann Method

The lattice Boltzmann method (LBM) is a local mesoscopic algorithm, allowing
for efficient parallel implementations. It has demonstrated itself as a powerful
tool for numerical simulations of fluid flows [17, 18] and has been extended to
allow the simulation of, for example, multiphase/multicomponent fluids [19, 20]
and suspensions of particles of arbitrary shape and wettability [8, 21–24]. We
implement the pseudopotential multicomponent LBM of Shan and Chen [19] with a
D3Q19 lattice and review some relevant details in the following [23–27]. Two fluid
components are modelled by following the evolution of two distribution functions
discretized in space and time according to the lattice Boltzmann equation:

f c
i .xC ci�t; tC�t/ D f c

i .x; t/ �
�t

� c
Œ f c

i .x; t/ � f eq
i .�

c.x; t/;uc.x; t//�, (1)

where i D 1; : : : ; 19, f c
i .x; t/ are the single-particle distribution functions for fluid

component c D 1 or 2, ci is the discrete velocity in ith direction, and � c is the
relaxation time for component c. The macroscopic densities and velocities are
defined as �c.x; t/ D �0

P
i f c

i .x; t/, where �0 is a reference density, and uc.x; t/ DP
i f c

i .x; t/ci=�
c.x; t/, respectively. Here, f eq

i .�
c.x; t/;uc.x; t// is a third-order equi-

librium distribution function. When sufficient lattice symmetry is guaranteed, the
Navier-Stokes equations can be recovered from Eq. (1) on appropriate length and
time scales [17]. For convenience we choose the lattice constant �x, the timestep
�t, the unit mass �0 and the relaxation time � c to be unity. The latter leads to a
kinematic viscosity �c D 1

6
in lattice units. In the multicomponent model a mean-

field interaction force

Fc
C.x; t/ D �� c.x; t/

X

c0

gcc0

X

x0

� c0

.x0; t/.x0 � x/ (2)

is introduced between fluid components c and c0 [19], in which x0 denote the nearest
neighbours of lattice site x and gcc0 is a coupling constant determining the surface
tension. � c.x; t/ is an “effective mass”, which is chosen as

� c.x; t/ 
 �.�c.x; t// D 1 � e��c.x;t/: (3)

This force is then applied to the component c by adding a shift �uc.x; t/ D �cFc
C.x;t/

�c.x;t/
to the velocity uc.x; t/ in the equilibrium distribution. The Shan-Chen LB method is
a diffuse interface method with typical interface widths of� 5�x [25].
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2.2 Colloidal Particles

The trajectories of the colloidal particles are updated using a leap-frog integrator.
Every particle is discretized on the fluid lattice and coupled to the fluid species
by means of a modified bounce-back boundary condition as pioneered by Ladd
and Aidun [21, 28] and extended to multicomponent flows by Jansen and Hart-
ing [23]. Hydrodynamics leads to a lubrication force between the particles. This
force is reproduced automatically by the simulation for sufficiently large particle
separations. If the distance between the particles is so small that no free lattice
point exists between them this reproduction fails. We apply a lubrication correction
when the distance of the two particles is less than one lattice constant, where
the force resulting from lubrication interaction is not correctly reproduced in the
simulation [29]. The lubrication force (including the correction) already reduces the
probability that the particles come closely together and overlap. For the few cases
where the particles still would overlap we introduce the direct potential between
the particles which is assumed to be a Hertz potential [30]. The outer shell of the
particle is filled with a “virtual” fluid with the density

�1virt.x; t/ D �1.x; t/C j��j, (4)

�2virt.x; t/ D �2.x; t/� j��j, (5)

where �1.x; t/ and �2.x; t/ are the average of the density of neighbouring fluid
nodes for component 1 and 2, respectively. The parameter�� is called the “particle
colour” and dictates the contact angle of the particle. A particle colour �� D 0

corresponds to a contact angle of � D 90ı, i.e. a neutrally wetting particle. In order
to simulate a Janus particle, we set different particle colours in well defined surface
areas corresponding to the different hemispheres of the particle.

2.3 The Immersed Boundary Method

In the immersed boundary method (IBM) [10, 12, 31], interfaces are considered
as sharp and are represented by marker points constituting a moving Lagrangian
mesh. A bi-directional coupling of the lattice fluid and the moving Lagrangian
mesh is applied. The interface is moving along with the ambient fluid velocity. A
deformation of the interface generally leads to stresses reacting back onto the fluid
via local forces. The stresses depend on the chosen constitutive behaviour of the
interface and are not predicted by the IBM itself. The discretized form of the IBM
equations is given by

f.x/ D
X

i

Fi�.x� ri/ (6)

Pri D
X

x

u.x/�.x� ri/; (7)
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where �.x � ri/ is the appropriate discretized approximation of Dirac’s delta func-
tion [32] and Fi is the force exerted on node i located at position ri with velocity Pri

(see Fig. 1). Equations (6) and (7) describe the spreading of the interfacial forces to
the fluid nodes and the interpolation of the fluid velocity to the deformable interface.
The update of the interface node positions is performed using a forward Euler
approach. In what follows, we consider our deformable interfaces to be capsules,
so to say deformable drops enclosed by a surface membrane. Their membrane is
endowed with resistance to in-plane (shear elasticity) and out-of-plane (bending)
deformations. Shear elastic and area dilatation effects are modeled using the Skalak
constitutive law [33] and the out-of-plane deformations are calculated using the
Helfrich free energy [34]. A discrete differential geometry operators approach [35]
is used to evaluate the curvatures and the Laplace-Beltrami operator. The constraints
of constant area and volume are prescribed using penalty functions [36]. To avoid
overlap of particles at high volume fractions, a short range repulsion force that
vanishes at node-to-node distance larger than one lattice unit is added [15]. The
surface of the capsule is modelled using a triangular mesh and the forces are
evaluated using a finite element method (FEM) [36]. The spherical capsule is
generated from an icosahedron (Fig. 2a) that is refined recursively Nr times (Fig. 2b–
e), so to say each triangular face is subdivided into 4 smaller triangles then the new

Fig. 1 A schematic depicting the coupling between the fluid and the interface nodes using the
immersed boundary method. First, the membrane forces Fi are distributed to the neighboring fluid
nodes within the stencil’s range (represented here by the square box). Then, the velocities of the
neighboring fluid nodes u.x/ are interpolated back to the membrane nodes following the same
scheme. �x in the sketch refers to the lattice constant

Fig. 2 Discretization of the surface of a spherical capsule using triangular elements. (a) Nr D 0,
Nn D 12 and Nf D 20, (b) Nr D 1, Nn D 42 and Nf D 80, (c) Nr D 2, Nn D 162 and Nf D 320,
(d) Nr D 3, Nn D 642 and Nf D 1280 and (e) Nr D 4, Nn D 2562 and Nf D 5120



374 O. Aouane et al.

nodes are shifted radially to ensure that they lie on the unit sphere. The total number
of triangular faces (Nf ) is defined based on the total number of nodes (Nn) and the
number of recursive refinements (Nr) such as Nf D 2Nn � 4 and Nn D 2C 10 � 4Nr .

2.4 Performance and Scalability

The core of the code is a Lattice-Boltzmann solver (LB), written for use on multi-
CPU architectures. The parallel codes are written in standard FORTRAN90, and
make use of a number of features of that language that are object-oriented in
spirit. The code utilizes the message passing interface (MPI) for synchronization
and communication between processors. It can be used in single data multiple
processors (SDMP) mode, where the load of one large task is split across processors.
This mode is used to perform large-scale calculations whose time and memory
requirements are prohibitive on a single processor. Parallelization of the code in
this mode is performed by means of a Cartesian domain decomposition strategy.
The underlying 3D lattice is partitioned into sub-domains (boxes) and each box is
assigned to one processor. Each processor is responsible for the particles within
its sub-domain and performs exactly the same operations on these particles. Two
rounds of communication between neighboring sub-domains are required: at the
propagation step, where particles on a border node can move to a lattice point in
the sub-domain of a neighboring processor, and in evaluating the forces. By using
a ghost layer of lattice points around each sub-domain (halo), the propagation and
collision steps can be isolated from the communication step. Before the propagation
step is carried out the values at the border grid points are sent to the ghost layers
of the neighboring processor and after the propagation step an additional round
of communication is performed to update the ghost layers. This additional round
of communication is required because of the presence of non-local interactions
in the model whose computation requires (the updated) single-particle distribution
functions at neighboring sites. Parallel HDF5 format is used for I/O operations.

2.4.1 Colloidal Particles

Our code was the work horse for several previous projects at HLRS [5, 18, 24–
26, 37, 38] and its performance has been documented in several previous reports.
Therefore, we only give a short update on its strong scaling behavior on the
supercomputer Hazel Hen. We study a system containing 1024 � 1200 � 1024
lattice Boltzmann nodes: a pure LB system containing only one fluid species (Fig. 3
(left)) and a more expensive multicomponent system with an additional 0.5 million
colloidal particles (Fig. 3(right)). Due to the larger memory requirements, the code
required to run on at least 192 cores for the single component case and on 384
cores for the latter one. Figure 3(left) shows that the nearly linear scaling was
achieved on up to 98;304 cores or 56% of the whole machine. Figure 3(right) shows
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Fig. 3 Strong scaling of LB3D on Hazel Hen when simulating a single component fluid on up
to 98,304 cores (left) and two fluid components with 0.5 million particles on up to 24,576 cores
(right). The solid line represents ideal scaling relative to the performance of 192 cores (left) and
384 cores (right)

that the linear scalability breaks down at an earlier stage for colloidal suspension
simulations. Here, the scaling is limited by the size of the suspended particles
compared to the size of a single processor’s domain. If the latter becomes too small,
next-nearest neighbor interactions become common for the discrete element part
resulting in a breakdown of the linear scalability for large processor counts.

2.4.2 The Immersed Boundary Method

We report here on the scaling and performance measurements of our LB code
coupled to the IBM module on Hazel Hen. The number of fluid lattice site updates
per second (FLUPS) is used as unit for performance measurement. The domain
size is fixed to 5123�x3 in all the IBM-LB benchmarks and a shear flow using
velocity boundary conditions is imposed. The particle radius is fixed to R D 7�x.
Figure 4a shows the strong scaling when simulating a suspension of deformable
particles in a shear flow on up to 8192 cores for volume fractions of 1% (upper
triangles) and 10% (lower triangles), and a single component fluid without particles
on up to 2048 cores (squares). The number of fluid lattice site updates per second
as function of the volume fraction of particles and as function of the number of
particle mesh points for a fixed volume fraction are reported in Fig. 4b, c. The
benchmark in Fig. 4d shows the FLUPS as a function of the number of mesh nodes
per particle on 2048 cores for different implementations of the bending forces: (1)
a discrete model introduced by Kantor and Nelson [39] where the bending force is
estimated using the angle between two neighboring faces, (2) a continuum model
based on the Helfrich force density where the mean and Gaussian curvatures and
the Laplace-Beltrami operator are approximated using discrete differential geometry
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Fig. 4 Strong scaling and performance of our LB code coupled with the IBM module. (a) Strong
scaling for a suspension of deformable particles in a shear flow on up to 8192 cores and volume
fractions ˚ D 1% (upper triangles) and ˚ D 10% (lower triangles), as well as a single component
fluid (bare fluid) on up to 2048 cores (squares), (b) Billion fluid lattice site updates per second
(GFLUPS) as function of the number of cores for different volume fractions and a fixed number
of mesh nodes per particle Nn D 642, (c) GFLUPS as a function of the number of cores for a
fixed ˚ D 25% and different Nn, and (d) GFLUPS as a function of the number of mesh nodes
per particle for ˚ D 25% on 2048 cores for three different implementations of the bending forces
described in Sect. 2.4.2. The numbers on top of the bar plots refer to the total number of particle
mesh nodes

operators approach [35], and (3) same as (2) but using a paraboloid fitting approach
of the surface around the node of interest to estimate the mean and Gaussian
curvatures [40]. Hereafter, we denote the three bending algorithms as B1, B2 and
B3 respectively. In terms of numerical cost and accuracy, the continuum model B2
is a good compromise. Detailed benchmarks on the computational efficiency and
accuracy of these algorithms can be found in [41–43].

The IBM module is a relatively recent addition to our simulation package and
we are currently busy with improving the scaling behavior and the single core
performance of this part of the code. However, due to the inherent data structures
required for the description of the soft particle surfaces and the limitation that for
efficient computation the size of a CPU domain should not be smaller than a particle,
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we do not expect to be able to reach the excellent scaling properties of the solid
particle and LB parts of code.

3 Results

3.1 Janus Particles at Fluid Interfaces

We report on the behavior of magnetic Janus particles at a fluid-fluid interface as
an example of the coupled lattice Boltzmann-discrete element method explained
in Sect. 2.1. We follow Ref. [16] and present the results on capillary interactions
and self-assembly of magnetic Janus particles adsorbed at fluid-fluid interfaces
interacting with an external magnetic field.

We consider two spherical Janus particles, each composed of apolar and polar
hemispheres, adsorbed at a fluid-fluid interface, as illustrated in Fig. 5. The two
hemispheres have opposite wettability, represented by the three-phase contact
angles �a D 90ı C ˇ and �p D 90ı � ˇ, respectively, where ˇ represents the
amphiphilicity of the particle. Interacting with a horizontal magnetic field, H, the
particles experience a torque 	 D m � H and take tilted orientations with respect
to the interface for a given dipole-field strength B D jmjjHj. The tilt angle 
is defined as the angle between the particle dipole-moment and the undeformed
interface normal. 'A; 'B are defined as the angles between the projection of the
orientation of the magnetic dipole on the undeformed interface and the center-
to-center vector of the particles. In this report we limit ourselves to study Janus
particles with equal bond angles. A tilted Janus particle causes the interface to
deform. The deformed interface around a tilted Janus particle forms a symmetric rise
and depression on opposite sides of the particle [4], which is a dipolar deformation.
Capillary interactions arise when interface deformations induced by neighboring

Fig. 5 Snapshot of two tilted Janus particles adsorbed at a fluid-fluid interface as obtained
from our simulations. The interface deforms in a dipolar fashion resulting in dipolar capillary
interactions. The Janus particles have a center to center distance LAB=R D 4, bond angles ' D 0ı,
tilt angle  D 60ı, and amphiphilicity ˇ D 39ı
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particles overlap. We have derived an expression for the interaction energy between
two Janus particles interacting via capillary interactions of the kind described
above. In this model, we assume that (1) the leading order deformation mode
is dipolar (2) the superposition approximation is valid (3) interface deformations
are small [3]. The dipolar interaction energy for two Janus particles �E using
cylindrical coordinates is

�E D 2��2�12R2L�2
AB C

8�R2�12 sinˇ

LAB

�
tan�1 LAB C R

LAB � R
� �
4

�
(8)

where �12 is the fluid-fluid interface tension, R is the particle radius (both particles
have the same radii), and LAB is the centre-centre separation of the particles. To
reiterate, ˇ is the amphiphilicity of the particles and � is the height of the maximal
interface deformation caused by the particles. The lateral capillary force �F D
@.�E/
@LAB

is therefore

�F D �4��2�12R2L�3
AB

� 8�R2�12 sinˇ

L2AB

�
LABR

R2 C L2AB

C tan�1 LAB C R

LAB � R
� �
4

�
(9)

For a detailed derivation, we refer the reader to Ref. [16]. We compare the
theoretical lateral capillary force Eq. (9) (solid lines) to the measured lateral
capillary force from our simulations (circles) in Fig. 6 (left) for two different
particle amphiphilicities ˇ D 14ı and ˇ D 21ı. We place two particles of radius
R D 14 at a distance LAB D 60�x apart along the x-axis with a total system size
S D 1536 � 384 � 512�x3. We fix the bond angle ' D 0ı between the particles
and measure the lateral force on the particles as the tilt angle varies. Such large
systems are mandatory due to the inherent long-range capillary interactions. This
application shows that even relatively simple systems containing only two particles
become true supercomputing applications once high precision measurements are
required. Figure 6 (left) shows that the lateral capillary force increases as the
amphiphilicity increases from ˇ D 14ı to ˇ D 21ı for a given tilt angle. For a given
amphiphilicity, the capillary force increases with tilt angle up to tilt angles  � 30ı.
This is because the interface area increases for small tilt angles [4] which increases
the interaction energy. As the tilt angle increases further  > 30ı, the capillary
force tends to a nearly constant value, due to the fact that the maximal contact
line height (and therefore the deformed interface area) also tends to a constant
value [4]. When comparing our theoretical model (solid lines) with simulation data
(circles), we see that our model captures the qualitative features of the capillary
interaction well, and quantitatively agrees with the numerical results for small tilt
angles  < 25ı and small amphiphilicities ˇ D 14ı. The quantitative deviations at
large tilt angles in the ˇ D 21ı case are due to the breakdown of various assumptions
in the theoretical model, namely the assumption of small interface slopes, and of
finite-size effects in our simulations. The important predictions of our model are
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Fig. 6 Left: Lateral capillary force as a function of tilt angle for particles with amphiphilicities
ˇ D 14ı (red) and ˇ D 21ı (green). The particles have equal bond angles 'A D 'B D 0. The
solid line represents values from our theoretical model (Eq. (9)), and the symbols are simulation
data. The theoretical analysis agrees well with our simulation results in the limit of small interface
deformations and for large system sizes (see text). Right: Lateral capillary force as a function of
bond angles of particles with amphiphilicity ˇ D 21ı(red), ˇ D 30ı(green) and ˇ D 39ı(blue).
The particles have a tilt angle of 90ı. The capillary force is repulsive for small bond angles, and
becomes attractive for large bond angles. There is maximal attractive force between two particles
for bond angles ' D 90ı (Reproduced from Xie et al. [16])

that the capillary force between particles can be tuned by increasing the particle
amphiphilicity and/or the particle tilt angle. Since the external field strength controls
the tilt angle, this allows the tuning of capillary interactions using an external field
(Fig. 7).

In order to understand the self-assembled structures of many-particles, it is
required to consider the minimum energy orientation between two particles for a
given tilt angle and separation. In the current case of equal bond angles 'A D
'B D ', minimising the total interaction energy with respect to the bond angle
using our theoretical model indicates that the interaction energy decreases as the
bond angle increases from ' D 0ı to ' D 90ı. This theoretical analysis predicts
that bond angles 'A D 'B D 90ı minimise the interaction energy, and that there is
no energy barrier stopping the particles arranging into this configuration. In order
to test the predictions of our model, we performed simulations of two particles
of radius R D 10 separated by a distance LAB D 40�x along the x-axis with
a total system size S D 512 � 96 � 512�x3. We fix the tilt angles  D 90ı
and measure the lateral force on the particles as the bond angle varies. Figure 6
(right) shows that the capillary force is repulsive for bond angles ' < 50ı and
attractive for bond angles ' > 50ı. There is a maximal attractive force between two
particles for 'A D 'B D 90ı. The simulation results show that for these parameters,
two Janus particles with equal bond angles 'A D 'B D ' D 90ı minimise the
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Fig. 7 Simulation snapshots of 300 magnetic Janus particles at fluid-fluid interface. (a) Initially
the particles are distributed randomly at the interface. (b) Driven by capillary interactions, the
particles form chain-like structures

interaction energy, agreeing with our theoretical predictions. Moreover, the lateral
force decreases monotonically with increasing the bond angle indicating that there
is no energy barrier stopping the particles from achieving the minimum energy state.
Therefore, two Janus particles of the kind investigated in this paper interacting as
capillary dipoles should rearrange into a configuration with ' D 90ı bond angle.
Then, we study the alignment of multiple Janus particles at a flat fluid interface in
simulations. We perform simulations with a system size S D 512 � 96 � 512�x3.
The particles have a radius R D 10�x. At first, we randomly distribute the
particles at the interface. We equilibrate the system and then apply an external
magnetic field parallel to the interface (Fig. 7a). The Janus particles experience
a magnetic torque and align in similar tilted orientation with the interface. The
magnetic torque is dominated by a strong external magnetic field and a weak
dipole moment so that the dipole-dipole interactions are negligible. Therefore,
the particles are purely driven by capillary interactions to assemble towards their
minimal interaction energy configuration. The particles form chain-like structures
(Fig. 7b), which demonstrates that the straight chain alignment (i.e. bond angle
' D 90ı) is the minimum interaction energy configuration, which is consistent with
our conclusion for two particles. Moreover, by controlling the external field, we are
able to tune the assembled structures, which is promising to fabricate controlled
reconfigurable colloidal materials.
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3.2 Dense Suspension of Deformable Capsules Under
a Kolmogorov Flow

This study is motivated by the work of Benzi et al. [14] on the rheology of dense
emulsions. The focus is whether there are some similarities between the rheological
response of emulsions and capsules under external stresses. The dynamical behavior
of capsules under flow shows more complexity than drops and foams which makes
them an interesting model system to study soft glassy materials. The rheology
of dense suspensions of polymeric coated core-shells, i.e. capsules is investigated
numerically under a Kolmogorov flow for volume fractions of up to 90% using
the lattice Boltzmann method. The fluid-interface coupling is achieved using the
immersed boundary method and forces are computed on the surface of the capsules
using a finite element scheme. The total force exerted by the particle on the fluid
is decomposed to three parts: (1) bending forces in the form of the functional
derivative of the Helfrich energy [34]; (2) shear forces obtained from the derivative
of the Skalak energy with respect to the nodes’ position [33]; and (3) area and
volume penalty forces to prescribe globally the conditions of inextensibility and
impermeability of the capsule. The details of the implementation of these forces can
be found in [12, 32, 35]. This study includes the effect of the mechanical properties
of the individual capsules (stiffness/softness) on the local rheological behavior.

Local Rheology The system is 1283�x3, athermal, and 3D periodic. The suspension
is monodisperse with spherical unstressed shapes. The radius of the particles is
fixed to R D 8�x. The surface of each capsule is discretized with 642 mesh
nodes and the total number of mesh nodes is between 385;200 and 577;800 for
60% �  � 90%. The corresponding GFLUPS are 8:137, 7:398, 6:751, and 5:255
for  D 60%, 70%, 80% and 90%. It should be noticed that this work serves as
a reference case to determine the relevant parameters of our system for a further,
more detailed study. Indeed the Kolmogorov flow requires a large domain size with
a large number of particle layers. All parameters and variables are given in lattice
units. The capsules are distributed randomly in the domain with an initial rescaled
radius. The size of the particles is increased linearly in time until reaching the
desired radius. A friction force is added during the growing stage to counterbalance
the increase of kinetic energy in absence of hydrodynamic interactions. Figure 8
shows the equilibrium structures obtained for volume fractions ranging from 60%
to 90% after switching on hydrodynamic interactions. The suspension of capsules
is subject to a Kolmogorov flow with an external force along the z-axis in the
form fz D Af sin .kfxC 1=2g/, where Af is the amplitude of the forcing and k is
the wave number. The choice of a Kolmogorov flow is motivated by the absence
of heterogeneities introduced by walls. At steady state the gradient of the shear
stress has to counterbalance the external forcing, i.e. @x�xz D fz. It follows that
the expression of the shear stress reads as �xz D �Af

k cos .kfxC 1=2g/ and the local
shear rate along the cross-flow axis, i.e. x-axis is obtained by evaluating numerically
�.x/ D h@x uz.x/iyz. The rheological behavior of the suspension and the existence of
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Fig. 8 Structures of densely packed suspension of capsules: 60%, 70%, 80% and 90%. The color
scheme denotes the index of the particles
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Fig. 9 Shear stress versus shear rate for a suspension of capsules at ˚ D 60% (left) and for a
suspension of capsules at ˚ D 80% (triangles) together with the corresponding Herschel-Bulkley
fit (solid line) (right)

yield stresses can be extracted from the shear-rate/shear-stress curve and described
by the Herschel-Bulkley model [44]. In what follows, the shear-stress is averaged
over time. Figure 9 (left) shows a linear behavior of the shear-rate/shear-stress
relation at a volume fraction of 60%. This is a proof that the suspension is still
in a fluid phase. At a volume fraction of 80% the suspension exhibits the properties
of a yield fluid and the flow curve can be fitted using the Herschel-Bulkley model
(see Fig. 9, right). But due to the limited size of our system, the values of the local
yield points cannot be extracted with high enough accuracy. Currently, simulations
of larger systems are ongoing on Hazel Hen.

Above ˚ D 80%, the suspension of capsules undergoes a transition to a
fully “jammed” state (Fig. 10-left). The question arises as to whether or not the
“jamming transition” depends on the stiffness/softness of the particles. We increase
the stiffness of the individual particles (shear elasticity and rigidity) while fixing the
volume fraction to ˚ � 80%. Figure 10-right shows a shift of the “jamming” point
to ˚ D 80%. The same trend is observed for ˚ D 60% (not shown here).
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Fig. 10 Shear stress versus shear rate for a suspension of capsules showing transition to a fully
“jammed” state as function of: the volume fraction (left), and the stiffness of the particles at a fixed
volume fraction (right)

4 Conclusions

We presented two examples of our recent applications of lattice Boltzmann based
simulations to complex fluid and interface problems. With the multicomponent
lattice Boltzmann method coupled to a discrete element algorithm for the descrip-
tion of suspended (colloidal) particles, we studied the behavior of magnetic Janus
particles at interfaces. With our method, we are able to resolve individual particles
and their interactions. Moreover, we studied the dynamics of dense suspensions of
capsules in Kolmogorov flow with the combined lattice-Boltzmann and immersed
boundary method. The immersed boundary method offers a flexible and simple
approach to model deformable particles immersed in suspending fluids. Our
implementation is capable to simulate hundreds of thousands of suspended solid or
deformable particles flowing in complex geometries on current supercomputers such
as Hazel Hen. This is due to the highly efficient implementation and a consistent
parallelization based on MPI and HDF5 parallel IO as demonstrated by the very
good strong scaling of our code to almost 100,000 CPU cores for the pure fluid
case.
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Application and Development of the High Order
Discontinuous Galerkin Spectral Element
Method for Compressible Multiscale Flows

Andrea Beck, Thomas Bolemann, David Flad, Hannes Frank, Nico Krais,
Kristina Kukuschkin, Matthias Sonntag, and Claus-Dieter Munz

Abstract This paper summarizes our progress in the application of a high-order
discontinuous Galerkin (DG) method for scale resolving fluid dynamics simulations
on the Cray XC40 Hazel Hen cluster at HLRS. We present the large eddy simulation
(LES) of flow around a wall mounted cylinder, a LES of flow around an airfoil at
realistic Reynolds number using a recently introduced kinetic energy preserving
flux formulation and a simulation of transitional flow in a low pressure turbine.
Furthermore, it provides an overview over the parallel efficiency reached by our
code when using up to 49;152 CPUs and the latest developments of our DG
framework.

1 Introduction

Most engineering problems in fluid dynamics contain turbulent flow. While in
reality, these flows are highly unsteady and comprise a broad range of dynamic
length scales, in engineering applications they are mostly treated by statistical
models based on the Reynolds averaged Navier Stokes equations (RANS). This
approach leads to steady partial differential equations that can be approximated
with a comparatively low computational effort. Today it is widely recognized that
for a broad range of engineering applications, scale-resolving simulations such as
direct numerical simulation (DNS) or large eddy simulation (LES) are necessary to
reliably predict anisotropy effects in turbulence, off-design conditions, bluff-body
flows, transitional flows or acoustic emissions [13].
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However, compared to RANS, for both of the above approaches, the computa-
tional cost is significantly higher. This stems from (1) the wide range of physical
scales that have to be resolved and (2) the long time intervals needed to collect
converged flow statistics. Thus, DNS or LES of scientifically relevant flow problems
often require HPC capacity.

Our group is active in the development of an efficient approach for and the
application of LES and DNS for engineering flows. In order to efficiently meet
the resolution requirement (1), it is essential to employ a simulation approach with
high accuracy and computational efficiency in a massively parallel environment.
We pursue this target using a high order discontinuous Galerkin spectral element
method (DGSEM) in our CFD simulation framework FLEXI. Its applicability to
LES and DNS has been demonstrated in past contributions, such that our focus in
the last grant period was twofold:

• development of LES closure as well as stabilization approaches that synergize
with the strengths of the DGSEM method,

• application of the framework for DNS and LES of complex flow problems.

In the current paper, we present simulation examples from both fields. In Chap. 2,
the numerical method is briefly introduced. Furthermore, we describe current
developments enhancing the high efficiency in all components of the software,
maintaining the suitability of our framework for ever-enlarging computations. In
Chap. 4, we present the LES of flow around a wall mounted cylinder at Reynolds
number 32;000 that is used to validate RANS computations in an industrial setting.
Chapter 5 presents LES results of flow around an NACA 0012 airfoil employing a
recently introduced split formulation of the DG method. We show the advantages
of this formulation compared to other methods to achieve non-linear stability. As a
final application of our code, we present a LES of transitional flow around a low
pressure turbine in Chap. 6. In this case we apply our previously presented adaptive
filtering approach to a setting that is close to industrial applications. In Chap. 3 we
also present scaling results that have been obtained using the current version of our
simulation framework with up to 49;152 CPUs. These results include the use of a
shock capturing mechanism employing finite volume sub-cells.

2 Simulation Framework

Our code FLEXI is a simulation software consequently designed for DNS and LES
in an HPC context. Ongoing development ensures an optimal exploitation of the
capacities of modern large-scale computer clusters. At present, typical production
simulation runs are conducted using 1000–20;000 processors.

The major building block of the framework is the underlying discontinuous
Galerkin spectral element method (DGSEM) [9]. In each grid element, a local
high order polynomial tensor-product basis is employed to represent the solution.
Numerical flux functions adopted from finite volume schemes provide the coupling
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between the elements. Thus, beside delivering high order accuracy and geometrical
flexibility, the method is inherently parallel because only direct neighbor element
data must be transferred.

Our implementation of the method in FLEXI proved that this important property
of the method can directly be translated to large-scale, massively parallel simu-
lations [1]. A recently released open-source version of our simulation framework
includes a mechanism for shock-capturing that is based on finite volume sub-cells.
In Chap. 3 we show that the combination of these two discretization methods does
not significantly affect our scaling abilities.

Beside the parallel efficiency of the pure operator other components of the
flow solver must be taken into account in order to achieve an overall optimal
performance. With increasing computational power, problem sizes and the required
disk space grow dramatically. Hence, a critical element during runtime is the parallel
I/O, simulation results have to be written on the hard drives by all processors
simultaneously. In the past, we employed the collective I/O operations of the HDF5
library. This procedure was found to be sufficient up to about 10;000 processors, but
not for larger numbers of processors. For instance, the collective write operation of
a 50TB file took about 30 min on 93;840 processors.

Therefore, our parallel output routine was extended by implementing dedicated
MPI groups for I/O. While in the original routine each processor had to write its data
to the file, in the new version the data is collected on so-called I/O masters, which
collectively write the file. The I/O groups are also used for the parallel read-in in
the beginning of the computation. Different group sizes of the MPI I/O groups were
investigated. While an optimal group size of 12 or 24 processors might be expected,
we determined an optimal group size of about 4–6 processors. For a large number of
processors (10;000 and higher), the novel I/O routine reduces the time required by
I/O by more than one order of magnitude. This leaves us with an efficient parallel
I/O method that is sufficient for our current calculation sizes.

In the next development step, MPI3 functionality will be integrated in FLEXI.
Shared memory within the compute node potentially saves time for inner-node
communication. This could enable larger I/O groups.

3 Parallel Efficiency

In this section we present the results of the investigations on the parallel efficiency
of the open source version of our FLEXI code. In contrast to previous scaling
test [2, 7], where only the pure discontinuous Galerkin method was analyzed, now
a shock capturing with finite volume sub-cells is included. In this hybrid shock
capturing approach, the DG operator is replaced by the finite volume method in all
troubled elements. To prevent a large loss in resolution, the finite volume method
is performed on logical sub-cells of the original elements, where one FV sub-cell
is associated with each degree of freedom of the DG element. Thereby the number
of DOFs is exactly the same and the data structures/variables can be used for both
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methods. This specific approach is used with the aim to achieve well balanced loads
per element, regardless of which method is used as space operator. The finite volume
operator is used in shock regions which are detected by indicator functions. Since
the numerical example used for the investigations of the parallel efficiency does not
require any shock capturing, we apply different synthetic distributions of DG and
FV sub-cell elements.

All simulations for this scaling test where performed in March 2017 on the super-
computer “Hazel Hen”, a Cray XC40-system of the High-Performance Computing
Center (HLRS) in Stuttgart. The FLEXI code is built with the GNU Fortran (GCC)
6.3.0 compiler and the Cray MPI library 7.5.2 with the default compiler options
of the FLEXI code, except for the switch on of the FV sub-cells. The full set of
compiler options is:

-DEQNSYSNR=2 -DFV_ENABLED=1 -DFV_RECONSTRUCT=1
-DH5DIFF=\"/opt/cray/hdf5/1.10.0.1/bin/h5diff\" -DLUSTRE
-DPARABOLIC=1 -DPP_Lifting=1 -DPP_N=N -DPP_NodeType=1
-DPP_VISC=0 -DPP_nVar=5 -DPP_nVarPrim=6 -DUSE_MPI=1
-fdefault-real-8 -fdefault-double-8 -fbackslash
-ffree-line-length-0 -DGNU -O3 -march=core-avx2
-finline-functions -fstack-arrays -Jinclude -xf95-cpp-input -fPIC

We have investigated the parallel efficiency of our code for a wide range of
problem sizes. The numerical setup for all cases is the same except for the number
of elements in the mesh. The computational domain is always a cuboid, which
is discretized with 63 elements for the smallest case. This number of elements
is increased for each successive case by doubling the number of elements in one
direction. All 12 test cases are summarized in Table 1. This table also includes the
minimal and maximal number of nodes (with 24 cores each) used for the scaling
test of every single case. The simulation for each case is performed on all powers
of 2 between the minimum and maximum number of nodes. For the largest case
(case 12), the minimum number of nodes is 2, instead of 1, since the memory
requirement for this case is not satisfied by a single node. The maximal number
of nodes is, for all cases, chosen such that only nine elements are computed by
every core.

Table 1 The parallel efficiency is investigated for different problem sizes

Case 1 2 3 4 5 6 7 8 9 10 11 12

#elementsX 6 12 12 12 24 24 24 48 48 48 96 96

#elementsY 6 6 12 12 12 24 24 24 48 48 48 96

#elementsZ 6 6 6 12 12 12 24 24 24 48 48 48

Min #nodes 1 1 1 1 1 1 1 1 1 1 1 2

Max #nodes 1 2 4 8 16 32 64 128 256 512 1024 2048

Each case has twice the number of elements than the previous one. The maximal number of nodes,
a case is run on, also doubles for each case, which corresponds to only nine elements per core for
all cases
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Each simulation is executed for exactly 100 time steps and the performance index
(PID) is measured for the pure computational time without any file input/output or
initialization. The performance index is the time that is required to update one DOF
on one core and can be calculated as

PID D wall-clock-time � #cores

#DOF � #time steps � #RK-stages
: (1)

To investigate the influence of the different space operators, either the dis-
continuous Galerkin method or the finite volume sub-cells scheme, four different
synthetic distributions of the DG and FV sub-cell elements are used. A pure
discontinuous Galerkin computation and a pure finite volume computation, where
all elements are updated with the respective operator, are performed to compare the
parallel performance of these operators. Furthermore we use a checkerboard type
indicator where every second element is marked for the FV method, which leads to
mixed DG/FV interfaces in the whole domain. This is the worst scenario in terms
of operation counts, since the mixed interfaces require additional computations.
Nevertheless the distribution of DG and FV elements among the processors is
more or less even. In a real world example, where the shock capturing is only
required locally, this cannot be expected. Therefore, we consider a further synthetic
distribution where the domain is halved in x-direction into a discontinuous Galerkin
part and a finite volume sub-cells part. This leads to extra work only at the mixed
interfaces, which are located at x D 0.

Since our investigations will always be influenced by other jobs running at the
same time on the supercomputer, we used a single job to perform the simulations
for the four different distributions of DG and FV elements. This makes the results
comparable and to gather some statistics we furthermore repeated every single run
five times.The parallel efficiency of those runs is than defined as

ePID1

APIDP

� 100%; (2)

where ePID1 is the median of the performance indices on a single node and APIDP

the respective value for the computations on P nodes. This parallel efficiency for all
four distributions of DG and FV sub-cell elements is plotted in Fig. 1.

Each problem size is represented by a colored line, where the symbols mark
the median value and the error bars show the worst/best run. These lines all start at
100% for a baseline run on a single node (except for the largest case, which uses two
nodes for the baseline run). The right endpoints of every line always corresponds to
a setting, where exactly nine elements reside on a single core. In the top left plot
of Fig. 1 the pure discontinuous Galerkin computations shows a superlinear scaling,
which can be either explained with caching/memory effects of the processors or
not so good baseline runs. But there are also runs where the efficiency substantially
drops below 100% and also shows a large variability. This is especially visible for
runs with a high number of cores, where the amount of communication compared to
local work is large. Nevertheless the upper bounds of the error bars (the best runs)
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Fig. 1 Parallel efficiency of a strong scaling for different problem sizes. Each color/line corre-
sponds to a specific mesh, for which the number of elements is given in the legend. The baseline
simulation is performed on a single node (24 cores) except for the largest cases, which does not fit
on a single node due to memory restrictions. For all meshes, the number of cores is doubled until
each core has only nine elements. To reduce statistical effects every single simulation is repeated
five times and the variability is visualized with the error bars

are quite near the 100%. Therefore, it is most likely that the interaction with other
jobs running at the same time on the supercomputer affects the parallel efficiency.
The other distributions of DG and FV sub-cell elements show a similar behavior,
but the superlinear scaling effects are less pronounced. In the bottom right of Fig. 1
the load imbalance of the half/half distribution is visible. The parallel efficiency,
compared to the other three plots, is slightly diminished. Nevertheless the results
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Fig. 2 Performance index of a strong scaling for different problem sizes and distributions of DG
and FV elements. A good performance can be achieved for about 10,000 DOFs and more per core.
Lower numbers of DOFs per core can lead to better results but the variability, caused by the sharing
of network resources with other jobs, may reduce the parallel performance

are still remarkably good, as the efficiency is over 90% in most of the computations.
However, these plots of the parallel efficiency present relative data only and are not
comparable among the different distributions of the DG and FV elements and even
not among the different problem sizes in each of the four plots.

Therefore, we present in Fig. 2 the same data from another point of view. Now the
performance index is plotted as absolute values over the number of DOFs per core
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instead of relative values. This makes the results comparable for different problem
sizes and distributions of DG and FV elements. In contrast to Fig. 1 the data is now
shown the other way round, going to the right on the x-axis the number of cores
decrease and the runs with the highest number of cores (nine elements per core)
are the left end points of the lines. In the top left plot of Fig. 2 the discontinuous
Galerkin results show that the performance is independent of the problem size, since
the PID is for all lines about 1�s=DOF. For a small load per core the PID can fall to
about 0:8 �s=DOF, but also can become significantly larger. The better results can
be explained by caching effects where most of the data a processor works on fits into
its cache. But a low amount of work per core leads to a relatively large amount of
communication which can be negatively affected by other jobs. This can be seen in
the greater variability of the results. In the top right plot of Fig. 2 the results for pure
finite volume computations are shown. They show the same behavior, except that
they have a 15% larger PID, which is caused by a more expensive space operator.
Nevertheless the DG operator and the FV sub-cells method have a comparable
performance index, which should not require a dynamic load balancing. The results
for distributions with mixed DG and FV elements are plotted in the bottom row of
Fig. 2. In the checkerboard scenario, where every second element is a FV sub-cells
element, only mixed DG/FV interfaces are present. These mixed interfaces require
additional work, which results in a larger PID, but the overall behavior is still the
same. However, in this case the additional work is required in the whole domain.
A more realistic scenario is emulated with the half/half distribution of DG and FV
elements, where the mixed interfaces are needed only locally. This leads to load
imbalances, but the bottom right plot of Fig. 2 shows that this does not influence the
performance index as the results are between the values for the pure DG and the
pure FV computations in the top row plots.

4 Large Eddy Simulation of the Flow over a Low Aspect
Ratio Wall Mounted Cylinder

In the design of modern combustion engines, Lambda sensors are crucial for
controlling the fuel-injection as they provide information whether the combustion
is rich or lean. To further optimize the engines Lambda sensors must be as accurate
as possible. The sensors are wall-mounted and are directly located in the exhaust
stream, with their height being usually similar to the local boundary layer thickness.
While the internal geometry of the sensors can vary, its basic outer shape mostly
resembles a surface-mounted finite-length cylinder, which are well investigated in
literature, a comprehensive overview of wall-mounted cylinder flow phenomena is
given by Sumner [14]. Assuming ambient conditions and low Mach numbers, the
flow characteristics for these cylinders are mainly determined by two parameters:
the aspect or slenderness ratio AR D H=D and the relative thickness of the
boundary layer ı=H, where H is the height, D the diameter and ı the boundary
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layer thickness. The flow field in the wake is characterized by a horseshoe vortex,
emitted at the cylinder-wall junction and the tip vortex and downwash at the free
end. Above a critical aspect ratio, Kármán-like vortex shedding occurs in the wake,
interacting with the horse-shoe vortex and the downwash. Below the critical aspect
ratio, Kármán vortex shedding is suppressed by the downwash and is replaced by
symmetric arch vortex shedding, which is depicted in Fig. 3. The flow field on the
free end surface is characterized by a large symmetric separation bubble forming at
the leading edge and subsequent reattachment near the trailing edge, both interacting
with the downwash in the wake, all these effects being illustrated in Fig. 4.

The Lambda sensor geometries are usually in a range of 0:7 < AR < 1:15

and 1 < ı=H < 1:48, for the sake of simplicity we thus chose a cylinder with
AR D ı=H D 1 for the present numerical investigation. Despite the aforementioned
extensive literature, only few published results exist which consider both, a very-
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Fig. 5 Left: Schematics of geometrical setup. Right: Surface mesh used for computation

Table 2 Geometry and flow parameters of the simulation

2HC L�
C Hf �xbf �xf D D=L u1 Ma1 t� D D=u1 ReD

0.3 m 1.5 m 0.001 m 0.025 m 0.85 m 0.02 m 1 24 m/s 0.07 8:333 � 10�4 s 32,000

low-aspect-ratio cylinder with AR � 1 and a high relative boundary layer thickness
ı=H � 1 at the same time. Experimental results for this setup include the work
by Kawamura et al. [8] and Tsutsui [15]. Since the experiments conducted by
Kawamura are close to the intended use-case, the simulation has been designed
to accurately reproduce the wind-tunnel experiments, the setup being depicted in
Fig. 5 and the corresponding parameters listed in Table 2.

The wire turbulators used in the experiment to generate the turbulent boundary
layer have been modeled by a zero-dimensional inner-domain pseudo boundary
condition located at �xbf from the inflow, where a block inflow-profile is used.
At the left, right and upper domain boundaries symmetry boundary conditions have
been employed to incorporate potential blockage effects present in the experiment,
without explicitly resolving the walls. At the outflow a pressure boundary is used.
The flat-plate and the cylinder itself are adiabatic no-slip walls.

To save computing time the mesh has been designed to be rather fine near
the inflow, where the turbulator is located, becoming coarser again in the flat-
plate region and finer when approaching the cylinder. Prior to the actual cylinder
simulations, calibration runs for the pure flat-plate region have been conducted using
the same setup, to ensure that the chosen resolution is sufficient, for the correct
boundary layer properties to develop, where especially the thickness was of major
importance. Figure 6 shows the distribution of the non-dimensional wall spacings
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Fig. 6 Distribution of the xC; yC; zC values in the near cylinder region. xC; zC computed
assuming equidistant inner-cell interpolation point distribution and yC using exact wall-normal
distance of first interpolation point

Table 3 Simulation parameters and computational cost (t� D D=u1 D 8:33 � 10�4)

Case Cores DOF [106] DOF/Core twall [h] tsim [s] twall=t� [103 h]

N7 16;440 50:41 3066 214:5 0:2675 60:5

N5 8976 21:27 2370 82:7 0:2675 25:5

N3 1296 6:30 4861 16:4 0:2675 7:6

URANS 48 2:48 51;666 51:2 0:2881 3:0

For comparison key parameters of URANS simulation have been added

xC; yC; zC in the near-cylinder region. The block-structured mesh has been designed
to guarantee yC < 1 throughout the domain and xC < 120; zC < 50 approaching
the cylinder. For all simulations the mesh contains 98,472 elements, at the curved
cylinder boundaries a geometry polynomial degree of Ngeo D 4 has been used.

For the simulations a p-refinement strategy has been chosen, using the poly-
nomial degrees N D f3; 5; 7g. Polynomial de-aliasing using the filter approach
as described in [3] has been applied with a baseline polynomial degree of M D
f4; 7; 9g. Parallel to the LES, RANS computations have been performed for
validation purposes and to benchmark both performance and solution quality. For
the actual design of the Lambda sensors RANS will remain the primary design
tool. As a time marching scheme an explicit 4th-order low-storage Runge-Kutta
method by Carpenter et al. has been employed. Roe’s approximate Riemann solver
has been used for computing the numerical fluxes. Time averaging has been started
at t=t� D 215 and data has been collected for �t=t� � 100 convective times based
on the cylinder diameter, which should be sufficient for accurate statistics. The
computations have been run on up to 16,440 cores with a targeted load of few 1000
DOF/core. Relevant parameters for the simulation and the associated computational
cost are listed in Table 3.
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Fig. 7 Time-averaged distribution of the pressure coefficient cp for the LES simulation. Left: on
free-end z=D D 0. Right: on barrel y=D D 0:5

Figure 7 plots the distribution of the pressure coefficient on the free-end and the
barrel. The N D 5 and N D 7 cases are in well agreement to the experimental
results, the N D 7 result being closest to the reference. The oscillations which
are visible for the N D 3 case are mostly artifacts due to the under-resolution
occurring at the element boundaries. Despite these artifacts and the low resolution
the simulation can reproduce the principal slope of the cp distribution quite well.

Figure 8 depicts the instantaneous streamlines around the cylinder. As expected,
a separation can be observed at the free-end of the cylinder and subsequent reattach-
ment. The size of the recirculation region and the position of the reattachment line
are in good agreement to the experimental results [8]. As predicted by the theory
Kármán vortex shedding is not present, but the arch vortex in the cylinder wake as
well as the horseshoe vortex are well visible. The separation line on the cylinder
side bends towards the front at approximately half the cylinder height, then shifts
towards the back near the free-end, as observed in the experiments. When directly
comparing the LES and RANS results depicted in Fig. 9, it is clearly visible that
RANS fails to reproduce the position and size of the separation bubble on the free-
end. The reattachment line is strongly shifted towards the trailing edge, causing the
pressure coefficient cp to be much higher near the leading and much lower near the
trailing edge.

Overall the results show good agreement with the experimental results. While the
N D 3 case is quite under-resolved, it still captures many relevant flow features. A
clear convergence towards the experimental results can be observed with increased
resolution. While RANS is an order of magnitude faster than the LES, it has major
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Fig. 8 Streamlines showing flow-structures around the wall-mounted cylinder and in the cylinder
wake. Top: colored by velocity magnitude. Bottom: colored by vertical velocity component

shortcomings for the separated flow and fails to reproduce most of the relevant flow
features on the free-end. Especially the N D 7 case could accurately reproduce
the present experimental data, providing a further validation to these results. It can
also be regarded as a viable benchmark solution for subsequent optimizations to the
RANS strategy.
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Fig. 9 Time-averaged distribution of the pressure coefficient cp and time-averaged stream lines at
the cylinder free-end. Left: LES N D 7. Right: RANS

5 Large Eddy Simulation of an Airfoil at Reynolds 660,000

In this project we have computed the flow around a NACA 0012 airfoil. The flow is
characterized by the following non-dimensional quantities. The Reynolds number
with respect to the chord length is Rec D 660;000, the Mach number is Ma D 0:12
and the angle of attack is ˛ D 2ı.

For the computation we use the LES methodology, which was originally
developed and described in [5]. The key for successful LES at higher Reynolds
numbers is to use kinetic energy preserving flux formulations. Such split fluxes are
widely used in finite difference CFD codes, but were only recently introduced for
DG methods. The key property of these flux formulations is their inherent stability,
making additional numerical viscosity for stable computations unnecessary. There
is also a significant gain in computational efficiency compared to using polynomial
de-aliasing normally used to obtain non-linear stability. The split flux approach was
implemented into FLEXI at the end of this report period, and here we compare some
of the first results to previous computations obtained with the LES methodology
from in [6]. The simulations show that the overall quality is better, while the
computational cost could even be further decreased. So far, for both simulations
an implicit approach for the subgrid-scale (SGS) stress is used, relying solely on the
dissipation of the added inter-cell Riemann solvers, in this case Roe’s approximate
matrix dissipation. We will explore the effect of explicit SGS stress terms in the
following period of the project, also further increasing the Reynolds number. The
computation is run on an unstructured hexahedral grid with 138;950 cells and a
polynomial degree of N D 7, in total 71;142;400 degrees of freedom. The flow is
tripped at 5% chord using a geometrical step on the airfoil surface. For a qualitative
impression of the flow Fig. 10 shows iso-surfaces of the Q-criterion within the
boundary layer colored by velocity magnitude. To validate the simulation we
compare the time-averaged wall friction and pressure coefficient to those obtained
from a 2D panel method computation using the program XFOIL [4]. We observe a
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Fig. 10 ISO-surface of “Q-criterion“ (QD 1000) colored by velocity magnitude: LES NACA
0012, Re D 660;000
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good agreement with the XFOIL (Fig. 11) computation for the pressure coefficient,
with differences in the front part of the wing, as the step is not modeled in the 2D
calculations. Compared to the previous results we use smaller cells in the boundary
layer, which significantly reduces the unsteady shape of the wall friction results. The
novel method can make use of the full polynomial discretization, whereas previous
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Table 4 Computational
details for the LES of NACA
0012 aeroacoustic case

N nDOF Procs PID Œ�s� Runtime=T�

11 3:2 � 107 9423 1:4 3:2 h

7 7:1 � 107 8688 1:18 2:63 h

methods had to sacrifice parts of the resolution for the filter, to obtain non-linear
stability. This remarkable property directly results in higher accuracy per effective
DOF. The integral dimensionless pressure is less sensitive to discretization errors
and is in good agreement for either method. In Table 4 the computational details
are listed. For the current simulation the total number of degrees of freedom is
about twice as large compared to the former one, yet the simulation is by a factor
of approximately 1:3 less computational expensive. This gain in efficiency can
predominantly be attributed to the larger time step obtained with the new method.

6 Large Eddy Simulation of Transitional Flow in a Low
Pressure Turbine

In this subproject, the adaptive de-aliasing approach presented in [6] and applied
in [1] has been extended from canonical turbulent flows to a more industrially
relevant setting, the simulation of transitional flow through the T106 low pressure
turbine (LPT) cascades. In this test case, DNS and LES of the transitional and
separated flow on the T106A and T106C high-lift subsonic turbine cascades are to
be investigated. This cascade is a well-known setup for assessing transition models
for Reynolds numbers of 50,000 and beyond. For the current simulations, Reynolds
numbers of 60,000 and 80,000 are chosen. As the inlet turbulence is very low, both
flows feature laminar separation and a slow natural transition. Figure 12 shows the
time-averaged and instantaneous flow field for the T106A case, where the laminar
separation on the suction side and the transition downstream of the trailing edge are
visible.

In Table 5, the flow conditions for the two cases are summarized. At the inlet,
the total pressure and total temperature as well as the flow direction are specified
through a characteristic-based boundary condition [12]. By choosing the static
pressure at the outlet (i.e. the pressure drop over the cascade) and the flow viscosity,
the corresponding isentropic flow conditions can be set. This particular set of
boundary conditions mimics the experimental setup in a blow-down wind tunnel.

Figure 13 shows the mesh used for the T106A case (left) and the inlet and
outlet Mach numbers (right). The simulation is conducted on the computational
grid (shown in black), with periodic boundary conditions chosen in the spanwise
and crossflow direction. The mesh consists of 5706 hexahedral elements (4359 for
T106C), using a polynomial of degree Ngeo D 3 to approximate the geometry. Since
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Fig. 12 Left: Time- and spanwise averaged velocity magnitude and streamlines for the T106A
case. Right: Instantaneous isocontours of vorticity magnitude

Table 5 Flow conditions for
the LPT

Geometry T106A T106C

Re2;s 60,000 80,000

M2;s 0.405 0.65

˛1 45.5 32.7

M2;s denotes the isentropic exit
Mach number and Re2;s the
Reynolds number based upon
the velocity obtained by isen-
tropic expansion and the airfoil
chord

the boundary conditions in the flow direction are chosen as described above, the
prescribed quantities according to Table 5 are not enforced directly, but instead
establish themselves once the flow has reached a quasi-steady state (neglecting non-
isentropic processes along the flow path). To check if this is the case, the inlet and
outlet Mach numbers are plotted over approx. 40 characteristic time units in Fig. 13
(right). The instantaneous quantities have been averaged over the inflow and outlet
faces for each time step. For both cases, the resulting Mach numbers at inflow and
outflow are in very close agreement with the specifications.

A number of simulations for the T106A/C cases were run. A relevant selection
of cases is shown in Table 5. One focus of this investigation was to extend the
approach described in [6], in which the de-aliasing operator is coupled to a cell-local
indicator, which triggers the de-aliasing only when necessary. In this investigation,
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this approach, which is labeled “local adaptive filtering” (LAF) is compared to the
standard de-aliasing, which is applied at every iteration and every element (standard
over-integration).

In Fig. 14 (left), the isentropic Mach number along the turbine blade (a measure
of the pressure losses) is compared against experimental data from [10]. The overall
agreement on the pressure side is excellent, while some discrepancies occur on the
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Table 6 Computational details for the LES of T106A/C LPT case

Case nDOF Procs PID Œ�s� CPUh=T�

T106A-N7O11 9:9 � 106 5706 1:5 450

T106A-N7O11 LAF 9:9 � 106 5706 1:5 720

T106C-N7O11 7:5 � 106 4359 1:4 310

T106C-N7O11 LAF 7:5 � 106 4359 1:4 534

suction side near the point of separation. There is also a perceivable difference
between the LAF and over-integration results in this region. This is supported by
Fig. 14 (right), in which the ratio of filtering/de-aliasing operations per element to
the iteration number is plotted for LAF. Note that for over-integration, this ratio
would be equal to 1 everywhere. Here, the indicator triggers the de-aliasing in a
physically motivated sense: Upstream of the blade and along the laminar suction
side, no de-aliasing occurs, while in the separation region and the wake, full de-
aliasing is active. This selective approach also influences the structure of the near
wake and is less dissipative on the small scale structures, as shown in Fig. 15.

Table 6 summarizes the computational details for these investigations. The
difference in computing time between the LAF and over-integration cases is due
to the stricter timestep requirement of the LAF and the increase in computational
costs due to the evaluation of the indicator.

This investigation has shown that the local adaptive de-aliasing approach is
generally applicable and robust for non-trivial cases. Further investigations into its
efficiency with regards to higher time step penalty are necessary. Also, for achieving
LES of higher Reynolds numbers, additional modeling will be required.



406 A. Beck et al.

7 Summary and Outlook

In this report, we have provided a summary of the current research efforts in
our group geared towards accurate and efficient scale-resolving simulations of
turbulence and acoustics. In the last grant period, our simulation framework
FLEXI has matured sufficiently to allow us to conduct large-scale simulations and
postprocessing that push the boundaries of the current available hardware at the
HLRS. We aim at continuing our work along the two paths outlined in this report:
(a) The numerical simulation of unsteady flow phenomena that are at the limit of
what is currently feasible, to provide a framework for simulation-based scientific
exploration and (b) to develop new modelling capabilities for those cases in which
a full scale-resolution remains impractical.
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Part V
Transport and Climate

Markus Uhlmann

The simulations in the category “Transport and Climate” feature a broad spectrum of
studies in numerical weather forecast and climate modelling. In this granting period
there have been five projects running on HazelHen (HLRS) and two on ForHLR II
(SCC), consuming nearly 80 million core-hours in total. Community modelling is
clearly the paradigm here, and all projects have been realized with the aid of only
three numerical model families (COSMO, WRF and AWI-CM).

In the first of the following contributions (Schädler et al.) the DWD model
“COSMO” is used in climate mode in order to investigate trends in past and
future regional climate in the broad area of central Europe. The authors address
various aspects, such as energy considerations in urban scenarios, paleoclimate
and the interaction between land surface and the atmosphere. Their high resolution
simulations (with grid width of 2.8 km) show a significantly better agreement with
precipitation measurements.

The following two contributions were realized with the aid of the model “WRF”.
The authors of the second project (Warrach-Sagi et al.) have investigated (global)
climate change scenarios for a period until the end of the twenty-first century,
employing spatial resolutions down to 3 km grid sizes. This effort is embedded in
two project consortia, and when completed it will provide highly sought-after data
to the community of climate impact researchers.

Finally, the project by Schwitalla et al. is focused upon a faithful reproduc-
tion/prediction of extreme events in climate research by using grids at convec-
tion permitting scales of a few kilometers. They have performed highly-resolved
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Germany
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simulations of the entire tropical region over a seasonal time scale. The preliminary
results suggest a very good correspondence with the available observation data.
This project demonstrates once more the benefit of increasing availability of HPC
resources upon the predictive capabilities in the context of climate research.



Regional Climate Simulations
with COSMO-CLM: Ensembles, Very High
Resolution and Paleoclimate

G. Schädler, H.-J. Panitz, E. Christner, H. Feldmann, M. Karremann,
and N. Laube

Abstract The IMK-TRO (KIT) presents in the HLRS annual report for 2016–
2017 projects and their results using the CRAY XC40 “Hazel Hen”. The research
focuses on the very high resolution regional climate simulations including the
modeling of land surface processes and urban climate, the generation of ensemble
projections, and regional paleoclimate (PALMOD). The simulations are performed
with the regional climate model (RCM) COSMO-CLM (CCLM) and cover spatial
resolutions from 50 to 2.8 km. Within the projects, the standard CCLM is enhanced;
for the analysis of the impact of different soil-vegetation transfer schemes (SVATs)
VEG3D is coupled via OASIS3-MCT to CCLM. For the PALMOD project, a
special isotope-enabled version CCLMiso is used. To highlight the added value,
the results of the higher resolution climate predictions are compared to those of
simulations with coarser resolutions. In addition, the impact of different global
driving data sets is investigated. Climate projections are performed for two future
time slices, 2021–2050 and 2071–2100. The urban climate and its change are
also investigated using very high resolution simulations to enable the energetic
optimisation of buildings. The required Wall-Clock-Times (WCT) range from 9 to
2000 node-hours per simulated year.

1 Overview

The working group “Regional Climate and Water Cycle” of the Institute of
Meteorology and Climate Research—Tropospheric Research (IMK-TRO) at the
Karlsruhe Institute of Technology (KIT) (www.imk-tro.kit.edu) uses the climate
version of the COSMO model (COSMO-CLM) on the CRAY XC40 ‘Hazel Hen’
at the HLRS high performance computing facilities to investigate past, present and
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future regional climate with a focus on subregions of Central Europe and Germany.
Topics include

• Very high resolution regional climate prognoses and projections
• Urban climate and energetic optimisation of buildings
• Analysis of climate extremes (floods, draughts)
• Assessment of uncertainty via ensemble simulations
• Interaction between land surfaces and the atmosphere
• Simulation of regional paleoclimates

In this report, we describe in some detail three of these topics which are interest-
ing for both their practical relevance and their numerical/computational interest.
First, the very high resolution regional climate projections and the simulations
concerning urban climate and energetic optimization of buildings; these projects
are third-party funded (KLIMOPASS, KLIWA and Baden Württemberg Stiftung).
Second, the PALMOD Project, funded by the BMBF, will be presented and the
structure of the regional paleo climate simulations illustrated. Third, first results and
details to using stable water isotopes to evaluate temperature in paleo simulations
are given. Additionally, a description and latest results of the CORDEX project are
included.

The text is structured as follows: Sect. 2 describes the model used and Sect. 3
contains the CORDEX (Sect. 3.1) and the PALMOD project (Sect. 3.2), and also
the very high resolution simulations (Sect. 3.3).

2 The CCLM Model

The regional climate model (RCM) COSMO-CLM (CCLM) is the climate version
of the operational weather forecast model COSMO (Consortium for Small-scale
Modeling) of DWD. It is a three-dimensional, non-hydrostatic, fully compressible
numerical model for the atmosphere. The model solves prognostic equations
for wind, pressure, air temperature, different phases of atmospheric water, soil
temperature, and soil water content.

Further details on COSMO and its application as a RCM can be found in [1, 2]
and on the web-page of the COSMO consortium (www.cosmo-model.org).

3 Regional Climate Simulations Using the HLRS Facilities

3.1 CORDEX (Coordinated Regional Downscaling
Experiment) Project

Since the United Nations climate change conference in Paris in December 2015
(COP21) the optimistic Representative Concentration Pathway 2.6 (RCP2.6, [3])

http://www.cosmo-model.org
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Fig. 1 The EURO-CORDEX
domain; see also
www.cordex.org

came into the focus as the future scenario for which the global mean tempera-
ture increase can be kept below C2 ıC [4]. RCP2.6 assumes that global annual
Green-House-Gas GHG emissions (measured in CO2-equivalents) peak between
2010–2020, with emissions declining substantially thereafter. In order not only to
consider the global aspect, there is also an increasing demand to study the response
of regional climate to RCP2.6. Up to now, the matrix of regional climate simulation
under RCP2.6 is rather sparse, however. Therefore, we regionalized results of the
global model EC-EARTH, realization 12, with RCP2.6 for the EURO-CORDEX
region (Fig. 1). The spatial resolution of these CCLM simulations is 0:11ı (about
12 km) and spans the period from 2006 until 2100. The GCM EC-EARTH and its
realization 12 have been used because the same global model in its realization 12
has already been downscaled with CCLM on the same 0:11ı domain, but assuming
the future scenarios RCP4.5 and RCP8.5 [5].

The impact of the different emission scenarios is most pronounced in the future
trends of the near-surface temperature in 2 m height (Fig. 2). For the future scenario
RCP 8.5 and averaged over the whole EURO-CORDEX domain (Fig. 2, red curve),
the mean yearly temperature in 2 m height increases up to about 4.5 ıC at the end
of the twenty-first century, relative to a 30 years reference period from 1971 until
2000. For RCP4.5, the temperature is also rising, but seems to stabilize at the end of
the current century. However, applying RCP2.6, the temperature increases slightly
until around 2060, and then seems to decrease again.

Note that the example shown in Fig. 2 represents temporal and spatial averages,
temporal averages over each year, and spatial ones over the whole model domain.
Considering different seasons and different regions in Europe, the results will be

http://www.cordex.org
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Fig. 2 Yearly 2 m temperature anomaly under different future emission scenarios. Reference
period: 1971–2000, regional climate model: CCLM, Version 4-8-17; driving GCM: EC-EARTH,
realization 12. Green line: result assuming RCP2.6, Blue line: result assuming RCP4.5, red line:
result assuming RCP8.5

qualitatively similar to those shown in Fig. 2, but quantitatively they might differ
considerably from season to season and from region to region. A more detailed
analysis of the results is still ongoing. Note too, that the basis of the results discussed
so far is the regionalization of a single GCM by only one RCM. To investigate
the robustness of the results it is necessary to consider a multi member ensemble
consisting of several GCMs that have been downscaled by several RCMs. The
climate simulations described here will be part of such a multi member ensemble.
A final analysis of this ensemble is pending. The HPC resources needed for the
CORDEX simulations were in the order of 32,000 node-hours for the computations,
and 90 TB for the total data storage. It should also be mentioned that these
simulations had been used by members of the CRAY staff at HLRS to analyse the
variations of wall-clock-time (WCT) we reported in our HLRS report 2015 [6]. In
order to carry out the analysis it was necessary to implement in the code special
routines for time-measurements, which sent real-time information to the CRAY
staff. We do not know whether any causes for the WCT variations could be detected.
However, WCT variations up to 20% and more still exist.
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3.2 Regional Paleoclimate Simulations

The Paleo Modeling project PALMOD (www.palmod.de) aims to improve the
understanding and modeling of paleoclimate system dynamics and variability.
Therefore, fundamental processes determining the Earth’s climate trajectory and
variability during the last glacial cycle need to be identified and quantified. Our
working group contributes to two work packages within the project: “Physical
System: Scale Interactions” and “Proxy Data Synthesis/Data-Model Interface”. The
aim of the first work package is to identify and understand relevant subgrid scale
processes, which significantly contribute to the Greenland ice sheet surface mass
balance. Such processes can not be resolved with coarse resolution GCMs and,
therefore, need to be parameterized. In the second work package, we apply CCLM
to validate regional simulations of paleoclimates against water isotope records and
provide a combined model-data framework for the interpretation of proxy data.

3.2.1 Modeling of the Greenland Surface Mass Balance

For the identification of subgrid scale key processes, we adapted and set up the
regional climate model CCLM for the Greenland region. The model was driven
with ERA-Interim reanalysis data for the period of 1992–2015 using the SVAT
TERRA-ML. Sensitivity tests concerning e.g. the modeling domain, the time step,
the horizontal resolution or the inclusion of sea ice were performed.

Comparisons between simulations performed with CCLM and observation data
show a generally good agreement throughout Greenland. However, the quality of
simulations depends on the analysed region (Fig. 3a), the season and the variable
(precipitation or temperature). Simulations are also sensitive to the modeling
domain, the resolution and the impact of sea ice. Best agreement of simulations
and observation data (Fig. 3a) is found for the CORDEX-Arctic region (Fig. 3b) as
modeling domain on a resolution of 25 km and a time step of 150 s. Moreover an
increase of the value of the maximum albedo as well as the implementation of sea
ice lead to better agreement with observation data. Fig. 4a, b show a comparison of
the CCLM results with three different observational data sets for the southwestern
region in February (Fig. 4a) and the northern region in June (Fig. 4b). There is a
good agreement in the medians in both cases, but a larger data spread within and
between the different data sets.

3.2.2 Modeling of Stable Water Isotopes in the Arctic Region

Stable isotopes of atmospheric water such as H16
2 O and H18

2 O are fractionated during
phase changes. This is measured as ı18ODR18O/R18O;VSMOW -1 with the isotope
ratio R18OD[H18

2 O]/[H16
2 O] and the ocean water ratio R18O;VSMOW D 0.002005.

www.palmod.de
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Fig. 3 (a) Location of measuring stations used for validation of the model: Danish meteorological
Institute (DMI; dots), Programme for Monitoring of the Greenland Ice Sheet (PROMICE; x), and
of the Greenland Climate network (GC-Net; triangles). Colours show seven analyzed regions of
Greenland: north (N; blue), northwest (NW; dark blue), central (C; brown), northeast (NE; orange),
southwest (SW, green), south (S; red), and southeast (SE, purple). (b) Orography [m] and modeling
domains: a) region around Greenland. b) Region covering almost region a) but extended towards
Europe. c) Modeling area covering parts of Europe and crossing the north pole. d) CORDEX-Arctic
region

In this context, an effect of particular importance is the gradual decrease of ı18O in
cooling and raining air masses, which are depleted in H18

2 O because of a preferential
fractionation of the heavier H18

2 O into the condensate. The resulting general relation
between air temperature and the ı18O of water vapor or precipitation (e.g.[7, 8]), in
turn, allows reconstructing variations of air temperature in the past from Arctic ice
sheets, which record the ı18O of precipitation from thousands of centuries [9].

Within the PALMOD project, the relation between ı18O and temperature is used
for validating paleo simulations with general circulation models (GCMs) against the
ı18O in ice core samples from Greenland. To allow a direct comparison between the
model and the ı18O in ice cores, isotope physics was implemented into the employed
GCMs. To account for the relatively low horizontal resolution of the GCMs, KIT
uses an isotope-enabled version [10] of the regional CCLM model (CCLMiso) for
a dynamical downscaling of the global paleo simulations.
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In a first step, we validated present-day CCLMiso simulations for the Arctic
region against the ı18O of top core samples from ice cores and snow pits (Fig. 5).
CCLMiso is capable of capturing the observed spatial distribution of ı18O. The
RMSE between the modeled and the observed ı18O is only 1.6�. For the arctic
region, both findings confirm that the most important isotpe physics is reliably
implemented. In a next step, the validated CCLMiso may therefore be used for
paleo simulations of the Arctic region and a comprehensive translation of the ı18O
in Greenland ice cores into paleo temperatures.

Table 1 summarizes the computing demands on CRAY XC40 “Hazel Hen”
at HLRS for the simulations. Due to the increase of prognostic equations, the
computational costs of isotope modeling are considerably higher than comparable
simulations that do not consider isotopes.

3.3 Very High Resolution Simulations

3.3.1 Added Value of Very High Resolution Simulations

As already done operationally for weather forecasts, climate simulations at very
high spatial horizontal resolution in the order of 1–3 km are becoming now feasible.
Apart from the increasing demand for such simulations—they reduce the scale
gap between climate models and impact models (urban climate, hydrological and
agricultural models often run at resolutions of a few hundred meters)—there
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Fig. 5 Regional present-day (2000–2014) simulation with CCLMiso for Greenland. Colored area:
accumulation-weighted annual model values of ı18O; colored dots: respective annual ı18O in top
core samples from ice cores and snow pits of [11]

Table 1 Project PALMOD: Summary of computing demands on CRAY XC40 “Hazel Hen” at
HLRS

Project Domain size Grid
resolution
(km)

Time-
step
(s)

Computing
time
(node-h/
year)

No. of
sim.
years

Storage
needs
(Gbyte/
year)

Total
computing
time
(node-h)

Total
storage
needs
(Tbyte)

PALMOD 246 � 120 � 50 50 120 190 350 300 66,500 11

are also physical and numerical pros for very high resolution: a considerable
reduction, if not an elimination of the model bias, i.e. the systematic difference
between model results and observations, can be obtained. This is due to a better
representation of orography and land cover as well as an explicit calculation of
deep convective precipitation instead of a parameterisation. Moreover, a high spatial
resolution induces a more realistic small scale temporal and spatial variability of
meteorological variables due to a better representation of the orography and land use
patterns, which is especially true in complex terrain. This small scale variability is
also important to capture weather extremes more realistically and to better represent
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persistent and therefore climatically relevant small scale features like local/regional
wind, precipitation systems, and temperature regimes.

In [12], it had already been demonstrated that the quality of the model results
could be improved due to a refinement of the resolution of the climate model.
Altogether, model simulations at 2.8 km horizontal resolution provide an added
value compared to coarser resolutions (for example, 7 km) for temperature, precip-
itation, relative humidity, global radiation, and regional wind systems, even though
the magnitude of the added value varies with variable, season, region, altitude and
statistics [12]. This makes the high resolution data more suitable for applications
and impact studies on regional or local scales where high resolution is required, e.g.
in cities or small river catchments. It can also be expected that higher variability
improves the tails of probability distributions, i.e. the representation of extremes.

After having shown that there is an added value of very high resolutions, we
started to work on two projects involving very high resolution simulations.

3.3.2 Simulations of Present and Future Climate

In the frame of the project KLIWA (Klimaveränderung und Konsequenzen für
die Wasserwirtschaft) we started to generate very high resolution (about 2.8 km)
regional climate projection ensembles focusing on an area that comprises the basins
of major rivers of the southern part of Germany (e.g. Rhine, Moselle, Danube,
Inn). The first GCM that we downscaled in a three-stage nesting approach was
ECHAM6, realisation 1. The three-nest approach regionalized the GCM data down
to a resolution of 50 km in the first step. The second step uses the RCM result
of the first step and performs the downscaling to 7 km, and in the third step the
final resolution of 2.8 km is reached. The historical control period ranges from
1968 to 2005, for the future we consider the periods 2018 until 2050 and 2068
until 2100 using emission scenario RCP8.5 [3]. For all three periods, the first
3 years are considered as spin-up time, and they are not used in the analyses of the
results. In order to establish a small ensemble, two other GCMs, namely HadGEM2-
ES, realization 1, and EC-EARTH, realization 12, have been downscaled, again
applying the three-nest approach. In its finest resolution of 2.8 km the downscaling
of HadGEM2-ES is already finished for the historical control period. The EC-
EARTH driven simulation for the historical period is close to its end.

Table 2 summarizes the computing demands on CRAY XC40 “Hazel Hen” at
HLRS for the three-nest downscaling of one GCM, taking into account the number
of simulation years of all three periods considered.

The model domain for the very high resolution (2.8 km) simulations covers large
parts of Germany and neighboring regions, having a size of 322 � 328 horizontal
grid-points. The analyses of results are performed in the region marked by the red
box in Fig. 6.
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Fig. 6 KLIWA project. Actual model domain for very high resolution simulations and its
orography. The red box encloses the region where results are analysed

Figure 7 displays the annual mean daily precipitation sums for 1971–2005,
resulting from CCLM simulations with MPI-ESM-LR, EC-EARTH and HadGEM2-
ES forcings, and compares them with the gridded EOBS V.11 observations [13].
This comparison reveals a general wet bias of the model results, whose amount
strongly depends on the driving GCM.

In Fig. 8, a comparison between the CCLM_MPI-ESM-LR third nest (2.8 km)
and the CCLM_MPI-ESM-LR second nest (7 km) to HYRAS observations [14] is
displayed in terms of whisker box plots indicating the 25, 50 and 75 percentiles.
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Fig. 7 1971–2005 Annual mean daily precipitation sums for three CCLM simulations using
the MPI-ESM-LR (red), EC-EARTH (blue) and HadGEM2-ES (green) forcing for the KLIWA
evaluation area

Fig. 8 1971–2000 Boxplot comparing the difference of the annual precipitation sums of
CCLM_MPI-ESM-LR third nest (2.8 km) to HYRAS to the difference CCLM_MPI-ESM-LR
second nest (7 km) to HYRAS. The coloring of the box displays the 95 percentile significance level
(Wilcoxon test). Red indicates the significantly lower differences to HYRAS of the CCLM_MPI-
ESM-LR third nest than the CCLM_MPI-ESM-LR second nest

A Wilcoxon test with a significance level of 95% was performed. In Fig. 8 the red
box indicates a significantly better agreement of the higher resolved third nest to
HYRAS observations.

3.3.3 Urban Climate: Performance Criteria for Indoor Comfort
Wall-Building Materials Under the Influence of the Climate Change
in Baden-Württemberg (“Room/Climate/Plaster”)

Under changing environmental conditions—which are a consequence of global
climate change—living comfort should be maintained. Expected changes of tem-
perature and humidity, which affect the living comfort of people, are analyzed in the
project. The study is performed in the framework of a project, funded by the Baden-
Württemberg Stiftung, that couples the outdoor and the indoor climate as well as the
thermal-hygric behavior of walls by thermal-energetic building simulations driven
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with regional climate model data. The intention is to avoid too wet and sultry indoor
climate by passive plaster systems.

The project is divided in three parts, which correspond essentially to the spatial
scales weather and climate (“climate”), room climate and user behavior (“room”)
as well as building envelope and material behavior (“plaster”). The part “climate”
is processed by IMK-TRO and serves as basis for the other two parts, as the
resulting climate data output are the boundary data for the impact simulations
(thermal-energetic building simulations and moisture transport simulations in walls
and multi-layer building components). For these simulations hourly weather data
(temperature, humidity, pressure, radiation, precipitation and wind) in the epw
(EnergyPlus Weather Data)-format was built and provided by IMK-TRO.

The high resolution regional climate simulations were performed with CCLM,
which was driven by data from the GCM ECHAM6 for projection, and ERA Interim
reanalysis for validation. The global data are dynamically downscaled with CCLM
up to a convection permitting mesh size of 2.8 km. The dynamical downscaling of
ECHAM6 data, which have a resolution of about 180 km, is done via two nests
(55 and 11 km) to the target resolution of convection permitting 2.8 km. ERA-
Interim data, having already a grid-spacing of about 75 km, are scaled down via
an 11 km nest to 2.8 km mesh size. The 11 km runs cover the whole of Europe, the
2.8 km runs cover Baden-Württemberg and surrounding areas; past (1981–2010)
and future (2021–2050) periods are considered. To estimate the range of possible
future developments, an ensemble is created by:

• the use of two emission scenarios, RCP4.5 and RCP8.5,
• coupling COSMO-CLM with the SVAT VEG3D as a more complex alternative

scheme to the reference SVAT TERRA-ML,
• and climate simulations with different GCMs as forcing models, which were

already available at IMK-TRO.

Table 3 summarizes the computing demands on CRAY XC40 “Hazel Hen” at
HLRS for these simulations for a single driving GCM.

The focus of the evaluation of the data lies on sultry conditions in summer
in Baden-Württemberg. To identify for the large-scale atmospheric conditions of
sultry weather in Baden-Württemberg, the objective weather type classification of
the DWD [15] was used. By viewing the results of the validation run, warm and
humid conditions in Baden–Württemberg show a strong dependency on the large
scale flow conditions. Using the dew point temperature as an indicator for warm and
humid conditions, most of these conditions result from the southwesterly weather
type SW, followed by undefined directions XX (see Fig. 9). Relative to the total
occurrence of weather types of one direction (sector), in summer even 2/3 of the
southeasterly SE and also 1/4 of the southwesterly SW weather patterns produce
sultry conditions.
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Fig. 9 Weather types in summer (mean of 1981–2010) sorted with respect to wind directions. XX
is undefined direction (<2/3 of all viewed grid points not in one wind direction sector); NE = North
East, SE = South East, SW = South West, NW = North. The grey bars represent the total number of
directions, the red bars the total number of directions, which cause a daily mean of the dew point
temperature 	 16.5 ıC at a grid point near Karlsruhe. The numbers show the height of the red bars
relative to the grey bars

Fig. 10 Comparison between observation data (black line; meteorological tower at KIT near
Karlsruhe) and model data with horizontal resolutions of 11 km (red line) and 2.8 km (blue line).
The daily cycles of the dew point temperature averaged from 1981 to 2010 are shown

The evaluation of the finer grid runs is currently in progress. An example for
a benefit of a combined humidity and temperature measure is shown in Fig. 10. It
shows the daily cycle of the dew point temperature averaged from 1981–2010. The
observation data are from the 200 m meteorological tower at KIT (near Karlsruhe).
From the models (forcing data: ERA-interim, first nest 11 km, second nest 2.8 km)
the nearest grid point to the tower location was chosen. The 2.8 km run (blue line)
shows better agreement with the observations (black line) in the statistics and in
the shape of the curve than the 11 km run (red color). Further evaluations related to
sultry conditions like the influence of urban surfaces or local wind systems are in
progress.
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4 Remarks on the Nesting Strategy and Its Computational
Aspects

Dynamical downscaling is used in regional climate modelling to transfer large scale
information to the regional scale. Basically, this method is a nesting of the regional
climate model (RCM) into large-scale global climate model (GCM) projections
or reanalyses. This means that the model is initialized once with a state derived
from the large scale information and that this information is updated at the lateral
boundaries of the regional model domain at regular time intervals.

The horizontal grid sizes of the global data sets are generally considerably larger
than 100 km. To avoid too large jumps in the grid sizes, especially if the ultimate
goal are regional climate simulations at very high spatial horizontal resolution
in the order of 1–3 km, a multiple nesting technique is used for the dynamical
downscaling. The advantages of multiple nests and of regional simulations at very
high spatial horizontal resolutions are discussed in [12], for example. The technique
of multiple nesting is illustrated in Fig. 11. It has to be pointed out that, with respect
to the application of CCLM, the multiple nesting requires consecutive simulations,
one for each nest. Local grid refinement is not possible in CCLM.

Fig. 11 From global resolution to very high regional resolution: illustration of the multiple nesting
strategy (here two nests) used in CCLM applications (courtesy of Süddeutsches Klimabüro:
http://www.sueddeutsches-klimabuero.de/)

http://www.sueddeutsches-klimabuero.de/
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In a first nesting step the global scale data are used to drive a CCLM simulation
with the coarsest horizontal grid size, here 0.44ı (about 50 km in mid-latitudes, the
“European” scale in Fig. 11). In the second step the results of this regional coarse
grid simulation are used to drive CCLM simulations with finer grid spacing (here
0.0625ı), in general with more specific regional or even local focus (for example,
the “German” scale in Fig. 11). This procedure is continued down the final very high
resolution scale (here 0.025ı).

Of course, going from coarser grid to finer ones does not necessarily imply a
reduction of the geographical size of the model domain. However, one has to keep
in mind that a refinement of the horizontal grid spacing by a factor of two and
keeping the domain of the coarse grid would increase the computational needs
considerably. The required storage capacity would increase by a factor of four.
Roughly, the computing time would increase by a factor of eight, because not
only the total number of horizontal grid points would increase by a factor of four,
but also the numerical time step has to be reduced by factor of two at least. Of
course, the real increase of computing time would be less than the “linear” estimate
because more horizontal grid points would allow the usage of more computational
nodes. However, the number of cores and thus the number of nodes that sensibly
can be used is limited by the number of grid-points in each horizontal coordinate
direction and by the numerical advection scheme used. Experience with the CCLM
model shows that the ratio between the number of grid points and the number of
computational cores in each horizontal direction should be in the order of ten in
order to achieve a good balance between the times needed for the pure computations
and the communication between parallel cores.

As already said, a nest with refined grid spacing often focuses on regions that
have a smaller geographical size than the region represented in the nest with coarser
resolution. However, this does not necessarily imply that the number of grid points
considered also becomes smaller. On the contrary, this number might even increase,
as demonstrated, for example, in Tables 2 and 3. Together with the smaller numerical
time steps, the computational needs for the simulations in the nests with higher
resolution are considerably larger than for the first nest with 50 km resolution.

Thus, the consideration of multiple nests with consecutive refinements of the
horizontal grid spacing has not necessarily a computational benefit. But, and more
important from the viewpoint of a climate researcher, there is certainly a scientific
benefit as demonstrated by Hackenbruch et al. [12].

The benefit (the speedup) of using the nesting compared with running a whole
domain in finer resolution can also roughly be deduced from the first lines in
Table 2 (and Table 3), since both simulations presented there only differ in the
spatial resolution, the number of horizontal grid points, and the numerical time step.
Performing the simulation of the first nest with a resolution of 7 km instead of 50 km
would increase the number of horizontal grid points by about a factor of 49, and the
time-step would have to be reduced by factor of six. Assuming that the number of
cores used does not change, the computational need would roughly increase by a
factor of 294, leading to a computational time of 2646 node-hours per simulation
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year. Theoretically, due to the larger number of grid-points, about 266 nodes could
be used for the higher resolution case (7 km) compared to six for the 50 km case.
Thus, the computational time would be in the order of 60 (D 2646/44) node-hours
per simulation year. However, this is still larger than the sum of the computing times,
which is 41 node-hours per simulation year, for the two consecutive nesting steps.
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High Resolution WRF Simulations for Climate
Change Studies in Germany

Kirsten Warrach-Sagi, Viktoria Mohr, and Volker Wulfmeyer

Abstract The scope of WRFCLIM is to produce high resolution regional climate
simulations with WRF from 1958 to 2100 in the framework of the BMBF funded
ReKliEs-De (Regionales Klimaensemble für Deutschland) and the DFG funded
research unit on regional climate change (FOR 1695) on a 0.11ı (approx. 12 km)
grid and further downscale one projection to 0.0275ı (approx. 3 km) resolution
within the FOR 1695 project from 2000 to 2040.

The overall goal of ReKliEs-De is to derive robust climate change information
on high spatial resolution for Germany and the large river catchments draining into
Germany from this unique model ensemble. The University of Hohenheim (UHOH)
contributes five simulations using WRF to the joint Global Climate Model-Regional
Climate Model-matrix, including pre- and post-processing of model input and
output data, evaluation of the single model results and delivery of the resulting data
to the partners for further post-processing, distribution and storage. The scientific
focus of the analyses performed at UHOH is the estimation of the bandwidth of the
ensemble results in close cooperation with the project partners.

It is the joint objective of the Research Unit on regional climate change to
investigate the effects of global climate change on structure and functions of
agricultural landscapes on a regional scale and to work out projections for their
development until 2040 taking into consideration various possible socio-economic
conditions and adaptation processes. In order to achieve these objectives, the
WRF model is coupled with land surface and crop models as well as with multi
agent systems in a new integrated land-system model system, and structure and
parameterisation of various model components are optimised. Within WRFCLIM
verification runs of WRF with and without the crop model GECROS, which
includes recent improvements with respect to the representation of agricultural
land cover, over Central Europe with convection-permitting (CP) resolution will be
simulated downscaling ERA-Interim forced WRFCLIM simulation data from 0.11ı
are currently ongoing.

K. Warrach-Sagi (�) • V. Mohr • V. Wulfmeyer
Institute of Physics and Meteorology, University of Hohenheim, Garbenstrasse 30, 70599
Stuttgart, Germany
e-mail: kirsten.warrach-sagi@uni-hohenheim.de; viktoria.mohr@uni-hohenheim.de;
volker.wulfmeyer@uni-hohenheim.de

© Springer International Publishing AG 2018
W.E. Nagel et al. (eds.), High Performance Computing in Science
and Engineering ’17, https://doi.org/10.1007/978-3-319-68394-2_25

431

mailto:kirsten.warrach-sagi@uni-hohenheim.de
mailto:viktoria.mohr@uni-hohenheim.de
mailto:volker.wulfmeyer@uni-hohenheim.de
https://doi.org/10.1007/978-3-319-68394-2_25


432 K. Warrach-Sagi et al.

1 Introduction

WRFCLIM is an ongoing project at the HLRS performing high resolution climate
simulations with the Weather Research and Forecast (WRF) model [12] for Europe
focusing on Germany (e.g. [7–9, 17]). While climate change is a fundamentally
global phenomenon, it will unfold its effects on the regional scale. There will be
manifold impacts of climate change on the regional energy and water cycles; of
particular concern are changes of the intensity and frequency of extreme events such
as droughts or extreme precipitation. Of special concern is the impact of climate
change on yield and yield quality and crop rotations, water regime, agricultural
production systems and land use. End users like federal agencies and climate impact
and adaptation researchers require high resolution climate information.

Within the world wide coordinated effort of the Coupled Model Intercomparison
Project Phase 5 (CMIP5, http://cmip-pcmdi.llnl.gov/cmip5/), the impact of the
new emission scenarios based on Representative Concentration Pathways (RCPs)
[15] on climate is simulated with global models of the climate system. A sample
of the global simulations is dynamically downscaled for Europe to 0.44ı and
0.11ı resolution within the frame of EURO-CORDEX (EUROpe—COordinated
Regional climate Downscaling EXperiment (http://www.euro-cordex.net)). Within
the BMBF funded German national coordinated effort ReKliEs-De (Regionale
Klimaprojektionen Ensemble für Deutschland) (http://reklies.hlnug.de/) this new
set of simulations for Germany is evaluated and systematically complemented by
further simulations with both dynamical and statistical downscaling methods. The
overall goal of ReKliEs-De is to derive robust climate change information on high
spatial resolution for Germany and the large river catchments draining into Germany
from this unique model ensemble to drive climate impact research and adaptation
planning as well as policy advice. A table of the matrix of the applied models and
forcing GCMs forming the model ensemble can be found e.g. at http://reklies.hlnug.
de/fileadmin/tmpl/reklies/dokumente/ReKliEs-newsletter-nr2.pdf. The University
of Hohenheim (Institute of Physics and Meteorology) contributes to ReKliEs-De to
this ensemble with five climate simulations with the Weather Research and Forecast
(WRF) model within WRFCLIM (see Table 1). All ReKliEs-De partners analyse
the results of the ensemble to provide information on climate change in Germany
(see Chap. 3 and [4]).

Soil vegetation atmosphere (SVA) feedback is a key controlling factor of
weather and climate from local to global scales [6, 11, 13]. The strength of SVA
feedback varies across seasons, and the domains where SVA feedback plays an
important role will likely increase in a changing climate [3, 14]. Currently, in non-
convection permitting model simulations (i.e. grid cells larger than 3 km, convection
parameterization) three major systematic errors remain: (1) the windward-lee effect
(i.e. too much precipitation at the windward side of mountain ranges and too little
precipitation on their lee side), (2) phase errors in the diurnal cycle of precipitation,
(3) precipitation return periods (e.g. [1, 10, 16]). An objective of the DFG funded
Research Unit ’Agricultural Landscapes under Climate Change Processes and

http://cmip-pcmdi.llnl.gov/cmip5/
http://www.euro-cordex.net
http://reklies.hlnug.de/
http://reklies.hlnug.de/fileadmin/tmpl/reklies/dokumente/ReKliEs-newsletter-nr2.pdf
http://reklies.hlnug.de/fileadmin/tmpl/reklies/dokumente/ReKliEs-newsletter-nr2.pdf
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Table 1 Downscaled Global Climate Model data with WRF simulations by the University of
Hohenheim in WRFCLIM to 0.44ı and 0.11ı resolution

GCM name Scenarios Simulation period Grid resolution

MPI-ESM-LR (Max Planck
Institute-Earth System Model-Low
Resolution)

Historical 1958–2005 1:8653ı � 1:875ı

RCP 8.5 2006–2100

RCP 2.6 2006–2100

MIROC5 (Model for Interdisciplinary
Research on Climate)

Historical 1958–2005 1:4008ı � 1:40625ı

RCP 8.5 2006–2100

HadGEM2-ES (Hadley Global
Environment Model 2—Earth System)

Historical 1958–2005 1:25ı � 1:875ı

RCP 8.5 2006–2100

EC-EARTH (European Earth System
Model)

Historical 1958–2005 1:1215ı � 1:125ı

RCP 8.5 2006–2100

Feedbacks on a Regional Scale (FOR 1695)’ is the development and verification of a
convection-permitting regional climate model including an advanced representation
of SVA feedback processes with emphasis on the water and energy cycling
between croplands, atmospheric boundary layer and the free atmosphere. Since
croplands show a specific impact on the SVA feedback depending on winter or
summer crops, the WRF model in this project is coupled with the crop model
GECROS (http://models.pps.wur.nl/node/942). For this new model development an
evaluation climate simulation downscaling the reanalysis data ERA-Interim [2] to
the convection-permitting scale is under way. After this evaluation run is completed
one of the ReKliEs-De climate projections will be downscaled until 2040 to study
the climate change in agricultural landscapes in Germany.

2 WRF Simulations at HLRS

2.1 Model Setup and Forcing Data

For the simulations the WRF model is applied, using the CRAY XC40 System
of the HLRS. Within WRF, several possibilities of the use of physical parame-
terizations exist, to carry out the climate simulations. In the WRF simulations by
the University of Hohenheim the land surface model NOAH, the Morrison two-
moment microphysics scheme, the Yonsei University (YSU) planetary boundary
layer parameterization, the Kain-Fritsch-Eta convection scheme and the radiation
parameterization scheme CAM for longwave and shortwave radiation are chosen for
the regional climate simulations at 50 and 12 km are used (within EURO-CORDEX

http://models.pps.wur.nl/node/942
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Fig. 1 Land use in the applied model domains for 12 and 3 km horizontal resolution

other institutions provide different combinations so a multi-physics ensemble can
be studied as e.g. in [5]). This model configuration is enhanced by the crop model
GECROS to the land surface model for the convection permitting simulations
in Germany. The model domains for the 12 and 3 km resolving simulations are
displayed in Fig. 1.

Evaluation climate simulation are performed downscaling the reanalysis data
ERA-Interim [2]. For the future climate projections, four different GCMs and two
different RCP scenarios of the CMIP5 project, are applied as boundary forcing with
the WRF model. The historical runs of the GCMs cover the period from 1850
to 2005. This period is forced by observed atmospheric composition changes of
anthropogenic and natural sources. The RCP scenarios of the GCM’s cover the
period from 2006 to 2100. They represent mitigation scenarios that assume policy
actions will be taken into account to achieve certain emission targets [14]. The
numbers of the RCPs give a rough estimate of the range in the change of the radiative
forcing by the year 2100 relative to the pre-industrial values. The forcing data we
applied, the resolution of the GCMs, its scenarios and the chosen simulation period
is presented in Table 1.

2.2 Status of WRFCLIM Simulations

The coarse grid (100–200 km resolution) climate data from five global climate
model simulations (GCMs) were retrieved from the CMIP5 archive and pre-
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Table 2 Summary of WRF simulation status in April 2017

Total simulation Simulation Archiving status
GCM name Forcing, WRF grid period status (HPSS)

MPI-ESM-LR Historical, 0.44ı and 0.11ı 1958–2005 Completed Completed

MPI-ESM-LR RCP 8.5, 0.44ı and 0.11ı 2006–2100 Completed Ongoing

MPI-ESM-LR RCP 2.6, 0.44ı and 0.11ı 2006–2100 2006–2085 Ongoing

MIROC5 Historical, 0.44ı and 0.11ı 1958–2005 Completed Completed

MIROC5 RCP 8.5, 0.44ı and 0.11ı 2006–2100 2006–2076 Ongoing

HadGEM2-ES Historical, 0.44ı and 0.11ı 1958–2005 Completed Completed

HadGEM2-ES RCP 8.5, 0.44ı and 0.11ı 2006–2100 2006–2080 Ongoing

EC-EARTH Historical, 0.44ı and 0.11ı 1958–2005 Completed Completed

EC-EARTH RCP 8.5, 0.44ı and 0.11ı 2006–2100 2006–2082 Ongoing

ERA-Interim Reanalysis, 0.11ı 1987–2014 1987–2009 Ongoing

ERA-Interim Reanalysis, 0.0275ı 2000–2010 2000–2001 Ongoing

ERA-Interim Reanalysis, 0.0275ı, with
GECROS

2000–2010 2000–2001 Ongoing

processed for their downscaling with WRF. Due to their coarse resolution numerical
stability requires an intermediate downscaling simulation with WRF to 0.44ı reso-
lution prior to the required resolution of 0.11ı. Further evaluation simulations are
required from 1989 to 2012 downscaling the ECMWF reanalyses data ERA-Interim
with the same set-up. Within WRFCLIM to date these evaluation simulations are
finished for the 0.44ı grid and performed for 1989–2002 for the 0.11ı grid. The
convection permitting simulation with WRF-NOAHMP-GECROS has started in
September 2016.

The first step of the nesting to the 0.44ı horizontal resolution applying all five
forcing GCMs to WRF were carried out for the simulation period of 1958–2100
on hazelhen until June 2016. Simultaneously, when the first simulated years were
available on the 0.44ı, the nesting step to the 0.11ı grid resolution could be started.
By the end of August 2016 all historical simulations for the simulation time of
1958–2005 were finalized on the 0.11ı grid and are currently subject to analyses.
Table 2 summarizes the status of the simulations including the ERA-Interim driven
evaluation runs in April 2017. All data is post-processed on-the-fly extracting the
three-hourly time-series of the climate variables for analyses, impact modelling and
storage in the archive (see Sect. 3). A first analysis was presented by Viktoria Mohr
et al. at the 16th European Meteorological Society Annual Meeting in Trieste in
September 2016, the 19th Results and Review Workshop of the HLRS at 13–14th
October 2016 in Stuttgart.
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3 Technical Description

For simulations at 12 km resolution, the open source WRF model version 3.6.1
is applied (http://www.wrf-model.org). The scalability of the WRF model is
depending on the problem size. Starting from 240 cores (10 nodes), the scaling
is linear up to 1200 cores with a slight decrease and recovering when applying 1680
cores. The total number of MPI tasks is limited by the fact that each task should
not contain less than 15*15 grid points to avoid spending too much time with the
communication between adjacent cores. For 3 km simulations the version 3.7.1 is
applied with the more sophisticated land surface model NOAHMP.

The WRF model can also be run in hybrid mode (MPI+OpenMP). The scaling
performance in the speedup is not proportionally to the used Cores as the code is not
preferably written for OpenMP applications. However, due to a strict time limitation
for the climate runs any speedup is necessary in order to reach the goal of a fast
as possible simulation completion. Using the hybrid mode starting from 1680 cores
including also the number of applied OpenMP Threads. Longterm simulations show
that the best speedup for our problem size we get when applying 5400 cores.

The WRF Model system requires NetCDF and PnetCDF as external libraries.
The I/O performance strongly depends on the current load on the file system.
Previous projects revealed a large variation between 1 and 8 GB/s on the WS7 file
system of Hazelhen. Analyses are performed with a variety of software packages
including CDO (climate Data Operator), NCO (netCDF Operator) and the NCAR
Command Language (NCL). WRF is compiled at HLRS with PGI 14.7 and applied
in a hybrid configuration using MPI and OpenMP to optimize the speed of the
simulation. Within 24 h walltime, it was possible to simulate approximately 1 year
of the 12 km domain and 2.5 months of the 3 km domain respectively. So far (status
April 2017) we were able to downscale the majority of the GCM’s years to the grid
size of 12 km. These simulations are about to be finalized within the next weeks.
However, all data need to be post processed for archiving and analysis. This work
will be ongoing until late autumn. Simulations on the 3 km grid started in December
2016. Details for the simulations are given in Table 3. The storage required on

Table 3 Simulations and approximated computational needs for the WRFCLIM project June
2016–June 2017

Storage Wall-time Cores
interval per steps per Mio.

GCM forcing Num. simul. �x, �y Grid size in h in s run core-h

ERA-interim 1 (10 years) 0.11ı 460� 425� 50 3 0.15 5400 1

RCPs
(projections)

5 (each 110 years) 0.11ı 460� 425� 50 3 0.15 5400 64

Convection
permitting
ERA-interim

2 (each 5 years) 0.03ı 413� 457� 50 3 0.15 5400 1

Post-processing 0.01

Total 66

http://www.wrf-model.org
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HPSS for the model results from the WRFCLIM is currently 1.3 PB. The workspace
of 400 TB is needed to ensure that the simulations can be performed in time and
parallel (i.e. 1 job is up to assessing 27,000 cores). Simulated data needs to be hold
in the workspace until the next year is completed and the data is postprocessed.

4 Results and Outlook

4.1 ReKliEs-De

At a climate model data user workshop in May 2016 in Potsdam the concept
and climate indices were discussed between the ReKliEs-De modellers and poten-
tial users in Germany. Hüebener et al. [4] give an overview of this workshop.
The historical simulations are completed and currently analyzed within ReKliEs-
De. The projections are ongoing until the end of May 2017 and then will be post
processed (e.g. climate indices will be calculated) and the climate change signals
in the ensemble of all regional model simulations will be studied. On the 6th and
7th December the results of ReKliEs-De will be presented at a final workshop in
Wiesbaden and a user handbook will be published. Preliminary results can be found
e.g. in Mohr et al. [8, 9]. Figure 2 exemplarily shows a joint ReKliEs-De model
ensemble analyses in form of a Normalized Taylor Diagram for precipitation and
temperature for the historical runs in comparison with the gridded observational data
HYRAS from the German Weather Service (DWD). The normalized Taylor diagram
is a method to evaluate a model against observations discarding the systematic bias
by normalizing the quantities. The distance from the origin is the standard deviation
of the field. If the standard deviation of the model is same as that of the observation,
then the radius is 1. The distance from the reference point to the plotted point gives
the root mean square difference (RMSE). The nearer the plotted point is to the
reference point, the lesser will be the RMSE. The correlation between the model
and the climatology is the cosine of the polar angle (if the correlation between the
model and observation is 1, then the point will lie on the horizontal axis). Thus
the model which has largest correlation coefficient, smaller RMSE and comparable
variance will be close to the reference point (i.e., the observation) is considered to
be the best among all.

4.2 FOR 1695

The simulations with and without a crop model coupled to WRF are ongoing. First
results are expected in autumn 2017. Afterwards the performance of a first CP-
resolution climate projection until 2040 downscaling the MPI-ESM-LR RCP 8.5
forced WRFCLIM simulation in order to reduce the current deficiencies of global
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Fig. 2 Normalized Taylor Diagram for mean annual precipitation (pr) and temperature (tas)
between 1971 and 2000 for the ReKliEs-De Ensemble in comparison with the HYRAS data for
Germany

and regional climate projections such as errors introduced by the parameterisation
of deep convection will be investigated. This will also permit to study the respective
importance of land cover changes and greenhouse forcing on the evolution of
regional climate within the next decades.
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Seasonal Simulation of Weather Extremes

Thomas Schwitalla, Volker Wulfmeyer, and Kirsten Warrach-Sagi

Abstract To date, seasonal forecasts are often performed by applying horizontal
resolutions of 75–150 km due to lack of computational resources and associated
operational constraints. As this resolution is too coarse to represent fine scale struc-
tures impacting the large scale circulation, a convection permitting (CP) resolution
of less than 4 km horizontal resolution is required. Most of the simulations are
carried out as limited area model (LAMs) and thus require boundary conditions
at all four domain boundaries. In this study, the Weather Research and Forecasting
(WRF) model is applied in a latitude belt set-up in order to avoid the application of
zonal boundaries. The horizontal resolution is 0.03ı spanning a belt between 65ı N
and 57ı S encompassing 12000 � 4060 � 57 grid boxes. The simulation is forced
by ECMWF analysis data and high resolution SST data from multiple sources. The
simulation period is February to beginning of July 2015 which is a strong El Niño
period.

1 Introduction

To date, climate simulations and long-term weather forecasts are extremely chal-
lenging. This is due to the complex interaction between large-scale and small-
scale meteorological processes such as the monsoon circulation and mesoscale
circulations induced by complex terrain and heterogeneous land surface properties.
Furthermore, e.g. the African continent is strongly affected by teleconnections
triggered by El Niño Southern Oscillation (ENSO) events. During an El Niño
period, e.g. South East Africa and Australia can suffer from extreme aridness while
countries like Kenya and Ethiopia can be influenced by additional precipitation
during extreme events. Thus, in principle, forecasting phenomena like ENSO, which
can influence weather patterns over the entire globe, would improve predictability
of extreme events for up to several months in advance. Consequently, it should
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be possible to predict extreme events statistics up to the seasonal scale for the
protection of the environment and humankind.

Unfortunately, still to date, it was not possible to exploit this potential of
predictability in seasonal simulations and weather forecasts. Particularly, current
model systems are inadequate to simulate droughts and extreme precipitation with
acceptable predictive skill. This is due to the limited grid resolution of current
global general circulation models (GCMs), limitations in model physics, poor model
physics, particularly with respect to the simulation of the atmospheric boundary
layer (ABL), the land-ABL interaction, clouds, and precipitation, as well as an
inaccurate initialization of the state of the ocean-land-atmosphere system. For
instance, current climate projections performed in the CORDEX project (www.
cordex.org) for the African continent are performed with a horizontal resolution
of 50 km, which is not sufficient to resolve mesoscale and orographically-induced
circulations.

To enhance the prediction of climate change and extreme events, it is necessary to
perform simulations on the convection permitting (CP) scale of the order of 1–3 km.
Rotach et al. [3], Wulfmeyer et al. [7], and Bauer et al. [1] clearly demonstrated that
this resolution is leading to a considerable improvement of the predictive skill with
respect to the simulation of surface temperatures, clouds, and precipitation.

The commonly applied limited area models (LAM) are dependent on the lateral
boundary forcing, usually provided by coarser scale global general circulation
models (GCM). As these models often apply different physics schemes compared
to LAMs, this can lead to considerable spin-up effects at the domain boundaries.
To avoid these inconsistencies, latitude-belt simulations are performed where the
external forcing is only required at the northern and southern domain boundaries.
The experiment described here is a successive simulation based on the experience
of Schwitalla et al. [5].

2 Domain Setup

Since the recent system upgrade at HLRS from Hermit to Hazel Hen, additional
computing power became available for the performance of new seasonal simulations
of the ENSO year 2015 along a latitude belt, which would then cover the entire
tropical region with a convection permitting horizontal resolution of 0.03ı. The final
model domain for this simulation is shown in Fig. 1 covering an area between 56ı S
and 65ı N by applying 12000 � 4060 grid cells and 57 levels up to 10 hPa.

The applied model is the WRF-NOAH-MP model system [6]. The simulation
will be performed for the period from February to July 2015 and the selected domain
will also allow for investigating extratropical transitions, such as tropical cyclones
transforming to storm systems affecting Europe. This simulation is considered as
single realization of a potential seasonal forecasting ensemble on the convection
permitting scale.

www.cordex.org
www.cordex.org
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Fig. 1 Domain configuration for the new latitude belt simulation

3 Technical Aspects

Compared to the previous study of Schwitalla et al. [4, 5], the applied version of the
WRF model system is now 3.8.1 and the code is compiled with the Intel compiler
suite version 16.0.3. In addition, Cray NetCDF 4.3.3.2 and Cray Parallel NetCDF
(PNetCDF) 1.7.0 is applied. For this large domain a few changes to the I/O routines
have been made in order to be able to follow the CDF5 convention. This allows
using variable arrays larger than 232-4 bytes which is necessary to run such large
domains.

All necessary input fields have been processed by the WRF preprocessing system
WPS. This initially required the processing of approx. 2 TB of input data from
the European Centre for Medium Range Weather Forecasting (ECMWF). As the
WRF preprocessing system WPS does not support PNetCDF, the preprocessing was
performed in a way that each of 840 MPI tasks (35 nodes) writes out its single
file with about 105 MB size. Unfortunately this resulted in 504,000 files occupying
50 TB which had to be temporally stored on the WS9 file system before being further
processed. A minimum Number of 35 nodes was required due to high memory
demands during this step.

As initial tests revealed that using Sea Surface Temperature (SST) data from
ECMWF during the winter period is not sufficient at this high resolution, additional
effort was made in order to combine the coarser resolution SST data from ECMWF
and other sources providing higher horizontal resolutions. Initially, the 0.011ı reso-
lution JPL SST data set (https://podaac.jpl.nasa.gov/dataset/JPL-L4UHfnd-GLOB-
MUR) was applied. Tests revealed that although the resolution is considerably
higher over the sea compared to ECMWF, problems with unresolved inland lakes
like the Aral Sea or the lakes in Kazakhstan, and Mongolia are not well resolved.
This leads to an unrealistic simulation of surface fluxes and eventually the model
stopped with a segmentation fault.

In the next step the combination of the high-resolution OSTIA-SST data set
(www.ghrsst-pp.metoffice.com/pages/latest_analysis/ostia.html) together with the
operational SST data from ECMWF has been tested. This combination gave a much

https://podaac.jpl.nasa.gov/dataset/JPL-L4UHfnd-GLOB-MUR
https://podaac.jpl.nasa.gov/dataset/JPL-L4UHfnd-GLOB-MUR
www.ghrsst-pp.metoffice.com/pages/latest_analysis/ostia.html
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more realistic representation of all the frozen lakes over Kazakhstan and Mongolia
so that this combination will be applied for the seasonal simulation. In order to
make use of both data sets concurrently in the WPS system, adjustments to the
interpolations methods have been made. The interpolation option has been changed
from a four-point average to the nearest neighbor method in order to avoid any
erroneous values as best as possible especially along the coast.

Further tests with the initialization program REAL still showed deficiencies for
the SST data in case inland lakes are neither resolved by ECMWF nor OSTIA.
Therefore a new SST field was introduced according to the ingested data from WPS.
The source code was enhanced in such a way that the reasonable range for SSTs is
between 271 K (frozen saline water) and 307.15 K which is the highest recorded
SST data so far. Also some minor changes were necessary in case sea ice and snow
were present over inland lakes. In order to prevent negative water vapor mixing
ratios in very dry areas at high altitudes associated with temperatures below�30 ıC,
a minor change was introduced into the sea ice subroutine of the NOAH-MP land-
surface model concerning the latent heat release of snow.

Compared to the previous study of Schwitalla et al. [5], additional aerosol optical
depth data (AOD) at 550 nm from the operational ECMWF Monitoring atmo-
spheric composition&climate (MACC) reanalysis (http://apps.ecmwf.int/datasets/
data/macc-reanalysis/levtype=sfc/, [2]) have been included. These data interact
with the shortwave radiation thus having a beneficial influence on surface/skin
temperatures which can impact the development of the boundary layer and thus
enhance precipitation. This can become especially important in desert areas where
lots of dust is available.

As some of the diagnostic variables from the Air Force Weather Agency (AFWA)
package cannot be derived when operating the model in hybrid mode (MPI +
OpenMP), the code was modified in a way that diagnostic variables like mean
sea level pressure (MSLP), integrated water vapor, or cloud liquid water path are
calculated during the model integration. As this is fully parallelized, this procedure
saves a lot of time compared to a retrospective calculation of these variables.

In order to avoid a tremendous amount of data for a statistical evaluation, the
output design is the following:

1. Restart files are written every 24 h simulation time. File size is about 1150 GB
per file

2. 3-dimensional fields are omitted. If desired, they can be reproduced by starting
from restart files for a limited time period if desired.

3. Data on 11 meteorological standard pressure levels are stored every 6 h in
accordance with ECMWF data for verification. The file size is approx. 12 GB.

4. A separate output stream was defined to store only diagnostic variables like e.g.
2-m temperatures, surface fluxes, and integrated water vapor. Currently these files
are stored at 30 min frequency. The file size is approx. 6 GB.

The simulation will be performed in hybrid mode (MPI + OpenMP) by applying
4096 nodes on the current Hazel Hen system. This is a similar set-up as applied in
the study of [4]. Tests revealed that the model integration time reduces by increasing

http://apps.ecmwf.int/datasets/data/macc-reanalysis/levtype=sfc/
http://apps.ecmwf.int/datasets/data/macc-reanalysis/levtype=sfc/
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the number of MPI tasks, but then the I/O rate drastically drops down. By using
4096 nodes with pure MPI, the I/O speeds drop down to few hundred Megabytes/s.
In case using 6 OpenMP threads per node, the I/O rate stays around 4- GB/s using
all 54 OSTs of WS9.

The necessary run time is expected to be 192 h when using 4096 nodes. The
expected real time is about 10 weeks as the average waiting time for such big jobs
is around 7 days. The total data amount is expected to be 172 TB for the restart
files, 7.2 TB for the standard pressure level data, and 46 TB for the surface variables
resulting in a total data amount of 215 TB. These data will be stored in the HPSS
archive.

Recently it was figured out how to make use of combining parallel NetCDF
together with the so-called quilting procedure. This procedure dedicates a specific
number of cores which are responsible for I/O. With this procedure, data I/O rates
of 60 GB/s can be achieved. However this procedure currently does not work for the
very large restart files (1.2 TB each) and thus needs further investigation.

4 Preliminary Results

To date, 43 out of 150 simulation days have been accomplished. Figure 2 shows an
example output of the outgoing long wave radiation at the model top after 21 days
of simulation time. The convective clouds, indicated by the dark blue areas over the
southern hemisphere, are clearly visible.

Fig. 2 Outgoing long wave radiation [W m�2] at the model top valid at February 21, 2015 at
00 UTC
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Fig. 3 Accumulated precipitation [mm] on 21st February 2015 (upper panel) and 13th March
2015 (lower panel)

Figure 3 shows an example of the 21 day accumulated precipitation (upper panel)
and 43 day accumulated precipitation since the start of simulation on 1st February
2015. The higher precipitation amounts over the tropics and the very dry areas over
the desert regions can be clearly identified.

Another interesting feature when performing simulations on this large spatial
scales is the general circulation pattern which can be described by the mean sea level



Seasonal Simulation of Weather Extremes 447

Fig. 4 Upper panel: MSLP [hPa] of WRF at February 21, 2015 00 UTC. Lower panel: MSLP of
the ECMWF analysis

pressure (MSLP) and the Jet Stream. The upper panel of Fig. 4 exemplarily displays
MSLP at February 21, 2015 00 UTC. The very high pressure exceeding 1045 hPa
over Tibet, Mongolia, and Canada is clearly visible associated with temperatures
below �35 ıC. The lower panel of Fig. 4 shows the MSLP field of the ECMWF
analysis for the same time step. Larger differences are visible in the northern part of
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Fig. 5 300 hPa wind speed [m s�1] at February 21, 2015 00 UTC from the WRF simulation (upper
panel) and ECMWF analysis (lower panel)

the model domain as this is the most sensitive region. On the southern hemisphere,
the simulation agrees much better with the ECMWF analysis field apart from the
tropical storm in the South-West Indian Ocean.

The reddish colors in Fig. 5 nicely show the location of the Jetstream of the
WRF simulation (upper panel) and the ECMWF analysis for the same time step
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Fig. 6 Soil moisture of the first soil layer at the initial time step (1st February 2015, upper panel)
and at 13th March 2015

as mentioned above. The location of the Jet Stream maximum is strongly correlated
with the pressure gradients shown in the previous Figure.

Another important point of such simulations is the soil moisture spin-up phase.
The following Fig. 6 shows a comparison of the soil moisture between 0 and 10 cm
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below the ground over Central Europe. The upper panel shows the status at the
beginning of the forecast and the lower panel the situation after 43 days.

The soil moisture adjustment is clearly visible in the lower panel of Fig. 6. More
details about that can be found in the study of Schwitalla et al. [5].

5 Summary

A convection permitting latitude belt simulation has been set up as a successor of
a latitude belt simulation performed in 2014. The domain covers an area between
56ıS and 65ıN. The simulation will be performed during a El Niñjo year and was
started at February 1st, 2015 and will be continued at least until 1st July, 2015.
In order to get a more detailed insight about the model behavior on these scales,
a second latitude-belt simulation with a slightly different physics configuration is
considered if it is feasible in a reasonable time period.

To classify the quality of a convection permitting latitude-belt simulation, it is
planned to perform an additional limited area model simulation for Europe and
the Horn of Africa at the same horizontal and vertical resolution. All simulations
will be verified against the operational ECMWF analysis and other data sets
like Tropical Rainfall Measuring Mission (TRMM) data, the Global Precipitation
Measurement data and the EUMETSAT land surface analysis (LANDSAF; https://
landsaf.ipma.pt/).
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Part VI
Miscellaneous Topics

Wolfgang Schröder

In the previous chapters, topics such as fluid mechanics, structural mechanics,
aerodynamics, thermodynamics, chemistry, combustion, and so forth have been
addressed. In the following, another degree of interdisciplinary research is empha-
sized. The articles clearly show the link between applied mathematics, fundamental
physics, computer science, and the ability to develop certain models such that a
closed mathematical description can be achieved which can be solved by massively
parallel algorithms on up-to-date high performance computers. In other words, it
is the collaboration of several scientific fields which defines the area of numerical
simulations and determines the progress in fundamental and applied research. The
subsequent papers will confirm simulations to be used to corroborate physical
models and to develop new theories.

In the contribution of the Goethe Center for Scientific Computing of the
Goethe University Frankfurt mathematical modeling is considered to enhance the
understanding of permeation processes in the skin. For the epidermis, a morphology
model consisting of agglomerated tetrakaidecahedra was proposed. A tetrakaidec-
ahedron (TKD) is a polygon with 14 faces providing a dense spatial packing. This
property has been discovered by Lord Kelvin studying foam cells. Based on TKD
shaped cells a geometry model for the stratum corneum (SC), i.e., the outermost
layer of the epidermis was introduced. This region is believed to be responsible
for the barrier property of the skin. Nowadays, computing interactions in large
networks of cells became feasible. To fully resolve the highly differing scales
between corneocytes and the surrounding lipid layer, very fine grids are required.
Considering the complex TKD based geometric model and the unstructured nature
of the associated grids, massively parallel computers are required. In the article
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of the Goethe University Frankfurt the parallel meshing involved in preparing
distributed grid hierarchies for the application of massively parallel multigrid
solvers on TKD based grids is discussed.

Seismic applications of full waveform investigation are discussed by the Geo-
physical Institute of the Karlsruhe Institute of Technology. Since natural resources
are precious, the number of underground constructions increases. It is important to
map earth’s geological structures accurately by collecting seismic data and trans-
forming them into subsurface images. Therefore, full waveform inversion (FWI)
that accounts for the full information content of seismic recordings is developed.
FWI retrieves multiparameter models of the subsurface by solving the full wave
equation. It allows to map structures on sub-wavelength scales. Thus, FWI helps to
improve both petrophysical interpretation and geotechnical characterization of the
subsurface. The focus of this study is on the implementation of the time-domain
FWI and its application to seismic field-data problems. It comprises two- and three-
dimensional modeling of viscoelastic wavefields and exploits straightforward and
efficient parallelization by domain decomposition and source parallelization leading
to a significant speedup on parallel computers.

The contribution on the impact of pores on microstructure conduction is from
the Institute of Applied Materials, Karlsruhe Institut of Technology and the
Institute of Materials and Processes, Hochschule Karlsruhe Technik und Wirtschaft.
Several of the most important problems in the research of materials science deal
with ceramic materials. Besides ceramics, many materials with unique electrical,
chemical, mechanical and optical properties can be found. However, in most cases,
processing ceramics and fabricating ceramic parts involve powder techniques and,
in particular, sintering to form a functional microstructure. During sintering, a
body of compacted powder redistributes its volume to fill inner cavities or pores.
This process is driven by minimizing the surface energy and involves diffusion
of material and simultaneous migration of interfaces. According to a qualitative
model, the sintering process can be divided in three stages. In the initial stage,
particles are in contact with each other forming a grain boundary and a sintering
neck. In the intermediate stage, the surface energy drives the coalescent network
of particles to local shape changes and enhanced shrinking. In the final stage of
sintering, the remaining porosity is decreased to 10% and grain growth starts to
occur in addition to shrinkage and diffusion. This grain growth decreases the driving
force for further sintering and is undesirable for most applications, but hard to avoid.
In this contribution, a model to treat pore coalescence and to describe more complex
pore interactions is introduced.

The interior dynamics of the terrestrial planets is considered in the contribution
of the Institute of Planetary Research of the German Aerospace Center and the
University of Applied Sciences in Berlin. Numerous data from various space
missions over the past decades have revealed that all other terrestrial bodies apart
from the Earth operate in the so-called stagnant lid regime. While the surface of the
Earth is broken into seven major plates, the surface of all other terrestrial bodies is
covered by an immobile layer. These two different convection styles have important
implications for the interior evolution and result in different evolutionary paths for
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the volcanic outgassing and the core cooling. The atmosphere and the magnetic field
are fundamental in maintaining habitable conditions at the surface by regulating the
temperatures to allow for liquid water and shielding against solar radiations. In order
to constrain the conditions necessary for habitability it is important to understand the
thermo-chemical evolution of the interior of the Earth and other terrestrial bodies.
To this end, numerical simulations of planetary interiors have become one of the
most important tools to tackle complex fluid dynamics problems. In this study recent
improvements and results using the mantle convection code Gaia will be presented.

The contribution by Mario Heene, Alfrdeo Parra Hinojosa, Michael Ober-
steiner, and Dirk Pflüger presents results from the EXAHD project. EXAHD is
on of the sixteen cross-disciplinary consortia in DFG’s Priority Programme 1648
“SPPEXA—Software for Exascale Computing”. The overall research topic of
EXAHD is to demonstrate that higher dimensional simulation problems—here the
5D gyrokinetic equations in plasma physics—can be successfully, efficiently, and
scalably tackled via minimal-invasive extensions to existing software (here GENE)
with the help of the sparse grid combination technique. The concrete topic of
the paper presented here, however, has a different flavor. It explores the elegant
fault-tolerance features the combination technique offers through its multi-level
characteristics. This means an algorithmic or application-driven fault tolerance that
can do without checkpointing or process replication—which will be an asset in
exascale times.



Massively Parallel Multigrid for the Simulation
of Skin Permeation on Anisotropic
Tetrakaidecahedral Cell Geometries

Sebastian Reiter, Arne Nägel, Andreas Vogel, and Gabriel Wittum

Abstract Numerical simulation based on mathematical models is an important
pillar for enhancing the understanding of permeation processes in the skin. To
adequately resolve the complex geometrical structure of the skin, special models
based on tetrakaidecahedral cells have been suggested. While these models preserve
many of the desirable properties of the underlying geometry, they impose challenges
regarding mesh generation and solver robustness.

To improve robustness of the used multigrid solver, we propose a new mesh and
hierarchy structure with good aspect ratios and angle conditions. Furthermore, we
show how those meshes can be used in scalable massively parallel multigrid based
computations of permeation processes in the skin.

1 Introduction

Mathematical modeling is one important pillar for enhancing the understanding
of permeation processes in the skin [1, 2]. The sub-class of microscopic models
consider conservation laws and morphology on the cellular scale and combine both
to improve the qualitative and quantitative understanding.

For the epidermis Allen and Potten [3] suggested a morphology model consisting
of agglomerated tetrakaidecahedra. A tetrakaidecahedron (TKD), depicted in the
rightmost figure in Fig. 1, is a polyhedron with 14 faces providing a dense spatial
packing. This property has been discovered by Lord Kelvin [4] studying foam cells
and makes it an attractive cell template for the construction of idealized biological
tissues.

Based on TKD shaped cells Feuchter et al. [5] suggested a geometry model for
the stratum corneum (SC), i.e., the outermost layer of the epidermis. This region
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Fig. 1 New simplified meshing of tetrakaidecahedral elements. Left: Inner prism structure, middle
left: full TKD mesh with additional prism and tetrahedral elements, middle right: Surrounding lipid
elements in an explosion visualization, right: Surface of a complete building block consisting of
the inner TKD and the surrounding lipid layer

is believed to be responsible for the barrier property of the skin and has been
studied by modeling in [6, 7]. Nowadays, computing interactions in large networks
of cells becomes feasible. At the same time, the models do not only focus on the
SC only, but extend to the living epidermis [8, 9]. From a computational perspective
this is important as the increase in size should be accommodated by a scaling of
computational resources. Multigrid solvers were employed before [10], but weak
scalability has not been the primary focus of the research in this area.

To fully resolve the highly differing scales between corneocytes and the sur-
rounding lipid layer, very fine grids are required. Considering the complex TKD
based geometric model and the unstructured nature of the associated grids, mas-
sively parallel computers are required to handle the large number of elements and
unknowns involved.

In [11] we presented a massively parallel solver for the problem of drug diffusion
through the skin on a much simpler geometric model. In this article, we consider
the parallel meshing involved in preparing distributed grid hierarchies for the
application of massively parallel multigrid solvers on TKD based grids. To this end,
we develop an alternative meshing which leads to a very robust and still highly
scalable problem setup.

This work is organized as follows: The mathematical model is formulated in
Sect. 2, underlying geometries and new meshing approaches are described in Sect. 3.
The description of the solver setup is given in Sect. 4 and numerical results are
presented in Sect. 5.

2 Problem Description

Permeation can be described by the diffusion equation

@Ku

@t
Cr � Œ�KDru� D 0 (1)
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Fig. 2 New meshing of flat tetrakaidecahedral cells with surrounding lipid layer. Left: Surface of
the new TKD meshing, middle: Explosion visualization of the new TKD meshing, right: Element
structure near small lipid angles

with suitable initial and boundary conditions. The unknown u is a normalized
reference concentration, and K D K.x/ and D D D.x/ are the partition coefficient
and diffusion tensor respectively.

Both parameters are position dependent. In general, K is a function of the
chemical potential � (or alternatively the Gibbs energy4G WD � � �0) [12, 13]:

K.x/ WD exp

�
��.x/ � �0

RT

�

Similarly, diffusion depends also on the spatial position x 2 R
3.

The focus of this work is to demonstrate experimentally, how an efficient
multigrid solver can be constructed for this problem. This should be exemplified
for the stratum corneum, which is the outermost layer of the epidermis, consisting
of keratinized cells embedded in a matrix of lipid bilayers. As a consequence the
coefficient 
.x/ WD K.x/D.x/ is highly variable and jumps between corneocytes and
the lipids occur. Moreover, the geometry features a large degree of anisotropy. Both
properties enter the discretization and must be resolved by the solver as well.

As a model problem, we consider the equilibrium case with the simplifying
assumptions K D 1 and


.x/ D
�
1; x 2 ˝LIP


COR; x 2 ˝COR
:

Here, ˝COR and ˝LIP correspond to the regions of the corneocytes and the lipids
respectively. In Fig. 2 these are shown in light red and light blue respectively.

3 Meshing

To create a geometry model of the stratum corneum, we consider so called building
blocks consisting of one tetrakaidecahedral cell with one layer of surrounding lipid,
following [5]. Stacking those building blocks in the different space directions leads
to a mesh which closely resembles the structure of the stratum corneum.
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3.1 Previous Mesh Structure

Feuchter et al. [5, 14] introduced a meshing of a tetrakaidecahedral cell with 3
hexahedral, 36 prism, 6 pyramidal, and 18 tetrahedral elements. Together with
the surrounding lipid layer, which was meshed with 18 hexahedral and 36 prism
elements, a total of 117 elements per building block was required. The final mesh
was then created by shifting copies of this building-block in the different space
dimensions.

Besides the large number of elements, the proposed structure led to issues when
the cells were flattened, as required to resemble the flat structure of the stratum
corneum. When flattened, the elements in the surrounding lipid layer exposed
highly obtuse angles. Solvers applied to linearized systems on such grids tend to
require large iteration numbers or even diverge completely. Multigrid methods,
which are required for scalable parallel computations, need complex smoothers and
base solvers to address those issues. Such base solvers and smoothers may not scale
well or may even fail completely in massively parallel environments.

We thus developed an alternative mesh structure which still allows to stack the
TKD based building blocks in all space directions, yet provides a grid with much
better element qualities than previous meshing attempts.

3.2 New Mesh Structure

We created the alternative meshing in two steps. First, we created a mesh for a
tetrakaidecahedral cell using only 18 elements (12 prisms and 6 tetrahedra) for the
corneocyte, and 36 elements (24 prisms and 12 hexahedra) for the surrounding lipid
layer, totaling in 54 elements for one building block (cf. Fig. 1).

However, while consisting of less than half of the number of original elements,
the new meshing still exhibits the same highly obtuse angles when flattened. We thus
further adjusted the mesh structure by subdividing certain elements to remove the
obtuse angles. Hereby it was important to subdivide in a way which allows to stack
the building blocks in all space directions while guaranteeing mesh consistency. The
resulting mesh structure is depicted in Fig. 2. A comparison between the meshing at
the outer rim of the old and new mesh structures is given in Fig. 3.

The new mesh structure for a complete building block consists of 6 tetrahedra,
96 prisms, and 72 hexahedra (174 elements in total). No highly obtuse angles are
contained in the new mesh anymore. A cut through a mesh resulting from stacking
those building blocks is given in Fig. 4. Meshing was performed using the software
ProMesh (cf. [15]).
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Fig. 3 Comparison of the meshing at the outer rim of the TKDs. Left: The old meshing exposed
highly obtuse angles where now angles close to 90ı can be found. Right: New meshing with vastly
improved angles

Fig. 4 Cuts through a mesh resulting from stacking TKDs with the proposed new mesh structure.
Left: Overview, right: Closeup

3.3 Refinement

We are using an anisotropic refinement scheme analogous to [11], where we only
refine those edges which are longer than a certain threshold. After each refinement
step, we halve the threshold and consequently more edges are considered during
refinement. The initial threshold can for example be chosen as 0:75�maxEdgeLen,
where maxEdgeLen is the length of the longest edge of the given mesh.

We perform five anisotropic refinements followed by further isotropic
refinements, depending on the number of intended multigrid levels. With
each refinement we introduce a new level in the multigrid hierarchy. During
anisotropic refinement element ratios of refined elements are improved compared to
their respective parent elements in each consecutive level. Elements which are not
refined, since none of their edges are longer than the given threshold, are copied to
the next level.

Refinement is performed in parallel and interweaved with parallel redistribution,
using the techniques described in [11]. Using this technique, we can efficiently
generate large meshes spanning thousands or hundred thousands of processes.



462 S. Reiter et al.

Table 1 Solver components:
Solvers on lower levels serve
as base solvers for the
preconditioners on higher
levels, (cf. [11])

Levels 2 2–4 4–top

Solver LU (exact) BiCGStab BiCGStab

Preconditioner – GMG GMG

Smoother – ILU Jacobi

Cycle – V (3,3) V (3,3)

4 Solver Setup

We are using the same solver setup as described in [11]. It consists of two stacked
multigrid preconditioned BiCGStab solvers, one serving as base solver for the other.
The base-multigrid thereby only spans up to 64 processes and uses an ILU smoother,
which works very efficiently on anisotropic geometries on small process numbers.
Since the ILU smoother is not required for the isotropic elements encountered in
higher levels, we are using a perfectly scalable damped Jacobi smoother for the
upper multigrid. The solver setup is shown in Table 1. For details on the highly
scalable MPI based parallelization of the underlying multigrid solver for hundreds
of thousands of processes, please refer to [16].

5 Results

We performed weak scaling studies of the described model problem on the proposed
TKD based mesh. The computations were executed on the Cray XC40 super
computer Hazel Hen at the HLRS. Hazel Hen has a peak performance of 7420
TFlops. It features 7712 compute nodes which provide 128 GB of memory each.
On each node 24 cores are available (up to 48 through hyperthreading).

Runs were performed starting at 8 processes and scaling up to 32,768 processes,
increasing the number of processes by a factor of 8 between each run. With each
run we also increased the number of elements by refining the grid. However, due to
the presence of prism elements, the number of elements grows slightly slower than
the number of processes. Between runs 1 and 2 the number of elements grows by a
factor of 7.5, between runs 4 and 5 by a factor of 7.93. The workload per process is
thus only approximately constant over all runs.

In each run we computed the solution of the steady state of the described model
problem. To investigate the robustness of the solver regarding jumps in diffusion
coefficients, we performed two studies with different coefficients 
COR D 1

(study A) and 
COR D 0:001 (study B). The distribution of the underlying multigrid
hierarchy and the general solver setup was identical in both studies, only the number
of iterations required to reach a given defect varied slightly.
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Table 2 Each line corresponds to an individual run. Recorded are the number of processes (PEs),
the number of levels (Levels), the number of unknowns (DoFs), the run times of assembly (Tass),
solver initialization (Tini), and solving in study A (TA

sol), and study B (TB
sol) in seconds

PEs Levels DoFs Tass Tini TA
sol TB

sol

8 5 374,223 0.30 1.44 3.72 7:88

64 6 2,807,351 0.58 2.21 4.95 9:36

512 7 21,703,869 0.71 2.40 5.31 9:58

4096 8 170,592,761 0.80 2.51 5.69 10:4

32,768 9 1,352,552,433 0.83 2.53 5.95 10:6
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Fig. 5 Scaling of the run times of assembly (ass), solver initialization (ini), and solving of study
A (solA), and study B (solB)

The number of CG-iterations were fixed to 10 in each run of study A and to 14
in each run of study B to allow for a good comparability of the timings. In each run
we achieved a reduction of the initial defect by a factor of 10�5.

The number of unknowns and the timings of the assembly and solution process
in each run are given in Table 2. Since assembly and solver initialization are mostly
identical in studies A and B, we only show the different timings in the actual solving
stage Tsol. The scaling behavior of assembly, solver initialization, and solving is also
shown in Fig. 5.

In Table 3 the levelwise distribution qualities for each run are shown. The
distribution quality ql of a level l of the hierarchy is computed as

ql WD ntotal
l � nmax

l

nmax
l � .Pl � 1/ ;
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Table 3 Distribution qualities for each level of the multigrid hierarchy for the different runs

PE lv-0 lv-1 lv-2 lv-3 lv-4 lv-5 lv-6 lv-7 lv-8 lv-9

8 1 1 1 0.96 0.97 0.99 � � � �
64 1 1 1 0.59 0.81 0.89 0.88 � � �
512 1 1 1 0.71 0.96 0.86 0.85 0.84 � �
4096 1 1 1 0.71 0.96 0.85 0.84 0.82 0.80 �
32,768 1 1 1 0.71 0.96 0.87 0.89 0.85 0.84 0.82

Table 4 Number of processes used on each level for the individual runs

PE lv-0 lv-1 lv-2 lv-3 lv-4 lv-5 lv-6 lv-7 lv-8 lv-9

8 1 1 1 8 8 8 � � � �
64 1 1 1 64 64 64 64 � � �
512 1 1 1 64 64 512 512 512 � �
4096 1 1 1 64 64 4096 4096 4096 4096 �
32,768 1 1 1 64 64 4096 4096 32,768 32,768 32,768

where Pl > 1 is the number of processes of the given process-hierarchy on level l,
np

l is the number of elements in level l on process p, and

ntotal
l WD

PlX

pD1
np

l ;

nmax
l WD max

pD1;:::;Pl

np
l :

For Pl D 1 numerator and denominator both vanish and we define ql D 1. ql is thus
in the range Œ0; 1�, where ql D 0 means that all elements of level l are contained on
one process only and ql D 1 reflects an equal share of elements among all processes.

Since we are using a hierarchical distribution scheme (cf. [16]), not all processes
are contributing on all levels. Table 4 gives the number of involved processes on
each level of the multigrid hierarchy for each run.

Runtimes of the solver are higher in study B compared to study A. Besides the
fact that more solver iterations are performed in study B, the problem is now more
difficult to solve due to the jumping coefficients. Due to this, the iteration numbers
of the base solver increase, which affects the overall performance. Nevertheless,
runtimes and scalability can be considered good for both studies.

While the first run (8 PEs) is contained on one node only, subsequent runs on 64
and more PEs are distributed onto several nodes. The overhead introduced through
message passing between nodes is already seen in the jump in runtimes between the
first two runs.

Given the highly scalable solver setup (cf. [16] and [11]), the biggest issues
regarding scalability are to be expected from load imbalances. Indeed, correlating
Table 3 and timings in Table 2, we see that imbalances on higher levels affect



Parallel Multigrid on Anisotropic Tetrakaidecahedra 465

the efficiency on large process numbers. Still, overall efficiency is very good
considering the unstructured nature of the problem.

While improvements regarding load balancing of unstructured multigrid hierar-
chies on massively parallel architectures could further improve scalability of the
presented simulation, the high efficiency and robustness of the current approach
is more than sufficient to perform large scale computations of complex biological
problems on massively parallel computers.
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Real Data Applications of Seismic Full
Waveform Inversion

A. Kurzmann, L. Gaßner, R. Shigapov, N. Thiel, N. Athanasopoulos,
T. Bohlen, and T. Steinweg

Abstract Full waveform inversion (FWI) is a powerful imaging technique which
exploits the richness of seismic waveforms. We further developed FWI to obtain
multi-parameter images at high resolution. Here, we involve physical parameters,
such as velocities and attenuation of seismic waves as well as mass density, which
are essential for a reliable petrophysical characterization of subsurface structures in
hydrocarbon exploration, geotechnical applications and underground constructions.
Referring to this, we successfully applied FWI to field datasets recorded in the Black
Sea and in the shallow-water area of a river delta in the Atlantic Ocean. We obtained
detailed subsurface images containing rock formations which might be potential
gas deposits. Additionally, we performed synthetic studies as preparatory steps
to verify methodological improvements for further field-data applications. Here,
we demonstrate resolution capabilities of FWI for imaging geological structures
beneath salt bodies, investigate strategies to recover attenuation information from
seismic data and perform a joint inversion of surface waves to image the very
shallow subsurface.

1 Introduction

In a time where natural resources are precious, the number of underground
constructions is increasing. It is important to map earth’s geological structures
accurately by collecting seismic data and transforming them into subsurface images.
We develop full waveform inversion (FWI) as a cutting-edge seismic inversion
technique that accounts for the full information content of seismic recordings.
Each echo from geological discontinuities is used to unscramble the subsurface.
FWI retrieves multi-parameter models of the subsurface by solving the full wave
equation. It allows to map structures on sub-wavelength scales. Thus, FWI helps to
improve both petrophysical interpretation and geotechnical characterization of the
subsurface.
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First implementations of FWI were conducted in the 1980s in the time domain
by Tarantola [17] and Mora [13] as well as in the frequency-domain in the 1990s
by Pratt [15] (see [19] for a general FWI overview). Particularly due to huge
improvements in high-performance computing, these FWI strategies have emerged
as an efficient imaging tool. In our work we concentrate on the implementation of
the time-domain FWI and its application to seismic field-data problems. It comprises
two- and three-dimensional (e. g., [4]) modeling of viscoelastic wavefields and
exploits—as a main advantage—straightforward and efficient parallelization by
domain decomposition [2] and source parallelization [12] leading to a significant
speedup on parallel computers.

Within the scope of the HPC project KITFWT, we present applications of FWI to
field-data (Sects. 3.1–3.4)

2 Methodology

2.1 Full Waveform Inversion

FWI aims to find the optimal subsurface model by iteratively minimizing the
misfit function between recorded and synthetic seismic data. That is, by solving
the “forward problem” this model has to explain the recorded seismic data. The
iterative optimization scheme of FWI—combining “forward problem” and “inverse
problem”—comprises several steps shown in Fig. 1.

In detail, the method is initialized by two main inputs. First, we choose 2D or
3D initial parameter models of the subsurface, such as seismic velocities vP of
compressional wave (P-wave) and vS of shear wave (S-wave), mass density � as
well as attenuation represented by quality factors QP and QS for both wave types.
They are assigned to the starting model at the first FWI iteration. The initial model
can be estimated from a-priori information or computed by conventional seismic
imaging methods. Second, the recorded data is obtained from seismic measurements
involving many source locations and receivers. Typical acquisitions are performed
offshore by utilizing air guns as sources and hydrophones located at sea surface/sea
floor or onshore with hammerblow sources and geophones.

Within the FWI framework, for each source of the acquisition geometry, seismic
modeling is applied (solution of “forward problem”, see [2, 18]). That is, using the
initial source wavelet the wavefield is emitted by the source and forward-propagates
across the medium. A time series of spatial wavefield volumes has to be stored
in memory. Synthetic seismic data is obtained at the receivers and the difference of
synthetic and recorded data is calculated—resulting in residuals. In order to improve
the minimization of the misfit function, a comprehensive multi-stage workflow
focusses on both different model scales by applying frequency filtering to the data
(e. g., [3, 16]) or choosing subsets of the data.
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Fig. 1 General FWI scheme used for iterative improvement of physical model parameters of the
subsurface by minimizing the misfit between modeled and recorded seismic data

For each source, the residual wavefield is back-propagated from the receivers
to the source position. The cross-correlation of forward- and back-propagated
wavefields yields source-specific steepest-descent gradients (solution of “inverse
problem”, see [10, 13, 14, 17]). The computation of the global gradient for the
entire acquisition geometry is given by the summation of all source-specific gradi-
ents. Subsequent optimization methods, such as preconditioned conjugate-gradient
method and L-BFGS method are applied. The update of the model parameter(s) is
the final step of a FWI iteration. The gradient has to be scaled by an optimal step
length to get a proper model update. The estimation of the step length might require
a significant amount of additional forward modelings. Furthermore, regarding the
source wavelet, an equivalent inverse problem is given. The true wavelet is not
known. The initial wavelet (a rough estimation or synthetic signal) is subject to
FWI, too, and optimized during inversion by a least-squares method [6, 15].
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Seismic modeling represents the fundamental part of FWI. In dependence of
the field of application, the wave-propagation physics for an underlying subsurface
model has to be described by an appropriate wave equation. On the one hand, that
comprises the utilization of (visco-)acoustic or (visco-)elastic wave equation. On the
other hand, the problem has to be solved for two-dimensional or three-dimensional
subsurface models. The numerical implementation of the wave equations consists of
a time-domain finite-difference (FD) time-stepping method in cartesian coordinates.
In detail, the FD-scheme solves the stress-velocity formulation by utilizing stress
and particle-velocity wavefields. Due to finite model sizes, the wave equations
are expanded by perfectly matched layer terms (PML) to avoid artificial boundary
reflections. Finally, at each FWI iteration a 2D or 3D wave equation has to be solved
for a certain number of sources in forward- and back-propagation.

2.2 Parallel Implementation

Apart from other factors, the success of a FWI depends on a sufficient illumination
of the model area. Thus, several source and receiver positions are necessary
(reasonable numbers may vary between 20 and more than 500). For each source,
modelings have to be performed separately requiring most of the entire computation
time of FWI. That results in huge computational efforts, which can be handled by a
massive parallelization. Our FWI implementation offers two types of parallelization.
On the one hand, the model area can be decomposed into subdomains, which are
assigned to all available cores [2]. Additional padding layers with half the size of
the spatial differential operator are located around the model. At each time step these
model boundaries are exchanged by Message-Passing-Interface communication
(MPI). On the other hand, due to increasing communication, modelings cannot
benefit from the decomposition of a model into a high number of very small
subdomains. Hence, it should be supplemented with parallelized modelings with
respect to the sources [11, 12]. The combination of domain decomposition and
source parallelization results in nearly perfect speedup on supercomputers.

3 Results Obtained on FORHLR Phase I

3.1 Application of FWI to Image Submarine Gas
Hydrate Deposits

3.1.1 Motivation

We want to characterize gas hydrate deposits in the Western Black Sea from
data collected by ocean-bottom seismometers (OBS). Gas hydrate deposits can
be detected with seismic methods through the observation of so called bottom-
simulating reflectors (BSR). They result from a velocity increase in sediments
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where hydrate accumulates and a strong decrease in velocity where gas is trapped
beneath the hydrated sediment layer, i.e., the gas hydrate stability zone. Stability
conditions of hydrate are closely related to the thickness of the sediment column.
Consequently, the BSR is often parallel to the seafloor and crosscuts geological
reflectors. Nevertheless, seismic interpretation can not provide detailed information
on seismic velocities, which are relatable to hydrate and gas saturation. Detailed
velocity models are therefore obtained by FWI.

3.1.2 Field Data Application

OBS data utilized for FWI was collected together with streamer data along two
parallel profiles of 14 km length. Both profiles are situated 1 km apart along a
channel axis where a BSR horizon of varying distinctness has been mapped. Five
stations were deployed in the central part of each profile with 1 km spacing. Data
for a total of 1300–1700 shots has been acquired for profile P1 and profile P2,
respectively.

Synthetic studies showed the sufficiency of the field geometry to resolve an
extended hydrate and gas layer in a vP-model with a typical BSR signature. Under
field data conditions, i.e., noise at the required low frequencies and insufficient
starting models, no resolution in multiparameter FWI for vS and density was
observed. For the moderate quality field data available, we therefore concentrate
on acoustic inversion, inverting simultaneously for vP and density. Attenuation is
considered as a passive inversion parameter, with a constant value of Q D 100 in
the sediment column.

Field data preparation includes data transformation to correct for 3D-geometrical
spreading effects not considered in the 2D-FWI scheme. During the inversion
process filtering is applied to increase the frequency content gradually. We use
time windowing to exclude the direct wave arrivals from the inversion process, as
they exhibit strong ringing which can not be explained by the applied approach.
We therefore only invert refracted wave signals and multiple reflections. The
comparability of field and synthetic data is ensured by the normalization of each
trace with its rms-amplitude.

To suppress undesired model updates, e.g., in the watercolumn and close to the
OBS positions we apply spatial preconditioning to the gradients. Furthermore, we
enhance updates in the deeper parts of the model were coverage is reduced. To
suppress horizontal parameter fluctuations which can arise due to the inadequate
consideration of S-wave propagation we apply a smoothing filter.

3.1.3 Results

For the inverted vP-models a satisfactory match of input and modeled data is
achieved and a high similarity of the recovered STF is obtained for both profiles.
Inverted vP-models show significantly more detail than the starting models, with
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more pronounced layers and smaller scale velocity structures. On both profiles,
we observe a velocity reduction in the first 30 m below the seafloor, and shallow
low-velocity zones at around 100 mbsf. On profile P1 we resolve an extended low
velocity zone together with increased velocities above of a length of 4.5 km and
approximately 100 m vertical extent. The discovered velocity behaviour strongly
indicates the occurrence of hydrated sediments and gas accumulation. No such
behaviour can be observed at profile P2 where only a slight velocity increase is
detected at BSR depth.

Velocity structures obtained by FWI can also be identified as reflection patterns
in the migrated seismic streamer data (compare Fig. 2). Shallow low velocity zones
as well as the observed signature at BSR depth in profile P1 are coincident with
increased reflectivity amplitude areas.

3.1.4 Summary

We applied acoustic 2D FWI to ocean-bottom seismometer data to identify hydrated
sediments and gas accumulations. A bottom simulating reflector (BSR) which was
tracked in high resolution reflection seismic data indicates their occurrence. The
observation of a sharp BSR coincides with the recovered velocity signature. Low
velocity zones recovered by FWI are aligned with areas of increased reflectivity
amplitudes.

3.2 Application of FWI to Shallow-Water OBC-Data
with Minimal Data Preprocessing and Simple
Inversion Strategy

3.2.1 Motivation

FWI with minimal data preprocessing and simple inversion strategy is still a dream,
rather a routine method. The level of noise in the real data and modelization errors
are often so high that theoretically sound FWI becomes an ugly and complicated
algorithm. In this work we present application of a 2D acoustic FWI with a minimal
data preprocessing and simple inversion strategy to the real marine data acquired in
a river delta using ocean bottom cables (OBC) with relatively high signal-to-noise
ratio.

3.2.2 FWI of Shallow-Water OBC-Data with Minimal Data Preprocessing
and Simple Inversion Strategy

We used 57 shot gathers acquired in a shallow-water marine experiment. Each
shot gather corresponds to the air gun placed at 6 m depth and contains 240 traces
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Fig. 2 Top: Inverted vP-model with OBS locations. A typical BSR signature is visible beneath
OBS2 to OBS5. Bottom: Migrated seismic section of profile P1 with increased reflection
amplitudes correlating with the low velocity zone of the inverted vP-model

registered by hydrophones placed at the sea floor (120–140 m depth). As a data
preprocessing we used only 3D-to-2D conversion, based on the exact formula
strictly valid for a homogeneous acoustic medium, and data interpolation with a
proper time sampling dictated by the stability and dispersion limits of the 2–8 order
finite-difference scheme used to solve the acoustic wave equations.

Our simple inversion strategy includes only a standard multiscale approach in the
frequency band 2–32 Hz. We do not use any time- and offset-windowing and invert
full seismograms. We use the pseudo-Hessian as a preconditioner for the gradient of
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Fig. 3 The results of 2D FWI and data fit at different offsets

a standard L2 misfit between real and modelled data. The initial model was provided
by a third party and corresponds to a travel-time tomography result.

3.2.3 Results

The inverted model, shown in Fig. 3, provides a very good data fit at all offsets.
The inverted model, overlaid by the 3D migrated image provided by a third party, is
shown in Fig. 4. The main high-contrast zones in the inverted model correlate well
with the high-reflectivity zones in the migrated image.

3.2.4 Summary

We presented application of a 2D acoustic FWI with a minimal data preprocessing
and simple multiscale strategy to the real shallow-water marine data acquired in a
river delta using ocean bottom cables (OBC) with relatively high signal-to-noise
ratio. The inverted model provides a very good data fit at all offsets and correlates
well with a 3D migrated image provided by a third party.
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Fig. 4 The results of 2D FWI overlaid by the 3D migrated image for different levels of image
transparency

3.3 Subsalt Imaging with Acoustic and Elastic FWI

3.3.1 Motivation

Salt bodies proved to be promising sites for the search for hydro carbonates. For
classical imaging techniques the reconstruction of structures beneath or near salt
bodies is challenging. One reason for this is the high reflection coefficient at the
salt-sediment-interface that results in only weak scattered energy returning from
the subsalt regions. Additional reasons are the complex shape of the salt bodies,
trapped sediments in the salt body and a rugose surface. These characteristics lead
to complex wavefields and regions with poor illumination. The solution for these
problems can be FWI that is capable to use weak scattered waves travelling in
complex velocity models. In this work we explore the performance of 2D acoustic
and elastic FWI in time domain for subsalt imaging.

For this we use field data provided by PGS (marine 2D line). The profile is
265 km long with a total number of 5300 shots. The model is 15 km deep and for a
better handling, the model was divided into three subpart. Only the right subpart will
be shown in the following. The subpart has a size of 88:5 � 12 km, a grid distance
of 12.5 m and a record length of 12 s. for each of the 99 source points 804 receivers
are used (moving streamer geometry).
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3.3.2 Inversion Strategy

In this work we use the two dimensional FWI code IFOS2D. In order to minimize
the computational costs acoustic inversion is performed (e.g. [9, 17]). The code uses
the time domain stress-velocity finite-difference formulation on a standard staggered
grid for the forward modelling as describe in [2]. The gradients are derived by the
adjoint state method [17].

In order to quantify the misfit between the real and modelled data the normalised
L2-norm is used. It proofed to be more robust for field data than the L2-norm [5].
The inversion starts at 5 Hz and increases the frequency content during the inversion
up to 12 Hz. As the results are mostly from the first few iterations most inverted
models were inverted with a frequency content of 5 Hz maximum.

To decrease the influence of noise on the inversion result and therefore the
appearance of artefacts the field seismograms are muted before the first arrival.
Important for a successful inversion is also the wavefield used for the forward
simulation. Thus, we need to invert for the source wavelet, before starting the FWI.

The density model is not inverted. After every flooding a new density model is
calculated from the velocity model by using the Gardner relation [7].

3.3.3 Results of Field Data Inversion

Despite of the availability of a interpreted model from PGS we started from zero
and used the provided reference model only as quality control for our inversion
and picking result. Therefore, the first step was to reproduce the sea floor. For this
we used a homogeneous starting model with the water velocity of 1490m=s. From
the inversion result we picked the water bottom and flooded sediments below the
picked line (Fig. 5a). The also plotted sea floor line of the ‘true’ model shows the
high accuracy of the picking. In addition this test verifies the correctness of the
acquisition geometry for the forward modelling.

The inversion was started again with the new velocity model. After one iteration
the salt surface was picked and the model flooded with salt velocity. In Fig. 5b
is the contour of our reference model plotted on top. The inverted salt surface is
comparable with the on in the reference model. Due to some internal velocity layers
in the top salt region and therefore, some difficulties in the picking, we get a slightly
smaller depth of the surface. Especially in the middle part of the model between
x D 25–40 km. The greatest differences are about 400 m, which is less than one
wavelength in the sediments at 5 Hz. Also the deep valleys cannot be picked in the
inversion result due to the lack of high frequencies. Furthermore, structures at a
depth of about 4 km and between profile length 70–90 km are inverted, not visible
in the starting model.

After starting the inversion again and picking the bottom salt line after 22
iterations, the model was flooded below the picked line with a sediment-velocity
gradient. The comparison of the inverted salt bottom with the line of the reference
model show high similarities. The rough structure is the same. The combination of
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Fig. 5 Vp models in different inversion and flooding stages (field data). (a) Flooded sediments
before inversion. (b) Model flooded with salt velocity below picked top salt. (c) Model flooded
with sediments velocity gradient below picked salt bottom
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flooding technique and FWI seems to be very effective in imaging the salt body
in only few iterations. Moving to higher frequencies should improve the resolution
considerably.

3.3.4 Summary

Our results indicate that FWI is able to image the sea bottom as well as the top
salt interface. The latter is required for the application of the Flooding Technique
allowing also the inversion of subsalt structures. Further tests with a better imaging
of the shallow area below the seabed and the usage of higher frequencies will be
the next step to get a higher resolution of the overburden which will in turn also
improve the subsalt reconstruction.

3.4 Sequential FWI

3.4.1 Motivation

Shallow seismic applications are important for geotechnical site characterization.
Vertical hammer blows allow the excitation of Rayleigh waves and compressional
P-waves. However, in most cases the amplitudes of the Rayleigh waves are much
higher than the amplitudes of the compressional P-waves. In these particular
cases the full-waveform inversion (FWI, [17]) fails to properly incorporate the
contribution of the P-waves, as the misfit is dominated by the high amplitude
Rayleigh waves. To compensate for this effect we suggest a new sequential FWI
(SFWI) strategy, in which we initially invert using the low-amplitude refracted P-
waves and then the full wavefield including the Rayleigh waves, subsequently. We
further apply the SFWI to field data and compare it with the conventional multi-
parameter FWI. The results reveal an improvement of the data fitting and sharper
reconstructed models, although the overall improvements did not reach the level of
the synthetic cases.

3.4.2 Method and Theory

The new SFWI consists of a two-stage strategy. In the first stage we invert only the
refracted P-waves to obtain an initial P-wave velocity model. In the second stage,
we apply a three-parameter FWI using the full wavefield, including both wave types.

Stage 1 In the mono-parameter inversion of the P-waves, we separate the waveform
of the refracted waves by time-windowing around the first arrivals. Outside of this
window we apply an exponential damping of the amplitudes. The very near-offset is
removed because a clear distinction between the direct, refracted and surface waves
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is not possible. After obtaining a satisfactory decrease in the misfit function by using
this mono-parameter FWI, we move on to the second stage.

Stage 2 At this stage, we apply a multi-parameter FWI of the full wavefield in order
to reconstruct the P-wave velocity (vp), S-wave velocity (vs) and density (�). As
initial model for the P-wave velocity we use the model from stage 1. The inversion
of the three parameters is performed simultaneously, using again the multi-scale
approach (frequency filtering).

3.4.3 Field Data

The location of the survey is on a glider airfield in Rheinstetten near Karlsruhe
(Germany). Previous studies also performed in the area [8] revealing a predom-
inantly depth-dependent 1D subsurface. Also located in the area is a shallow
low-velocity anomaly, remnant of a man-made trench served as a defensive line in
the early eighteenth century. Wittkamp and Bohlen [20] extensively studied the same
area and applied FWI of Rayleigh and Love waves (individual and joint inversion).

3.4.4 Results: Mono-Parameter Inversion (Stage 1)

In this section, we present the results of the reconstructed vp model from only the
refracted waves. In Fig. 6 (left) we compare the time-windowed (only refracted

Fig. 6 Left: normalized displacement seismograms for 8 different offsets from 5 up to 120 Hz,
calculated from the observed (blue), the inverted (black) and the initial (red) data for the first shot.
Right: evolution of the misfit value with the number of iterations. The jumps in the misfit values
correspond to updates on the frequency bandwidth
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waves) displacement seismograms for eight different offsets of the observed data
(blue) with the data obtained by the mono-parameter inversion (black) as well as
the initial model (red). We observe that mainly phases but also the amplitudes are
fitted exceptionally well. The misfit function plotted over the number of iterations
(Fig. 6, right) reveals the increased fitting of the seismograms.This good fitting of
the first arrivals is reflected in the model space as an increase of the velocity in the
upper 4 m and the presence of a local discontinuity. The model obtained from this
inversion is then used as initial vp model for SFWI.

3.4.5 Results: FWI and SFWI

We present and compare the results of the conventional multi-parameter FWI
(stage 2, without an initially updated vp model) with the SFWI (stage 1 and 2).
Figures 7 and 8 show the reconstructed vs and vp models obtained from SFWI (top)
and FWI (bottom), respectively.

Fig. 7 S-wave velocity models reconstructed from SFWI and FWI, respectively.The location
of the trench (red-dotted triangular) and the near surface low-velocity artifacts (black-dashed
rectangular) are indicated

Fig. 8 P-wave velocity models reconstructed from SFWI and FWI, respectively. The location
of the trench (red-dotted triangular) and the near surface low-velocity artifacts (black-dashed
rectangular) are indicated
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Both strategies produce a similar reconstruction of the vs models (Fig. 7).
The 2D variations seem to be superimposed to a predominantly depth dependent
homogeneous background model. In the middle of the profile a triangular shaped
low-velocity anomaly (Fig. 7, red-dashed) is presented, corresponding to the trench,
up to a depth of about 2.2 m and horizontal length of 8 m. The velocity values
vary between the two inversions. SFWI (Fig. 7, top) reveals a sharper structure,
that agrees better with the joint FWI of Rayleigh and Love waves presented by
Wittkamp and Bohlen [20]. They found that the trench holds higher velocities in the
shallow part than in the lower part and bears a triangular shape. A second shallow
low-velocity anomaly is also visible at the top left of the profile Fig. 7 (black-
dashed) which could be related to increased saturation of the shallow soil in this
area. This anomaly appears sharper in SFWI. In general, S-wave velocity model
variations obtained by SFWI seem to be more pronounced since information from
the refracted waves are accounted for in the inversion [1]. The vs models suffer in
all cases (synthetic and field data) from vertically orientated artifacts underneath the
source positions.

The structure of the P-wave velocity above the estimated groundwater table
revealed an intermediate layer at around 4 m depth in the case of SFWI. The low-
velocity anomaly is also visible in vp at offsets of 30 m and up to a depth of
around 2 m. During our synthetic studies we found that there was no indication
of significant cross-talk leaking from vs to vp models. The information from the
updated vp model is reflected also in the vs model. SFWI incorporates better the
information obtained from the refracted P-waves. The reconstructed density models
did not provide valuable information, apart from the fact that higher density values
are revealed compared to our initial model. However, from previous studies we
know that the reconstruction of density can lead to significant cross-talk leaking
from the vs and vp models.

To evaluate the resulting models we compare the displacement seismograms
for four different offsets between the observed data, the conventional FWI and
SFWI (Fig. 9, left) for frequencies up to 65 Hz. The inversion fitted the fundamental
Rayleigh mode in both inversion types sufficiently well. In the case of SFWI the first
arrivals are fitted better, especially their phase. The differences in seismogram fitting
of this field data set do not reveal a big advantage of SFWI, opposite to our previous
synthetic study. However, SFWI reaches a lower misfit value than the conventional
FWI at most frequency stages (Fig. 9, right).

3.4.6 Conclusions

The conventional multi-parameter elastic FWI fails to reconstruct accurately the
P-wave velocity model due to its low sensitivity to the Rayleigh waves which
dominate the calculation of the misfit. We tested a two-stage sequential approach. In
a first stage, only the information from the refracted waves was used to reconstruct
the vp model. Then a multi-parameter FWI of total wavefield is applied. Several
2D structures in the vs models along with the low-velocity shallow anomaly
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Fig. 9 Left: normalized displacement seismograms for 4 different offsets, calculated from the
observed data (black), the inverted data from FWI (red) and SFWI (blue) for the first shot. Right:
evolution of the misfit value with the number of iterations for both FWI and SFWI

were reconstructed. The SFWI provided a higher resolution and more pronounced
variations in the vs model. The vp model revealed a better correlation to the vs

model in the case of SFWI. Although more accurate models were reconstructed,
source-related artifacts near the surface were not eliminated, such as in the case
of the synthetic study. In conclusion, the new sequential approach shows the
improved capability to recover P- and S-wave velocities in the shallow subsurface.
Further improvements are necessary to use this strategy in routine shallow seismic
investigations.

4 Computational Efforts of FWI on FORHLR Phase I

Based on the field-data example shown in Sect. 3.3, we estimated the resource
consumption of one FWI application as follows:

• finite-difference discretization and 2D wave simulations:

– spatial discretization: 960 � 7080 grid points (6.8 million grid points)
– 12,000 time steps for each simulation
– number of seismic sources: 155
– total amount of 28,750 simulations within whole FWI

• parallelization:

– domain decomposition: 2D model is divided into 24 � 40 subdomains
– allocation of 960 CPU cores
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• resource consumption and computational performance of FWI framework:

– number of iterations: 64
– computation time for whole FWI job: 45 h (43,200 core h)
– memory consumption for wavefield storage: 766 MB/core (total: 0.74 TB)
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The Impact of Pores on Microstructure
Evolution: A Phase-Field Study of Pore-Grain
Boundary Interaction

V. Rehn, J. Hötzer, M. Kellner, M. Seiz, C. Serr, W. Rheinheimer,
M.J. Hoffmann, and B. Nestler

Abstract Among the most important issues of today’s materials research ceramic
materials play a key role as e.g. in Lithium batteries, in fuel cells or in photovoltaics.
For all these applications a tailored microstructure is needed, which usually requires
sintering: A pressed body of compacted powder redistributes its material and shrinks
to a compact body without pores. In a very porous polycrystal, pores constrain
the motion of interfaces (pore drag) and no grain growth occurs. During further
sintering the number and size of pores decreases and the pore drag effect fades
away. Accordingly, in the final stage of sintering grain growth emerges. This grain
growth decreases the driving force for sintering and is undesirable, but hard to avoid.
Since application of ceramic materials usually requires a dense and fine-grained
microstructure, it is of high interest to control the interplay of remaining pores and
interface migration during sintering.

Unfortunately, the present modeling of sintering does not allow for predicting
microstructural evolution in an adequate way. In this study, a previously developed
phase-field model of pore-grain boundary interaction during final stage sintering
is extended by a pore-interaction module to improve the modeling of final stage
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sintering. This module handles the growth of pores that come into contact during
grain growth.

The model with the extensions is used to simulate interface migration in a well-
defined model setup. The results show that the present model is appropriate to
describe grain growth during the final stage of sintering. However, the need of
large scale simulations becomes evident: pore drag depends critically on the local
geometry (i.e. position of the pores at grain boundaries, triple lines or quadruple
points). The microstructure evolution during final stage sintering in polycrystalline
ceramics underlies strong statistical variations in the local geometry. Accordingly,
if grain growth in polycrystals in the presence of remaining pores from sintering is
considered in detail, large scale simulations are needed to picture the local statistic
variation of pore drag in an adequate way.

1 Introduction

Several of the most important problems of today’s research in materials science
deal with ceramic materials, as e.g. in the field of Lithium batteries, solar cells,
lasers, catalysts, biomaterials and fuel cells. Amongst ceramics, many materials
with unique electrical, chemical, mechanical and optical properties can be found.
However, in most cases, processing ceramics and fabricating ceramic parts involve
powder techniques and, in particular, sintering to form a functional microstructure.
During sintering, a body of compacted powder redistributes its volume to fill inner
cavities or pores. This process is driven by a minimization of surface energy and
involves diffusion of material and simultaneous migration of interfaces. According
to the qualitative model by Coble [6], the sintering process can be divided in three
stages. In the initial stage, particles in contact with each other form a grain boundary
and a sintering neck. Mass is transported to these contact zones from other areas
of the particles. In the intermediate stage, the surface energy drives the coalescent
network of particles to local shape changes and, thus, enhances shrinkage. In the
final stage of sintering, the remaining porosity is decreased to 10% and grain growth
starts to occur in addition to shrinkage and diffusion. This grain growth decreases
the driving force for further sintering and is undesirable for most applications, but
hard to avoid.

In general, grain growth occurs in all polycrystals and is driven by a minimization
of grain boundary energy. The sudden occurrence of grain growth during final
stage sintering is caused by an interaction of pores and grain boundary migration
known as pore drag [3]. If a migrating interface hits a pore, its further movement is
dragged by the movement of the pore itself as shown in Fig. 1a–c. In this case, as
depicted in Fig. 2, grain growth is strongly suppressed as observed during the initial
and intermediate stage of sintering. The details of this drag effect depend on the
local driving force and some other parameters (surface and grain boundary energy,
diffusion coefficients, mobility or size of pores). However, the density and size of
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(a) (b)

(c) (d)

Fig. 1 Interaction of a pore with a migrating grain boundary [5]. (a) Initial configuration, (b, c)
dragging of interfacial migration by the pore and (d) pore detachment for high local driving forces

Fig. 2 Relative density and mean grain size during sintering according to [27]

pores in the polycrystal decreases with the progress of sintering. At some point,
the density of pores and, thus, the drag effect are low enough, so that interfaces
start to migrate and grain growth occurs. Accordingly, the mean grain size strongly
increases as shown in Fig. 2.
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Since application of ceramic materials usually requires a dense and fine-grained
microstructure, it is of high interest to control the interplay of remaining pores and
interface migration during final stage sintering. For example a tailored distribution
of pores in the microstructure can increase the retarding effect of pore drag on grain
growth. This is hard to achieve, partly because the optimal pore configuration cannot
be determined from experiments. Accordingly a proper modelling of the pore-
grain boundary interaction is highly needed to understand the complex processes
during the final stage of sintering. So far very little studies issued the impact of
pores on grain boundary migration. A tailored set of experiments along with a very
useful analytical model is published by Rödel and Glaeser [22]. On the modelling
side, the interactions between spherically isolated pores and grain boundaries are
described by simple models from Brook [3], Nichols [19] and Carpay [4]. To take
more details of geometric parameters into consideration, Evans et al. [14] and
Riedel and Svoboda [21] develop in their works two-dimensional sharp-interface
models and find a dependence of the pore separation from the pore configuration.
However, the pore configuration underlies a strong statistical scattering in real
microstructures. Thus a proper modelling of its evolution during sintering requires
the consideration of very large simulation setups in three dimensions. Advances in
computer technologies enable the investigation of pore drag effects with complex
numerical three-dimensional simulations. The phase-field method has become a
powerful tool for describing complex multi-physical systems numerically. A phase-
field model for investigating the influence of pores on grain growth in hydrostatic
pressure is developed by Jing et al. [15] and a model for solid state sintering
which includes grain growth and various diffusion paths is proposed by Wang
[26]. Biner [2] studies the pore and grain boundary migration under a temperature
gradient in two dimensions. Ahmed et al. [1] introduce a phase-field model using a
system of Cahn-Hilliard and Allen-Chan equations with a density field to describe
pores. Pore dynamics under consideration of pressure stability using a phase-field
model which is found to be in good accordance with analytic equations as well
as experiments is investigated by Hötzer et al. [9]. In this work, the model in
[9] is extended to treat pore coalescence and thus describes more complex pore
interactions. It bases on a well-controllable model geometry of the microstructure
using a large grain growing into a polycrystal. However, in order to picture the
statistical variations of polycrystals as e.g. grain size distributions, pore sizes and
their location in the microstructure in a realistic way, very large simulation domains
are needed. Different length scales have to be resolved since pores are about an
order of magnitude smaller than grains and significant microstructure evolution
needs to be modelled without loss of statistics to completely capture the impact
of pore drag on microstructure evolution. These two issues result in the need for
large scale three-dimensional simulations on powerful supercomputers. The present
paper extends previous work [9] to a larger parameter space. The more thorough
results give deep insight into the pore-grain boundary interaction during final stage
sintering and allow for an extrapolation towards grain growth in porous polycrystals
as evident during final stage sintering in real microstructures.
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2 Model

In the following, the phase-field model of [9, 10] to investigate the interaction
between pores and grain boundaries during the final sintering stage, is briefly
summarized. The model is implemented in the highly parallel multi-physics phase-
field framework PACE3D [11, 12, 23–25].

The evolution equation of Allen-Cahn type for the N order-parameters in the
vector 
, representing the different grains and pores, is written as:
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Each order-parameter ˛.x; t/ describes the volume fraction of an individual grain
at the position x in the three-dimensional domain ˝ at the time t. The parameter

 scales the thickness of the diffuse interface between the phase ˛ and ˇ and the
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a material specific constant A D 0:0007133 [9, 10]. The diffuse interface is modeled
with the gradient energy density
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The parameter �˛ˇ describes the interface and surface energy, the parameter �˛ˇı is
a higher order term to reduce the occurrence of third or higher order phases at two
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phase interface regions [13, 18] and q˛ˇ D ˛rˇ � ˇr˛ is the general gradient
vector orthogonal to the interface [18]. The driving force with the initial pressure p0˛
and the current pressure pt

˛ is written as
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with the interpolation function
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from [17]. The Lagrange multiplier
� D 1=N

PN
˛D1 rhs˛ is used in (1) to ensure the constraint

PN
˛
@˛=@t D 0.

To efficiently store and solve an arbitrary number of phases in N component
vector 
, the local reduction of the order-parameter (LROP) proposed by Kim et al.
[16] is utilized. The implementation in the PACE3D solver is given in [9, 23].

3 Implementation

To describe the interaction between the pores in a physically correct manner, first the
implementation of the pore interaction module is described. Afterwards, the parallel
implementation of the mesh writer to efficiently store the simulated microstructure
is shown.

3.1 Implementation of the Pore Interaction Module in the
PACE3D Framework

During the sintering process, pores can merge and split or disappear due to their
interaction with the grain boundaries. The different time scales of the pressure
change and the grain boundary movement are exploited to describe the pressure
in the pores in a computationally efficient way [9]. Therefore, for each pore an
initial pressure and volume is assigned. By calculation of the current pore volume
and consideration of the relation of the ideal gas law, the pressure for each pore
in the next time step can be determined and used as driving force in (5) [9]. The
pores in the three-dimensional domain are tracked by using the parallel connected
component labeling algorithm of [10, 11]. The interactions of the pores are detected
by comparing the connected components of the pores in the current time step with
the ones of the previous time step. If the connected components of the pore in the
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current time step spatially overlap with two pores of the previous time step, the
pores are merged by assigning them the same order-parameter and by adjusting
the volume and pressure of the merged pore. In the opposite case of splitting, the
two new separated pores are assigned with different order-parameters. Based on the
pressure and volume of the pore before the split and the two volumes of the new
pores after the split, the pressures of the new pores are calculated.

3.2 Mesh Output

To store the simulation data in a memory efficient manner, the PACE3D-framework
allows to store the microstructure as meshes. The meshes are generated by marching
the isosurface between the phases using the Cubical Marching Squares algorithm
from [8]. For large domains, the calculations in PACE3D are parallelized using
domain decomposition and MPI as indicated exemplarily in Fig. 3 by brown lines.
To generate the mesh, each subdomain on the different MPI processes is marched in

Fig. 3 Simulation domain with the different grouped phase-fields (gray, yellow). The domain
decomposition is exemplarily indicated by brown lines
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parallel and afterwards collected. Due to linear increase in communication and data
with the number of processes, a single master for collecting and writing the data can
become a bottleneck. Hence, multiple master processes can be assigned, allowing
to efficiently collect the mesh parts of each subdomain and store the combined data
in separate files, using the STereoLithography (STL) format. Depending on the post
processing steps, the different mesh files containing the parts of the domain need to
be combined. However, most (visualization) tools support multiple input files. To
reduce the number of individual files for each phase-field, their mesh data can be
grouped in one file. The grouping of the different phase-fields is exemplarily shown
for the two groups in Fig. 3. The group of pores is highlighted in yellow and the
group of grains in gray.

4 Results and Discussion

In the first part of this section, the validation of the pore-interaction module
with the Young Laplace equation using a two-dimensional setup is presented.
Subsequently, the effect of pore interaction in three-dimensional simulations of
realistic microstructures is shown. For all studies the setup described by Rödel et
al. [22] is used, in which a single crystal is placed on top of a polycrystal. The
capillarity of the polycrystal provides a driving force for the single crystal to grow
into the polycrystal. This results in directed motion of the grain boundary. Pores are
placed at the boundary between the single and the polycrystal as depicted in Fig. 4.
The pores reduce the growth rate of the single crystal into the polycrystal as shown
in Fig. 10. This setup allows to compare the simulation results with both, analytics
and experiments.

4.1 Validation of the Pore Interaction Module

During sintering, grains grow and pores interact with the grain boundaries. While
grains grow, pores migrate and eventually merge. Thereby, the pore radius changes
and, thus their impact on grain boundary motion changes as well. To include this
effect in the phase-field model, the following two issues need to be considered. First,
the effects of the model extension on the pore interactions have to be validated.
Second, the pressure of merging pores has to match the Young-Laplace equation.
Therefore, the results from [10] are recapitulated. Two pores with the diameter dp

and initial pressure p0˛ are placed between the single crystal and the polycrystal into
a two-dimensional simulation domain consisting of 200 � 150 cells for each study.

To illustrate the influence of the model extensions in an exemplary way, three
different cases I–III are investigated. In case I, each pore is treated as a separate
phase without any adjustment of the pores. In case II, the pores can merge and their
pressures, volumes and order parameters are adjusted. In case III, additionally the
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Fig. 4 Simulation setup
based on [9, 10] following the
experimental setting
described by Rödel et al. [22]

mobility is changed when pores are merging according to [9, 10]. In Fig. 5 different
time steps for cases I–III are shown. Case I with no pore interaction (Fig. 5a–c)
forms a nonphysical interface between the two pores and they stay attached to the
grain boundary. In cases II and III Fig. 5e and h, the pores merge to a single pore.
For case III as shown in Fig. 5i, the merged pore detaches only if the mobility
is dependent on its volume. If pores are interacting with each other, ignoring
the mobility dependence leads to a very different behavior in the microstructure
evolution. Since the size dependence of the pore mobility influences the overall
grain growth kinetics, merging pores require adjusted pore mobilities to capture the
separation behavior in a physically correct manner. Therefore, it is shown in the
simulations that both pore merging and mobility adjustment are essential for the
occurrence of pore separation.

To validate the pressure in the merged pores, the simulation results are compared
with the Young-Laplace equation

�p D 2�˛ˇ

dequ:
p

.D � 1/ (7)

which describes the pressure difference �p between the initial (outer) and the
equilibrium pressure in the pore. In (7) the parameter �˛ˇ is the pore-grain surface
energy, dequ:

p describes the pore diameter in the equilibrium state and D represents
the dimension. For the validation, the diameter of pores and the surface energy are
changed systematically using an initial pressure of pinitial D 1:6667. In the two-
dimensional setting, four initial diameters of dp D 10; 12; 14; 16 cells are chosen



494 V. Rehn et al.

Fig. 5 Phase-field simulations based on [10] of the single crystal grain growth into a polycrystal
with two attached pores at the boundary without pore merging (case I), with pore merging (case II)
and with pore merging as well as adjusted pore mobilities (case III). (a) t D 95. (b) t D 1995. (c)
t D 5130. (d) t D 95. (e) t D 1995. (f) t D 5130. (g) t D 95. (h) t D 1995. (i) t D 5130
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Fig. 6 Validation of the pressure model and the pore interaction module with the Young Laplace
equation based on [10]. The pressure difference and the radius are measured for different values of
pore-grain surface energy �˛ˇ D �s after the pore reaches its equilibrium state. (a) 2D. (b) 3D

and the surface energy of the pore-grain boundaries is altered as �˛ˇ D 1; 1:5; 2; 3.
For the three-dimensional case, three initial diameters of dp D 12; 14; 18 cells are
chosen and surface energy values of �˛ˇ D 1; 1:5; 2; 3 are investigated. During
the simulation, the pores merge and eventually detach from the grain boundary.
After the detachment, the merged pores evolve towards their equilibrium shape of
a sphere. Once the equilibrium state is reached, the pressure difference �p and the
pore size dequ: is measured. Similar to [9], the simulation results depicted in Fig. 6
are in good agreement with analytic equations.

4.2 Influence of Interacting Pores at Grain Boundaries

To study pore-grain boundary interactions the setup previously depicted in Fig. 4 is
used. A polycrystalline microstructure with a homogeneous grain size distribution
and a mean grain diameter G is generated by a Voronoi tessellation. A defined pore
array with spacing f and pore diameter dp is placed at the interface between single
crystal and polycrystal.

Following Rödel and Glaeser [22], an expression for the critical grain size of the
polycrystal for pore detachment is derived as

G.t/ <
6f 2

�dp

�
1 � vp

vb.t/

�
(8)

with the maximum velocity of the pores vp and grain boundaries vb before
detachment. A detailed description of the derivation of (8) is given in [9].
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Table 1 Simulation
parameter for the realistic
setup

Parameter Simulation value

f [cells] 25, 30, 50, 60

G.0/ [cells] 20, 30, 35, 40,45, 50, 60, 70, 90

For investigating the merging of pores and their interactions with the grain
boundaries, the spacings f and the mean grain diameter G are varied systematically
as summarized in Table 1.

The initial pore diameter dp is chosen as 14 cells and the initial pressure as pinit: D
1:5 for all studies. The grain boundary and the surface energy are chosen as 0:5
and 1, respectively. The mobility of the grain boundaries is kept constant as 0:49,
whereas the mobility of the pores depends on their volume.

The domain size for a pore spacing of f D 25 cells is chosen as 200� 200� 320,
for f D 30 and f D 60 cells as 240�240�320 and for f D 50 cells as 400�400�320
voxel cells. The simulations are conducted on the Hazel Hen supercomputer [7] at
the High Performance Computing Center Stuttgart (HLRS) using 288 cores for 6h
for f D 25 and f D 30 and 512 cores for 8 h for f D 50 and f D 60.

In addition to two-dimensional experimental micrographs, three-dimensional
simulations allow a spatial investigation of pore deformation processes and pore
interaction. Since triple lines and quadruple junctions only exist in three dimensions,
a two-dimensional simulation is not capable to reflect real microstructure evolution
with pore-grain boundary interaction.

An exemplary simulation result in three dimensions is shown for different time
steps in Fig. 7a–c with a pore spacing of f D 30 and an initial mean grain diameter
of G.0/ D 50 cells. In Fig. 7d–f the corresponding top views are presented.

The growth of the single crystal results in a vertical movement of the pores. In
horizontal direction the pores follow the movement of the triple lines and quadruple
junctions [9], which is the cause of pore merging. The migration of the pores from
their position in the previously shown time step is highlighted by black circles in
Fig. 7e and f. In Fig. 7b and e, pores merge and subsequently change their size and
shape (red and green pores). Due to the increase of the pore size, they become less
mobile and detach at lower boundary migration rates from the grain boundary than
smaller and more mobile pores. All merged and detached pores are highlighted in
green in Fig. 7b, c, e and f. After detachment, the pores are trapped in the single
crystal and approach a spherical shape. The detachment of pores leads to a local
change of pore density which results in a lower drag force. This increases the local
velocity of the grain boundary which can lead to further detachment of smaller
pores. These detached but not merged pores are indicated in blue in Fig. 7c, f.

A merging of several pores, their detachment and shape change is shown for
different time steps in Fig. 8. Two different cases are highlighted in violet and
orange, respectively.
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(a) (b) (c) 

(d) (e) (f) 

Fig. 7 Simulation results of a single crystal growing into a polycrystal for different time steps in
3D (a–c) and as top view (d–f). Merged pores are marked in red, merged and detached pores are
marked in green and pores that detach at their initial size are marked in blue. In the top view, the
black circles indicate the positions of the pores in the previously shown time step. (a) t D 2:1. (b)
t D 7560. (c) t D 13;020. (d) t D 2:1. (e) t D 7560. (f) t D 13;020

To quantify the effect of pore detachment, the conducted simulations are
summarized in a separation map in Fig. 9. This map continues the work in [9] for
smaller pore spacings. The curves give the critical grain size for pore detachment
from (8) with respect to the pore spacing for the pore velocities vp D 0:02 (dashed
line) and vp D 0:03 (solid line). In the previous study, these two pore velocities
are found to represent the upper and lower limit for pore detachment [9]. The filled
red circle marks indicate simulations in which all pores stay attached to the grain
boundary. The filled green square marks represent simulations in which all pores
detach. Simulations with partial detachment are marked with filled blue triangle
along with the percentage of detached pores is given. For a spacing of f D 60

cells all three cases of pore-grain boundary interaction can be observed. Whereas
all simulations with complete pore detachment occur below the predicted critical
grain size, simulations in which all pores stay attached are found above the critical
grain size. This corresponds well with analytical expectations of (8) and the work
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(a) (b) (c)

(d) (e) 

Fig. 8 Merging of several pores and the detachment from the grain boundary for G.0/ D 60 and
f D 25. Smaller pores are still attached to the grain boundary. The merging and detachment of
three pores is highlighted in violet and orange for two cases. (a) t D 5460. (b) t D 5880. (c)
t D 6300. (d) t D 8400. (e) t D 19;320

of Rödel and Glaeser [22]. The simulations with partial detachment of the pores
represent a transition from the case of attachment to the case of detachment. This
is caused by the statistical variation in the initial position of the pores. As shown in
[9], pores tend to migrate from quadruple junctions to triple lines to grain boundary
planes before they detach. Accordingly, the initial location of the pores and their
distribution impacts the detachment events. Additionally, for smaller pore spacings,
merging of pores happens more frequently. Thus more low mobility pores exist,
which detach earlier. This results in a stronger statistical variation of the individual
detachment events. For example, due to many merging pores, no case of total pore
attachment or detachment can be observed for the spacings f D 25, f D 30 and
f D 50. It should be noted that the simulations differ from the assumptions in
the analytics, where the pore size is assumed to be constant. Therefore a deviation
between analytics and simulations is expected. This deviation should increase with
increasing fraction of merged pores and, thus, with smaller pore spacing as observed
in Fig. 9.

The evolution of the growth of the single crystal under the impact of pore drag
is shown in Fig. 10. The blue curve (open blue triangle) gives the single crystal
growth without any pores or pore drag. Parabolic growth can be found as expected
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Fig. 10 Grain growth of the single crystal over the time for different pore spacings

for this setup [20]. If pores are added to the initial interface of the polycrystal, the
growth is retarded. With a spacing of 60 cells, the impact of pore drag is only visible
within the first 3000 time steps (green curve, open green circle). After 3000 time
steps the blue and green curve are very close to parallel. This is expected, since a
high fraction of pores detaches for this setup (Fig. 9). Accordingly, a strong overall
drag effect of pores on the growth of the single crystal is only expected within this
period; afterwards the drag effect is negligible and the growth is similar to the case
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without pores. The setups with a pore spacing of 30 (asterisk) and 25 (open red
square) show a similar growth of the single crystal and are significantly retarded in
the entire simulation period. In Fig. 9 it is shown that a smaller pore spacing results
in fewer pores detaching from the interface. Thus a stronger drag effect is expected
as observed in Fig. 10.

5 Conclusion and Outlook

The phase-field model of pore-grain boundary interaction during final stage sin-
tering presented in [9] is extended by a pore-interaction module to improve the
modelling of final stage sintering. In particular, the effect of merging pores, if they
get into contact with each, other was included. As a result, two or more pores merge
to a single much larger pore. Since the pore mobility and, thus, its individual drag
effect depends on the pore size, very different behavior is obtained, if merging
pores are considered. A comparison to the previous work highlights the need for
this additional module. The extension module is validated by observing the inner
pressure of merged pores and comparing with the analytic Young-Laplace equation.
It is shown that the simulations match the analytic expectations very well. The
presented model with the extensions is used to simulate the growth of a single
crystal into a polycrystal in the presence of pores. Planar arrays of pores with
different spacings are placed at the interface between single crystal and polycrystal.
Dependent on the pore spacing, drag and detachment of pores is studied. The main
conclusions of these investigations are:

(i) The extended model is capable to investigate the pore merging mechanisms
during microstructure evolution.

(ii) Both, the merging process and the change of the mobility of the merged pores
have a significant impact on pore drag and detachment of the pores.

(iii) The measured pressure of merged pores agrees with the predictions from the
equation of Young-Laplace.

(iv) The application of this model to a well-controllable setup with growing single
crystals shows a behavior (pore drag and detachment) which agrees well with
expectations from analytic equations.

(v) The simulations show the effect of pore location with respect to microstructure
(quadruple point, triple line or grain boundary plane). Accordingly the issue of
pore drag needs a large setup to capture the statistical distribution of pores in
real microstructure.

(vi) The analytical equations for pore drag and pore detachment cannot resemble
the impact of merging pores. Accordingly, the predictions of pore detachment
from analytic equations apply to model geometries, but not to realistic
microstructure evolution during final stage sintering.

The results show that the present model is appropriate to model grain growth
during the final stage of sintering. However, the complexity of this process is
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highlighted as well. Particularly conclusions (v) and (vi) illustrate the need of large
scale simulations: the details of pore drag depend critically on local geometry
of the microstructure. The microstructure evolution during final stage sintering
in polycrystalline ceramics underlies strong statistical variations of in the local
geometry. The size of grains is not uniform, but shows a wide grain size distribution
resulting in locally very different driving forces. The size of pores is not uniform
as well, but in addition their special distribution is not uniform. Accordingly, if
grain growth in polycrystals in the presence of remaining pores from sintering is
considered in detail, large scale simulations are needed to picture the local statistic
variation of pore drag in an adequate way.
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Modeling the Interior Dynamics of Terrestrial
Planets

Ana-Catalina Plesa, Christian Hüttig, and Florian Willich

Abstract Over the past years, large scale numerical simulations of planetary inte-
riors have become an important tool to understand physical processes responsible
for the surface features observed by various space missions visiting the terrestrial
planets of our Solar System. Such large scale applications need to show good
scalability on thousands of computational cores while handling a considerable
amount of data that needs to be read from and stored to a file system. To this
end, we analyzed numerous approaches to write files on the Cray XC40 Hazel
Hen supercomputer. Our study shows that HPC applications parallelized using MPI
highly benefit from utilizing the MPI I/O facilities. By implementing MPI I/O in
Gaia, we improved the I/O performance up to a factor of 100. Additionally, in this
study we present applications of the fluid flow solver Gaia using high resolution
regional spherical shell grids to study the interior dynamics and thermal evolution
of terrestrial bodies of our Solar System.

1 Introduction

Numerous data obtained from various space missions visiting the terrestrial bodies
in our Solar System over the past decades have revealed that apart from Earth, all
other terrestrial bodies operate in the so-called stagnant lid regime e.g., [1, 15].
While the surface of the Earth is broken into seven major plates, with surface
material being recycled at subduction zones and renewed at spreading centers,
the surface of all other terrestrial bodies is covered by an immobile layer, the so-
called stagnant lid through which heat is transported by conduction. These two
different convection styles have important implications for the interior evolution and
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result in different evolutionary paths for the volcanic outgassing which is directly
linked to the atmosphere, and the core cooling, which is an important agent for
the magnetic field generation. Both the atmosphere and the magnetic field are
fundamental in maintaining habitable conditions at the surface by regulating the
temperatures to allow for liquid water and shielding against solar radiations [16].
In order to constrain the conditions necessary for habitability it is important to
understand the thermo-chemical evolution of the interior of the Earth and other
terrestrial bodies. To this end, numerical simulations of planetary interiors have
become one of the most important tools to tackle complex fluid dynamics problems.
Although analytical solutions exist, they are available only for simple systems while
laboratory experiments are restricted to limited parameter ranges. Thus, highly
parallelized numerical simulations are often employed to address complex systems
in various geometries [13].

The computational time needed in such numerical simulations can be divided
in three categories: actual compute time, where usually a system of equations is
solved iteratively, the communication time, i.e. the time needed for exchanging data
between the computational processes, and I/O time, i.e. the time elapsing while
reading from or writing to files on a storage system. An efficiently parallelized
application will spend most of the time in the first category, while the time spent
in the two other categories should be negligible [9].

In this study, we present recent improvements and results using the mantle
convection code Gaia [4–6], a fluid flow solver that can handle high viscosity
contrasts as appropriate for the mantle of terrestrial planets. In the next chapter
we present the mathematical and physical model used in our simulations, followed
by a description of the technical realization with focus on the numerical grid and
improved I/O procedures. Further, we show the code performance measured on the
Cray XC40 platform at HLRS, Hornet, using the recent implementation and discuss
further improvements.

2 Mathematical and Physical Model

Thermal and compositional convection in the mantle of terrestrial bodies is modeled
by solving the conservation equations of mass, linear momentum, energy and
transport of chemical species e.g., [15]. Quantities like temperature, velocity,
time, viscosity and chemical density are scaled using the relationships to physical
properties presented e.g. in [2] to obtain a non-dimensional system of equations.
Typically the mantle thickness D is used as length scale, the thermal diffusivity � as
time scale, the temperature drop across the entire mantle �T as temperature scale
and the contrast in chemical density�� as compositional scale. Assuming an infinite
Prandtl number, as the mantle of terrestrial bodies is considered highly viscous with
negligible inertia, and using the Boussinesq approximation, the non-dimensional
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equations of thermo-chemical convection are, e.g. [3]:

r � u D 0; (1)

r � 
�.ruC .ru/T/
�C Ra.T � BC/er � rp D 0; (2)

@T

@t
C u � rT � r2T � Hradioactive D 0; (3)

@C

@t
C u � rC D 0; (4)

where � is the viscosity, p the dynamic pressure, u the velocity, t the time, T the
temperature, C the chemical component and er is the unit vector in radial direction.
The thermal Rayleigh number, Ra, in Eq. (2) is defined as follows:

Ra D �g˛�TD3

��ref
(5)

where � is the reference density, g the gravitational acceleration, ˛ the thermal
expansivity,�T the temperature contrast between inner and outer boundaries, D the
thickness of the mantle, � the thermal diffusivity, and �ref the reference viscosity
calculated at reference temperature and pressure.

The buoyancy number B in Eq. (2) shows the relative importance of chemical to
thermal driven convection and depends on the density contrast (��) used:

B D ��

�˛�T
(6)

The factor Hradioactive in Eq. (3) represents a non-dimensional source term introduced
by the decay of radioactive heat producing elements and is given by:

Hradioactive D �˛QmD2

�k�T
; (7)

where Qm is the heat production rate in pW/kg and k is the thermal conductivity.
The viscosity varies with temperature and pressure and is calculated according

to the Arrhenius law [7]. The non-dimensional formulation is given by [14]:

�.T; p/ D exp

�
EC pV

T C T0
� EC pref V

Tref C T0

�
; (8)

where E and V are the activation energy and volume, respectively, and T0 the
surface temperature. The variables Tref , pref , are the reference temperature, pressure,
respectively.
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3 Technical Realization

The numerical code Gaia is written in C++ and can be used without any additional
libraries [4, 6]. If enabled, the MPI libraries allow the usage of thousands of cores in
parallel to efficiently solve the system of conservation equations presented in Sect. 2.
The governing equations (Eqs. (1)–(3)) are discretized via the finite-volume method
on a fixed mesh in arbitrary geometries. In contrast, (4) is modeled via the particle in
cell method (PIC) e.g. [12, 17, 18]. Tracer particles are moved to transport various
chemical species according to the velocity field obtained on the fixed mesh. In each
time-step, the compositional fields are interpolated on the computational grid at the
cell centers to be used in Eq. (2). This method has the advantage of being essentially
free of numerical diffusion and enables the advection of an arbitrary large number
of compositional fields by solving a single transport equation for each particle.

3.1 Numerical Grid

The code Gaia can handle meshes in 2D and 3D geometries as long as they are
Voronoi grids [5, 11]. While in a 2D geometry, the mesh can be created during
the simulation, for a 3D grid with millions of cells the mesh is build in advance
outside the simulation and loaded during the initialization process. Additionally, for
large grids, a domain decomposition step, where the mesh is efficiently partitioned
into N equal size domains, can be done before the simulation is started on N
computational cores. Here we will focus on the description of 3D regional grids.
They are particularly interesting since these meshes can reach exceptionally high
resolution needed for an accurate solution of the conservation equations.

3.2 File I/O

Gaia periodically writes output files for further post processing of the results
as well as snapshot files containing additional information needed to restart a
simulation. Executed by N processes, the application writes 1 output file and N
snapshot files per defined time period. Tests have shown that the application shows
a dramatic performance drop when writing an output file executed by more than
2000 processes.
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In order to write a single output file by N processes executing Gaia, the
distributed data is first gathered to the master process who writes to file by using
POSIX compliant I/O functions. To write N SNAP files, every process opens, writes
and closes 1 file with a unique file name calling POSIX compliant I/O functions.
Both methods of writing data to files contain time consuming operations and can
significantly be improved when using MPI I/O functions.

The procedures for writing output and snapshot files as well as restarting a
simulation by reading a snapshot file have been revised and improved [19], and
extensively tested in production runs. One key facility used are MPI file views [10]:
the MPI data types, with respective offsets and block length for setting the correct
file view, are created and committed during the applications initialization procedure.
If data has to be written to file, each process sets the respective file view using a
precomputed offset and the already committed MPI data type followed by a call to
a collective MPI file write function [10]. A special task is given the master process
by writing global data such as file header and file footer information [19]. Gaia now
produces a single output and snapshot file.

4 Results

4.1 High Resolution Regional Grids

A regional grid describes only a portion of a complete spherical shell. Because the
radius ratio is the same and the result is 3D, it is mostly, but not always, sufficient to
use regional grids. Because Gaia can handle Voronoi-like grids only, an orthogonal
projection was chosen to protect the angles between the faces to remain at 90ı. This
enables us to use a simple deformed box instead of triangulated Voronoi diagrams.
As the portion of the sphere covered increases, the cells at the corners get smaller,
so the maximum coverage of the regional grid is a hemisphere.

Figure 1 illustrates this on a low-resolution regional grid. As we can quickly
deduce the geometric properties for this grid algebraically, we can create large grids
and test the parallel performance on those grids. As it turned out, as long as a
single core handles around 40� 103 degrees of freedom (accounts to 10� 103 cells
per domain), the scaling remains optimal regardless of the total number of cores
involved in the computation.
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Fig. 1 Generic regional grid that covers a quarter of the complete shell with 15 shells

Fig. 2 Writing an OUT file on Hazel Hen in Gaia: MPI I/O represents the new approach,
Conventional represents the conventional approach, while Conventional optimized represents the
conventional approach without collectively calling fopen() in addition to some minor optimiza-
tions. From 8 to 2048 processes the file is of the size of approximately 1058 and 2521 MB for
16� 103 processes

4.2 I/O Performance

We have tested the new writing procedures and compared the results with the older
implementation (conventional approach in Fig. 2). The results show a significant
improvement when using the MPI I/O interface to write an output file compared to
the conventional approach (see Fig. 2).
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The values in Fig. 2 show the Median Absolute Deviation of 10 independent
measurements defined as:

MAD D median.jxi �median.M/j/ (9)

4.3 Application to Mantle Convection

A key interest in supercomputers like HazelHen lies in its unique position to evaluate
evolution runs of a planetary mantle in 3D. Because the initial phase of a planet
is very hot, the simulation demands highly resolved 3D grids that are impossible
to use without a supercomputer. As this was always the key interest when using
supercomputers before, it is not new to run these kind of simulations.

What we did discover recently is an effect that we did not expect in this kind
of scenario. In the early stage of evolution, roughly after 1 billion years (1 Gyr),
a weak degree-one formation can be seen in the data if we assume a Mars radius
ratio. Compared to Earth, Mars has a smaller radius (or inner-to-outer-core-) ratio
and previous studies proposed a degree one convection structure in the interior to be
responsible for the observed present-day crustal dichotomy [8, 14, 20].

The underlying weak degree-one obtained with Gaia within an evolution run is
highlighted in Fig. 3. This type of simulations require careful preparation: A single
evolution run to 1 Gyr requires around 17 days on HazelHen with roughly 2000
cores.

However, further tests are need to confirm our results. As this effect only happens
under high-Rayleigh-number and high-viscosity contrast conditions, a setup that
requires a large computational effort, only a numerical code highly optimized for
parallel computations can address this kind of simulations.

5 Conclusion and Outlook

The discovery of a possible degree-one structure beneath a stagnant-lid needs further
investigation as it might provide an answer to the different observations we make
between Mars, Earth and the other terrestrial planets. The evolution runs need to
be repeated on a full spherical shell and with even higher resolution to prove that
this is not a numerical artifact. A next step would provide a regime diagram that
connects essential parameters like Rayleigh number and radius ratio to the observed
sub-lithospheric degree-one. This would also allow the determination of duration of
such a regime and its impact on surface structures that we can observe today.
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Fig. 3 Convection structure in the interior of Mars after 1 Gyr of thermal evolution. The volume
rendering highlights the weak degree-one structure present



Modeling the Interior Dynamics of Terrestrial Planets 511

References

1. D. Breuer, W.B. Moore, Dynamics and thermal history of the terrestrial planets, the Moon, and
Io. Treatise Geophys. 10, 299–348 (2007)

2. U. Christensen, Convection with pressure- and temperature-dependent non-Newtonian rheol-
ogy. Geophys. J. R. Astron. Soc. 77, 343–384 (1984)

3. O. Grasset, E.M. Parmentier, Thermal convection in a volumetrically heated, infinite Prandtl
number fluid with strongly temperature-dependent viscosity: implications for planetary thermal
evolution. J. Geophys. Res. 103, 18171–18181 (1998)

4. C. Hüttig, K. Stemmer, Finite volume discretization for dynamic viscosities on Voronoi grids.
Phys. Earth Planet. Interiors (2008). https://doi.org/10.1016/j.pepi.2008.07.007

5. C. Hüttig, K. Stemmer, The spiral grid: a new approach to discretize the sphere and its
application to mantle convection. Geochem. Geophys. Geosyst. 9 (2008). https://doi.org/10.
1029/2007GC001581. Q02018

6. C. Hüttig, N. Tosi, W.B. Moore, An improved formulation of the incompressible Navier-Stokes
equations with variable viscosity. Phys. Earth Planet. Inter. 220, 11–18 (2013). https://doi.org/
10.1016/j.pepi.2013.04.002

7. S. Karato, M.S. Paterson, J.D. Fitz Gerald, Rheology of synthetic olivine aggregates: influence
of grain size and water. J. Geophys. Res. 91, 8151–8176 (1986)

8. T. Keller, P.J. Tackley, Towards self-consistent modelling of the Martian dichotomy: the
influence of low-degree convection on crustal thickness distribution. Icarus 202(2), 429–443
(2009)

9. S. Lang, P. Carns, R. Latham, R. Ross, K. Harms, W. Allcock, I/O performance challenges at
leadership scale, in Pages 40:140:12 of: Proceedings of the Conference on High Performance
Computing Networking, Storage and Analysis. SC09 (ACM, New York, NY, 2009)

10. Message Passing Interface Forum: MPI: A Message-Passing Interface Standard Version 3.1.
Retrieved on March 3, 2016 from http://mpi-forum.org/docs/mpi-3.1/mpi31-report.pdf (2015)

11. A.-C. Plesa, Mantle Convection in a 2D Spherical Shell, in Proceedings of the First Inter-
national Conference on Advanced Communications and Computation (INFOCOMP 2011),
October 23–29, 2011, Barcelona. ed. by C.-P. Rückemann, W. Christmann, S. Saini, M.
Pankowska (2011), pp. 167–172. ISBN: 978–1-61208-161-8. Retrieved on November 3, 2011,
from http://www.thinkmind.org/download.php?articleid=infocomp_2011_2_10_10002

12. A.-C. Plesa, N. Tosi, C. Hüttig, Thermo-chemical convection in planetary mantles: advection
methods and magma ocean overturn simulations, in Integrated Information and Computing
Systems for Natural, Spatial, and Social Sciences, ed. by C.-P. Rückemann (2014)

13. A.-C. Plesa, C. Hüttig, M. Maurice, D. Breuer, N. Tosi, Large scale numerical simulations of
planetary interiors, in High Performance Computing in Science and Engineering ’15 ed. by
W.E. Nagel, D.H. Kröner, M.M. Resch (2016). https://doi.org/10.1007/978-3-319-24633-8_
43

14. J.H. Roberts, S. Zhong, Degree-1 convection in the Martian mantle and the origin of
the hemispheric dichotomy. J. Geophys. Res. 111, E06013 (2006). https://doi.org/10.1029/
2005JE002668

15. G. Schubert, D.L. Turcotte, P. Olson, Mantle Convection in the Earth and Planets (Cambridge
University Press, Cambridge, 2001)

16. T. Spohn, Editorial: Special issue “Planetary evolution and life”. Planet. Space Sci. 98, 1–4
(2014). https://doi.org/10.1016/j.pss.2014.04.015. Q02018

17. P.J. Tackley, S.D. King, Testing the tracer ratio method for modeling active compositional fields
in mantle convection simulations. Geochem. Geophys. Geosyst. 4(4), 8302 (2003). https://doi.
org/10.1029/2001GC000214

https://doi.org/10.1016/j.pepi.2008.07.007
https://doi.org/10.1029/2007GC001581
https://doi.org/10.1029/2007GC001581
https://doi.org/10.1016/j.pepi.2013.04.002
https://doi.org/10.1016/j.pepi.2013.04.002
http://mpi-forum.org/docs/mpi-3.1/mpi31-report.pdf
http://www.thinkmind.org/download.php?articleid=infocomp_2011_2_10_10002
https://doi.org/10.1007/978-3-319-24633-8_43
https://doi.org/10.1007/978-3-319-24633-8_43
https://doi.org/10.1029/2005JE002668
https://doi.org/10.1029/2005JE002668
https://doi.org/10.1016/j.pss.2014.04.015
https://doi.org/10.1029/2001GC000214
https://doi.org/10.1029/2001GC000214


512 A.-C. Plesa et al.

18. P.E. van Keken, S.D. King, H. Schmeling, U.R. Christensen, D. Neumeister, M.-P. Doin, A
comparison of methods for the modeling of thermochemical convection. J. Geophys. Res. 102,
22477–22495 (1997)

19. F. Willich, MPI I/O compared to POSIX I/O for Numerical Simulations on Supercomputers:
Differences in Performance and Operation Principle (Bachelor Thesis). University of Applied
Sciences (HTW), Berlin; German Aerospace Center (DLR), Berlin (2016)

20. S. Zhong, M.T. Zuber, Degree-1 mantle convection and the crustal dichotomy on Mars. Earth
Planet. Sci. Lett. 189, 75–84 (2001)



EXAHD: An Exa-Scalable Two-Level Sparse
Grid Approach for Higher-Dimensional
Problems in Plasma Physics and Beyond

Mario Heene, Alfredo Parra Hinojosa, Michael Obersteiner,
Hans-Joachim Bungartz, and Dirk Pflüger

Abstract Within the current reporting period (04/2016–04/2017) of our HLRS
project we have developed a scalable implementation of the fault-tolerant combi-
nation technique. Fault-tolerance is one of the key topics in the ongoing research
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high-dimensional PDEs without the need of checkpointing or process replication.
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The main motivation behind EXAHD is the development of novel numerical
schemes to tackle the exascale-challenges scalability and fault tolerance for the
solution of higher-dimensional PDEs. To motivate our work and to introduce
the sparse grid combination technique, we first briefly sketch EXAHD’s target
application, the simulation of plasma turbulence. This additionally illustrates a
major strength of our approach: We are able to reuse standard solvers (with only
minor adaptations) via a black box approach. For the presentation of results for
the fault-tolerant combination technique, however, we will resort to the solution of
the d-dimensional advection-diffusion equation. This enabled us to pick arbitrary
dimensionalities for the development of our algorithms and software layer and to
reduce the computational demand of simulations. Wherever possibly and adequate,
we chose d D 5 to match the dimensionality of the gyrokinetic equations.

The generation of clean, sustainable energy from plasma fusion reactors is
currently limited by the presence of microinstabilities that arise during the fusion
process [9]. The numerical simulation of the resulting anomalous transport phenom-
ena plays a decisive role in understanding the mechanisms that prevent the efficient
generation of plasma fusion energy. The state-of-the-art code GENE provides the
computational tools to achieve this. By means of the sparse grid formalism [6], we
intend to enable resolutions for such simulations that are out of reach so far. Sparse
grids help to alleviate the curse of dimensionality (GENE solves a 5-dimensional
PDE) by considerably reducing the number of discretization points with only a small
deterioration in the approximation quality. In particular, we construct a sparse grid
with the combination technique [15] (see Sect. 2). The error bounds of the sparse
grid approximation require the solution to fulfill certain regularity conditions, but
the combination technique has been successfully used in a wide range of problems.

GENE solves the gyrokinetic equation

@fs
@t

C
 
vkb0 C B0

B�
0k

.vE� C vrB0 C vc/

!
�
�

rfs C 1

msvk

�
q NE1 � �r �

B0 C NB1k
�� @fs
@vk

�
D 0;

(1)

where fs 
 fs.x; vk; �I t/ is (5+1)-dimensional (see [5, 8] for a thorough description
of the model). GENE offers different simulation modes to solve (1). In local (or flux-
tube) simulations, the x and y coordinates are treated in a pseudo-spectral way, with
background quantities like density or temperature (and their gradients) being kept
constant in the simulation domain. Since no domain decomposition is used in the
radial direction, only a 4D grid is parallelized. In global runs, only the y direction is
treated in a spectral way, and all five dimensions are parallelized, with background
quantities varying radially according to given profiles.

Additionally, GENE distinguishes three main physical scenarios: multiscale
problems (local mode, typical grids of size 1024 � 512 � 24 � 48 � 16 with
two species), stellarator problems (local mode, typical grids of size 128 � 64 �
512 � 64 � 16 with two species), and global simulations (expected grid size
8192 � 64 � 32 � 128 � 64, up to four species, currently unfeasible due to the
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curse of dimensionality). The last scenario, for example, would require about one
terabyte of data just to store a single snapshot in memory (a complex number per
degree of freedom), not to mention the computational and storage demand to solve
for a single time step.

With respect to the exascale challenges, the objectives of our project are two-
fold:

1. We lift the numerical solution of higher-dimensional PDEs to unprecedented
dimensionalities and resolutions, which requires novel numerics implemented
in a flexible software framework on massively parallel systems. This lifts
parallelization to a new quality, introducing an extra, loosely coupled level of
parallelism.

2. We realize a new, hierarchical approach to deal with algorithm-based fault
tolerance without the need for checkpoint-restart. Furthermore, the underlying
hierarchical scheme provides the means to even detect silent faults, for example
due to bit flips in memory.

So far, we have developed new algorithmic tools to implement the combination
technique on massively parallel systems, including load balancing strategies, effi-
cient communication schemes among the nodes, and algorithm-based fault tolerance
for node failures. In the previous reporting period we have demonstrated that our
distributed combination algorithm scales on up to 180,225 cores on Hazel Hen.

In this report, we present first results of our massively parallel implementation of
the fault-tolerant combination technique. We provide experimental results with hard
faults (crashed processes) and soft faults (silent data corruption) obtained on Hazel
Hen with the help of our home-grown fault simulation software layer.

2 Numerical Methods and Algorithms

2.1 Sparse Grid Combination Technique

The sparse grid combination technique [6, 15] computes the sparse grid approxima-
tion of a function u by a linear combination of component solutions ul. Each ul is an
approximation of u that has been computed on a coarse and anisotropic Cartesian
component grid˝l. In our case u is the solution of the high-dimensional gyrokinetic
equations. The corresponding approximation ul is the result of a simulation with the
application code GENE computed on the grid˝l. In general this can be any kind of
function which fulfills certain smoothness conditions.

The discretization of each d-dimensional component grid ˝l is defined by the
level vector l D .l1; � � � ; ld/T , which determines the uniform mesh width 2�li in
dimension i. The number of grid points of a component grid is j˝lj DQd

iD1.2li˙1/
(C1 if the grid has boundary points in dimension i and �1 if not).
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Fig. 1 The classical combination technique with n D .4; 4/ and lmin D .1; 1/. Seven component
grids are combined to obtain a sparse grid approximation (on the grid˝.c/

.4;4/) to the full grid solution
on the grid ˝.4;4/

In order to retrieve a sparse grid approximation u.c/n � u one can combine the
partial solutions ul.x/ as

u.c/n .x/ D
X

l2I
clul.x/ ; (2)

where cl are the combination coefficients and I is the set of level vectors used for
the combination. n denotes the maximum discretization level in each dimension.
It also defines the discretization of the corresponding full grid solution un on ˝n.
Figure 1 shows a two-dimensional example.

There exist different approaches to determine the combination coefficients cl and
the index set I [20]. Usually,

u.c/n .x/ D
d�1X

qD0
.�1/q

�
d � 1

q

� X

l2In;q

ul.x/ (3)

is referred to as the classical combination technique with the index set [15]

In;q D fl 2 N
d W jlj1 D jlminj1 C c � q W n � l � lming ; (4)

where lmin D n � c � e, c 2 N0 s.th. lmin � e specifies a minimal resolution level
in each direction, e D .1; : : : ; 1/T and l � j if li � ji 8i. The computational effort
(with respect to the number of unknowns) decreases from O.2nd/ for the full grid
solution un on ˝n to O.dn � 1/ partial solutions of size O.2n/. If u fulfills certain
smoothness conditions, the approximation quality is only deteriorated from O.2�2n/

for un to O.2�2nnd�1/ for u.c/n . The minimum level lmin has been introduced in order
to exclude component grids from the combination. In some cases, if the resolution
of a component grid is too coarse this could lead to numerically unstable or even
physically meaningless results.
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Fig. 2 Concept of recombination

For time-dependent initial value computations, such as they occur in GENE,
propagating the combined solution u.c/n .t/ in time requires recombining the com-
ponent solutions every few time steps. This is necessary to guarantee convergence
and stability of the combined solution. Recombination means to combine the
component solutions ul.ti/ according to Eq. (2) and to set the corresponding sparse
grid solution u.c/n .ti/ as the new initial value for each component grid. After that,
the independent computations are continued until the next recombination point tiC1,
where ti D t0C i�t as illustrated in Fig. 2 (t0 is the time of a given initial value u.t0/
and the corresponding approximation ul.t0/).

2.2 Error Splitting Assumption

The classical combination technique is based on the premise that each ui satisfies
the error splitting assumption (ESA):

u � ui D
dX

kD1

X

fe1;:::;ekg

f1;:::;dg

Ce1;:::;ek.x; hie1
; : : : ; hiek

/hp
ie1
� � � hp

iek
; (5)

where p 2 N. It is also assumed that each fe1; : : : ; ekg � f1; : : : ; dg is bounded
by jCe1;:::;ek .x; hie1

; : : : ; hiek
/j � �e1;:::;ek.x/, and that all �e1;:::;ek are bounded by

�e1;:::;ek.x/ � �.x/. It is important to note that Eq. (5) is a pointwise relation, which
means that it must hold for all points x.

The ESA in one dimension reduces to

u � ui D C1.x1; hi/h
p
i ; jC1.x1; hi/j � �1.x1/: (6)

In two dimensions it becomes

u � ui D C1.x1; x2; hi1 /h
p
i1
C C2.x1; x2; hi2 /h

p
i2
C C1;2.x1; x2; hi1 ; hi2 /h

p
i1

hp
i2
: (7)
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It is possible to show that, if all ui satisfy the ESA, then the pointwise error of the
combination technique is [15]

ju� u.c/n j D O.h2n.log .h�1
n //2/; (8)

which is only slightly worse than the error on a full grid, O.h2n/.

2.3 Software Framework for Massively Parallel Computations
with the Combination Technique

We are developing a general software framework for large-scale computations with
the combination technique as part of our sparse grid library SG++ [24]. In order to
distribute the component grids over the available compute resources, the framework
implements the manager-worker pattern, similarly to [14]. The available compute
resources, in form of MPI processes, are arranged in process groups, except for a
dedicated manager process. Computation of and access to the component grids is
abstracted by so-called compute tasks. The manager distributes these tasks to the
process groups as illustrated in Fig. 3 (left). The actual application code is then
executed by all processes of a group in order to compute the task. Apart from the
recombination step, there is no communication between the process groups, so the
process groups can compute the tasks independently and asynchronously of each
other.

The recombination is the only step that requires global communication between
the process groups. Especially for time-dependent simulations, such as the initial
value problems in GENE, which require a high number of recombination steps (in
the worst case after each time step), an efficient and scalable implementation of this

Fig. 3 Left: The manager-worker pattern used by the software framework. Right: The recombina-
tion step
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step is crucial for the overall performance and the feasibility of the combination
technique. Efficient and scalable in this context means that the time for the
recombination must not consume more than a reasonable fraction of the overall run
time and that this fraction must not scale worse than the run time of the application.

A scalable implementation of the recombination step must avoid gathering the
component grid on a single node of the process group, or in a broader sense, on a
fixed number of nodes that does not grow with the process group size. Thus, we
have developed algorithms which directly work with the distributed data structures
of the component grids.

The essential steps of this operation are visualized in Fig. 3 (right) First, all
the component grids are transferred into the hierarchical basis representation of
the sparse grid by hierarchization. The hierarchization algorithm works directly
on the distributed data structures. An efficient and scalable implementation of
this algorithm was presented in [17]. Then, the hierarchical coefficients of each
component grid are added to a temporary distributed sparse grid data structure. Now,
after the component grids within each process group have been reduced, they are
reduced globally. The data of the distributed sparse grid is aligned so that the global
reduction can be realized by a large number of MPI_Allreduce operations that
work on disjoint sets of processes and thus can be executed completely in parallel.
After the global reduction the combined solution exists on each process group in
the distributed sparse grid. Finally, the combined solution is projected back into the
function space of the component grids via dehierarchization (the inverse operation
of hierarchization.

For a more detailed discussion of the combination step please refer to [17, 18].
These publications also contain experimental results that demonstrate the scalability
of the distributed combination algorithm on up to 180,225 cores of Hazel Hen.

2.4 Fault Tolerant Combination Technique

Existing petascale systems can experience faults at various levels, from outright
node failure to I/O network malfunctioning or software errors [7]. In this section we
focus on hardware failures at node level, which are already quite frequent and will
become more common as we approach exascale [7]. As most of the computing time
in our application is spent on the actual PDE solver [18], we assume that faults are
most likely to occur during the solver call.

If we look back at our parallelization scheme (Fig. 3), we can see what
would happen if one or multiple nodes fail: the component grids assigned to the
corresponding process groups would get lost. We avoid the need to checkpoint by
applying the Fault Tolerant Combination Technique (FTCT) [16], an algorithmic
approach to recover the combined solution in the presence of faults (see Fig. 4).
If faults occur, the component grids that are lost as a result are excluded from
the combination and alternative coefficients are computed. Since the resulting grid
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Fig. 4 The Fault-Tolerant Combination Technique in 2D with two faults, and the resulting
alternative combination

has less grid points than that corresponding to the original scheme, it is a lossy
approach, but as we will show in Sect. 3, the losses are very small. The alternative
combination scheme used for the recovery step might need additional component
grids that are not included in the original combination scheme (e.g., solution u.1;4/ in
the figure). In order to have these solutions readily available whenever a fault occurs,
the grids below the main diagonals (there are d main diagonals for a d-dimensional
combination technique) are computed as well. These extra grids are not used for
the combined solution, but only for the recovery. These grids are very coarse and
thus relatively cheap to compute (compared to the grids on the main diagonals),
especially in higher dimensions. In [22], the overhead to compute these extra grids
was predicted to account only for 3–4% of the overall runtime in a large-scale setup
with GENE. In rare cases, also some of the coarsest component grids solutions have
to be recomputed, but the overhead is very small as well. More details on the FTCT
can be found in [16, 22].

2.4.1 Implementation of the FTCT

Our implementation is based on the ULFM specification [3], which is currently the
most mature specification of a fault-tolerant MPI. It adds further functionality to the
MPI Standard which enables to detect crashed processes and to exclude them from
future communication.

After a fault has been detected, the following recovery steps are performed:

1. Create new MPI communicators that exclude the process ranks of the whole
failed group, using the functions MPI_Comm_revoke and MPI_Comm_
shrink.

2. Compute new combination coefficients to correct the combined solution accord-
ing to the FTCT algorithm.

3. Redistribute the tasks of the failed group to the living groups. Perform initializa-
tion routines if necessary (e.g., set up data structures, etc.).

4. If it is necessary to recompute some of the tasks, initialize these tasks with the
last combined solution and compute them (for the required number of time steps).
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The last combined solution is still available on all alive process groups from the
last combination step (this is basically an in-memory checkpoint of the combined
solution that we get “for free” at each combination step).

The corrected combined solution using the alternative coefficients will be computed
during the next combination step. Afterwards, the combination coefficients are reset
to the original coefficients (for the next combination step). We only use the reduced
set of component grids to recover the combined solution at the current time step, but
we continue the computation with the full original set of component grids.

2.4.2 Fault Simulation Layer

For our experiments we used our home-grown fault simulation layer [26] as a
working implementation of ULFM was not yet available on Hazel Hen. This
layer extends the MPI specification with some of the functionalities of the ULFM
interface.

The functions we extended include the most common point-to-point and col-
lective operations as well as some of the new fault tolerance functions, such as
MPI_Comm_shrink and MPI_Comm_revoke. With the fault simulation layer
we can let processes crash virtually by calling a function called kill_me(). When
this happens, the process goes idle and only handles background operations of the
fault simulation layer. It can now be detected as failed by other processes.

2.5 Detection of Silent Faults

The previous sections covered sources of faults that can be discovered by the
runtime system, e.g. a fault tolerant MPI implementation. In these situations special
signals or error codes can be utilized to detect and then recover from faults.
However, the occurrence of a fault might not be recognized by the system. This class
of errors is known as silent data corruption (SDC). In the most general sense, SDC
can be any undetected system error, usually in the form of arithmetic computation
errors, control errors, or wrong network transfer of data [25]. A well-known type
of SDC is an undetected bit flip, which can be caused by cosmic rays interacting
with the silicon die or other hardware defects [1, 7]. SDC is still poorly understood,
but there is a growing consensus among computational scientists supporting the
claim that these errors will affect simulations in future exascale systems [25]. In
existing implementations silent faults are resolved by adding redundancy to the
MPI implementation [12], using robust algorithms [10, 21] or checking if calculated
values are within expected bounds [2].
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In our approach we utilize the fact that the different combination solutions should
look somewhat similar. This is a direct result of the ESA. Hence, any solutions that
deviate too much from the others should be inspected for SDC. We will describe
two methods to do this that are based on outlier detection techniques and robust
regression. Before going into the details, we emphasize that in both cases we
implicitly assume that each ui is expressed in the hierarchical basis.

2.5.1 Method 1: Comparing Combination Solutions Pairwise
via a Maximum Norm

In Sect. 2.2 we argued that each combination solution ui has to fulfill the ESA (5)
pointwise. So suppose we take two arbitrary combination solutions ut and us from
the set of all the solutions to be combined. If the two solutions satisfy the ESA, then
their difference should satisfy the relation

ut.xl;j/� us.xl;j/ D C1.xl;j; ht1 /h
p
t1 C C2.xl;j; ht2 /h

p
t2 C C1;2.xl;j; ht1 ; ht2 /h

p
t1h

p
t2

� C1.xl;j; hs1 /h
p
s1 � C2.xl;j; hs2 /h

p
s2 � C1;2.xl;j; hs1 ; hs2/h

p
s1h

p
s2 :

(9)

This equation holds only for the grid points common to both grids˝s and˝t. Taking
the largest value of (9) over all .l; j/ can serve as an indicator of how similar or
different two solutions ut and us are. Now assume that SDC has affected one or
more function values of either ut or us, causing (9) to be large for the affected grid
points. This means we should be suspicious of the grid point xl;j where (9) is largest.
Hence, we first determine the point x�

l;j for which the largest difference is observed
by comparing all points of each pair of component grids. Next, we compare all
component grids at this specific point and try to fit it to the expected error Q̌.s;t/:

ˇ�
.s;t/ WD ut.x

�
l;j/� us.x

�
l;j/ � C1.x

�
l;j; ht1 /h

p
t1 C C2.x

�
l;j; ht2 /h

p
t2

� C1.x
�
l;j; hs1 /h

p
s1 � C2.x

�
l;j; hs2 /h

p
s2

DW Q̌.s;t/
(10)

We use the robust regression algorithms implemented in the GSL library [13] to
fit the errors to the model. Outliers can be detected by large residual values of the
robust regression.

2.5.2 Method 2: Comparing Combination Solutions via Their Function
Values Directly

We start similar to the first method by identifying the grid point x�
l;j with the largest

error. But now we take a look at the function values ui.x�
l;j/ for all combination
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solutions ui containing the grid point x�
l;j. Since the different values of ui.x�

l;j/ should
be similar across the combination solutions, we try to fit them to a constant Qu:

umin  min
Qu
X

l0	l

�
�
ul0.x

�
l;j/� Qu

�
: (11)

Again, outlier detection can be applied to find SDC.

3 Numerical Tests and Results

3.1 Hard Faults

3.1.1 Numerical Setting

Our test problem is the d-dimensional advection-diffusion equation

@tu ��uC a � ru D f in ˝ � Œ0;T/ (12)

u.�; t/ D 0 in @˝

with ˝ D Œ0; 1�d, a D .1; 1; : : : ; 1/T and u.�; 0/ D e�100Pd
iD1.xi�0:5/2 , implemented

in the PDE-framework DUNE-pdelab [4]. For the spatial discretization we use the
finite volume element (FVE) method on rectangular d-dimensional grids. We use a
simple explicit Euler scheme for the time integration.

For our experiments we use DUNE to compute the component grids. All of the
grids are simulated with the same time step size and we combine after each time
step. We simulate process failures by calling the kill_me() function of our fault
simulation layer.

3.1.2 Results

The theoretical convergence of the combination technique (and its fault tolerant
version) has been studied before [15, 16], and our experiments confirm these results.
In all our convergence experiments we vary the number of process groups and let
one random group fail, so the percentage of failed tasks varies accordingly. We

compute the relative l2-error e D ku
.c/
n �urefk2
kurefk2 at the end of the simulation (t D 0:05

and �t D 10�3), interpolating each combination solution to the resolution of the
reference grid. We combine after every time step.

Figure 5 (left) shows the convergence of the combination technique in 5D
with imin D .3; 3; 3; 3; 3/ compared to a full grid reference solution of size
n D .6; 6; 6; 6; 6/. The recovered combination technique with faults is only
minimally worse than without faults, even when half of the tasks fail.
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Fig. 5 Left: Convergence of the convection-diffusion equation in 5D using the combination
technique, with and without faults. A single process fault causes an entire group to fail. Right:
5D scaling experiments. The number in the legend indicates the number of process groups

We performed scaling experiments on the supercomputer Hazel Hen to inves-
tigate the overhead of the FTCT in a massively parallel setup. We used a 5D
combination technique with n D .8; 8; 7; 7; 7/ and imin D .4; 4; 3; 3; 3/. This
resulted in 126 component grids. Note that a computation of the full grid˝n would
not be feasible anymore – not even on the full machine. For the parallelization we
used 8192, 16,384, 32,768 and 65,536 processes distributed on 8, 16 or 32 process
groups of size 512, 1024, 2048 or 4096. In all cases one process failed in the second
iteration and the entire corresponding group is removed. For the same number of
groups, always a process in the same group failed.

Figure 5 (right) shows the time to solve all the component grids for one time step
(using all groups, before the fault occurs), the time to redistribute the component
grids of the failed group and the time to recompute certain tasks if necessary. Our
application code has a rather bad node-level performance, but it scales well when
the size of the process group is increased. The time for the combination can be
neglected in these experiments since it was below 1 s in all cases. Two factors cause
our curves to look slightly erratic. First, we show results for only one experiment
per configuration. This is due to the long time and large computing resources it takes
to run each simulation, which makes statistical studies infeasible. Second, there is
some degree of randomness in the assignment of the tasks to the process groups, so
even when the same group fails, the tasks to be redistributed or recomputed can vary
in each run. The time to redistribute a task essentially is the time its initialization
routine takes. For 16 and 32 groups the number of tasks to be redistributed is lower
than the number of groups, so the time to redistribute is dominated by the slowest
task. Furthermore, in our case the initialization function does not scale with the
number of processes. This explains why the time to redistribute did not always
decrease.

It is not easy to specify the exact overhead of the FTCT, since it depends on
various parameters, such as the expected number of time steps between two failures,



EXAHD 525

the number of time steps computed in the solve step and the ratio between the
initialization time and the cost of one time step. However, we can easily formulate
upper bounds for the two most costly steps of the recovery process. The redistribute
step can never take longer than to initialize all tasks. The recompute step can
never take longer than the solve step. This means, if the cost of the initialization
is small compared to the total amount of work done between two process failures,
the overhead of the FTCT will be negligible. This is the main conclusion to be drawn
from our experiments.

After the recovery, the time for the solve step increases, since less process groups
are available. In the future we plan to mitigate this problem by not removing the
whole process group, but instead shrinking it to exclude only the failed processes.
The optimal case for our algorithm would be an MPI system that allows to request
new MPI processes at runtime after a node or process failure happened.

3.2 Numerical Tests with Silent Data Corruption

3.2.1 Experimental Setup

To test our algorithm we used once again the d-dimensional advection-diffusion
equation with the DUNE-pdelab framework. We carried out experiments in up to
five dimensions. In all cases we simulated 50 time steps using �t D 10�3 and we
combined the solutions every 10 time steps.

Based on the suggestions in [11], three test cases were designed to test our SDC
implementation. In all tests we first choose a combination solution ui to inject SDC
into. Then we alter one function value in this component grid (in our case in the
middle of the domain) by multiplying it with a constant factor. The test cases only
differ in the size of this constant factor C to investigate very small (C D 10�300),
slightly smaller (C D 10�0:5) or very large (C D 10C150) values of simulated SDC.
In all test cases SDC is only inserted once during the simulation.

We investigated the quality of our two detection methods in three and five
dimensions. We are primarily interested in the percentage of cases where SDC is
detected, as well as the quality of the combination technique after detecting and
removing the wrong solution.

For the simulations in 3D we used n D .7; 7; 7/ and lmin D .3; 3; 3/, which results
in 10 combination solutions. For each magnitude of SDC we ran six independent
simulations, injecting SDC at iterations 0, 9, 19, 29, 39 and 49, respectively. We
calculated the error of the solution compared to a full grid solution of level n D
.7; 7; 7/ at the end of each simulation. One can see that Method 1 performs more
poorly when SDC is of moderate magnitude (10�300 or 10�0:5). Method 2 remained
robust, detecting all instances of SDC that would have otherwise led to large errors.
In cases where only small errors were introduced by the SDC the error detection
failed. However, this is not a problem as the errors remain tolerable in these cases.
Figure 6a summarizes our results.
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For our detection tests in 5D we used n D .5; 5; 5; 5; 5/ and a truncation
parameter lmin D .2; 2; 2; 2; 2/, which resulted in 21 combination solutions.
Injection was done as in the 3D case and we compared the combination technique
with a full grid solution of level n D .5; 5; 5; 5; 5/. Due to the very high cost of
running these tests, we only simulated one scenario, injecting SDC in the middle of
the domain and detecting using Method 2 (Fig. 6b). We used two process groups,
each with 1024 processes. As in the 3D cases, SDC is not detected when its effect
is too small. In all other cases, it is detected and fixed.

3.2.2 Results: Scaling

To test the parallel performance of our algorithm, we measured the time needed to
compare all pairs of grids and solve the robust regression problem of Method 2. We
used a five dimensional scenario with n D .7; 7; 7; 7; 7/ and lmin D .3; 3; 3; 3; 3/,
which results in 126 combination solutions. For the parallelization we used eight
process groups, doubling the number of processes per group from 256 until 4096.
Our time measurements can be seen in Fig. 6c (Search SDC). As expected, the
time is negligible (3–4 orders of magnitude smaller than the time required for
one timestep of the solver, Solve). Once the SDC is detected, the wrong solution
is removed and the combination technique is adapted. The time to perform these
operations is shown in the plot as Recover. The main cost of the recovery step comes
from reinitializing the wrong task, as we reported in [19], which is still one order of
magnitude smaller than one single timestep.

4 Conclusion and Outlook

In the previous reporting period, we have developed new, scalable algorithms to
recombine the distributed component grids and demonstrated the scalability on up
to 180,225 cores on Hazel Hen.

In the current reporting period we extended our algorithms by the capability
to detect and correct hard and soft faults. We presented experimental results that
demonstrate that our fault-tolerance mechanisms neither do noticeably increase
the cost of the computations, nor do they impede the scalability of the distributed
combination technique.

Within the upcoming project period we target actual simulations with our
application code GENE and the fault-tolerant combination technique. One of our
major goals is to demonstrate that with our approach it is possible to achieve new
refinement levels for realistic and highly relevant simulation scenarios. Furthermore,
we plan to verify our experiments with an actual fault-tolerant MPI implementation,
e.g., ULFM, provided that such an implementation will be available on Hazel Hen
in near future. In future experiments we will also employ state-of-the-art failure
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models which let the processes crash randomly, in order to study the impact of
different fault rates on the accuracy and overhead of the combination technique.
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