
Advances in Intelligent Systems and Computing 683

Sabu M. Thampi
Sushmita Mitra
Jayanta Mukhopadhyay
Kuan-Ching Li
Alex Pappachen James
Stefano Berretti    Editors 

Intelligent Systems 
Technologies and 
Applications



Advances in Intelligent Systems and Computing

Volume 683

Series editor

Janusz Kacprzyk, Polish Academy of Sciences, Warsaw, Poland
e-mail: kacprzyk@ibspan.waw.pl



About this Series

The series “Advances in Intelligent Systems and Computing” contains publications on theory,
applications, and design methods of Intelligent Systems and Intelligent Computing. Virtually
all disciplines such as engineering, natural sciences, computer and information science, ICT,
economics, business, e-commerce, environment, healthcare, life science are covered. The list
of topics spans all the areas of modern intelligent systems and computing.

The publications within “Advances in Intelligent Systems and Computing” are primarily
textbooks and proceedings of important conferences, symposia and congresses. They cover
significant recent developments in the field, both of a foundational and applicable character.
An important characteristic feature of the series is the short publication time and world-wide
distribution. This permits a rapid and broad dissemination of research results.

Advisory Board

Chairman

Nikhil R. Pal, Indian Statistical Institute, Kolkata, India

e-mail: nikhil@isical.ac.in

Members

Rafael Bello Perez, Universidad Central “Marta Abreu” de Las Villas, Santa Clara, Cuba

e-mail: rbellop@uclv.edu.cu

Emilio S. Corchado, University of Salamanca, Salamanca, Spain

e-mail: escorchado@usal.es

Hani Hagras, University of Essex, Colchester, UK

e-mail: hani@essex.ac.uk

László T. Kóczy, Széchenyi István University, Győr, Hungary
e-mail: koczy@sze.hu

Vladik Kreinovich, University of Texas at El Paso, El Paso, USA

e-mail: vladik@utep.edu

Chin-Teng Lin, National Chiao Tung University, Hsinchu, Taiwan

e-mail: ctlin@mail.nctu.edu.tw

Jie Lu, University of Technology, Sydney, Australia

e-mail: Jie.Lu@uts.edu.au

Patricia Melin, Tijuana Institute of Technology, Tijuana, Mexico

e-mail: epmelin@hafsamx.org

Nadia Nedjah, State University of Rio de Janeiro, Rio de Janeiro, Brazil

e-mail: nadia@eng.uerj.br

Ngoc Thanh Nguyen, Wroclaw University of Technology, Wroclaw, Poland

e-mail: Ngoc-Thanh.Nguyen@pwr.edu.pl

Jun Wang, The Chinese University of Hong Kong, Shatin, Hong Kong

e-mail: jwang@mae.cuhk.edu.hk

More information about this series at http://www.springer.com/series/11156

http://www.springer.com/series/11156


Sabu M. Thampi • Sushmita Mitra
Jayanta Mukhopadhyay • Kuan-Ching Li
Alex Pappachen James • Stefano Berretti
Editors

Intelligent Systems
Technologies
and Applications

123



Editors
Sabu M. Thampi
School of CS/IT
Indian Institute of Information Technology
Trivandrum, Kerala
India

Sushmita Mitra
Machine Intelligence Unit
Indian Statistical Institute
Kolkata
India

Jayanta Mukhopadhyay
Department of Computer Science and
Engineering

Indian Institute of Technology
Kharagpur, West Bengal
India

Kuan-Ching Li
Xiamen University
Xiamen
China

Alex Pappachen James
Department of Electrical and Electronic
Nazarbayev University
Astana
Kazakhstan

Stefano Berretti
Dipartimento di Ingegneria
Università degli Studi di Firenze
Firenze
Italy

ISSN 2194-5357 ISSN 2194-5365 (electronic)
Advances in Intelligent Systems and Computing
ISBN 978-3-319-68384-3 ISBN 978-3-319-68385-0 (eBook)
https://doi.org/10.1007/978-3-319-68385-0

Library of Congress Control Number: 2017954902

© Springer International Publishing AG 2018
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained herein or
for any errors or omissions that may have been made. The publisher remains neutral with regard to
jurisdictional claims in published maps and institutional affiliations.

Printed on acid-free paper

This Springer imprint is published by Springer Nature
The registered company is Springer International Publishing AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland



Preface

This volume of proceedings provides an opportunity for readers to engage with a
selection of refereed papers that were presented at the Third International
Symposium on Intelligent Systems Technologies and Applications (ISTA’17).
ISTA aims to bring together researchers in related fields to explore and discuss
various aspects of intelligent systems technologies and their applications. This
edition was hosted by Manipal Institute of Technology, Manipal University,
Manipal, India, during September 13–16, 2017. ISTA’17 was colocated with the
Second International Conference on Applied Soft Computing and Communication
Networks (ACN’17).

All submissions were evaluated on the basis of their significance, novelty, and
technical quality. A double-blind review process was conducted to ensure that the
author names and affiliations were unknown to the TPC. These proceedings contain
34 papers selected for presentation at the symposium.

We are very grateful to the many people who helped with the organization of the
symposium. Our sincere thanks go to all authors for their interest in the symposium
and to the members of the Program Committee for their insightful and careful
reviews, all of which were prepared on a tight schedule but still received in time.
The conference could not have happened without the commitment of the Local
Organizing Committee, who helped in many ways to assemble and run the con-
ference. We are grateful to the General Chairs for their support. We express our
most sincere thanks to all keynote speakers who shared with us their expertise and
knowledge. Finally, we would like to acknowledge Springer for active cooperation
and timely production of the proceedings.

Sabu M. Thampi
Sushmita Mitra

Jayanta Mukhopadhyay
Kuan-Ching Li

Alex Pappachen James
Stefano Berretti
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Abstract. The main aim of this paper is to develop algorithms for link pre-
diction based on directed and weighted social network structure. In this paper,
the four algorithms such as Modified Common Neighbor (MCN), Modified
Jaccard’s Coefficient (MJC), Modified Adamic Adar (MAA) and Modified
Preferential Attachment (MPA) has been proposed which is suitable for directed
and weighted networks. In our proposed algorithms, the degree of nodes and
weightage of each link has been considered. The weightage of each link is
assigned using random function. The Modified Common Neighbor (MCN),
Modified Jaccard’s Coefficient (MJC), and Modified Adamic Adar (MAA) al-
gorithms are based on an existing Common Neighbor algorithm. The Modified
Preferential Attachment (MPA) algorithm depends on the degree of the nodes.
The comparative analysis of our proposed algorithms and existing algorithms is
performed based on area under receiver operating characteristic values (AUC
values), considering different observed links. According to the experimental
analysis, it may be concluded that our proposed algorithms provide better per-
formances in comparison to the existing algorithms. Modified Common
Neighbor and Modified Adamic Adar results in highest AUC value when twitter
dataset and amazon dataset is considered. The proposed algorithms will be
applicable in different directed and weighted social network structure for pre-
diction of links between the users.

Keywords: Social network � Link prediction � Directed and weighted
network � Network structure � AUC

1 Introduction

Social Network provides a platform for representatives of sociology, biology, eco-
nomics, communications science, human geography, etc. [1, 2]. Social network con-
sists of several individuals and the interaction is carried out among the individuals. The
interaction among them is denoted by links between the nodes [3, 4]. Prediction of new
links among the individuals is an emerging problem in social network analysis. Social
network structure plays a different role in data transmission, in political campaigns, in
spreading of disease and in many other fields. Therefore, the study of network structure
and their properties have become the most emerging topics in many branches of
science. Some of the tasks that can be applied to network data are like classification of
individuals, prediction of links between those individuals, etc. [5].
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Social networks are dynamic in nature as it results in frequent addition and removal
of individuals and links among the individuals in the network [6–9]. Link prediction is
very useful in practical application, namely in biological network as it can save
experimental time and cost [10]. Prediction of link is mainly related to web mining and
graph theory [11, 12]. Link prediction is the most important research field in this
present situation [13]. Link prediction exploits the information of the network in order
to predict the relationships that are highly probable to be formed in the future. It
predicts the link between the individuals according to the topological information of the
network instead of referring to the attributes of the individuals. The main reason is that
the actual connection of the network is based on the topological information. Therefore,
it concludes that both attributes of individuals and the observed links can be used
mainly for the link prediction in the future [4, 6, 9, 14, 15]. Some of the existing
methods focus on the number of connections with the other individuals. Higher the
number of connections of individuals with different people, the higher the likelihood to
set up link in future. The real world networks are dynamic in nature, hence link
prediction is considered to be one of the most challenging tasks. In typical social
network structure, namely Co-authorship network and friendship network is a weighted
network structure. In weighted network structure links are classified as strong links and
weak links [16–18]. For link prediction, it is natural to consider the weights of the
links. The weights represent the type of interaction between the individuals, whether it
is a weak connection or strong connection. Likewise, in directed network the direction
of edges represent the flow of information from one individual to another. So this
motivates us to propose link prediction methods based on weighted and directed net-
work structure and investigate the performance with the existing methods.

From the literature survey, we come to know that several researchers have devel-
oped various algorithms of link prediction. Some of the existing algorithms are clas-
sified according to the network structure. Link predictions based on the directed
network have been proposed by various researchers. This method is mainly used in
directed network to identify the missing and spurious interactions [1]. We have also
come across link prediction methods based on clustering information from the literature
studies [4]. Link prediction method based on hypergraph have been proposed, in which
social network have been model as hypergraph and prediction of higher order link
without any loss of information is carried out. But such methods are applicable only
with hypergraph model network [5]. According to Liben-Nowell and Kleinberg,
analysis of link prediction based on the proximity of nodes was developed. Large
co-authorship datasets are used to carry out the experiments. Topological information
of the network is used for future interaction. Still improvement in the efficiency on a
large network based on proximity of node methods is needed [6].

Supervised learning methods for prediction of link in terms of various performance
measures like accuracy, F-values, precision-recall etc. have been proposed using dif-
ferent classification algorithms on network datasets to predict the performances, but
they consider only co-authorship network [7]. Researchers also works on directed
network for link prediction and the uses of link prediction in microblog. They proposed
effective and efficient methods for prediction of link consisting of three steps. First, for
a target node similar nodes are identified. Then identify the candidates, which are
linked by the similar nodes. Finally, candidates are rank according to the weight
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schemes. The experiments to verify the accuracy of the proposed methods is carried out
using real data of microblog [10]. Methods based on time series using node similarity
measures have been proposed. In these methods, they compute different scores of node
similarities and further extend to weighted version using time series. ARIMA, time
series model is used to predict the future link [15]. Link prediction methods based on
the centrality of common neighbor nodes have also been proposed. Three types of
centrality measures are used: degree centrality, betweenness centrality and closeness
centrality. Inspite of these, theory of weak ties is considered in order to improve the
accuracy of link prediction [16].

Researchers also developed algorithms that influence the weight of the edges. It has
been observed that the results of different weighting method vary according to different
datasets and different methods of link prediction [18]. A recommendation algorithm for
link prediction have been proposed. The author used bipartite network and in recom-
mendation process domain knowledge is incorporated along with topological property.
But these algorithms are design on customer-product bipartite network [19].
Researchers also works on link prediction for the Bipartite Social Network, which
include users of different roles in the implementation of structural holes. These
structural holes are useful in increasing accuracy of link prediction [20].

From the survey of an existing algorithm, we have come to know that algorithm
exists for different network structure, but still we have not come across algorithms
related to weighted and directed network model. It will be quite difficult to extend the
method of undirected network structure to the method of directed and weighted net-
work structure. We can consider this task to be a challenging task for the researcher as
it will need a more knowledge of understanding the direction of the flow of information
and weightage of links, in order to implement the new algorithm. So, this motivates us
to proposed methods for directed and weighted network structure.

The main objective of this paper is, we consider the direction of each link such as
indegree and outdegree and weight of each outgoing and incoming link. In order to
verify the performance of our proposed methods, we consider some of the undirected
and unweighted network structure. Then, we extended the existing methods of undi-
rected and unweighted network structure to the methods of directed and weighted
network structure. Finally, we determine the AUC of our proposed methods for pre-
dicting future links.

The paper consists of different sections and it is organized as follows: Sect. 2
describes about the problem description and evaluation metric. Sections 3 and 4 pre-
sent our proposed methods and the evaluation of our proposed methods in directed and
weighted network structure. Sections 5 and 6 gives the simulation parameter and the
performance analysis. Finally, followed by conclusions and future work.

2 Network Modeling Prediction

Consider a network model in which links are assigned with weights where it represents
the strength of the link and the direction of flow of the information. These networks can
generally be represented as a graph which include nodes, directed edges and weights of
the edges. Given G(V, E, W) where V gives the set of nodes, E represents the set of
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edges and W denotes the strength of all the links in the network model. In this network
model connection to itself and multiple linking is not acceptable. The main aim of link
prediction is to determine the rank of all the non-existing links and the link with a
higher rank will be more probable to link in future. As we are considering a directed
network model, all possible edge combinations can be predicted by using

Vj j Vj j � 1ð Þ ð1Þ

The non-existing edges can be determined by using

Vj j Vj j � 1ð Þ � E ð2Þ

But, in an undirected network model the total number of all the possible edge com-
bination [12] is predicted as

jV jðjV j � 1Þ=2 ð3Þ

The performance of the algorithm is determined from the area under the receiver
operating characteristic curve (AUC). The evaluation of the performance can be done
by using the whole list and from the list the highest score value is chosen and the
corresponding nodes which results highest score value will establish the new link. So,
the AUC can be determined by using the following expression

AUC ¼ n0 þ 0:5n00

n000
ð4Þ

Where n′ represents missing links which have higher scores as compared to
unconnected links and n″ represents howmany times they have similar scores. Finally, n‴
gives the total number times a pair of links is picked up randomly from a set of missing
links and unconnected links. The prediction algorithm works better if it results to higher
AUC value. So, higher the AUC value, better the performance of the algorithm.

3 Proposed Method

We first considered some of the existing methods for link prediction and later present
the extension that has been made to predict link in directed and weighted network
model.

(1) Modified Common Neighbor (MCN)

The main idea used in the common neighbor similarity measures is that in a given
undirected network model if any two nodes have a more common friend as compare to
others they are likely to form connections in the future. Consider that x and y are the
two nodes, C(x) and C(y) represents the neighbors of node x and y [20, 21]. The
numerical expression is as follows

common neighbor ¼ C xð Þ \C xð Þj j ð5Þ
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Where the generalized representation of determining the neighbor of a node in an
undirected network model is C ið Þ ¼ kj i; kð Þ 2 E _ k; ið Þ 2 Ef g. When this method has
been extended to directed plus weighted network model, we consider the in degree as
well as out degree for every node and also the weights corresponding to those nodes.
Generally in degree is represented as Cindegree(i) = {j|(j, i) ∊ E} and outdegree is rep-
resented as Coutdegree(i) = {i|(i, j) ∊ E} where i and j represent the node in the net-
work [17]. The weight of a particular link can be determined by using weight i; jð Þ ¼
fwði; jÞj i; jð Þ 2 E where i; jð Þ 6¼ j; ið Þg. So, by using this entire idea we can extend the
common neighbor similarity measures for directed and weighted network model. The
expression of the extended measures is as follows

MCN ¼
X

z2CoutdegreeðuÞ \CindegreeðvÞ ðwðu; zÞþwðz; vÞÞ=n ð6Þ

Where z is a set of intersection of out-degree of node u and in-degree of node v.
Here n represent the highest weights of links. The expression above clearly indicates
that the more nodes the set z have the weightage will be more and higher the weightage
then higher the probability to connect the two nodes. Considering the real time
example, like in Facebook, twitter etc. the more weightage of two individuals have, the
higher the probability to have a connection between the two individuals in future.

(2) Modified Adamic Adar (MAA)

This method used the common neighbor method of an individuals and neighbors of
those common neighbors. In this method the pair of nodes which have high common
neighbor will results to less score and pair of nodes which have a less common
neighbor will result to a high score. So, the prediction of link will be done by choosing
the pair of nodes which gives less score so that the concept of common neighbor will
not be changed [3, 20]. The expression of Adamic Adar is represented as follows

adamic adar ¼
X

z2CðxÞ \CðyÞ
1

log CðzÞj j ð7Þ

The pair of nodes which is needed to check the common neighbor, need not be
connected. If the pair of nodes are already connected from before then, the linking of
those nodes does not bring must benefit.

This method can also be extended for directed plus weighted network model. When
we consider the directed plus directed network model first thing we should keep in
mind is about the incoming edges and outgoing edges. Like the way that has been
mentioned above, we should calculate the in-degree and out-degree of each node in the
network. The mathematical expression of this proposed method is as follows

MAA ¼
X

z2CoutdegreeðuÞ \CindegreeðvÞ ððw u; zð Þþw z; vð ÞÞ=n
� 1

log
P

z2Coutdeg uð Þ w u; zð Þ �P
z2Cindeg vð Þ w z; vð Þ

� � ð8Þ
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The idea behind this extended method will be similar to the Adamic Adar method for
undirected network model. Higher the number of in-degree and out-degree of a pair of
nodes the score will be less. That means, if a pair of nodes has less connection, then
they are likely to connect in the future.

(3) Modified Jaccard’s Coefficient (MJC)

Jaccard’s coefficient is most widely used similarity measure for information retrieval.
In Jaccard’s coefficient if the number of total connection between any pair of nodes is
large then, it results to less score. The pair of nodes which have less number of
connection will have a high probability to connect in the future [12, 20]. This method is
presented mathematically as follows

jaccards coefficient ¼ C xð Þ \C yð Þj j
C xð Þ [C yð Þj j ð9Þ

This undirected Jaccard’s coefficient similarity measure can be further extended to
directed and weighted network method by considering the incoming edges and outgoing
edges separately. The expression of proposed method can be expressed as follows

MJC ¼
P

z2CoutdegreeðuÞ \CindegreeðvÞðw u; zð Þþwðz; vÞÞ=nP
z2CoutdegreeðuÞ wðu; zÞþ

P
z2CindegreeðvÞ wðv; zÞ

ð10Þ

This method is also based on common neighbor method. It is applicable in different
directed and weighted network. The AUC calculation of this method will be shown in
the next section. According to the AUC calculation, we can predict which method gives
the most accurate result.

(4) Modified Preferential Attachment (MPA)

Considering many real world networks, this method will be the most basic method that
can be used for the prediction of links in a social network. The main idea behind this
method is that if a node is more connected, then, it is likely to receive new links in the
future. The nodes which have higher degree are much stronger to grab the links that
have been newly added to the network. Finally, Preferential Attachment similarity
measure concludes that, the probability of connection of nodes is proportional to the
number of neighbors [1, 12]. The method can be expressed as follows

preferential attachment ¼ C xð Þj j � C yð Þj j ð11Þ

Where C(i) represents the neighbor of node i. Using feedback structure in directed
and weighted network model, this preferential attachment model can be expressed as
follows

MPA ¼
X

z2Coutdegree uð Þ wðu; zÞ
h i

�
X

z02Cindegree vð Þ wðz
0; vÞ

h i
=n ð12Þ
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The proposed method is based on the feedback structure which consider out degree
and in degree. Here in preferential attachment method for two nodes, let’s consider as
u and v, the sum of weight of the out-degree edge of node u is multiplied by the sum of
weight of the in-degree edge of node v. In this method, the prediction of link will be
based on the highest score value. Higher the score value, the probability of connection
will be high.

The evaluation of all these proposed methods will be discussed in the following
section and comparison of all the methods and their accuracy value will be evaluated.

4 Evaluation of our Proposed Methods in Directed
and Weighted Network Structure

This section will give the detailed evaluation of our proposed link prediction methods.
Let us consider Fig. 1, which is a directed and weighted network structure. The most
basic approach of prediction of link is to determine the score of all pairs of node from
the given network structure. After the calculation of the score for each pair of nodes, it
is inserted into a list and finally the list is arranged in descending order so that the
highest score will be available on top of the list. Out of all the score, all the highest
value is reinserted in the new list and out of all those value any corresponding pairs of
nodes can predict the new connection.

First, check the pair of node which is unconnected. If they are connected from
before then, it doesn’t have much benefit to determine the score. So, we focused on the
unconnected pair of node. In Figure node a and f are not connected so we can deter-
mine the score by using the four similarity measures. Likewise, we can determine for
all the remaining node pairs. The score of Modified Common Neighbor between node
a and f is 1. But, when we consider the graph as undirected and unweighted graph the
score of node pair a and f is 2 as it calculate the total number of common neighbor
between the pair of node. Similarly, for Modified Adamic Adar, Modified Preferential
Attachment and Modified Jaccard’s Coefficient are introduced in a similar manner.

Fig. 1. Weighted and directed graph
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5 Simulation Parameter

For the evaluation of the proposed algorithms, several simulation parameters are used.
First of all, we would like to consider datasets of twitter and amazon which consist of
several number of individual nodes in the network required for the evaluative study.
The datasets are extracted using NodeXL. This is followed by the number of incoming
and outgoing links of each individual node. Probabilistically, weightage for each link is
assigned with the help of random function. Table 1 shows the number of nodes and
edges are available in the datasets.

6 Performance Analysis

This section will present the experimental result that has been evaluated by using
Python interpreter 2.7.11. The performance of our proposed algorithms is carried out in
terms of AUC of all the algorithms using python program. Observed links are repre-
sented as l. In the performance analysis process, we considered a different number of
observed links i.e l ¼ 5 and l = 10. Finally, we have found that our proposed methods
are more efficient than existing methods. The following Figure will show the analysis
of results obtained.

Table 1. Datasets

Datasets No. of nodes No. of edges

Twitter 55 233
Amazon 291 1450

Table 2. AUC values for proposed algorithms for Twitter dataset

Algorithms AUC value (l = 5) AUC value (l = 10)

MCN 0.8721 0.8538
MJC 0.7234 0.7914
MAA 0.8452 0.7996
MPA 0.8259 0.8094

Table 3. AUC values for proposed algorithms for Amazon datasets

Algorithms AUC value (l = 5) AUC value (l = 10)

MCN 0.8245 0.7857
MJC 0.7849 0.7741
MAA 0.8549 0.8245
MPA 0.8154 0.8049
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Table 2 shows the AUC value based of different observed links for all the proposed
methods for twitter datasets. MCN gives the highest AUC value for both conditions.
Table 3 shows the AUC value based of different observed links for all the proposed
methods for Amazon datasets. MAA gives the highest AUC value for both conditions.
Table 4 shows the AUC value based of different observed links for all the existing
methods for twitter datasets. PA gives the highest AUC value for both conditions.
Table 5 shows the AUC value based of different observed links for all the existing
methods for Amazon datasets. AA gives the highest AUC value for both conditions.

In the Fig. 2(a) and (b) show, Common Neighbor (CN), Jaccard’s Coefficient (JC),
Adamic-Adar (AA), Preferential Attachment (PA) represents the existing algorithm for

Table 4. AUC values for existing algorithms for Twitter datasets

Algorithms AUC value (l = 5) AUC value (l = 10)

CN 0.7477 0.7431
JC 0.7212 0.7013
AA 0.7216 0.6120
PA 0.8050 0.8056

Table 5. AUC values for existing algorithms for Amazon datasets

Algorithms AUC value (l = 5) AUC value (l = 10)

CN 0.7519 0.7372
JC 0.6947 0.7441
AA 0.8824 0.7940
PA 0.8109 0.7856

a b

Fig. 2. (a) Comparison of existing algorithms and proposed algorithms with l = 5 for Twitter
network (b) Comparison of existing algorithms and proposed algorithms with l = 10 for Twitter
network
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undirected and un-weighted network. Modified Common Neighbor (MCN), Modified
Jaccard’s Coefficient (MJC), Modified Adamic-Adar (MAA), Modified Preferential
Attachment (MPA) represent our proposed algorithms. These modified algorithms are
mainly for weighted and directed network. The Figure represents the AUC of our
proposed algorithms and existing algorithms for twitter network with an observed links
of l ¼ 5 and l = 10. It is clearly visible that the algorithms for weighted directed
network are more accurate and more efficient than the algorithms for un-weighted
undirected network. In Fig. 2(a) out of all the proposed algorithms, Modified Common
Neighbor gives the highest AUC value and Modified Jaccards Coefficient gives the
lowest AUC value. Likewise, in Fig. 2(b) proposed algorithms gives better AUC as
compared to existing algorithms.

In Fig. 3(a) and (b), the comparison of existing and proposed algorithm regarding
amazon network is considered with different observed links of l ¼ 5 and l = 10.
Modified Adamic Adar gives the highest AUC value in both the Figures. And Modified
Jaccards Coefficient gives the lowest AUC value.

a b

Fig. 3. (a) Comparison of existing algorithms and proposed algorithms with l = 5 for amazon
network (b) Comparison of existing algorithms and proposed algorithms with l = 10 for amazon
network

a b

Fig. 4. (a) Comparison of existing algorithms for twitter and amazon network with l = 5 (b)
Comparison of existing algorithms for twitter and amazon network with l = 10
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Figure 4(a) and (b) represents the comparison of existing algorithms for Twitter and
Amazon network. These Figures will help us to understand the existing algorithms
which give the highest AUC and lowest AUC with different observed length of l ¼ 5
and l = 10. While considering l = 5 Adamic Adar of Amazon network gives the
highest AUC. And in case of l = 10 Preferential Attachment of the Twitter network
gives the highest AUC value.

Figure 5(a) and (b) represents the comparison of proposed algorithms for Twitter
and Amazon network. These Figures will help us to understand the proposed algorithm
which give the highest AUC and lowest AUC with different observed length of l ¼ 5
and l = 10. While considering l = 5 and l = 10 Modified Common Neighbor of Twitter
network gives the highest AUC. And Modified Jaccard’s Coefficient of both Twitter
and Amazon network gives the lowest AUC.

7 Conclusion and Future Work

In social network, link prediction play vital role in understanding the dynamic behavior
of various types of complex structure. The existing methods are not applicable in the
directed and weighted network. Our proposed schemes are applicable for directed and
weighted network. The weightage of the link defines the frequent interactions of the
nodes in the network. The weightage of the link increase with the increase in inter-
action between nodes and decrease if interaction doesn’t occur among the nodes. But,
our proposed methods initially assigned the weightage of link in the network using
random function. Further, the weightage of the links depends on the number of
occurrence or non-occurrence of interaction among the nodes. The proposed methods
of link prediction are analyzed using Twitter and Amazon datasets by considering the
different observed link of l ¼ 5 and l = 10. We have developed four algorithms
Modified Common Neighbor(MCN), Modified Jaccard’s Coefficient(MJC), Modified
Adamic Adar(MAA) and Modified Preferential Attachment(MPA) respectively.

a b

Fig. 5. (a) Comparison of proposed algorithms for twitter and amazon network with l = 5 (b)
Comparison of proposed algorithms for twitter and amazon network with l = 10
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All these algorithms are applicable in the directed and weighted network. The proposed
MCN algorithm computes the weights of links for each pair of unconnected nodes and
also compute common neighbor of nodes in the network. Another proposed MJC
algorithm is determined as directed and weighted common neighbor divided by the
total sum of weight of each outgoing link and incoming link. The modified MAA
algorithm used the concept of MCN and it is further extended by multiplying with
inverse logarithmic of the sum of each out-degree and in-degree nodes in the network.
The MPA algorithm is developed and this is based on the multiplication of the sum of
weights corresponding to out degree and sum of weights corresponding to in degree
divided by the highest weights of the links.

The proposed methods are applicable in different types of network structure and the
performance of our methods improved if we increase the total number of nodes in the
network. The performance of proposed algorithms MCN, MJC, MAA and MPA are
evaluated with respect to existing algorithms. The results obtained in simulation shows
our proposed methods outperform in terms of efficiency and scalability.

As direction for future study, we would like to develop link prediction methods,
which will be applicable in different real time social network and will also be able to
predict link in the hybrid complex network. In future, our proposed work can be
applied to a larger experimental dataset. Also, methods can be extended by considering
time domain. More attributes can be considered that depend on time and those attribute
values can also be further evaluated using weights. The structural attributes and
descriptive attributes of nodes can be combined and this combination of attributes will
be applicable in directed and weighted network for link prediction. We can extend our
propose method for community detection where the nodes with high AUC value can be
grouped under same community. Our work can be explored further by using the more
implicit information of the users as, it may be able to give better performance in future.
The proposed methods make suitable for bipartite network structure. The methods will
consider the semantic information of the nodes in a social network for analyzing the
behavior of complex social network.
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Abstract. The realization of any wireless sensor network (WSNs) clearly
determined on how the key quality of service (QoS) attributes/non-functional
requirements (NFRs) gets accomplished. The well-known issues to be taken into
account while designing WSNs for setting up smarter environments are infor-
mation precision (timeliness and accuracy), data accretion, network latency, and
energy efficiency. A wisely employed clustering algorithm for interconnecting
sensor nodes can significantly enhance the energy efficiency of WSNs. How-
ever, the aspect of clustering involves additional overheads due to cluster head
selection and cluster construction. This research work proposes a workaround
that utilizes Type-II fuzzy for fusing the data and tree driven clustering algo-
rithm that employs Type-2 fuzzy logic to improve the QoS parameters as well as
preserving the power/energy of sensor networks. The primary objectives of the
proposed cluster algorithm are two folded. Firstly, it constructs the clusters and
chooses the cluster head (CH) by considering the remaining energy in the nodes
and its distance from the base station (BS). Secondly, it performs the data fusion
which contains meaningful information that has been sensed and captured. An
extensive experimental analysis has been done on the proposed FBDF-TBC
method by comparing it against its counterparts. The simulation results conclude
that the proposed fuzzy-based technique for data fusion and tree-based clus-
tering routing algorithm (FBDF-TBC) outperforms other clustering algorithms
and improves the overall network lifetime of WSN from a minimum of 16% to
maximum of 76%.

Keywords: Mobile sensor networks � Routing protocol � Network lifetime �
Fuzzy based clustering � Delay � Data fusion

1 Introduction

The wireless sensor networks (WSNs) are gaining unprecedented popularity due to the
distinct advantages that they bring to the table. That is, sensors emerge as a low-cost
alternative for a wider variety of application areas across multiple industry verticals [1].
The application domains of WSNs are growing consistently with researchers unearth
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novel use cases. The well-known application areas are pattern/activity/gesture recog-
nition, environmental monitoring, event-driven applications, self, surroundings and
situation awareness, safety, surveillance and security applications, the formation of
smart environments such as smarter homes, hotels, and hospitals, and so on. Primarily
there are two types of WSNs: homogeneous and heterogeneous. An apostolic structure
of several sensors are contemplated in these two varieties of WSNs. The lifetime and
the dependability of any sensor networks can be enhanced by the heterogeneity aspect.
Heterogeneous sensor networks (HSNs) are highly beneficial because they are very
right and relevant to many real-world and life scenarios [2]. However, the task of
routing has been a challenging concern in the design of WSNs. However, the earlier
research works have come out with a few pioneering routing protocols to reduce the
energy consumption by nodes in order to enhance WSN routing [3–6].The concept of
clustering is pronounced as an important factor to substantially increase the lifetime of
WSNs as clusters are typically able to significantly decrease energy consumption [7]
Clusters come handy in setting and sustaining scalable sensor networks in order to
tackle more data loads. The availability of sensor networks is guaranteed through
clustering. Thus the concept of clustering of various participating and contributing
nodes is being termed as the most important domain for intense study and research. The
proven master and slave concept is doing well in forming sensor networks. There have
to be one or more master nodes in order to keep the slave nodes well. If there is any
fallout or problem with worker nodes, the master node has to do the necessary cor-
rective actions immediately in order to finish the work started. The master node is
typically touted as the cluster head (CH). The cluster head is nominated and designated
by all the sensors in the cluster. That can be also decided by network designer. The
traditional clustering protocols in WSNs assume that every nodes in the sensor net-
works remain stuffed with the same amount of energy. This assumption comes in the
way of leveraging the extreme benefits of heterogeneous nodes and networks. In order
to use the heterogeneity, clustering procedures are mainly classified based on two main
benchmarks according to its meta-stability and energy-efficiency factors. The selection
of cluster head for deriving energy-efficient networks generally depends on the early
energy, residual energy and intermediate energy of the network and the energy
depletion rate or the mixture of these parameters. The chosen protocols for clustered
HSNs prolong the time intermission before the death of first node. This is called the
meta-stability period.

1.1 The Key Contributions of the Proposed Framework Are
Foregrounded as Follows

Tree-based clustering algorithm (TBC) for effective cluster formation. The limited
battery power of each node is a major factor capable of adversely impacting the lifetime
of the entire network. Tree-based [3–7] thereby it is a good ploy for extending the
network lifetime. While performing tree-based clustering, there is a need to smartly
construct clusters to decrease the communication distance among the sensor nodes.
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Type-2 Fuzzy Logic Based Sensor Data Fusion (FBDF) for the Removal of
Redundant Information Thereby Improving the Energy. Sensor Data Fusion
Removes Any Incorrect and Duplicated Values from Sensors to Increase the Intended
QoS. There Are Many Fusion Techniques [8, 9] Available to Perform Data Fusion but
Type-2 Fuzzy Logic Provides a Greater Accuracy and Reduces Energy Utilization in
Sensing the Environment

Distributed Source Coding for compression. In addition, the compression of data
before transmitting greatly reduces the energy consumption by decreasing the number
of bits to be transferred. In the case of sensor nodes, the common compression tech-
nique such as Huffman is not suitable as it requires an enormous amount of memory
and robust processing element capability. Distributed Source Coding (DSC) [10]
method by Slepian-Wolf theorem provides a precise restoration of data for twofold
associated sources using side data sources. Therefore DSC is decided as the most
appropriate compression technique for WSN so as to save energy.

The following part of paper is described as: In Sect. 2, a study on existing methods
are described. The framework and the problem summary are briefed in Sect. 3 followed
by Sect. 4 that elucidates the proposed framework of fuzzy based data-fusion tech-
nique. Section 5 elucidates the brief analysis of the performance of the framework. At
last, the conclusion and future enhancements is summarized in Sect. 6.

1.2 Related Work

Firstly, this research work supplies the detailed literature survey on any energy aware in
wireless sensor networks and groups them based on their objectives (Cluster formation,
Cluster head selection, fault-tolerance, packet delay, Sub-clustering, and compression).
Secondly, the literature surveyed clearly identifies the gaps, articulates the objectives of
the proposed work and carefully formulate the solution methodologies for these
objectives. In [11] proposed a fuzzy-based unequal clustering procedure in WSNs to
generate clusters with different sizes and this arrangement addresses the persistent
hotspot problem. As a result, the paper claims that their method decreases the
intra-cluster functions of the cluster-heads which are close to the base station or have
low residual energy. In [12] proposed a new methodology to construct a data gathering
with energy efficiency as main motto in wireless mobile sensor networks. Subse-
quently, the paper concludes that the suggested approach minimizes the delay per
round and guarantees an improved throughput, and eliminates minimum coverage cost
of any underlying network. In [13] have come out with an architecture for any wireless
micro sensor networks which are application-specific protocol that includes low-energy
adaptive clustering hierarchy (LEACH) to combine the benefits of energy efficiency
and lifetime and media access to attain better network lifetime, response time, and
application- comprehended value. In [14] proposed a three fuzzy descriptors method
based cluster-head election for wireless sensor networks which is more suitable for
medium sized clusters. However, the authors highlight that the articulated model
introduces a substantial increase in the network lifetime. In [15] have introduced a
deterministic clustering protocol for energy saving which, as per the claim of the paper,
reduces processing element overhead cost to automate the sensor network, which are
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getting reflected in the system lifetime. Besides, this research work claims that the
approach approximates and accentuates an ideal interpretation for sensible energy
consumption in an ordered WSNs. In [16] have incorporated predictive cluster head
selection using fuzzy-based scheme for WSNs. This research work introduces a
parameter called the rate of recurrent communication in addition to the remaining
power of any nodes is used to decide the cluster head. The fuzzy logic method eval-
uates the Cluster Head Selection Probability which is based on the node’s previous
communication history to decide the Cluster Head. The rate of recurrent communi-
cation of sensor node is found to yield better results compared to the earlier works. The
network model and the processing Flow of FBDF-TBC routing protocol is described in
Figs. 1 and 2 respectively. Further, this section explains energy consumption model,
data compression model and the data fusion model of proposed FBDF-TBC. The
following assumptions hold good for our proposed architecture.

1.3 The Proposed Architectural

The network consists of N nodes equally distributed in a square sensing area and the
base station (BS) is far away from the environment that is being sensed.

• BS has unlimited energy resource. The initial battery powers of all the sensor nodes
are same initially and the batteries are not rechargeable.

• After the network is deployed, all the sensor nodes and the BS are stationary.
• Each sensor node has same processing and sensing capabilities.

1.4 The Energy Consumption Model

The sensor node majorly comprises of four modules: a power unit; a processing ele-
ment; a sensing unit; radio frequency transmission unit which consists of an amplifier,

Fig. 1. FBDF-TBC network model
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antenna, and receiver/transmitter circuits. Since the primary objective of this research
work is to develop an energy efficient sensor routing protocol that provides accurate
sensing information, the energy for transmission and reception is also considered, the
energy required to perform data fusion is also taken into consideration. To calculate the
transmission energy, the following equations are considered.

ET q; dð Þ ¼ q � Eelec þ q � Efs � d2; d\dco
q � Eelec þ q � Emp � d4; d[ dco

�
ð1Þ

Where Eelec is the energy consumed by the electrical circuits, q is the size of the
packet in bits, d is the space between any twofold nodes, dco is the crossover distance,
Efs and Emp are the energies consumed by the amplifiers for distances shorter than dco
and distances larger than d_corespectively. For receiving a packet of q-bits, the energy
consumed is.

ER qð Þ ¼ q � Eelec ð2Þ

Hence for a parent node, the energy consumption for a single round

Eparent ið Þ ¼ n � ER qð ÞþEF qð ÞþEt q; d i; jð Þð ÞþES qð ÞþEG qð Þ ð3Þ

Where ‘n’ represents number of children that have transmitted the packets to the
parent node, E_F (q) is the energy for performing data fusion, E_S (q) and E_G (q) are
the energies of sensing and generating packets respectively. For the cluster head nodes,
the energy consumption is same as Eparent (i) except for that d(i,j) is replaced by d(i,BS)
where BS is the base station. For the leaf node, the consumption of energy depends on
whether the node transmits the data or not. The transmission of the packet is decided by
the Type-2 fuzzy logic system. If the sensed data is of greater confidence, then the
packet is generated and need to be transmitted otherwise the sensed data is discarded.
But for parent nodes, even though the data sensed by it is of lower confidence, it has to

Fig. 2. Process Flow diagram of FBDF-TBC
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still perform fusion on the packets obtained from its child nodes if any. Thus the energy
consumption of a child node is.

Echild jð Þ ¼ Et q; d i; jð Þð ÞþES qð ÞþEG qð Þ; if transmission takes place ð4Þ
Echild jð Þ ¼ ES qð Þ; if packet is not transmitted ð5Þ

1.4.1 The Compression Model
In WSNs, compression method used to decrease the energy depletion of a node to
transfer a packet. By performing compression on the packet to be transmitted, its size is
reduced considerably thereby reducing the amount of energy needed to transmit it.
However, the most crucial part is to choose an efficient method of compression because
the processing capabilities are limited at sensor nodes. This research work opted
Distributed Source Coding (DSC) to perform a lossless compression of correlated data
values from various sensor nodes.

1.5 The Proposed Routing Methodology

Originally, the inspiration for the development of FBDF-TBC protocol is derived from
the extensive analysis of LEACH-C routing algorithm, energy efficient PEGASIS and
Type-2 fuzzy logic. The FBDF-TBC routing protocol comprises of the following
stages, (a) Clustering and cluster head selection, (b) Cluster Tree formation, (c) Data
fusion, (d) Data transmission in the network.

1.5.1 Clustering and Cluster Head Selection
Initially, the configuration (location) and residual energy details are known by BS by
transmitting and receiving messages between live nodes and BS. BS separates the
entire WSN nodes into five clusters centered on their corresponding proximity. After
the cluster creation, a cluster head is selected for each cluster by the BS. Basically, the
cluster head alone has the capability to communicate with the BS. Additionally, all the
nodes in the cluster transmit to cluster head through a tree based cluster. For example,
consider the scenario of 100 live sensor nodes distributed in an area of 100 � 100 m2

(refer to Fig. 3). The node at the location (50,175) is the BS and the sensor nodes are
distributed into five clusters. The cluster heads are marked with squares and all the
other nodes are the non-CH sensor nodes. Further, the member nodes of every cluster
are arranged as a minimum spanning tree.

In every iteration, the CH for each cluster is selected by the BS. A sensor node is
selected as CH by considering the following two parameters: (a) energy remaining in
the sensor node and (b) distance of the node from the base station. The energy Eaverage

is used to decide the CH. The node that has residual energy higher Eaverage and
paramount cost function is selected as CH for that cluster.

Eaverage Can be calculated as follows:

Eaverage ¼
PnAlive

i¼1 Eresidual ið Þ
nAlive

ð6Þ
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Where ‘nAlive’ represents the number of live nodes in the cluster and Eresidual (i) is
the remaining energy of the ith node in the cluster. The cost function of a sensor node
in a cluster can be calculated as follows:

cost ið Þ ¼ we

wd
� Eresidual ið Þ

d i;BSð Þ ð7Þ

Where d (I, BS) is the Euclidean distance between the sensor node and the base
station, we and wd are the cost factors of residual energy and distance respectively. The
cost factors need to be set appropriately. A Greater we value means the available energy
of the important node while selecting CH and vice versa.

Fig. 3. 100 nodes in a 100 � 100 m2 area divided into clusters and a minimum spanning tree is
constructed in a round
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1.5.2 The Cluster Tree Formation
In this phase, the sensor nodes belonging to respective cluster that are constructed into
a minimum spanning tree using Prim’s algorithm in such a way that each tree has a
minimum sum of weights.

2 The Sensor Data Fusion

In any WSN, the sensor nodes transmit the sensed information in the form of packets.
However, it is not advisable to transmit all the packets received by a node since there
may be uncertainties and redundancies in the sensed data. The redundancy in packets
leads to unnecessary energy consumption and bandwidth wastage. Also, the sensors
may produce some erroneous information due to many reasons like evolving envi-
ronmental conditions and manufacturing defects. If this erroneous information are
transmitted to BS, it will seriously affect the outcome of the decisions made by the
WSN. This research work employs Type-2 fuzzy logic to prevent the redundant data
from getting transmitted to BS. After the completion of CH selection and MST con-
struction, every CH generates a TDMA schedule and disseminate it to every member of
cluster to deliver data. Each live sensor node in the network is associated with a Type-2
Fuzzy Logic Controller (FLC). The FLC finds the confidence factor (CF) of the data
sensed by the sensor based on the current sensor condition. Thus each sensor node
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generates packets that consist of both the data and the confidence factor of that data.
There are three types of sensor input data; Temperature, Humidity, Signal to Noise
Ratio (SNR). For each input data, the expected value and its uncertainty are represented
by the covariance and mean matrix. The values are then normalized to a value between
[0, 1]. The inputs to the fuzzy system are distributed into three levels: Low, Medium,
and High. The output of the FLC is the consequent which is broadly divided into five
levels: Very Low, Low, Medium, Hugh, and Very High. As there are three states in
each input variable (Low, Medium, and High) and there are three variables (Temper-
ature, Humidity, Signal to noise ratio) there is a total possibility of 3 � 3 � 3 = 27
inference rules. The inference rules are shown in Table 1.

Table 1. Inference rules

Rule no. Input variable Output
Temperature Humidity rate Signal to noise Confidence factor

1 High High High Very high
2 High High Medium Very high
3 High High Low High
4 High Medium High High
5 High Medium Medium High
6 High Medium Low Medium
7 High Low High Medium
8 High Low Medium Medium
9 High Low Low Low
10 Medium High High Medium
11 Medium High Medium Low
12 Medium High Low Low
13 Medium Medium High Medium
14 Medium Medium Medium Medium
15 Medium Medium Low Low
16 Medium Low High Medium
17 Medium Low Medium Low
18 Medium Low Low Very low
19 Low High High High
20 Low High Medium Medium
21 Low High Low Low
22 Low Medium High Medium
23 Low Medium Medium Low
24 Low Medium Low Very low
25 Low Low High Low
26 Low Low Medium Very low
27 Low Low Low Very low
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The determination of whether the values of the sensor nodes are in the conventional
range is performed by the FLC. If the value is in the accepted range the output of FLC
is 100%. If the value is out of range then the FLC generates the CF for data collected.
The confidence factor is 0% � CFn � 100%. Each sensor node compares the con-
fidence factor of the data sensed against a threshold value or cut-off value. This cut-off
is set by the users to determine whether the fuzzy amount produced should be measured
or not. If the confidence factor of the data is fewer than the cut-off assessment then the
data sensed is discarded. Else, the data is transmitted to the parent node. The confidence
factor is calculated for the information that has been sensed by the parent node which is
used to decide whether to use the information for fusion or to discard it. If the packets
need to be discarded then packets received from its child nodes are fused. Otherwise,
the data sensed by the parent node is also fused with the data of its children nodes and
the fused data is sent to its parent node. The fusion performed by all the non-child
nodes is as follows:

FD ¼ CF1 � D1ð Þþ CF2 � D2ð Þþ CF3 � D3ð Þþ � � � þ CFn � Dnð Þ
CF1 þCF2 þCF3 þ � � � þCFn

ð8Þ

Where D1;D2; . . .;Dn the data are received by the parent node from its child nodes
of one kind and CF1;CF2; . . .CFn are the confidence factors of the corresponding data
and FD is the fused data that will be transmitted to its parent node. As data from
different nodes are fused together into FD and also that the data that is used for fusion is
of high confidence value the FD is robust and is of higher certainty. The FD is
calculated independently for each type of sensor nodes and hence we have a set of FDs
instead of a single FD. The set of FDs is represented as a vector VFD.

VFD ¼ FD1;FD2;FD3; . . .;FDmf g ð9Þ

Where m is the number of different types of data being sensed
Suppose a parent node has three child nodes that sense temperature and the three

temperatures are 30 °C, 25 °C and 20 °C their corresponding confidence factors are
0.50, 0.75 and 0.65 respectively. Then the FD for the temperature is found to be 25.60.
Similarly, the FDs are calculated for other data as well and the vector consisting of FD
will be VFD ¼ 25:60; 53:2; 38f g. Then the consequent of the new data is found. This
vector is then passed by the parent node to its parent only if the consequent of the new
data is changed. But if there is a modification in the arrangement it does not mean a
correct exposure. It is instead measured a likely occurrence in the region that is being
monitored. The BS regularly processes the received data to determine whether it is an
event or not.

An Energy-Efficient Fuzzy Based Data Fusion and Tree 23



24 V. Venkatesh et al.



3 Simulation Parameters

To validate the performance of the projected algorithm, the FB-DFTBC, DFTBC, and
LEACH-C are implemented using MATLAB where the simulation parameters are
given in Table 2.

4 Evaluation and Results

4.1 The Simulation Results

Firstly, Fig. 4 showcases that the proposed approach enhances the overall network
lifetime than their counterparts. Here, the X-axis represents the lifetime of the network
in terms of a number of rounds whereas, Y-axis symbolizes the number of nodes alive.
From Fig. 4, it is obvious that the FBDF-TBC (blue in color) have more rounds or
longer network lifetime compared to LEACH-C and DFTBC, respectively. Besides,
Fig. 4 also describes the comparison between the FBDF-TBC with and without
compression (red in color). In short, it enhances the overall network lifetime of WSN
from a minimum of 16% (compared to FBDF-TBC without DSC) to a maximum of
76% (compared to LEACH). After that, Fig. 5 represents the time of the death of the
last node in the network when the location of Base Station is varied.

It is clear from the graph that the number of rounds in DFTBC and FBDF-TBC
relatively decreases when the BS is moved farther, but it remained stable with
LEACH-C. Subsequently, Fig. 6 quantifies the percentage of dead nodes for five dif-
ferent routing protocols: FB-DFTBC, DFTBC with DSC, DFTBC without DSC,
PEGASIS, and LEACH. The X-axis represents the percentage of dead nodes whereas
the Y-axis contains the time in terms of a number of rounds at which the particular
percentage of nodes are dead. The graph clearly depicts that FB-DFTBC routing
protocol takes longer to attain a larger percentage of dead nodes that all other protocols.
So it can be stated that it increases the lifetime of the network and the sensor nodes.
Packet delay which is defined as the time difference between the time at which the

Table 2. Parameters for simulation

Description of parameter Value

1. Area of simulation 100 � 100 square meters
2. Number of nodes in network 100
3. Eelec (radio electronic energy) 50 nJ/bit
4. Efs (radio free space) 100 pJ/bit/m2

5. Emp (radio amplifier energy) 0.013 pJ/bit/m4

6. Einit (initial energy of node) 2 J
7. Packet size 500 bytes
8. Base station location 50,175
9. Channel type Wireless channel
10. Number of clusters 5
11. Simulation time 3600 s
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packet is created and the time at which it is actually received by the BS is depicted in
Fig. 7. It showcases the packet delay of the following WSN routing protocols:
FB-DFTBC, DFTBC, HEAP, PEGASIS, LEACH and HEX. Here, the X-axis is the
number of nodes that are alive in the sensing environment while the Y-axis is the delay
in delivery to BS in milliseconds (ms). It is clear from the graph that the delay is the
minimum for FB-DFTBC.

5 Conclusion and Future Enhancements

Generally, energy preservation is the major focus in any wireless sensor network
research. With the similar objective, this research also work proposes a new approach
for energy-efficient clustering and compression of data packets before actually sending it
to the base station. Subsequently, it is also proved from the experimental results that the
proposed algorithm greatly minimizes the energy consumption of the network which in
turn improvises the overall network lifetime. Further, it also enhances the sensing
accuracy by eliminating the data redundancy. In concise, the simulation results clearly

Fig. 4. Number of live nodes with the change
in rounds

Fig. 5. Death of the last node when the
position of BS changes

Fig. 6. Percentage of dead nodes when BS at
50,175

Fig. 7. Delay in the delivery of packets to BS
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concludes that the energy efficiency of the proposed algorithm is higher that its peers
thereby improvising the network lifetime from a minimum of 16% to a maximum of
76%. The proposed approach can be further enhanced by incorporating sub-clustering as
well as fault tolerant characteristics which are our ongoing research work.
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Abstract. The dynamic spectrum management techniques have been intro-
duced to address the current Radio Frequency bands inefficiency challenges.
Cognitive Radio (CR) technology has been regarded as the most promising
technology in the dynamic spectrum management area. One of the major aspects
of the spectrum management is the decision making ability of CR users. The
dynamic reconfiguration of both the operating frequency and channel bandwidth
in a distributed CR network has not received sufficient attention despite their
importance in spectrum decision making. Few research works have attempted to
address the dynamic reconfiguration of frequency and channel bandwidth
problems using various approaches. However, due to certain challenges such as
high computational complexity, ambiguity, repeatability and the lack of opti-
mality with the existing approaches, researchers are still trying to explore newer
methods that can achieve optimal spectrum management. Hence, this paper
presents a biologically-inspired optimal foraging model for dynamic reconfig-
uration of frequency and channel bandwidth in a distributed cognitive mobile
adhoc network. One of the main advantages of biologically-inspired foraging
model is its analytical simplicity and optimum solution. The mean efficiency and
Distance travelled by SUs before finding available frequency were measured.
The two metrics were measured when subjected to different SUs positions and
Giving-Up Time. It was generally observed that the SUs perform better when 0
< Xo � 0.2 and GUT � 50 in the achieved mean efficiency and distance
travelled to find available frequency.

Keywords: Cognitive radio � Distributed � Decision making � Foraging �
Spectrum

1 Introduction

In recent years, the remarkable rapid evolution of wireless communication technologies
and smart devices that enable social networking applications and other multimedia-
based services, has led to the limitation of radio frequency spectrum which is fast
becoming scarce. The limited available frequency bands and the inefficient usage of the
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Radio Frequency (RF) bands have necessitated the need for a new or a better way of
assigning RF spectrum. Dynamic spectrum access and management techniques have
been introduced to address the current RF bands inefficiency challenges. Cognitive
Radio (CR) technology is being regarded as the most promising technology in the
dynamic spectrum management area. CR technology promises to address the depletion
and inefficient utilization of spectrum by opportunistically accessing the usable spec-
trum in an optimal manner. A Cognitive Radio network (CRN) is an intelligent wireless
transmission system that possesses the ability to change its transceiver parameters such
as frequency and channel bandwidth based on the interaction (e.g. spectrum sensing)
with the environment wherein it operates [1, 2].

The basic idea of a CRN is that it should be capable of sharing available frequency
bands amongst the licensed/Primary Users (PUs) and unlicensed/Secondary Users
(SUs). However, the CRNs operate under the bounded constraint that the PU trans-
missions should not be interfered with [3] by SUs. Hence, as soon as PU activities are
detected on a given channel, the SU must immediately vacate the channel and continue
its transmission on another available channel.

In order to realize an efficient utilization of spectrum in a CR environment, a
dynamic framework for spectrum management is required. This dynamic spectrum
management comprises: spectrum sensing, decision making, sharing and spectrum
mobility. The ability of the SUs to select the best accessible spectrum band to fulfil
users Quality of Service (QoS) requirements is termed as spectrum decision making;
which comprises of three major functions; spectrum characterization, spectrum selec-
tion and dynamic reconfiguration of cognitive radio [4].

As with traditional wireless networks, a CRN topology can be classified as either a
centralized (infrastructure-based) or a distributed (infrastructure-less or ad-hoc based)
network topology. In the centralized topology, a central node such as a base station or
access point is deployed with several SUs associated with it. SUs communicate directly
with each other, without a central or controlling node, in the distributed topology.

Centralized and adhoc networks are usually characterized by a fixed and low
number of supported channels (mostly less than ten or at most in order of tens).
However, spectrum decision-making in a distributed CRN, where the number of
supported channel ranges in the order of thousands, is a serious challenge that needs to
be addressed [5–7].

In a distributed CRN environment such as in a mobile adhoc network, when there
are several frequencies and channel bandwidths available, dynamically selecting the
best combination of frequencies and bandwidths is an important challenge. The com-
plexity of this challenge is increased when spectrum quality and the QoS requirements
of various application types are considered. The diversity of spectrum bands and the
guiding principles issued by the communications regulatory agencies for how to access
the spectrum implies that the CR nodes for mobile adhoc networks should dynamically
reconfigure their operating frequency and channel bandwidths, as network conditions
dictate.

The dynamic reconfiguration of both the operating frequency and channel band-
width in a distributed CR network has not received sufficient scholarly attention despite
its importance in spectrum decision making [5, 7]. Various research works have
attempted to solve the decision making problem using various approaches, such as
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theoretical, statistical, predictive CCC, etc. However, these approaches suffer from
challenges such as high computational complexity, ambiguity, repeatability and
applicability. Thus, researchers are still trying to explore other approaches that can be
used to address the challenges with existing approaches and to achieve optimal spec-
trum management. Our previous study [8] has already discussed the existing approa-
ches and their challenges. The study subsequently introduced a biologically-inspired
foraging approach to address the decision making problem and other problems relating
to the existing approaches. The biologically-inspired foraging approach has been
described and is being adopted by many researchers in the field of communication
networks due to its analytical simplicity and its generic applications.

The results from previous studies [16–18] in other wireless networks, shows that
the biologically-inspired foraging approach has generic, simple and high applicability
properties. In studies [16, 17], the biologically-inspired foraging approach was utilised
to develop the BEACH and FIRE-MAN protocols respectively. Both studies evaluated
the developed protocols performances by measuring both the throughput and
energy-efficiency in distributed heterogeneous networks. Based on the results of their
studies, it was observed that the proposed biologically-inspired foraging approach
protocols performs better than other conventional approaches in the field of hetero-
geneous networks.

Hence, this paper presents a biologically-inspired, optimal composite foraging
model in addressing the dynamic reconfiguration of frequency and channel bandwidth
in distributed CRNs. One of the main advantages of the biologically-inspired foraging
model is its analytical simplicity and optimum solution. This advantage will help to
address the shortcomings with other existing approaches and will also help to achieve
optimum spectrum management.

To the best of our knowledge, this work can be viewed as an early contribution
towards the application of the composite foraging theory of Nutrients Optimisation to
the field of distributed CRN research.

The remainder of this paper is arranged as follows: Section 2 presents Biologically-
inspired foraging theory. Section 3 proposes the biologically-inspired composite for-
aging algorithm for CRN decision making. Section 4 presents the model analytical
solution and discusses the results obtained. The paper is concluded in Section 5 with an
outline of the future work.

2 The Biologically-Inspired Optimal Foraging Theory

The study of how natural foraging animals in an arbitrary environment make optimal
decisions is referred to as biologically-inspired optimal foraging theory. The optimal
decisions made by foragers help them to maximize their efficiency, have long lifetime
and reduces possible threats. Foraging theory uses diverse models to describe how
solitary foraging animals search for prey sorts and make optimal decision on which
prey to feed on, so as to maximize their efficiency [9]. The classifications of nutrients
consumption by foraging animals was adopted and modeled as an optimization process,
which is now commonly known as optimal foraging theory. The ability of a forager to
make an optimal decision on the most suitable prey type to consume so as to maximize
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their efficiency within the smallest possible time interval, is one of the core advantages
of the optimal foraging theory. In spite of this advantage, one of the major factors that
influence the foraging efficiency is the selection criteria used by the forager in selecting
a prey type to consume. Hence, foragers should aim to match their search effort to the
relative profitability of various parts of their surroundings.

One of the application area of optimal foraging theory is in the decision making of
SUs in cognitive radio network. Optimal foraging theory can be used to model the
decision making for SUs in selecting an appropriate frequency and channel bandwidth
for communication as illustrated in Fig. 1.

There are many existing biologically-inspired optimal foraging models [10–13].
However, one of the most common among these models is the composite prey model.
Apart from being one of the most common among the optimal foraging models, this
study adopts the composite model also because of its effectiveness and applicability to
the decision making for a distributed cognitive mobile adhoc network.

The composite model assumes that there are “n” different types of prey, which the
foragers can consume for energy. Pi is the relative frequency or the probability of a
forager encountering a prey type i. The average rate of encountering a prey type i is ki
and Vi is the expected amount of energy intake from captured prey i. While Ti is the
expected time to seek and capture prey i. Hence, the efficiency E of a forager can be
defined as the ratio of the expected intake energy to the time spent by the forager. This
is represented mathematically as:

E ¼
Pn

i¼1 PihiViPn
i¼1 PihiT i

ð1Þ

The maximization of the foragers efficiency, E, involves finding the optimal values
of Pi for all prey i. Based on the zero-one rule used by foragers to determine optimal
values of Pi, it can be noticed that this theory establishes a solid basis for decision
making approach and optimization problems.

Fig. 1. Optimal foraging cycle for distributed CRNs [8]
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3 The Biologically-Inspired Optimal Foraging Theory

This section presents the analogy between the biologically-inspired foraging composite
model and distributed CRNs. To create a biologically-inspired foraging communication
for CRNs, we considered the Secondary Users (SUs) to be the foragers, and prey to be
the available Primary Users (PUs) frequency. In analogous to the biological forager,
whereby the forager searches for prey just the same way each SU node with a message
searches for possible available PUs frequency to be used for communication. Hence, in
this model, each of the SUs node selects and uses available PUs frequency for com-
munication, in order to maximize the spectrum utilisation with minimum interference
to the PU network.

In biological composite search technique, the foragers can use two stages (Intensive
and/or Extensive) to search across the search space [14]. The first stage of the search
involves an intensive search, which is characterised by frequent changes of direction
effected by making small steps in the search area. Hence, this search mode is usually
area-intensive. The kind of motion described in the intensive search mode is based on
the Brownian (non-heavy-tailed) motion. However, if this technique has not been
successful, i.e. if no frequency has been encountered by SUs after a particular time r,
known as the Giving-Up Time (GUT), the SU switches to the extensive search mode
by taking relatively longer steps, using ballistic motion, with lesser change of direction
[See Fig. 2].

The overall objective is to find an optimal value of GUT (r) that minimizes the
expected distance travelled by an SU before finding an available frequency. In order to
achieve this, the following simplifying assumptions have to be made:

1. The SUs search for available frequency in a one-dimensional line
2. The SU starts at a position X0 (where it last found a food item)
3. The SU uses a Brownian movement pattern in the intensive mode and a ballistic

movement in the extensive mode
4. The distance the SUs must travel before finding a food item after switching to the

extensive mode is exponentially distributed with mean D = d
2. This distance is

independent of the position of the SUs, i.e. X(r), after completing the intensive
search.

In biological foraging environment, the foragers usually start to search for prey
within their immediate environment, and only search long distance, if no prey was
found. Hence, this study starts with the Brownian type random search movement in
which the forager moves in the intensive mode, described by the stochastic differential
equation:

dXðtÞ ¼ adWðtÞ ð2Þ

where X(t) is the position of the SUs at any time t, W(t) is a Wiener process with
parameter s2 (variance). Now, the mean instantaneous speed of the intensive search
process described by Eq. (2) is:
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tI ¼
ffiffiffiffiffi
2
ps

r
ð3Þ

Thus, the total distance travelled during the intensive phase is:

d ¼ tIT ð4Þ

At T > r (Expected time to seek for available frequency > GUT), the SUs switches
to the extensive search mode. The distance travelled by the SUs between successive
available frequency, L, is given for the two search phases as:

L ¼ tIT if T � rðIntensiveÞ;
tIT þR if T [ rðEntensiveÞ:

�
ð5Þ

Fig. 2. Composite search flow process
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Here, random variable R is a distance taken from an exponential distribution, i.e.
R � e

2
d.

The probability density function of the total distance travelled by SUs (from
Eq. (5)) before finding available frequency is given as:

f ðlÞ ¼
1
tI
fT 1

tI

� �
for l� tIr;

ð1� FTðrÞÞ fRðl� tITÞ for l[ tIr:

(
ð6Þ

It is assumed in this work that the energy cost during search by the SUs is directly
proportional to distance travelled, and that the energy obtained from each available
frequency found is the same. Hence, by minimizing the mean distance travelled
between available frequencies, the SUs will be able to maximize their net energy gain.

From Eq. (6), the expected distance travelled E(L) by the SUs before finding an
available frequency for communication is:

EðLÞ ¼
Z 1

0
lfLðlÞdl ¼ tI

Z 1

0
tfTðtÞdtþð1� FTðrÞÞ � tIrþ

Z 1

0
sfRðsÞds

� �
: ð7Þ

The Eq. (7) can be written in a closed form as:

EðLÞ
d

¼
ffiffiffiffiffiffiffiffiffiffi
4x0r
pd2

r
e

� x0
ptI r

� �
þ 2x20

ptId
þ tIr

d
þ 1

2

� �
erf

ffiffiffiffiffiffiffiffiffiffi
x20

pt2I r

s !
� 2x20
ptId

: ð8Þ

If u ¼ tIr
d and 2¼ 2x20

ptI d
;, then,

EðLÞ
d

¼
ffiffiffiffiffiffiffiffiffiffiffiffi
2 2 u
d

r
e

2
2u þ 2 þuþ 1

2

� �
erf

ffiffiffiffiffiffi
2
2u

r� �
� 2 : ð9Þ

Here, erf means error function. Suppose there is a local minimum in E(L) for a
positive value of u, then this will occur where the derivative of E(L) with respect to u
is 0. That is:

dEðLÞ
du

¼ 0

This corresponds to:

21
2

2
3
2p

1
2u

3
2

e�
2
2uð Þ � erf

ffiffiffiffiffiffi
2
2u

r� �
¼ 0 ð10Þ

From Eq. (10), there is no closed form solution to obtain the optimal value of u*,
since (10) is a transcendental equation for u. Hence, the only way forward is to
consider the two terms in Eq. (10) separately. That is, let
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A uð Þ ¼ 21
2

2
3
2p

1
2u

3
2

e�
2
2uð Þ and BðuÞ ¼ erf

ffiffiffiffiffiffi
2
2u

r� �

So that Eq. (10) becomes:

AðuÞ � BðuÞ ¼ 0: ð11Þ

Therefore, two cases arise:

CASE 1: If A(u) < B(u) for all u � 0, then, E(L) is a monotone increasing function
of u. While the optimal value of u, i.e. u*, occurs at u* = 0.

CASE 2: If A(u) > B(u), E(L) becomes a decreasing function of u. In this case, a
local maximum and minimum exist in E(L). The local minimum turns out to be a
global minimum if it is smaller than the value of E(L) at u = 0.

Suppose the local maximum occurs at u = ua. Thus, by solving A(ua) = 0, one
obtains ua = 2

3. The implication of this is that A(u) > B(u) if and only if

3
3
2

2
3
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1
2e

3
2 2

[ erf
3

1
2

2
1
2

 !
ð12Þ

This means,

2a \ 2’ 1
4

To obtain an approximation to Eq. (10), we assume that K ¼ 1
u and then find the

power series representations of A and B in K. Hence, we have:
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3
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� � !
¼ 0

Collecting the powers of K gives:

1� 2
6
þ 1

4

� �
kþ 2 2

40
þ 1

8

� �
k2 � 22

24
k3 þ o ð2 kÞ3

� �
¼ 0 ð13Þ

Recall that in Case II, we have a solution to Eq. (10), that is ε << 1 by Eq. (12).
Thus, we may seek a solution as power series in ε as follows:

k ¼
X1
n¼0

kn 2n ð14Þ

Substituting (14) into (13) and equating coefficients of ε
n(n = 0, 1, 2) give the

coefficients in the series for K as follows:
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k0 ¼ 4; k1 ¼
16
3
; k2 ¼

392
45

Suppose (12) is satisfied, then there exists a local minimum E(L) with respect to r
and this occurs at:

r� ¼ d
tI

4þ 16
3

2 þ 392
45

22 þOð23Þ
� ��1

¼ d
4tI

1� 4
3
2 � 2

5
22 þOð23Þ

� � ð15Þ

Disregarding the terms of order ε3 in the Eq. (15) above gives:

¼ d
4tI

1� 4
3
2 � 2

5
22

� �
ð16Þ

The optimal value of r is the one that minimizes E(L) and can be approximated by
Eq. (16). If ε > 0.2, then the minimum value of E(L) occurs at r = 0. From Eqs. (16)
and (9), it can be deduced that if frequency are densely distributed relative to the
number of SUs within an environment, ε > 0.2, then the optimal strategy is always to
search using straight line (extensive), until a frequency is found. And the mean distance
travelled is d/2. However, if ε < 0.2, then the mean efficiency is improved by using
Brownian motion (Intensive) to search. The optimal duration of intensive searching
increases as ε decreases.

4 The Analytical Solution

This section presents the analytical solution for the model derived above. The mean
efficiency and distance travelled by SUs before getting a frequency for communication
when subjected to different SUs node position (Xo) and GUT (r) were analytically
simulated. The mean efficiency is the reciprocal of distance travelled by the SUs before
finding an available frequency for communication (1/E(L)).

Figure 3 shows the mean efficiency over a range of starting positions for different
SUs. The mean efficiency at the optimal switching time were calculated using Eqs. (8)
and (16). It can be observed that each of the SUs considered, have various efficiency
value, however, from Xo = 0.2, the mean efficiency of each of the SUs remain constant.
This behaviour is in line with the mean exponential distribution d

2, which is the effi-
ciency of a ballistic strategy in a random environment. It can also be observed that
while 0 < Xo � 0.2, the smaller the Xo, the higher the mean efficiency.

The effects of different SUs positions on the distance travelled before finding an
available frequency for communication were presented in Fig. 4. The distance travelled
by SUs were calculated using Eq. (8). It was observed that as X0 increases, the distance
travelled by SUs (E(L)) tends towards R� e

2
d, exponential distribution.
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Figures 5 and 6 present the SUs mean efficiency, when subjected to different GUT
(r). Two sets of GUT were considered; early GUT (10 � r � 50) and late GUT (60
� r � 300). The early and late GUT values were calculated by numerical mini-
mization of Eq. (7) and using the approximation of Eq. (16). The reciprocal of Eq. (8)
were used to calculate the mean efficiency, which is plotted against various GUT. The
optimal value of r is the one that minimizes E(L) and can be approximated by Eq. (16).
It can be observed from Fig. 5 that the mean efficiency drops significantly as r
increases. However, when r > 50, it was observed that the mean efficiency drops
drastically to almost zero, as depicted in Fig. 6. The very low mean efficiency achieved
could be attributed to the delay incurred when r > 50. The delay could lead to the

Fig. 3. The effect of SUs positions on mean efficiency

Fig. 4. The effects of SUs positions on distance travelled before getting available frequency
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arrival of PUs, hence, it makes the frequency not available again for SUs communi-
cation, which in turn would lead to low mean efficiency.

Figures 7 and 8 show the Distance travelled by the SUs before finding available
frequency for communication (E(L)) against early and late GUT (r) respectively. The E
(L) were calculated using Eq. (7) and the lower the E(L) the better the performance. It
can be observed from Figs. 7 and 8 that as r increases, the E(L) also increases
exponentially. Based on our observation, the model performs better while r � 50. It is
generally assumed that the higher the distance travelled, the higher the energy
expenditure and that in biological foraging, the energy obtained from each food item
found are the same [15]. Hence, by minimizing the distance travelled before finding
available frequency, the SUs will be able to maximize its overall energy gain and
achieve high efficiency.

Fig. 5. The effect of early GUT on mean efficiency

Fig. 6. The effects of late GUT on mean efficiency
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5 Conclusion

In conclusion, this paper has presented a biologically-inspired foraging theory for
decision making in distributed Cognitive radio networks. The composite model in
foraging theory was used and it comprises both intensive and extensive random search
model. The intensive search model used Brownian movement pattern while the ballistic
movement pattern was used for the extensive movement. The SUs start the search for
available frequency from intensive mode. However, if no frequency is encountered
after specified period called GUT, the SUs switch to the extensive search mode.

The mean efficiency and Distance travelled by SUs before finding available fre-
quency when subjected to different SUs positions and GUT were measured. It was

Fig. 7. The effect of early GUT on distance travelled by SUs before finding available frequency

Fig. 8. The effect of late GUT on distance travelled by SUs before finding available frequency
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generally observed that the SUs perform better when 0 < Xo � 0.2 and r � 50, in the
achieved mean efficiency and distance travelled to find available frequency. The ana-
lytical solution also shows that as ε increases and the SUs moves away from the patch,
the GUT predicted by intensive and extensive distances also increases, however, the
time predicted by minimizing E(L) decreases.

In future, we intend to implement and validate this model, using computer simu-
lations and to measure energy efficiency, successful transmission probability and
average throughput of the model presented.
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Abstract. Energy conservation of sensor nodes (SNs) is the major con-
cern of wireless sensor networks (WSNs) as those are operated by small
batteries with a limited power. In a clustered WSN, cluster heads (CHs)
collects local information such as temperature, humidity, pressure etc.
from the member SNs aggregate it and send to the sink through few
intermediate CHs. Here, the CHs that are closer to the sink are over
burdened as they are responsible for forwarding more number of packets
than the farther CHs that tends to exhaust their energy quickly. This
results in network partitioning and this problem well known hot spot or
energy hole problem. In this paper, a Gravitational Search Algorithm
(GSA) approach based clustering and routing algorithms are proposed
to address the hot spot problem. In clustering, we select few efficient
SNs as CHs from the normal SNs with respect to certain cost function.
We design an algorithm for CH selection based on GSA and assign the
remaining SNs to the CHs based on another derived cost function. Then,
a GSA based routing algorithm is presented with respect to the routing
cost function. These algorithms are intended to develop to enhance the
lifetime of network with efficient encoding schemes of GSA. The proposed
algorithms are simulated on various scenarios of WSNs by varying num-
ber of SNs. The results of the proposed algorithms are compared with few
well known algorithms to show the supremacy in terms network lifetime,
residual energy and number of alive SNs.
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1 Introduction

In wireless sensor networks (WSNs), clustering and routing are two efficient
techniques that have been studied extensively for conserving energy [1]. In a
clustered WSN, cluster heads (CHs) forward the data packet through the inter-
mediate CHs to the sink. Here, the CHs closer to the sink are over burdened
with forwarding packets of farther CHs along with its own packets that tends
to pre-maturely exhaust. As a result, some area that is closer to the sink may
remain uncovered due to the dead sensor nodes (SNs)/CHs and this phenom-
ena is called as energy hole or hot spot problem. As a solution of this problem,
at first, we design clustering algorithm then routing algorithm is designed by
using gravitational search algorithm (GSA). In large scale WSNs,the selection
of m CHs among n SNs produces Mycombk solutions that is known to be an
NP-hard problem. Similarly, the routing is also well known as NP-hard prob-
lem [7]. On the other hand, the meta-heuristic algorithms are proved that those
are suitable for solving such kind of NP-Hard problems. The meta-heuristic algo-
rithm effectively used to solve WSNs such as clustering and routing solved by
PSO [3], unequal clustering and routing by CRO [11] and fault-tolerant problem
by PSO [4]. Therefore, our major contribution is outlined as follows:

• Presented linear programming (LP) formulation for the selection of CHs.
• Presented LP formulation for data routing.
• GSA-based CH selection algorithm.
• Presented a cost function for the cluster formation.
• presented efficient encoding scheme for data routing.

The organization of the remaining part is presented in the following order.
Section 2 presents the related works. An overview of GSA is provided in Sect. 3.
The system models which are used in simulation are presented in Sect. 4. The
Linear programming problem formulation is given in Sect. 5. The proposed GSA
based algorithms are explained in Sect. 6. The simulation results are analysed in
Sect. 7 followed by the conclusion in Sect. 8.

2 Related Works

In recent years, a few clustering and routing algorithms have been developed by
using meta-heuristic approaches in WSNs. However, very few of them addressed
hot spot problem. Therefore, we focus on nature inspired energy conserving tech-
niques i.e., clustering and routing algorithms. A few nature inspired algorithms
exist for clustering as well as routing in the survey. In [8,13], PSO based CH
selection algorithms have been proposed. Thus, they do not mention how the
clusters can form after CH selection is done. In [7], the authors have proposed
two algorithms to address the hotspot problem. However, it may not solve hot
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spot problem due to random selection of CHs and uncertainty of cluster for-
mation. Jiang et al. [6] have developed PSO based energy balanced unequal
clustering (EBUC) and also implemented routing algorithms. In [2], the authors
have proposed an energy aware fuzzy approach for unequal clustering (EAUCF).
However, in both [7] and [2], the SNs may be assigned to the nearest CHs that
may lag to energy imbalance in the network. Moreover, complexity of determin-
ing routes is not considered. A fuzzy logic based unequal clustering algorithm
has been developed (FBUC) [9] that does not consider the residual of CHs at the
time of cluster formation that does not maintain the scalability of the network
due to inefficient use of energy.

The proposed algorithms provide an energy efficient CH selection and energy
efficient routing path in terms energy balancing by considering the minimum
distance, residual energy and sink distance.

3 An Overview of GSA

The GSA [12] is a new meta-heuristic optimization algorithm based on the law of
gravity, law of motion and mass interactions. In GSA, particles/agents/solutions
in search space are considered as objects. The performance of these objects is
measured as follows. The objects attract each other by the gravity force, and
that causes a global movement of all objects towards the objects which have
heavier masses.

The agents that hold heavy masses can be considered as good solutions. The
agents with heavier mass could move more slowly than lighter ones. The lighter
masses are known as worst solutions. Here, each agent has four specifications such
as position, inertial mass, active gravitational mass and passive gravitational
mass. The position of the mass corresponds to a solution of the problem, and
its gravitational and inertial masses are determined using a predefined fitness
function which determines the solution of a problem.

The N agents/particles (masses) defined in search space are as follows
Pi = [P 1

i , P 2
i , . . . , P d

i , . . . , Pn
i ] for i = 1, 2, . . . , N where, P d

i represents the ith

position agent in dth dimension. The force acting on mass with N search space
is defined as follows:

F d
ij(t) = G(t)

Mpi(t) × Maj(t)
Rij(t) + ε

(P d
j (t) − P d

i (t)) (1)

where Maj is the active gravitational mass related to agent j, Mpi is the
passive gravitational mass related to agent i, G(t) is gravitational constant at
time t, ε is a small constant, and Rij(t) is the Euclidian distance between two
agents i and j. Equation 2 gives total force exerted by all agents on ith at time
t in dth dimension:

F d
i (t) =

N∑

j=1,j �=i

randjF
d
ij(t) (2)

where randj is a random number in the interval [0, 1].
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In law of motion, the acceleration of an agent i at time t is defined as

ad
i (t) =

F d
i (t)

Mii(t)
(3)

where Mii is the inertial mass of ith agent.
Therefore, velocity and position of an agent i is updated using Eqs. 4 and 5

respectively
V d

i (t + 1) = randi × V d
i (t) + ad

i (t) (4)

P d
i (t + 1) = P d

i (t) + V d
i (t) (5)

where randi is a uniform random variable in the interval [0, 1], it helps to
randomized characteristic to the search.

The fitness/objective function is derived by defining the gravitational and
inertia masses sing predefined defined fitness evaluation function. A heavier mass
particle indicates better solution that has higher attractions and moves more
slowly. Assuming the equality of the gravitational and inertia mass, the values
of masses are calculated using the map of fitness. The update the gravitational
and inertial masses as:

Mai = Mpi = Mii = Mi, i = 1, 2, . . . , N (6)

and

mi(t) =
fiti(t) − W (t)
B(t) − W (t)

,Mi(t) =
mi(t)∑N

j=1 mj(t)
(7)

where fiti(t) represent the fitness value of the agent i at time t, and, W
is worst(t) and B is best(t) are defined as: B(t) = maxj∈1,...,Nfitj(t) and
W (t) = minj∈1,...,Nfitj(t).

4 System Models

Network model: In a WSN, we assume that the SNs become stationary after
a random deployment of SNs. We consider that the SNs have the local informa-
tion, like the distance of its neighbour SNs and also their residual energy levels
as in [5,10]. Similar to LEACH [5], the data gathering operation is divided into
rounds. In each round, each SN collects the local data and sends it to its corre-
sponding CH. Then, each CH aggregates the collected local data to discards the
uncorrelated and redundant data and sends that aggregated data to the sink via
few intermediate CHs. Every communication held through a wireless link.

Energy model: We use the same radio model for energy as considered in [5].
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5 Problem Formulation

We first define some terminologies which are useful to present the LP formulation
and proposed algorithms as follows.

1. E(i) denotes the remaining energy of SN i
2. Rmax is the maximum communication range of the SN
3. dist(i, j) denotes the Euclidian distance between node i and node j
4. A set of SNs denoted by S = {S1, S2, . . . , Sn}
5. The set of CHs is defined as ξ = {C1, C2, . . . , Cm} where m < n
6. degree(Ci) is the number of SNs assigned to the CH Ci

7. Com(Ci) is the set of CHs, that are in the communication range of Ci. The
sink may also be a member of Com(Ci) i.e.,
Com(Ci) = {Cj | ∀Cj ∈ ξ + Sink and dist(Ci, Cj)}

8. Ωi is the set of SNs of that are within the communication range of CH Ci

5.1 LP Formulation for CH Selection

In case of CH selection, we consider the minimum distance, minimum sink dis-
tance and maximum residual energy of the nodes. The Linear Programming (LP)
of the optimal CH selection, let it be L and is given as

Maximize L (8)

Subject to

Minimize
m∑

j=1

Ωj∑

i=1

dist(Cj , Si) (9)

subject to

dist(Cj , Si) ≤ dmax | Si ∈ Ωj (10)

dist(Si, Ci) ≤ dmax,∀Si ∈ S andCj ∈ ξ (11)

E(Cj) > threshold 1 ≤ j ≤ m (12)

The constraint (10) states that the SN Si is within the maximum communication
range of Cj . The energy of Cj node must be greater than the threshold energy
and it is stated in (11). In the constraint (12), χ1, χ2 and χ3 are the control
parameters of functions f1, f2 and f3 respectively.

5.2 LP Formulation for Cluster Formation and Routing

Let di denotes the traffic load generated by the SN Si and d∗
k be the routing

load of cluster head Ck. Then the overall load Wj of CH Cj will be given as:

Wj =
n∑

i=1

di × αij +
m∑

i=1

d∗
m × βij (13)
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where, αij and βij are the Boolean variables such that

αij =

{
1, if Si is assigned to Cj

0, Otherwise

βkj =

{
1, if Ck use Cj as next hop CH
0, Otherwise

Then the maximum load of the CHs is W = max{Wi | ∀Ci ∈ ξ}. Now,
we aim to minimize the overall maximum load of the CHs. Then, the linear
programming of the clustering and routing problem can be derived as follows:
Minimize W = maxWi | ∀Cj ∈ ξ
subject to

m∑

j=1

αij = 1 | ∀Si ∈ S (14)

∑

Si∈S

di × αij + d∗
k × βkj ≤| ∀Cj ∈ ξ (15)

m∑

j=1

dist(i, j) × αij ≤ dmax | ∀Si ∈ S (16)

m∑

j=1

dist(Ci, Cj) × βij ≤ Rmax | ∀Ci ∈ ξ (17)

The constraint (14) expresses that an SN can be assigned to one and only
one CH. The constraint (15) ensures that the load of a CH must not exceed the
overall maximum load of the CHs. The constraint (16) indicates that the SNs
are assigned to the CH and the constraint (17) ensures that the CH Ck must be
within the communication range of the CH Cj and Ck is producing routing load
on Cj .

6 Proposed Method

The basic purpose of the proposed clustering algorithm is to choose K number
of CHs in n SNs. The selection of the CHs depend on the residual energy of
the SNs, distance from their possible CHs and from the sink. Once the CHs are
chosen, the SNs can be assigned to their closest CHs to form the cluster.

6.1 A GSA Based Energy Efficient Cluster Head Selection
Algorithm

Here, we describe our proposed approach to select K number of CHs from
n number of SNs using GSA. Let GSA has R agents that are considered to
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Cluster Heads C1 C2 C3

Sensor Nodes S4 S6 S1

Fig. 1. Initialization of an agent

construct R solutions. Each agent forms a solution string of length K, in which
each element represents a CH.

Initialization of an agent: Let Ai = [x1
i (t), x

2
i (t), x

3
i (t), . . . , x

D
i (t)] be the ith

agent i.e., solution. Each component xD
i (t) maps an SN to be selected as a CH

where 1 ≤ i ≤ NA, 1 ≤ d ≤ D. Each component is initialized by a randomly
generated number between 1 and 2. The component of dth dimension of an agent
maps to the SN Sd as a CH. As an example, for a set of 10 SN and 3 CHs, a
solution string is shown in Fig. 1, in which S4, S6 and S1 are selected as C1, C2

and C3 respectively.

Derivative function for cluster head selection: We derive the fitness func-
tion based on three objective functions. The reciprocal of minimum total dis-
tances between each SN has been taken for maximizing the objective function.
In other words,

f1 =
1

dist(Sj , Sl)
∀ ∈ Com(Sj) and Sl ∈ ξ (18)

The maximum remaining energy of the corresponding SN amongst the neighbour
SNs has been considered to maximize the objective function. In other words

f2 =
E(Si)∑
E(Si)

∀Si ∈ Com(Sj) and Si ∈ S (19)

The objective function, which must be maximized, is the reciprocal of minimum
sink distance of corresponding sensor node. In other words,

f3 =
1

dist(Si, Sink)
(20)

Here, the weight value χi can be multiplied by each objective function and
converted into a single objective function for clustering. In other words, F1 =
χ1 × f1 + χ2 × f2 + χ3 × f3 where χ1, χ2 and χ3 are the control parameters
(weights) of the functions f1, f2 and f3 respectively such that χ1 +χ2 +χ3 = 1.
The detailed algorithm is presented in Algorithm1.
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Algorithm 1. GSA based CH selection algorithm
Input: 1. S = S1, S2, S3, . . . , Sn

2. Swarm agents of size NA

3.Number of dimensions of an agent = Number of CHs = m
Output: ξ = C1, C2, C3, . . . , Cm

Step:1 Initialize agents Ai, ∀i, 1 ≤ i ≤ NA, Ai = [x1
i (t), x

2
i (t), x

3
i (t), . . . , x

D
i (t)],

D is number of CHs,Ck = Index(Com(Sd)) × xd
i × m

Step:2 for (t=1 to Terminate) do
for (i=1 to NA) do

2.1 Compute fitness (Aj)
2.2 Update best and worst fitness of all agents
2.3 Calculate Mi(t) and xd

i (t)of each agent
2.4 Update velocity and position of Ai

Step:3 Stop

6.2 A GSA Based Energy Efficient Cluster Formation and Routing
Algorithms

In cluster formation, the normal SNs are assigned to their nearest CHs as shown
in Fig. 2. Then, the GSA routing algorithm works in two phases: Neighbour CH
discovery and routing which are described subsequently as follows.

S1 S2 S3

C1 C3 C1

S4 S5 S6

C2 C1 C1

S7 S8 S9

C3 C2 C2

S10

C3

Fig. 2. Illustration of cluster formation

Initialization of routing agent: Let Bi = [y1
i (t), y2

i (t), y3
i (t), . . . , yD

i (t)] be the
ith routing agent. Each component yD

i (t) maps a CH to be selected as a next hop
CH and 1 ≤ i ≤ NB , 1 ≤ d ≤ D. The component of dth dimension of an agent,
i.e., yD

i (t) maps to the CH Cd as a next hop CH. As an example, a routing
solution is shown in Fig. 3.

C1 C2 C3

C3 C1 Sink

C4 C5

C2 C1

Fig. 3. Initialization of a routing agent
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Neighbour CHs discovery: During this process, broad casted packets are
exchanged between the CHs which contain the information of the CH such as
residual energy of the CH and its distance from the sink. These messages mainly
provide an indexing for routing. The source CHCi discovers the neighbour CHs
which are within its communication range. Each intermediate CH forwards the
request only to the neighbours. Thus, the CH Ci request is sent only to a
neighbour Cj which satisfies the condition, dist(Ci, sink) ≥ dist(Cj , sink). In
routing phase, when Cj sends data towards sink, Cj chooses the next hop CH
Ci for the data transmission according to the following derived function. Note
that if the sink is within the communication range of CHs, those CHs choose
the sink as next hop and transmit the data to the sink directly.

6.2.1 Derivative Function for Routing
In the proposed routing algorithm, we have three objectives that are discussed
as follows. A CH Cl should select that CH Ck from its neighbour (next hop)
CHs which has maximum residual energy. In other words,

f4 =
E(Ck)∑

E(Cl)
∀Ci ∈ Com(Ck) (21)

During transmission of data, a significant quantity of energy is consumed. Energy
consumption by the CH is increased with the increase of transmission distance.
So, a CH Cl selects the nearest CH Ck from its neighbour CHs for forwarding
data. The shorter the distance between Cl and Ck, the higher is the chance of
selecting Ck as next hop CH. As we need to maximize objective function, we
consider reciprocal of the minimum Euclidean distances between each CH.

f5 =
1

dist(Ck, Cl)
∀Cl ∈ Com(Ck) and Ck ∈ ξ (22)

If a next hop CH of Cl is far away from the sink, then the data packets have to
travel longer path to reach the sink thereby consuming more energy for longer
distance communication with the sink. So, a CH Cl should select that CH Ck

which is near to the sink. Therefore, the objective function, which must be
maximized, is the reciprocal of minimum sink distance of corresponding CH.

f6 =
1

dist(Ck, Sink)
(23)

We now combine all the above objective functions, f4, f5 and f6 of Eqs. 21, 22 and
23 respectively to convert them into an objective function to yield the routing
function as follows:

F2 = χ4 × f4 + χ5 × f5 + χ6 × f6 (24)

where, χ4, χ5 and χ5 are the control parameters (weights) of the functions f4, f5
and f6 respectively such that χ4 + χ5 + χ6 = 1.
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Algorithm 2. GSA based routing algorithm
Input: 1. Set of CHs ξ = C1, C2, C3, . . . , Cm, sink

2. Swarm agents of size NB

3. Number of dimensions of an agent =m

Output: Routing paths for all CHs

Step:1 Initialize agents Bi, ∀i, 1 ≤ i ≤ NB , Bi = [y1
i (t), y

2
i (t), y

3
i (t), . . . , y

D
i (t)],

D is number of CHs, Ck = Index(Com(Cd)) × yd
i × m

Step:2 Com(Ci) = ∅
Step:3 while (Ci receiving HELLO messages from Cj) do

3.1 Com(Ci) = Com(Ci) ∪ Cj

3.2 NextHop(Ci) = {Cj | ∀Cj ∈ Com(Ci) and dist(Cj , Sink) < dist(Ci, Sink)}
Step:4 while (NextHop(Ci) �= NULL) where i = 1 to m do

4.1 Compute fitness (Bi)

4.2 Update best and worst fitness of all agents

4.3 Calculate Mi(t) and of each agent

4.4 Update velocity and position of Bi

Step:5 Stop

7 Simulation Results

We substantially experimented the proposed algorithms through simulation in
C programming language and MATLAB (version 7.5) on an Intel Core i7-2600
processor and 2 GB RAM running on the operating system Microsoft Windows 7
professional. The simulations were presented with two different scenarios i.e., by
placing the sink at (250, 250) and (0, 250) as WSN#1 and WSN#2 respectively
in the target area of size 500 × 500m2. The parameters were set as: number of
SN 200–800, initial energy 0.5 J, packet length 4000 bits, message lengh 500 bits,
d0 = 60m, efs = 10pJ/bit/m2 and emp = 0.0013 pJ/bit/m4.

Network lifetime: Here, we present the experimental results of the proposed
algorithms in terms of network lifetime which we consider that lifetime is the
number of rounds until the first node dies. The results are shown in Fig. 4. It is
obvious to note that the proposed algorithms out perform than nCRO, FBUC
and PSO. The reason is that the proposed algorithm considers three objectives in
CH selection and routing phases i.e., minimum total distance between SNs/CHs,
energy of SNs/CHs and the sink distance from the SN/CH.

Number of alive sensor nodes: Now, we perform the comparison of the pro-
posed algorithms with the existing algorithms in terms of number of alive SNs
against number of rounds for both the scenarios as shown in Fig. 5. The simu-
lation results show that the proposed algorithms out performs than compared
algorithms.

Residual energy: We plot the results of number of live sensor nodes against
the simulation rounds for both the scenarios WSN#1 and WSN#2 for 200 SNs
and compare the results of existing algorithms which is shown in Fig. 6. Here, we
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observe that proposed algorithms perform better than the existing algorithms
and also WSN#1 results are better than the scenario WSN#2.

8 Conclusion

In this paper, we presented LP formulations for CH selection, cluster formation
and routing. Next, we presented GSA based energy efficient clustering and rout-
ing algorithms by deriving novel fitness functions with efficient encoding schemes.
In derivation of fitness functions of CH selection and routing, we have considered
various parameters such as Euclidian distance from the SNs to CHs, CHs to the
sink and energy of SNs and CHs. The proposed algorithms are simulated over
two different scenarios of WSNs to show the superiority of the proposed algo-
rithms. Those results are also compared and demonstrated their efficacy over
various existing algorithms such as nCRO, FBUC and PSO in terms of network
lifetime, energy consumption and alive SNs.
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Abstract. With growing momentousness of Internet applications, digital world
is overwhelmed with huge number of web services. To ease the job of selecting
relevant WS in service composition process, recommendation system of Web
Services is designed. It uses semantic analysis of WS along with enhanced
collaborative filtering. Ontology based Semantic Analysis performed using
Tversky Content Similarity Measure helps to identify most similar functionally
relevant WS. The collaborative filtering process uses DBSCAN clustering and
PCC similarity to identify highly collaborative WS, based on ratings given by
experienced users. To overcome the existence of sparse data in WS ratings and
to enhance filtering process, SVM Regression is implemented before collabo-
rative filtering. Relative frequency method is applied to amalgamate collabo-
rative and sematic similarity values of WS. The methodology is proved to
produce more realistic, accurate and efficient WS recommendation. Future focus
may be towards knowledge based filtering with real world contextual
information.

Keywords: WS ontology description � Semantic content filtering � Enhanced
collaboration � Efficient filtering of WS

1 Introduction

With the beginning of 21st century, the Internet began developing and expanding with
magnificent velocity. The amount of information available on the Internet has got
extremely prodigious, resulting in an information overfill. Performing complex busi-
ness operations and providing quality information to the end users can be achieved
through the use of selection of most relevant Web Services. Exiting systems [10] are
not enough efficient to retrieve the actual web services desired by the user up to a limit.
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Contextual based Recommender systems [9] are competent of solving this issue up to a
great extent by selecting the services in par with the requirements of the end users. It
has emerged as a powerful tool for reducing the complexity of information/services
enormity. Web service recommendation is the process of identifying the measure of
usefulness of the web services and proposing them to the user.

Web services provide a regulated manner to incorporate web applications using
open standards over an Internet protocol back bone, using some platform and language
independent interfaces meant for easily assimilating heterogeneous systems. Web
Services provide interoperability between various applications. UDDI, WSDL and
SOAP define standards for service discovery, description, and messaging protocols for
web services respectively.

Many researchers are focused in adopting the content based and collaborative
filtering approach in the process of selecting the web services. Collaborative filtering
[15] mainly centres on identifying neighbourhoods of target user consisting of other
users with similar interests or preferences. Collaborative recommenders rely on user
profiles, usually represented as rating vectors. Examples of such applications includes
recommending movies, tour destinations, music, games etc.

Existing content based filtering methods employs the exact keyword similarity
measures for the selection of web services. Majority of the traditional methodologies
focus on searching the existing UDDI registries or implements keyword based search
process. This resulted in poor recommendation and also requires clear and correct
queries from the user. Therefore, in this paper, we present a high performance rec-
ommender system of web services based on user preferences, which makes use of
machine learning and data mining techniques like regression [2] and clustering coupled
with the advantages of semantic analysis. It is able to provide the end user with the
most relevant web service which delivers the most pertinent information.

An enhanced content and collaborative filtering approaches for web services is
designed to select the most appropriate services which handles data sparsity, data
overload and scalability issues of the existing system. The initial phase of the approach
concentrates on content based filtering along with semantic analysis. It consists of two
central tasks such as domain feature’s similarity checking, and matching of input
output parameters. An ontology is designed using necessary data extracted from the
corresponding WSDL files of web services. Semantic based similarity calculations are
performed on domain features and input-output parameters of the given web services
using Tversky’s Content Similarity Measure to reach at a set of highest associated web
services.

Secondary phase of the approach mainly encloses three major stages - Data sparsity
removal, clustering of similar items, and ranking of similar web services. Unrated or
unobserved web services available in web may cause data sparsity. In order to tackle
with the problems of data sparsity, we use SVM regression to fill in missing user
ratings. Grouping of similar web services is achieved through DBSCAN. When a user
inputs a search query, its corresponding cluster is identified and web services that fall
on the identified cluster are then ranked using PCC.

Tertiary phase focuses on combining outputs from previous filtering modules to
constitute an improved and more accurate high quality recommender output. Relative
frequency method is implemented for this purpose. The efficient enhanced
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recommendation of web services can be widely used in the service composition where
the service broker agent wants to automate the dynamic selection of the best services
from the existing set of web service registries.

The rest of paper includes: the detailed study of the existing research work in
Sect. 2 Related Works, illustration of the proposed Enhanced Recommendation System
of WS in Sect. 3 System Methodology, the analysis report of Enhanced Collaborative
Filtering and Sematic based Content Filtering approach in Sect. 4 Result and Analysis
and the concluding part with directions for future improvements in Sect. 5 Conclusion.

2 Literature Review

A number of researches have already been done on recommendation system for web
services. Yang et al. [3] gives the semantic similarity between web services through
calculating the normalized google distance. It uses google massive terms and open
google search engine to determine the normalized google distance between notions.

Lina Yao proposes an approach [1] that joins both Content based and Collaborative
based methodologies by considering both appraisals and functionalities of web
administrations utilizing a Probabilistic Generative Model. The idle inclinations are
measurably assessed utilizing Expectation-boost calculation. To overcome information
sparsity issue, data smoothing method is adapted. The system is further improved by
content similarity and implicit user description aspect model.

An implementation of automated adaptive framework [5] for the WS coupled with
optimisation of QoS based on quality specifications in the Web Services Ontology.
Using this framework, the users are able to acquire a set of web services, by consuming
the context information of users and services, which is further enhanced by the Quality
factors of those web services.

Mingxin Gan proposes an approach [7] that relies on ontologies to determine the
semantic similarity between tags. The system uses five categories of methods based on
semantic distance, information content, properties of tags, ontology hierarchy [15], and
hybrid methods. Semantic similarity is calculated by the length of the path from the leaf
nodes to the root node. Tags are represented as collection of features, normalization and
set theory functions are applied to estimate semantic similarity between tags.

An interactive composition approach [4] by Evren Sirin, using matchmaking
algorithms is presented to help users to filter and select services while building the
composition. The filtering and selection of services helps the users in the composition
process. A travel recommendation system in Semantic Web using Ontology is designed
[6] by Chang Choi. The Metadata is made by preference profile and transaction profile.
The Travel Ontology is made by OWL Rule based on Description Logic.

3 Proposed Methodology

Every service available on Internet are provided by different web services. The core area
of our work is an improved web service recommendation system that recommends the
most relevant information available on web. The proposed methodology shown in Fig. 1
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relies on two major phases Sematic Based Content (SCB) filtering and Enhanced Col-
laborative filtering (ECR) methods for the selection of relevant service. The key idea of
our proposed approach is to recommend web services by selecting the semantically
similar service with high user ratings provided by different users.

The design methodology implements three major features: removal of sparse data
using regression methodology, improve efficiency by clustering of data and to accom-
plish more realistic selection by adopting the semantic based methodology. An Ontology
of the web services is maintained as a repository to store the details of the services and
their relationships to be used for the sematic retrieval of the required services. In essence,
recommendation is based on an automatic dynamic selection of pertinent services,
subject to the filtering process of web services collaboration based on the ameliorated
ranking given by multiple users which exhibit similar preferences or behaviours.

3.1 Semantic Based Content Filtering (SCB)

According to W3C, the semantic web establishes a standard framework which enables to
share or reuse data and services across application, organizations, enterprise, and com-
munity boundaries. Initial phase of our work is centred on Semantic Content based
filtering approach which uses the ontology for identifying the web services with the
required specifications given in the user query. Each web service consists of a WSDL file
which defines how a service can be called, parameters required as its input/output data,
domain name and other specifications. By consuming thematerials available in theWSDL
file, an ontology is populated with OWL, the ontology language for semantic web.

SCB similarity is calculated by using improved Tversky’s Content Similarity
Measure considering domain features and input-output parameters of services. Firstly,

Fig. 1. Methodology for Web Service Recommendation
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the domain type and prominence of the service are expended to find the similar ser-
vices. It is followed by an input-output parameter matching to analyse the similarity
between user requirements (as query) and WS message descriptions. Thus, web ser-
vices with highest similarity values are selected to produce the output of SCB filtering.

3.1.1 Web Service Ontology Creation
The SCB filtering starts with the creation of an ontology for web services. Ontology is
the working model of objects belonging to a particular area of interest and their
semantic relationships to each other. Ontologies are authored using Ontology Web
Language (OWL), a set of knowledge representation languages built upon a
W3C XML standard. Our system relies upon a web service ontology developed using
Protégé and it defines a set of web services and their mutual semantic relationships. The
specification of web services given by service providers residing in service registries
are retrieved, to be used in the process of web services ontology creation.

Ontology created includes a set of classes and subclasses which depicts the rela-
tionship between different services. The service description like domain name,
input/output parameters and importance of the services are included as data properties
in the ontology. Figure 2 shows the sample of the ontology created in the system using
protégé tool. For the selection of required services, the semantic details of web services
are retrieved to calculate the similar web services.

Fig. 2. Ontology of web services with service description
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Similarity between user requirements and web service description is calculated
using improved [7] Tversky Content Similarity Measure. Tversky defines a similarity
measure according to the matching process, which generates a similarity value based
on, not only common factors but also distinct features of web services.

3.1.2 Content Similarity Measure
This approach is an efficient method used in determining information-theoretic simi-
larity values. Unlike other models this model determines the similarity between the
matching-features and then it evaluates the impact of non-matching features of those
web services to assess the similarity between them.

Algorithm to calculate the similarity between given web service Wk with all other
web services in the ontology:

Improved Tversky’s Similarity for WS

1. Identify the domain name and set of properties of the web service 
2. Select the set of web service S whose domain name is equal to  
3. For every web service in , do the following:

a Retrieve the input/output property of web service 
b Calculate the Improved Tversky’s similarity  ( )

between and  , 

( , ) = +
c Retrieve and add the importance value  of  with ( )   . 

3.1.3 Improved Tversky Content Similarity Measure
The improved similarity method implements the Tversky’s normalization with the
set-theory functions intersection (pi \ pk), difference (pi / pk) and the Cosine similarity
functions. The standard formulation is given as:

ITSim ¼ pi þ pkj j
pi \ pkj j þ l pi=pkj j þ l� 1ð Þ pk=pij j : ð1Þ

or 0� l� 1

CSim ¼ pi \ pk
pi þ pk � ðpi \ pkÞ : ð2Þ

where pk and pi corresponds to the description sets of web service Wk and Wi and l is a
function [7] that defines the relative importance of the non-common features. The
semantic relationships maintained in ontology is used to determine the relative
weightage for properties of web services. Thus, by dynamically assigning accurate
value for l and by aggregating the importance of the service, this method is able to
select content based similar web services.
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3.2 Enhanced Collaborative Filtering (ECR)

Generally Collaborative filtering is used in recommendation system to identify popular
items among peer users with the help of the ratings given by different users. We have
adopted an Enhanced Collaborative (ECR) filtering process, which employs sparsity
removal and clustering methods to select popular web services. Sparsity removal is used
to fill the missing values in the user ratings data set with SVM regression methods.
DBSCAN clustering method is implemented to group related services so that only those
services with basic features could be considered for collaborative calculation.

3.2.1 SVM Regression
SVM Regression is used for predicting missing values. Rated web services are con-
tained in trained file and unrated web services are contained in tested file. Unrated web
services in the test file are rated using ratings contained in train file. SVR derives a
function f ðxÞ which has less deviation between observed and predicted training sam-
ples. It also minimizes the error which is a combination of training error and a regu-
larization term that controls the complexity of the hypothesis space.

Algorithm for Sparsity Removal

1. Actual dataset with user ratings is divided into training set and testing set.
2. Data set is classified and predicting using SMOreg classification and 

prediction. 
3. Classification is done using classifier.getClassification and class labels are 

assigned.
4. Maximum marginal plane is identified in order to maximize the prediction 

accuracy.
5. Real values are predicted to fill the sparse data with 

evaluation.NumericPrediction

3.2.2 DBSCAN
Density-Based Spatial Clustering groups all services of data set into service of clusters
and noise. The key idea of clustering is to identify whether the minimum number of
services are present within the given radius i.e., the density in the neighbourhood has to
exceed some threshold value.

Input: User ratings filled using SVM regression and Eps value.

Algorithm for Clustering Web Services

1. Select an arbitrary web service 
2. Recognize all web service’s density reachable from web service with Eps 

and MinPts
3. If  is a core service, a cluster is formed.
4. If is a border service, no web services are density reachable from and

DBSCAN visits the next web service of the dataset.
5. Continue the process until all of the web services have been processed.
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DBSCAN applies Euclidean distance to find distance between two web services. If the
Cartesian coordinates of user ratings for two web services are wa ¼ wa1;wa2; . . .;wanð Þ
and wb ¼ ðwb1;wb4; . . .;wbnÞ in Euclidian n space, the distance ðd) from wa to wb, or
from wb to wa is given by the Pythagorean rule:

d wa;wbð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Xn

i¼1
wai � wbið Þ2

q

: ð3Þ

where n is the number of users and wai is the rating given by ith user to web service wa

and also wbi is the rating given by ith user to web service wb.

3.2.3 Pearson Correlation Coefficient
The final step Collaborative Filtering process is PCC which is a quite famous algorithm
used for selection of candidate items. PCC measures the strength of linear association
between two variables, where r ¼ 1 means a perfect positive correlation and the value
r ¼ �1 means a perfect negative correlation. The selection of the highly collaborative
web services among the cluster is effectively computed using this algorithm.

The Correlation between the web service Wk queried by the user with all other web
services Wi in the cluster, to which the queried web service belongs is implemented
using PCC equation:

Cor Wk;;Wi
� � ¼

Pn
j¼1ðWkj � wkÞðWij � wiÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pn
j¼1 Wkj � wk

� �2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pn
j¼1 Wij � wi

� �2
q

r : ð4Þ

where Wkj and Wij are the ranks given by n users for web service Wk and Wi.

4 Result and Analysis

The simulation of the system is tested with the sample data set which includes the
ontology owl file with web service descriptions and the ratings csv file with the user
ratings provided by different users for a set web services. The online user should rate each
web service available according to the level up to which he/she is satisfied with that WS.
Ratings can range from one to five. Unobserved user ratings are assumed as 0, i.e. the
sparse data. Only those sparse data are filled up using SVM Regression, it is done as the
pre-processing step. Sample results of filling the sparse data is shown in Tables 1 and 2.

Table 1. Sample user ratings data set with sparse data

WS/
User ID

Admin@
.com

aishu@
.com

ajith@
.com

akhil@
.com

akhilv@
.com

akshaya@
.com

amee@
.com

w1 4 4 3 3 4 0 0
w2 3 3 4 5 3 0 0
w3 0 2 1 4 0 0 0
w4 2 1 2 3 2 1 2
w5 0 0 4 1 0 3 2
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The results of semantic based and collaborative filtering are shown in Table 3.
Relative Frequency (RF) method is used for combining the SCB and ECR filtering
outputs together for a better recommender result. The proportion of total possible
number of events to the count of the favourable events is termed as relative frequency.
Relative Frequency (RF) method is used for combining the SCB and ECR filtering
outputs together for a better recommender result. The proportion of total possible
number of events to the count of the favourable events is termed as relative frequency.
RF functions for Similarity and Collaborative filtering are given by:

Relative FrequencyðWkÞ ¼
ðSimi þCoriÞ

Pn
i¼1ðSimi þCoriÞ : ð5Þ

where Simi is the similarity score, Cori is the correlative score of the kth web service
and n is the number of web services. The above function denotes relative frequency as
a proportion.

The above table shows the detailed result of SCB and ECR filtering and the
integrated results using Relative Frequency Method. Moreover, graphical representa-
tion of the above results are also shown in Figs. 3 and 4.

Table 2. Sample user rating data set with filled values after pre-processing

WS/
User ID

Admin@
.com

aishu@
.com

ajith@
.com

akhil@
.com

akhilv@
.com

akshaya@
.com

amee@
.com

w1 4 4 3 3 4 5 1
w2 3 3 4 5 3 4 1
w3 4 2 1 4 4 1 1
w4 2 1 2 3 2 1 2
w5 1 3 4 1 3 3 2

Table 3. Results of SCB and ECR filtering.

WS TSim CSim ITSim ECR Nor. ECR RF

w1 1.376 0.153 3.764 0.22 2.361 0.139
w2 1.4 0.166 1.783 0.209 2.284 0.069
w3 1.506 0.222 1.864 0.598 5 0.086
w4 1.764 0 2.882 0.025 1 0.073
w5 1.636 0.265 4.961 0.123 1.684 0.178
w6 1.733 0.3 4.016 0.355 3.304 0.186
w7 1.969 0.3 2.134 0.377 3.457 0.087
w8 2.173 0.25 4.211 0.095 1.489 0.15
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The above graph reveals that the services are given higher ranks only when both
SCB and ECR values are relatively higher as Web Service 6, 5, 8. If the services fails to
score higher values in any of the filtering methods, they are given least importance in
the process of selection like services 2, 4 shown in the above graph.

The final ranking and recommendation of web services with regard to the given
web service is shown in Fig. 5. The results of the implemented system revealed to be
closest to the user expectation as the results produced is better than recommendation
made without sparsity removal. The execution time of the system is reduced to greater
extent as the clustering methodology is performed before PCC for web services.
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The elaborated web service selection process with the semantic and enhanced
collaborative filtering methodology could be used in the process of service collabo-
ration by broker services for selecting the most appropriate services in par with their
requirements.

5 Conclusion

The process of selecting and recommending relevant web services from a wide variety
of available choice is an area of concern in Service Oriented Computing. Most current
recommendation approaches focus on either UDDI registries, or keyword-dominant,
QoS-based Web service search engines that have limitations such as reduced recom-
mendation performance and dependence on detailed, precise search queries from the
user. Our combined approach simultaneously considers user ratings similarities along
with semantic content of Web services. As the methodology also considers filling of
missing user ratings, the recommender output is much better with improved accuracy.
Our approach only considers web services semantics. Semantic analysis of keywords
can be incorporated as a part of future advancement.
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Abstract. The recommendation of products of interest to the user is pivotal for
improving a customer’s shopping experience. Recommender system has diversified
and endeared itself in wide ranging industrial applications from e-commerce to
online video sites. As the input data that is supplied to the recommender systems is
large, the recommender system is often considered as data intensive application. In
this paper, we present improvised MapReduce based data preprocessing and content
based recommendation algorithms. Also, Spark based content based recommenda‐
tion algorithm is developed and compared with Hadoop based content based recom‐
mendation algorithm. Our experimental results on Amazon co-purchasing network
meta data show that Spark based content based recommendation algorithm is faster
than Hadoop based content based recommendation algorithm. Also, graphical user
interface is developed to interact with the recommender system.

Keywords: Hadoop · Spark · Recommender system

1 Introduction

A recommender system is a tool for the analysis of a large dataset and providing prod‐
ucts that would be of interest to the user. The recommender system makes it easy for
users to choose products which would be relevant to their tastes. The three basic
approaches towards recommender systems are Content based recommender system,
Collaborative filtering and hybrid recommender systems [1]. Content based recom‐
mender system is based on the notion that a user will be keen to buy a product that would
be in the same category as the products in his inventory. Whereas, Collaborative filtering
tries to find the similarity between users and the products bought by them, then it tries to
forecast or predict the products-based on the products brought by similar users. User based
collaborative filtering and item based collaborative filtering are the two basic types
collaborative recommendation systems [2]. User based uses similarity between users to
generate recommendations, while item based uses item ratings to generate similarity
between products and recommends it to the customers. Recommender system analyzes
large datasets to get accurate results. As it analyzes large data sets recommender systems
are considered as data intensive application [3]. In recent times, Apache Hadoop and
Apache Spark are considered to suit well for data intensive applications [4]. Remainder
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of the paper is organized as follows. Section 2 represents the existing content based
recommendation in Hadoop and Spark frame work and Sect. 3 explains the implementa‐
tion of improved content based recommendation in Hadoop and content based recom‐
mendation in Spark and Sect. 4 presents the experimental setup and results. Section 5
presents the performance evaluation. Section 6 ends with the conclusion and future
enhancements.

2 Related Work

De Pessemier et al. [5] developed content based Recommendation Algorithms on
Hadoop for Wikipedia articles. They proposed MapReduce code for providing recom‐
mendations for the end users. Leskovec et al. [6] explain content based recommendation
has to analyze massive dataset to provide good recommendations. Dooms et al. [7]
propose In-memory, distributed content-based recommendation system which uses
MapReduce paradigm. Generally, MapReduce parallel programming model stores mid-
computation values in hard disk which is one of the drawbacks of it. In this paper, they
proposed content based recommendation algorithm which keeps mid-computation
values completely in RAM to reduce the hard disk accesses and to improve the efficiency
of Map Reduce parallel programming model. Saravanan [8] developed large scale
content based recommender system using Hadoop MapReduce Framework to provide
N recommendations to the user and best recommendation to the user. The data prepro‐
cessing algorithm developed in [8] takes more time to execute. This is because data is
not properly partitioned among the map tasks. So, in this paper we have overcome the
drawback of the content based recommendation developed in [8]. We also have imple‐
mented the content based recommendation in Spark framework and evaluated the
performance of Hadoop and Spark based content based recommender system. In this
paper we have also designed the user interface to interact with the system.

3 Implementation

In this section we will present the improved Hadoop based content based recommender
system and Spark based recommender system.

3.1 Data Set

The dataset [9] used in this paper is Amazon dataset which was collected in 2006. It
contains the product metadata (Fig. 1).
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Id: Product id (number 0,…., 548551)
ASIN: Amazon Standard Identification Number
Title: Name of the product
Group: Group to which product belongs (Book, 

DVD, Video or Music)
Salesrank: Amazon Salesrank (1 is highest rank and big numbers are lowest rank)
Similar: ASINs of co-purchased products (i.e,) list of products similar to this product
Categories: Location in product category 

hierarchy to which the product belongs
Reviews: Product review information: time, customer id, rating, total number of votes

on the review, total number of helpfulness votes 

Fig. 1. Amazon data set format

From the dataset we have observed the statistics listed in Table 1.

Table 1. Statistics table

No. of products 5,48,552
No. of customers 14,58,417
Customer bought most number of products Customer whose ID is ATVPDKIKX0DER

bought 109993 products

3.2 Improvised Dataset Preprocessing Algorithm for Hadoop Based Content
Based Recommendation Algorithm

MapReduce is one of parallel programming models, used for processing large amounts
of data in parallel and distributed manner. Google company has introduced MapReduce
programming model in 2004 [10]. This programming model is employed in Apache
Hadoop framework [11]. The input data set is not properly partitioned among the map
tasks in MapReduce based data set preprocessing algorithm proposed in [8]. In Hadoop
1, when you split the data set among map tasks, by default, the size of each split is equal
to the size of block in HDFS which is 64 MB. So, every map task should get 64 MB for
processing. But the customized record reader developed in [8] does not split the dataset
properly among map tasks. In [8], each map task processes the whole data set as the
input split implementation of customized record reader is not done properly. So, we
overcome this drawback by modifying the customized record reader to partition data set
properly among the map tasks. In our modified implementation, each map task will
process only 64 MB data. Hence, the execution time of dataset preprocessing phase is
less compared to dataset preprocessing algorithm proposed in [8].
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3.3 Spark Based Content Based Recommendation Algorithm

This section presents implementation of Large Scale Content-based Recommender
System in Spark. Apache Spark is a modern big data analytics framework which is based
on the idea of Resilient Distributed Datasets which is an idea first published in [12] by
a team of developers from AMPLab at the University of California at Berkeley. Spark
is designed to overcome the drawbacks of MapReduce programming model. Spark uses
RAM to store intermediate results whereas Hadoop uses hard disk to store intermediate
results.

In Apache Spark, RDD is a collection of data items that are distributed across many
compute nodes that can be processed in parallel. All our computations are expressed
through operations on RDD that are automatically paralleled across the cluster.

Total Implementation is carried out in two steps. We implemented the following
steps in Scala programming language [13].

Step 1: Find a list of products bought by every customer. This step is carried out in
two sub steps.

Step 1.1: Scan the input file for every product. As we scan the file for every product,
for every customer who has bought this product, we print the following information.
<Customer id: product id, similar items>
Step 1.2: The output produced in the previous step is grouped based on the customer
id. The output of this step will contain the following information.
<Customer id: list of products with similar items for every product>

Step 2: Recommend products for each customer. This step is carried out in three sub
steps.

Step 2.1: Scan the grouped data for every customer.
Step 2.2: Create a list of products the customer has bought and take two similar
products for each product the customer has purchased and checks if the customer
has bought those similar products.
Step 2.3: Remove the products which customer has already purchased from the list
and print N products from the remaining items in the list. This N value will be passed
as an input by the customer.

4 Experimental Setup and Results

4.1 System Configuration

We executed both improvised Hadoop based content based recommendation and Spark
based content based recommendation algorithms on the system with the following
configuration. The processor of the system is Intel Core i7 and its speed is 3.40 GHz.
RAM capacity of the system is 8 GB. Ubuntu 16.04 is installed in the system. Our
experiments are done with a cluster of size one node because the size of dataset is only
977 MB. If the data set size is huge then a cluster can be formed and used for analyzing
the data. The version of Hadoop used is Hadoop 1.2.1. Spark is installed in the system.
The dataset used for our experiment is Amazon dataset which was downloaded from
Stanford University website [9].
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4.2 Results

Graphical user interface of the recommender system is shown in Figs. 2, 3 and 4. The
interface has the options for content based recommendation in Hadoop and content based
recommendation in Spark. Figure 3 shows the recommendations of Hadoop framework.
Figure 4 shows the recommendations of Spark Framework.

Fig. 2. Initial graphical user interface

Fig. 3. Output of content based recommendation in Hadoop

In interface from Fig. 2, the user of the recommender system has to enter the customer
id for whom recommendations to be generated. After entering the customer id, user can
mention how many recommendations should be generated. Then, user can choose either
Hadoop based recommendation or Spark based recommendation for generating recom‐
mendations.
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Figure 3 shows the list of recommendations generated for the customer
A1F9UYUSTB37B by Hadoop framework. There are 4 recommendations in the list as
the user has chosen 4 as an input for number of recommendations.

5 Performance Evaluation

The Table 2 shows the time taken by improvised Hadoop and Spark based content based
recommender system implemented in this paper.

Table 2. Execution time

Hadoop based Content Based
Recommendation

Spark based Content Based Recommendation

Dataset preprocessing - 4.29 min Find a list of products bought by every
customer - 50 s

Content Based recommendation - 9 min Content Based recommendation - 6.41 min
Total: 13 min 29 s Total: 7 min 31 s

The graph in Fig. 5 pictorially shows the running time performance comparison of
Apache Hadoop and Spark based content based recommender system. In y-axis, time is
given in minutes. It is evident from the Table 2 and Fig. 5 that Spark based Content
based recommender system generates recommendations faster than Hadoop based
Content based recommender system.

Fig. 4. Output of content based recommendation in Spark
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Fig. 5. Performance analysis of Hadoop based and spark based content based recommender
system

6 Conclusion and Future Enhancements

We have improvised data set preprocessing algorithm for Hadoop based content based
recommendation and developed Spark based Content based recommendation algorithm.
The experimental results show that the Spark based content based recommendation
algorithm generates recommendations faster than Hadoop based content based recom‐
mendation. This is because, in Hadoop, the intermediate results are stored in hard disk
but in Spark the intermediate results are stored in RAM. So, as a future work, Spark
based collaborative filtering recommendation system can be developed using an efficient
clustering algorithm to group customers with similar interests to provide better recom‐
mendations.
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Abstract. RF based communication technologies have been the crux of wire-
less networking. The limitation of radio frequency (RF) based network is that
the throughput deteriorates as new nodes are added to the network. Free space
optics (FSO) technology is similar to fiber optics sans the fiber. It provides very
high security and very high data rates. Free space optics (FSO) systems repre-
sent one of the most promising approaches for last mile connectivity, as com-
pared to the other alternatives of fiber-optic cables, wireless local loops, and
copper-based technologies.
A reactive protocol keeps in view the network dynamics during the process of

routing and AODV routing protocol i.e. Ad-Hoc on demand distance vector is
designed for wireless Ad-Hoc networks. It derives the advantages of both
Destination sequenced distance vector routing and Dynamic source routing. In
this work we run simulations of AODV under a RF based and FSO based
MANET scenario and support our conclusions that AODV when modified to
handle multiple interfaces results in throughput improvement by 5X, and
achieves packet delivery ratio of 96%.

Keywords: AODV � FSO � RF � Nodes

1 Introduction

As the data communication networks become denser, it gives rise to problems related
to capacity and also limited unlicensed part of the electromagnetic spectrum paves way
for exploring the optical part of the electromagnetic spectrum. Free space optical
communication is characterized by high bandwidth, license free band of operation,
spatial reusability. Merger of this technology with Mobile Ad-Hoc networking capa-
bilities is called as a Free Space Optical Mobile Ad-Hoc Network. Yuksel et al. [13]
introduced the basic building blocks for these type of networks and their work deals
with issues related to routing and localization. Free space optical MANETs face the
challenge of maintaining LOS i.e. line of sight between the nodes and also weather
conditions affecting it very badly. Yuksel et al. [12] developed solutions for these
issues by arranging the transceivers spherically on a node and also by using multihop
type of communication.
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2 Related Work

Proactive protocols like DSDV [1] and OLSR [11] regularly broadcast routing infor-
mation across the network or in certain areas of the network, and maintain robust data
structures called routing tables at each node. Protocols like AODV [2] and DSR [3] are
categorized under reactive protocols that perform route discovery by broadcasting i.e.
flooding the network. Until a route is found, there is latency in data forwarding.
Flooding causes wastage of network resources and as networks increases in size and
complexity, new methods to limit flooding were necessary. Hierarchical routing pro-
tocols such as HRP [4], LANDMAR [6] entwine the network into areas that maintain
routing information within the area. Within each coverage area a node selected as
gateway node maintains routing tables that interact with the other gateway nodes. Thus,
routing within each coverage area happens normally while routing in inter-coverage area
is handled by the gateway node. Though this technique helps in dealing with scalability
issues, and proves to be an important step in achieving greater scalability, the increased
intricacy of reformation makes it harder to implement these routing techniques as they
lean on the gateway nodes that maintain routing between regions. Chances of failing at a
single point due to failure of a gateway node are more. When we use directional
antennas the existing routing protocols fail to perform satisfactorily. It is very interesting
to study how these protocols behave when modified to handle directional antennas. To
address issues with interface handoff, backoff, and neighbor discovery, Choudhury et al.
[5] proposed Directional DSR (DDSR), a modification to DSR [3] and a cross layer
protocol inspired by DSR which handles route discovery, establishment, maintenance,
and route recovery mechanisms using directional antennas was studied by Gossain et al.
[8] that presents Directional Routing Protocol (DRP). While much of these efforts in
using directionality in the routing layer are important, they come more as a response to
having directional communications rather than leveraging directionality as a benefit in
routing. Very limited work shows how these protocols can be adapted for a free space
optical MANET scenario. Keeping the directional nature of FSO transceivers in mind,
Nasipuri et al. [7] modified the RTS and CTS exchange in 802.11 to support direc-
tionality and showed through simulations a throughput improvement of 2–3 times over
omnidirectional antennas. The notion of directionality at layer 3 was studied by Murat
Yuksel et al. [9] as they proposed Mobile orthogonal rendezvous routing protocol, and
also lead to conclusions how these type of protocols can be adapted for a FSO MANET.
In this work we compare the performance of AODV routing protocol in RF based and
FSO based MANET and show how throughput and packet delivery fraction are affected
with varying number of nodes and mobility. Section 3 presents the methodology of
AODV routing protocol for RF and FSO based MANET. Section 4 presents graphical
results of simulations. Section 5 deals with conclusion and future scope.

3 Protocol Basic Methodology

The basic protocol AODV [2] generates routes to the destination on demand. The
protocol selects the shortest path to the destination node. It is specially designed to
handle mobility and it takes care of changes in topology and repairs routes in case when
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the node moves in and outside the communication range. HELLO messages are sent
out at regular intervals so that a node keeps knowledge of its neighbor. Every node has
a unique ID called as the sequence number. During the process of discovering the route
to the destination, a node sends out a request message typically called as RREQ. The
sequence number along with destination node address is a part of RREQ packet. If the
node receiving the request packet has the path to the destination, it sends out a reply
message called as RREP to the node which generated the RREQ, else sends out the
request packets again i.e. rebroadcasts the request packet. To have knowledge of the
recent route, sequence numbers are used. Higher sequence number indicates the most
freshest route. The dynamic nature of the network causes the nodes to move in and
move out of the communication range, hence route error messages RERR are generated
to tackle this issue. When a route error message is received by a node it removes the
entries of all the nodes which cannot support routing from the routing table. An FSO
transmitter and receiver pair should be aligned properly to overcome LOS, so that these
request and reply packets are received by the nodes promptly. A sample network with
six mobile nodes is considered for explanation as shown in the Fig. 1. The “Req”
messages initiated by source S i.e. N1 is broadcast. These messages are forwarded by
the nodes till it reaches the destination D i.e. N6. To depict realistic scenario, we
simulated a network of 100 mobile nodes on NS-2.34. The pause time i.e. the time for
which the node rests at a place before it starts moving again is 0 s and a random way
point model is used. The links represent the nodes that can communicate with each
other and not a wired link.

P1, P2, P3 depict the various paths from source to destination.

Fig. 1. Route request propagation showing multiple choice of paths from source to destination

76 S. Fauzia and K. Fatima



Node N5 and N2 have a route to the destination and hence send a “Rep” message
i.e. reply message is propagated to the source node S as shown in Fig. 2.

Figure 3 is a partial trace format obtained after simulation of 100 mobile nodes
which shows the request messages for nodes numbered 94,38,97,61, and reply mes-
sages for node numbered 23.

Fig. 2. Example of a route reply from N5-N2-N1

Fig. 3. Trace format (partial) depicting request and reply packets being forwarded and received
for a 100 node scenario

Fig. 4. Example of a route error propagation, N5 moved out of range
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Figure 4 depicts route error messages “Rerr”, when node N5 moves out of range.
Figure 5 shows the error messages sent back in an event when there is a loss in
connection due to node moving out of range. Here, nodes numbered 84,7,63 are unable
to participate during the process of routing.

Bilgi and Yuksel [10], in their study introduced the various modules to be used
along with NS-2.34 for an FSO MANET. The node will have a separate stack from
Physical layer up to Link layer for each transceiver. This is attached to the AODV
routing agent as shown in Fig. 6. These modifications were done to handle transmis-
sion over multiple interfaces. The angle and position of the node is taken care by the
channel and this information is obtained from the packet headers. The packets are
delivered to the upper layers and this action is “planned” by the channel for the
transceiver. When the position of the node changes, the auto alignment circuitry is
responsible for changing from one interface to another [14].

4 Simulation Results and Observations

In this section the simulation parameters are listed and a brief explanation about the
graphs is given. The nodes were considered to be spread over an area of
1300 m*1300 m. The FSO-extension package was merged with NS 2.34 for FSO
simulations. The unaltered version was used to simulate AODV in RF (Table 1).

Fig. 5. Trace format(partial) depicting route error messages for a 100 node scenario

Fig. 6. FSO node structure in NS-2 [14]
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The speed of the mobile nodes was varied from 2 m/s to 10 m/s and the throughput
was observed to deteriorate with increasing speed. The node mobility causes loss in
connectivity and handling the same for multiple interfaces as node moves out of range
becomes difficult. The throughput was maximum 550 MB when the node mobility was
0 m/s. As observed from Fig. 7 throughput is higher for FSO MANET and this can be
credited to directional transmission over interfaces. By keeping the area constant when
the number of nodes are increased from 20 to 120 with a node speed of 4 m/s Fig. 8
shows there is a fall in throughput which is more severe for RF MANET because of its
omnidirectional nature of transmission.

Table 1. Simulation parameters

Parameter Value

Number of nodes 50,100
Simulation time 500 s,70 s
Network range 1300 m * 1300 m
Transmission range 250 m
Traffic type CBR
Packet size 512 bytes
Maximum speed 30 m/s
Simulator NS-2.34, FSO-extension package

Fig. 7. Throughput of the network as a function of speed of mobile nodes (m/s)
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Figure 9 illustrates when the source destination connections are increased the
throughput of FSO MANET is better than RF MANET, because the network is
inundated with request and reply packets which affects the throughput of the RF
network, whereas LOS alignment and spatial reuse improve the throughput of
FSO MANET considerably. This simulation is performed for 50 nodes for a time
period of 500 s. FSO MANET is successful in delivering the packets to the destination
but decreases gradually because of non alignment of directional antennas with
increasing source destination pairs as shown in Fig. 10.

Fig. 8. Throughput as a function of increasing number of nodes in the network

Fig. 9. Throughput as a function of number of connections between source to destination
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It is rather fascinating to observe the time delay in receiving the packets at the
destination. Packet delivery success for a 100 node scenario with speeds varied in steps
of 10 m/s, 20 m/s, 30 m/s as depicted in Fig. 11 and Fig. 12. Transmission over
interface reduces meddling of signals. AODV displays a broadcast nature and hence
with increasing speeds the successful delivery of packets to the destination is affected
as more number of retrial attempts storm the network.

Fig. 10. Packet delivery success as a function of number of connections between source to
destination

Fig. 11. Data packet latency as a function of node velocity (m/s), 100 nodes, 1300*1300 area

Performance Evaluation of AODV Routing Protocol 81



5 Conclusion

Sheltered communication and low cost equipment add to the benefits of using the
optical part of the EM spectrum. Though FSO technology is heavily affected by the
environmental conditions, it can act as an excellent back up for RF based networks.
Present nanometer technology can yield designs that can lead to many more
improvements at the Physical layer which is responsible for maintaining LOS [14].

Future work can be extended to various domains in routing, localization and
positioning mechanisms for the benefit of providing quality of service to its users.
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Abstract. The demonetization and corruption can be stop by doing cashless
payment in country with help of card and cheque transaction payments. However,
on card transaction additional charges are applied whereas; there are no extra
charges applied by bank to the customer while doing payments through cheques.
The bank uses cheque truncation system for faster clearance of customer cheques.
There are many methods and techniques used for providing the authorization
service to digital image. In this research work, the digital image watermarking is
used with the help of Fuzzy logic technique using dynamic fuzzy interference
system. The security services are provided to watermarked cheque image using
256 bits key advanced encryption standard. This results the authorized and
secured transmission of cheque document image. However, the performance and
analysis of this research is done by applying various types of attacks.

Keywords: Digital watermark � DFIS � AES � Attacks � Fuzzy logic

1 Introduction

The corruption is one of the major drawbacks for developing country. In day-to-day
life, small business can be done on the basis of cash payments. However, some of the
business people are using cash for bribe. There are many things, which are cheaper in
cost but it is sold in its double cost by accepting only cash. To stop bribery and
corruption, it is necessary to make cashless payment. Many people avoid paying the
income tax based on their annual income. It is also been observed minimum charges are
applied by bank to customer, if payments are done through cards, demand drafts,
NEFT, and RTGS [1]. There are also drawbacks by doing payments through cash
mode. Since, some of the currency notes occurring in the daily routine business are
pirated. To overcome this issue, only secure cheque payment can be used. It may help
the country for making cashless and free from corruption. The cheque payments can be
done using CTS of bank. In this process, the cheque document is scanned and then it is
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send to the clearing house of the bank for transferring the amount from one account to
another. To provide authorization to the digital image of bank cheque digital image
watermarking is used. However, the digital watermarking process is carried out on the
basis of various properties, methods and techniques. The digital watermarking is
classified as shown in Fig. 1.

In this paper, “Combination of Fuzzy Logic Technique Using Dynamic Fuzzy
Interference System Used For Digital Image Watermarking along with AES technique
using 256 bits key” method is discussed for authorization and security of bank cheque
image. The performance and evaluation of this method is done by applying various
attacks viz; (i) Cropping, (ii) Gaussian Blur, (iii) JPEG Compression, (iv) Median
Filter, (v) Rotation, (vi) Salt & Pepper Noise, and (vii) Under Normal Mode on
combined watermarked and encrypted bank cheque image [2–12]. Many researchers
has proposed digital image watermarking schemes using frequency domain techniques.
To provide best scheme, the research is performed by purposing the hybrid combi-
nation of these two technique to enhanced the robustness of watermark quality and
security of bank cheque image which is been explained in [13–17].

2 Techniques Used for Algorithms

There are two main algorithms i.e. (i) Watermarked embedding and encryption algo-
rithm, and (ii) Decryption of watermarked image &watermark extraction algorithm [13].
To implement these algorithms, the three techniques are used viz. (i) Discrete wavelet
transform, (ii) Fuzzy Logic, and (iii) Advanced encryption standard technique.

Digital watermarking

According to 
working domain

According to 
human perception

According to 
documents

Frequency
Domain

Spatial 
Domain

Invisible Visible Dual

Audio

Text 

Image

Video

Robust Fragile

Fig. 1. Digital watermarking classification.
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2.1 Discrete Wavelet Transform

The wavelet is a wave function of the signal, which can be obtained by applying
sampling techniques on signal, and set of wavelet function is achieved [5–7]. There are
many wavelet functions which are being derived from their mother wavelet function
shown in Eq. 1 [4–7].

wx;yðtÞ ¼
1ffiffiffi
x

p wðt � y
x

Þ ð1Þ

Where,
x is scaling factor and y is the shifting parameter of mother wavelet signal function.

There are different wavelets function like:-

(i) Morlet wavelet,
(ii) Daubechies wavelet,
(iii) Continuous wavelet, and
(iv) Haar wavelet, etc.

In this paper, 1-D Haar wavelet is used & applied on the image to decompose it into
four non overlapping bands.

2.2 Fuzzy Logic

Fuzzy logic is a set of mathematical principles for knowledge representation based on
degrees of membership. It is basically consist of multi-valued and deals with mem-
bership and degree of truth. Every fuzzy logic model uses the continuum of logical
value occurs between zero (completely false) & 1 (completely true). It is a set of fuzzy
boundaries. It is formally defined as a fuzzy set ‘A’ in X is represented as set of ordered
pair. A fuzzy set totally characterized by membership function shown in Eq. 2 [8].

A ¼ x; UA xð Þð Þjx 2 Xf g ð2Þ

Fuzzy logic technique is based on types of rules like:-

(i) Mamdani Assilian model,
(ii) Takagi-Sugeno model,
(iii) Classifier model, etc.

However, Dynamic fuzzy inference system using fuzzy rule based classifier is
applied for watermarking purpose. The dynamic fuzzy inference system is also known
as ‘Expert System’, which works on the base of rules. The working principle of
dynamic fuzzy inference system (DFIS) is explained as shown in Fig. 2.

The dynamic fuzzy inference accepts the crisp input on which fuzzification is done
using fuzzifier with the help of fuzzy classifier model rule, which results into fuzzy
output. This fuzzy output is given fuzzy inference engine. The same set of fuzzy
classifier model rules are used by fuzzy inference engine and defuzzification of data is
done with the help of defuzzifier to generate the crisp output [9–12].
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2.3 Advanced Encryption Standard

There are many encryption and decryption techniques used for providing the security to
digital data. Some of the techniques are shown in following Table 1 based on there
properties and methods like:-

(1) Data Encryption Standard (DES),
(2) Triple Data Encryption Standard,
(3) International Data Encryption Algorithm (IDEA),
(4) CAST-128,
(5) RC4,
(6) Advanced Encryption Standard (AES), and
(7) Blowfish Encryption Algorithm.

These above algorithms performs the mathematical operations like addition, sub-
straction, XOR, fixed S-Boxes, Permutation and Substitutions using variables based on
key size and block size of data. The following Table 1 shows the types of algorithms,
size of key used for operations, number of rounds performed by algorithm and their
applications [3, 6].

Start

Crisp Input

Fuzzifier

Fuzzy Inference 
Engine

Fuzzy Inference 
Engine

Defuzzifier

Crisp Output

Stop

Fig. 2. Dynamic fuzzy inference system.
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The AES technique is applied on the data based on its block size and key length.
There are three keys generally used viz, (i) 128 bits key take 10 rounds, (ii) 192 bits
key takes 12 rounds, and (iii) 256 bits key takes 16 rounds while execution of AES
encryption and decryption operation [3,4,5, and 6]. The 256 bits key AES technique is
applied on fuzzy watermarked cheque image to provide security service for bank
cheque document. The working principle is shown in Fig. 3.

Table 1. Types of encryption algorithm and their applications.

Types of encryption
algorithm

KEY Number of
rounds

Application

DES 56 16 SET, Kerberos
Tiple DES 112 or 168 48 PGP, S/MIME
IDEA 128 8 PGP
CAST-128 40 to 128 16 PGP
RC5 Variable to

2048
Variable to 255 Security to Databases

AES 128 or
192 or
256

10
12
14

Security to Sensitive
Data

Blowfish Variable to 448 16 Password Management

Start

Fuzzy watermarked image

Transformation process

AES encryption process

256 Bits 
Key

Encrypted Fuzzy 
watermarked image

AES decryption process

Transformation process

Decrypted Fuzzy 
watermarked image

Stop

Fig. 3. Working of AES encryption and decryption process applied on fuzzy watermarked
image.
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3 Propose Algorithm

The proposed digital cheque watermarking technique is basically classified into 3 parts
as shown in Fig. 4.

3.1 Watermark Embedding and Cheque Image Encryption Algorithm

The steps are as follows:-

(a) Select bank cheque image.
(b) Resize color image of cheque into 512 � 512 pixel and select blue plane for

embedding watermark.
(c) Perform 1-level of Haar wavelet transform on selected blue plane to obtained

approximate co-efficient of cheque image perform quantization operation.
(d) Select watermark logo image and generates a watermark formation in vectors of

0’s & 1’s.
(e) Create two PN_Sequences of zero’s and one’s from watermark formation which is

exactly equal to same using gain factor b = 0.5.
(f) Texture sensitivity is calculated of selected components approximate band to

embed watermark and apply these coefficient to DFIS.
(g) Apply fuzzy inference rule to DFIS to generate watermark weighting factor.
(h) Perform watermark embedding process in approximate co-efficient sub-band of

DWT image using equation:-

I0jþb ¼ DFIS
X

j�round ðIjþb
�
QÞ

� �
þXj

Where,
Q is Quantization value.
I0jþ b is co-efficient of watermarked image.

(i) Perform inverse of 1-level DWT Haar transform on approximate co-efficient band
to get watermarked image.

Start

Data embedding & encryption Phase

Channel/Attack Phase

Data decryption & extraction Phase

Stop

Fig. 4. Basic data flow diagram of proposed algorithm.
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(j) Apply AES encryption technique on watermarked image using 256 bits key.
(k) Finally, combination of fuzzy logic watermarked and AES encrypted bank cheque

is obtained.

The work flow diagram for DFIS watermarking & AES encryption process of
cheque image is shown in Fig. 5.

Start

Bank cheque image

Select Blue plane of image

1-Level Haar DWT

Quantization

Watermark Embedding process

Inverse of 1-level Haar DWT & Select 
approximate band

Fuzzy watermarked image

Apply 256 bits AES encryption 

Combine Fuzzy watermarked & AES 
Encrypted image 

Start

HVS Model

Select watermark
image

Watermark formation

PN_Sequence

DFIS 

Gain Factor

Texture Sensitivity

Fuzzy rule Base

Fig. 5. DFIS watermarking and AES encryption process of cheque image.
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3.2 Cheque Image Decryption and Watermark Extraction Algorithm

The Fig. 6 explains work flow diagram for cheque image decryption and watermark
extraction process.

Start

Combine Fuzzy watermarked & AES 
Encrypted image 

Perform AES Decryption Process

Decrypted Fuzzy watermarked image

Select Blue Plane of image

1-Level Haar DWT

Select Approximate Sub-band

Compare the Co-efficient

Quantization

Watermark image

Watermark formation

PN_Sequence

HVS Model

DFIS

Apply inverse of 1-level Haar DWT

Watermark extraction process

Extracted Watermark image

Gain 
factor

Fuzzy Rule Base

Stop

Fig. 6. AES decryption & watermark extraction process of cheque image using DFIS.
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The steps are as follows:-

(a) Select fuzzy watermarked & AES encrypted bank cheque image.
(b) Perform 256 bits key AES decryption process.
(c) Decrypted fuzzy watermarked image is obtained.
(d) Select the blue plane of decrypted & fuzzy watermarked image.
(e) Apply 1-level Haar wavelet transform.
(f) Select approximate co-efficient of sub-band.
(g) Perform quantization operation on approximate co-efficient of DWT I00 jð Þ by Q

and apply to DFIS.
(h) Extract the watermark using Eq. 4.

W0 jð Þ ¼ I00 jð Þ � DFIS
X

round I00 jð Þ=Qð Þ
� �

ð4Þ

(i) Reconstruct the extracted watermark bits & calculate similarity between original
watermark and extracted watermark.

4 Parameter Used for Evaluation of Performance

The performance of digital image watermarking is evaluated by using basic four
parameter viz, (i) Peak signal to noise ratio, (ii) Mean square error, (iii) Robustness,
and (iv) Time [5–17].

5 Results and Discussion

In this experiment, the cheque image of 512 � 512 sizes of JPEG format, having
resolution of 96 dpi vertically and horizontally with a depth of 24 bits is selected as a
host image shown in Fig. 7. The watermark image used for embedding also has same
dimensions as that of the host cheque image. The watermark image is shown in Fig. 8.

Fig. 7. Orignal cheque image.
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These two images are used as basic images to perform digital watermarking process
and AES encryption technique is applied using 256 bits key on watermarked cheque
image. In this process, there are sub-process as explained in point 4.4. These process
consume time for performing operation as explain in proposed algorithm.

Table 2 shows the time taken by each process against various attacks explained in
research work. The Fig. 9 explains the graphical representation of time versus against
different attacks plotted from Table 2. In this experiments, it is observed that the time
consume by embedding process is quite high as compared to that of other. From graph
shown in Fig. 9, the embedding time taken by watermark in cheque image is same
against rotation attack and median filtering attack. The embedding time of watermark
against cropping is very high as compared to that of the rest of attacks used in
experiment. From graph it is seen that the encryption time taken by AES technique
using 256 bits key is 0.171 s against cropping, median, rotation, and salt & pepper
noise attacks whereas, it is observed that 0.202 s are taken against JPEG compression,
under normal mode & gaussian blur attack with an intensity of 0.04 dB. It is also

Fig. 8. Watermark image.

Table 2. Time taken by embedding, encryption, decryption, and extraction process against
various attacks.

Different types
of Attacks

Watermark
embedding
time in seconds

Watermarked
image encryption
time in seconds

Watermark
extraction time
in seconds

Watermarked
image decryption
time in seconds

Complete
elapsed time
in seconds

Cropping 10.701 0.171 6.957 0.156 0.0803
Gaussian
Blur (0.04 dB)

9.906 0.202 6.988 0.343 0.0942

JPEG
Compression

9.843 0.202 7.332 0.202 0.0792

Median
Filtering

9.999 0.171 7.300 0.280 0.0808

Rotation (45°) 9.999 0.171 7.004 0.202 0.0776
Salt & Pepper
Noise

9.952 0.171 6.910 0.202 0.0811

Under Normal
Mode Attack

10.608 0.202 7.160 0.171 0.0776
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observed that extraction time taken by watermark extraction process is comparatively
less as compared to that of watermark embedding process. The watermark extraction
time against salt and pepper noise attack is 6.910 s, which is comparatively low as that
of the remaining attacks used in this research. However, it is also observed that the time
taken for decryption of watermarked cheque image is 0.202 s against JPEG com-
pression, rotation and salt & pepper noise attack whereas 0.343 s against Gaussian blur
attack which is comparatively high as that of other attacks. The minimum time taken
for decrypting watermarked cheque image is 0.156 s against cropping attack. The
complete elapsed time is 0.776 against rotation and under normal mode attack, which is
very less as compared to rest of attacks used in this experiment.

The resultant fuzzy watermarked cheque image using dynamic fuzzy inference
system is shown in Fig. 10.
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Fig. 9. Graphical presentation of time versus different attacks.

Fig. 10. Fuzzy watermarked cheque image using DFIS.
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The different attacks are applied on Fig. 11, and it appears same against all attacks
except rotation attack. After applying rotation attack with 45° on Fig. 11, the image
appear as shown in Fig. 12.

The AES decryption process using 256 bits key is carried out on combined fuzzy
watermarked and encrypted attacked image and the decrypted fuzzy watermarked
cheque image obtained against various attack is as shown below in Figures.

Fig. 11. Combined fuzzy watermarked and AES encrypted cheque image.

Fig. 12. Rotation attack combined fuzzy watermarked and AES encrypted cheque image.

Fig. 13. Decrypted fuzzy watermarked cheque image obtained against cropping attack.
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Fig. 15. Decrypted fuzzy watermarked cheque image obtained against JPEG Compression
attack.

Fig. 14. Decrypted fuzzy watermarked cheque image obtained against Gaussian blur attack.

Fig. 16. Decrypted fuzzy watermarked cheque image obtained against Median filtering attack.

Fig. 17. Decrypted fuzzy watermarked cheque image obtained against Rotation attack.

96 S.S. Gonge and A. Ghatol



After achieving decrypted fuzzy watermarked cheque image, watermark process is
carried out and watermark image is achieved. The extracted watermark image achieved
against various attacks as shown below in Figs. 20 and 21.

Fig. 18. Decrypted fuzzy watermarked cheque image obtained against Salt & Pepper noise
attack.

Fig. 19. Decrypted fuzzy watermarked cheque image obtained against under normal mode
attack.

(a)                (b)                                   (c)

Fig. 20. Extracted watermark image obtained against (a) Cropping attack, (b) Gaussian blur
attack, and (c) JPEG Compression attack.
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The Table 3 shows the values calculated for peak signal to noise ratio, mean square
error for bank cheque image after watermarking and encryption as well as after
decryption of cheque image and extraction of watermark, and normalized cross cor-
relation coefficient i.e. robustness of watermark image against various attacks used in
this experiment. From Table 3, it is observed that PSNR values of watermarked bank
cheque image is 62.726 dB, which is constant against all attacks except cropping
attack. The graphical representation shown in Fig. 22. It is also observed that the PSNR
value of cheque image is decreased against all attacks. Similarly, the MSE value of
watermarked cheque image is 0.0347 dB, which is constant against all attacks except
cropping attack. However, the MSE values of bank cheque image gets increased after
decryption & extraction of watermark as shown in Fig. 23. The Fig. 23 shows the
graphical representation of mean square error and normalized cross correlation coef-
ficient. It is observed that, the robustness of watermark after fuzzy watermarking and
AES encryption is achieved 100% against attacks viz. (i) Cropping, (ii) JPEG Com-
pression, and (iii) Under normal mode attack.

(a)                                 (b)                             (c)

(d) 

Fig. 21. Extracted watermark image obtained against (a) Median filtering attack, (b) Rotation
attack (c) Salt & pepper noise attack, and (d) Under normal mode attack.
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Table 3. PSNR value, MSE values and NCC values images against various attacks.

Different
types of
attacks

PSNR value
of
watermarked
image in dB

PSNR value
of image
after
extraction
in dB

MSE value of
watermarked
image in dB

MSE of
image after
watermark
extraction in
dB

NCC value of watermark
image
After
encryption &
watermarked
image

After
decryption &
extraction of
watermark
logo

Cropping 57.704 49.903 0.1103 0.6640 1 0.8617
Gaussian
Blur
(0.04 dB)

62.726 50.280 0.0347 0.6090 0.9654 0.4857

JPEG
Compression
(50%)

62.726 51.013 0.0347 0.5140 1 0.8596

Median
Filtering

62.726 50.963 0.0347 0.5200 0.999 0.8240

Rotation (45 ͦ) 62.726 49.878 0.0347 0.6680 0.0080 0.2340
Salt &Pepper
Noise (0.04
db)

62.726 50.912 0.0347 0.5260 0.9330 0.7703

Under
Normal
Mode

62.726 51.013 0.0347 0.5140 1 0.8596
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Fig. 22. Graphical presentation of PSNR values against different attacks.
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6 Conclusion

In this research paper, the combination of fuzzy logic and AES technique using 256 bits
key is explained. The paper explains the DFIS used for watermarking of bank cheque
and extraction of watermark for providing authentication and copyright protection
service to digital bank cheque image. It also explains the AES technique using 256 bits
key used for providing security services to watermarked bank cheque image. The
robustness of watermark is achieved above 75% against maximum attacks except
rotation attack with 45°. However, it fails to maintain robustness against rotational
attack even after AES encryption using 256 bits key. The robustness of watermark
achieved after extraction is maximum i.e. 86.17% against cropping attack. The
robustness of watermark after extraction is found 85.96% against JPEG compression
and under normal mode attack. It is observed that the robustness of extracted water-
mark is 23.40% obtained against rotation attack with 45°.
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Abstract. Encryption and decryption are the two most important complex
methods for achieving security in any type of smart devices and systems/machines
through transport layer security protocol (TLS). The symmetric key algorithms
are the significant method for encrypting and decrypting the data/information
using block cipher or stream cipher which is used for TLS protocol. The primary
symmetric key block cipher algorithm used in TLS is Advanced Encryption
standard (AES) and it provides security based on the key bits used in AES
operation. The TLS protocol provides confidentiality(C), integrity (I) and
Authenticity (A) in a single pass communication that is Authentication Encryption
and Authentication Data (AEAD) between web browser and web server. It uses
well known TLS cipher suite AES-GCM (Galois Counter mode) which is com-
monly used in TLS1.2. Suppose AES-NI hardware acceleration is not available in
smart devices like tablets it causes performance issues in smart devices using TLS
1.2 protocol. If the smart device does not possess AES-NI, it can use software for
running AES-GCM but it takes a lot of time for encryption/decryption of infor-
mation, ergo causing the battery performance in smart devices. The newer sym-
metric Stream cipher CHACHA20-POLY1305 provides AEAD for securing the
communication in smart devices thus reducing the battery cycles which is used for
TLS 1.3. The paper discusses the pros and cons of AES-GCM authentication
encryption used in TLS 1.2.

Keywords: AES-GCM � AEAD � TLS 1.2

1 Introduction

Transport layer security is the critical parameter in cyber world to secure the data
between web browser and web server. The TLS protocol operates on two levels i.e. the
TLS handshake and the TLS record [1]. The secret key and master secret key can be
exchanged between web browser and web server using TLS handshaking method. The
important concept in TLS is the Record layer where the exchanging of bulk data using
symmetric key encryption between web servers to web browser. This is done so via
secret key shared by the TLS handshake method. Encryption of data involves either,
the use of symmetric block ciphers or the symmetric stream ciphers depending upon the
hardware and software performance of the users systems or smart devices. In earlier
history various TLS protocol levels used both block cipher and stream cipher based on
the server and browser performance. In TLS protocol levels TLS 1.0, TLS 1.1, TLS 1.2
and TLS 1.3(Draft) gives better security and compatibility features for securing the data
between web browser and web server. In symmetric-key block cipher encryption
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methods, AES is the important cryptographic technique to be used in latest TLS 1.2 [2]
protocol to secure the data. Once the data is encrypted and the subsequent essential
factor for achieving the data Authentication between web browser and web server using
MD5 [3], HMAC-SHA1 and HMAC-SHA 256,384,512 [4]. When providing
encryption and authentication in two separate processes, achieving the security in
browsers and servers will take more processing time. A new concept Authenticated
encryption (AE) [5] method provides better security and processing time compare to
the older methods was introduced. In the latest TLS 1.2 and 1.3 protocol levels using
AE method to improve the security features compare to the older protocols TLS 1.0 and
TLS 1.1. Emphasis on security features and processing time let the researchers to
implement AES-GCM (Galois Counter mode) authenticated encryption method in TLS
1.2 protocol level. AES-GCM [6] is the technique used most of the modern browsers
and servers to achieving the better security when compared to older block cipher and
stream cipher cryptographic techniques. In AES-GCM provides both encryption and
authentication as a parallizable method. The AES-GCM supports Authentication
Encryption and Authentication Data (AEAD) [5] method in most of the cipher suites
present in TLS 1.2 protocol. The Earlier TLS 1.0, TLS 1.1 cipher suites does not
support Authentication encryption and AEAD. The earlier cipher suites providing the
encryption using DES-CBC, AES-CBC and RC4-CBC and message authentication
using HMAC-MD5, HMAC-SHA1, HMAC-SHA256 for achieving the security but it
does so as two separate independent processes. Once AE introduced by researchers a
number of authentication encryption techniques proposed like IAPM [25], XECB,
OCB, CCM, EAX, CWC and GCM [7]. In AE techniques CWC [8] and GCM wins the
competition of AE methods based on the following parameters provable security,
parallelizability, high performance in hardware and software and unpatented. But
researchers applying GCM in TLS 1.2 compare to CWC based on hardware perfor-
mance that is GCM computes universal hash over GF (2128) where CWC uses the
prime field GF (2127−1) that is complicated the hardware performance. So the
AES-GCM is the important method used in most of the cipher suites used in TLS 1.2.

2 AES-GCM Description

AES [9] is an efficient block cipher encryption technique using most of the TLS cipher
suites based on the criteria of security, cost, algorithm-implementation characteristics
and Hardware and software efficiency. AES allows three different key lengths {0, 1}n

where n varies among 128,192,256 bits used to encrypt the Plain text P belongs to {0,
1}n and produced the cipher text contains {0, 1}n. The security of AES algorithm
depends Number of rounds (Nr) used for each level of key length used in encrypting
the data where Nr = 10 with key length of 128 bits, Nr = 12 with key length of 192
bits, Nr = 14 with key length of 256 bits.

2.1 GCM Description

Galois Counter mode (GCM) is mainly designed to attain paralyzing in authentication
encryption technique. GCM performs two separate operations namely Encryption and
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Authentication using a Block cipher AES. The Authentication operation calculates
GHASH which uses Wegman-Carter polynomial (WMC) [10] Hashed over GF (2128)
illustrates in Fig. 1 and the encryption operation calculates GCTR using 128 bit AES
counter mode operation illustrates in Fig. 2. Based on GHASH and GCTR, GCM
produces the cipher text and Authentication Tag in a single-pass Authentication
encryption for each session. The GCM [13] authentication encryption illustrates in
Fig. 3 has four inputs and it is in the format of bit string given below,

(1) A secret key K, key length depends on the AES
(2) An Initialization vector IV, bits between 1 and 264

(3) A plaintext P, bits between 0 and 239−256
(4) Additional Authentication Data (A), bits between 0 and 264 and the two outputs

are,
(i) Cipher Text C, length equivalent to plaintext length
(ii) Authentication Tag (T), bits between 0 and 128

2.2 GCM Notations

The block cipher encryption technique using GHASH function of the value X with the
key K is denoted as E(K,X). The multiplication of two elements A, B GF (2128) is
denoted as A.B and the addition of A and B is A + B. The function len() returns 64-bit
string containing positive integer describing the number of bits in its argument with the
least significant bits occurred on the right side. The expression 0L denotes a string of L
zero bits and A||B denotes the concatenation of two bit strings A and B. The function
MSBt(S) returns the bit string containing only the most significant t bits of S.

The GHASH Function:
GHASH(X)
Steps:

1. Let X1, X2,……… XM−1, XM denotes 128 bit sequence of blocks such that
X = X1||X2………||XM−1||XM

2. Let take Y0 = 0128

3. For i = 1…M, Let Yi = (Yi-1 + Xi). H
4. Return YM.

Fig. 1. GHASH Operation
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The GHASHH(X) function can be expressed as

X1:HMð Þþ X2:HM�1ð Þ þ . . .. . .. . .. . .. . . XM�1:H2ð Þþ XM:Hð Þ

The above condition optimizes the implementations of GHASH in both hardware
and software machines.

The GCTR function:
GCTR (ICB, X)
Steps:

1. Let n = [len (X) /128]
2. Let X1,X2……………Xn-1, Xn* denotes the unique sequence of 128 bit strings

Where X = X1||X2……………Xn-1||Xn* and X1, X2……………Xn-1 are complete
blocks

3. Let CB1 = ICB
4. For i = 2 to n, Let CBi = inc(CBi-1)
5. For i = 1 to n-1, let Yi = Xi + AESk (CBi)
6. Let Yn* = Xn* + MSBlen(Xn*) (AESk(CBn))
7. Let Y = Y1|| Y2|| ………|| Yn*
8. Return Y.

The GCM-Authentication Encryption:
GCM-AESk (IV, P, A)
Steps:

1. Let H = AESk(0128)
2. Initialize a block J0, as follows

(i) If len(IV) = 96 then
J0 = IV || 031 1
(ii) If len(IV) = 96 then
J0 = GHASH H (IV || 0S)
Where = 128.[len(IV) /128] – len (IV)

Fig. 2. GCTR Operation
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3. Let C = GCTRk (inc(J0), P)
4. Let u = 128. [len(C) /128] – len(C) and V = 128.[len(A) /128] – len(A)
5. Define a block S as follows

S = GHASHH(A||0
V||C||0U||[len(A)]64 || [len(C)]64

6. Let T = MSBt (GCTRk(J0,S)
7. Return (C, T)

3 AES-GCM Performance in TLS

In TLS 1.2 cipher suites is the improved version of TLS 1.1 and eliminates the security
problems and minimizes the processing time in TLS 1.1. based on this improvement
most of the browsers and servers moved towards TLS1.2.TLS 1.2 Cipher suites
introduced a new concept called AEAD with Authentication encryption using latest
Cryptographic symmetric block cipher encryption technique. But number of authen-
tication encryption methods (IAPM, CCM, CWC, GCM) [21] introduced over years
achieving security using well known block cipher encryption AES [24]. Among these
evolved AES technique, GCM gained priority for its efficiency in security.

3.1 Security of AES-GCM

The security of AES depends on the pseudorandom permutation and Nonce properly
used in AES-GCM Authentication encryption. The security of GCM also depends on
the block cipher AES. In GCM mode operation provides authenticity using GHASH

Fig. 3. GCM - authentication encryption
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algorithm with the use of Wegman-Carter polynomial (WMC) Macs. So the Security
bounds of the GHASH algorithm with n-bit tag will give 2−n/2 security against forgery
[11] and also the IV value used in GHASH remains fresh for every session to provide
better security in AES-GCM. The security of GCM analysis by two aspects is that
privacy and authenticity. According to the privacy and authenticity in GCM, the
adversary (A) should be infeasible to derive the cipher text (C) information without the
access of secret key of Block cipher E. The adversary for authenticity should be
infeasible to forge valid cipher text information without providing access to the secret
key. Based on the GCM security analysis the privacy and authenticity is the important
factors and it depends on the secret key used in the Block cipher (E). So the Block
cipher E can be derived by a secure Pseudorandom Permutation (PRP). Based on the
PRP, the block cipher E cannot be distinguished from a random permutation by an
adversary and also cannot distinguished by choosing its inputs and view its outputs. So
the adversary can choose either secret key or random permutation for breaking the
security of GCM. For this scenario, the block cipher AES takes input {0,1}128 and
returns the output cipher text {0,1}128 based on the input and output condition that the
adversary derives the block cipher E. the block cipher E based on the randomly chosen
secret key (SE) or random permutation function (SEC), for the cases the probability of
the adversary to find the cipher text is 0.5 and K is the event that the adversary guesses
the secret key SE and KC is the permutation function SEC [12]. So the Adversary true
positive probability less than false probability.

AE ¼ P½KjSE� � P½KCjSCE � ð1Þ

So the probability of Adversary, AE is between 0 and 1.
The GCM authentication encryption oracle accepts input bit strings are N, A and M

and returns the bit strings C and T. Similarly the decryption oracles accept the input N,
A, C and T and return the P or special symbol FAIL. For maintaining the confiden-
tiality and authentication in GCM, we use IND-CPA and IND-CCA. Based on the two
security assumptions in GCM Encryption is secure if an adversary presented with these
oracles cannot tell if they contain GCM with a randomly selected key or if C and T are
derived a random function of the other inputs and the probability Adversary succeeds
the above condition is 0.5. The privacy adversary A has access to the GCM encryption
oracle or random-bits oracle based on the pseudo random function(PRF). So the GCM
encryption mode oracle writes as ENCk, input (N, A and P) and returns and random bits
oracle € input (N, A, M) and return. The privacy defined as

AdvprivGCM½E;s� AAð def Pr K �$ j : AEncKð:;:;Þ ) 1
h i

� Pr½A$ð:;:;:Þ ) 1� ð2Þ

The Authenticity Adversary A has encryption and decryption oracles defined as Enck
and DECk,

AdvauthGCM½E;s�ðAÞdef Pr½K �
$
j : AEncK ð:;:;Þ;DecK ð:;:;:Þforges� ð3Þ
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Based on the privacy and authenticity notations in GCM proves the provable
security in GCM described below,

The privacy advantage of GCM at most

0:5ðrþ qþ 1Þ2
2128

þ 222qðrþ qÞðlN þ 1Þ
2128

ð4Þ

0:5ðrþ qþ q1þ 1Þ2
2128

þ 222ðqþ q1þ 1Þðrþ qÞðlN þ 1Þ
2128

ð5Þ

For an Adversary (A) having q encryption and q1 decryption oracles, where q is the
total length of plain text which is of plaintext‘s at most blocks and q1 represents the
maximum nonce length of cipher text’s at most blocks. The constant used in GCM
authenticity and encryption value should not be less than 220.

3.2 AES-GCM Security Advantages

The AES-GCM security depends on the key values (N = 128, 192 and 256) used in
AES algorithm and the security of AES-N-GCM [12] defined as,

If there are no attacks against AES-N that can distinguish from a random permu-
tation with advantage greater than AAES-N, and no more than q packets are processed
then,

APRF �AAES�N þ q22�116 � q22�89:4 ð6Þ

APRP�AAES�N þ q22�116 � q22�89:4 � q22�128 ð7Þ

Based on the two conditions AES is indistinguishable from a random permutation
function. The AES-GCM proves the security either by using PRF with randomly
selected secret key (or) truly random function.The security analysis proved by GCM
[6] is secure whenever the block cipher is indistinguishable from random values and
condition described as,

APRP� q2l22�142þ q2l32�147 ð8Þ

4 Security Issues in AES-GCM

Although AES-GCM ensures maximum security, there are few constraints that degrade
the efficiency of security. When the GHASH function used in GCM Authentication
encryption [20], is computed by initializing Ek(0) = H = 0128, the security of GHASH
breaks down based on the powers of H (hash key) that repeats at short cycle. GHASH
collisions can be achieved by adversary and produce the message forgery in GHASH
Authentication function. For achieving the message forgery in GHASH functions, the
WMC GF (2128) having 29 = 512 different multiplicative subgroups are involved in the
computation. The GHASH operation is defined based on the finite field of GF (2128) is,
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YM ¼
Xm
i¼1

Xi � Hm�iþ 1 ð9Þ

Based on Eq. (9), the adversary chooses GHASH collision operation and swap the
two cipher text blocks named Xi and Xj achieving message forgery in GHASH
operation [11].

Theorem: Let n be a number satisfying gcd(2128 – 1, n) = n. Blindly swapping
blocks Xi and Xj when i�j (mod n) will result successful forgery with probability of at
least n + 1/2128 for some random H.

Based on the theorem we have worked multiplicative groups for smoothing weak
keys for binary finite field in GHASH operation. But this condition will not work in
prime field GF(P) with special Sophie German prime with the condition of
P = 2128 + 12451 [14]. The next security issue in GCM authentication encryption is
the adversary can compromise the secret key of the keyed hash function for achieving
the security problem in GCM authentication using Chosen IV value attack. As GCM
based counter mode operation uses standard 96 bit IV (Initial Vector) value will cause
serious security problem in TLS 1.2 cipher suites. So to overcome this security issue,
different length IV values can be added to uplift better security in GCM authentication.
Another security issue in GCM is forbidden attack when using repeated IV values
hence the adversary creates the authentication key without the knowledge of the master
secret key and forges the cipher text. So the forbidden attack may be possible when
choosing nonce value in GCM authentication, 96-bit nonce value, duplicate nonce and
Random nonce. The next security issues in GCM authentication based on Ferguson’s
[22, 23] comments describes two weakness based on short authentication tag used in
GCM authentication, the first one is, the probability of a successful forgery possible
and the second weakness points to if the adversary reveals the authentication key if the
adversary successfully forge the cipher text messages.

5 Hardware and Software Performance AES-GCM

The hardware and software performance of AES-GCM depends on the memory cycles
and processing time needed for encrypting and decrypting the information in latest TLS
1.2 cipher suites. So the hardware performance of the AES algorithm depends on what
type of processor used in machines or smart devices. But after the year 2010, most of
the Intel processor supports new AES instruction set that is AES-NI and speeds up the
memory cycles and processing time in TLS 1.2 cipher suites and the performance of the
AES-NI compared to software is 3 to 10x better [15]. The following new instructions
used in new Intel AES-NI [26, 27] processor is AESNC, AESENCLAST, AECDEC,
AESDECLAST, AESKEYGENASSISI and AESIMC [16] and it improves the hard-
ware performance and also provides the better security against the side channel attacks
in AES. The hardware performance of the GCM authentication achieved by the new
instruction developed by Intel that is PCLMULQDQ [16, 28] instructions uses binary
polynomial multiplication and speeds up the computation in binary fields. When
comparing the hardware performance of new AES-NI gives better results in memory
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and processing time than pre AES-NI instruction set architecture. The performance of
AES-GCM authentication encryption in newer AES-NI instruction set architecture
achieves the pipeline with paralyzing control and the two functions GCTR and
GHASH are interleaving by one function to improve the hardware performance in
AES-NI. But older machines does not have new Intel AES-NI instruction set archi-
tecture and also smart devices implementing AES-GCM authentication encryption
using software will degrade the performance of TLS 1.2 communication. Thus the
researcher introduced new stream cipher based authentication encryption
(CHACHA20-POLY1305) [17] cipher suite in TLS 1.3 [18, 19] which in turn
improves the hardware and software performance in smart devices.

6 Conclusion

Since the performance and security features of AES-GCM authentication encryption
spikes maximum, it is used in most of the TLS 1.2 cipher suites that is adopted in most
modern web browsers and servers. The AES-GCM works better with the use of new
Intel AES-NI and PCLMULQDQ instruction set architecture and resist the cache based
side channel attacks when using new Intel set architecture. But most of the smart
devices do not have Intel based architecture instruction set and hence it causes per-
formance degradation and security issues when using TLS 1.2 Cipher suites. So this
paper also suggests new stream cipher based authentication encryption technique
CHACHA20-POLY1305 which is used in new TLS protocol TLS 1.3 will improve the
hardware and software performance along with improvisation of security features in
both systems and smart devices.
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Abstract. Currently, Internet has numerous effects on our everyday lifecycle.
Its significance as an intermediate for commercial transactions will develop
exponentially throughout the next years. In terms of the engaged marketplace
volume, the Business to Business region will hereby be the supreme exciting
area. As the extensive usage of electronic business transactions increase, great
volume of products information gets generated and managing such large
information automatically becomes a challenging task. The accurate classifica-
tion of such products to each of the existing classes also becomes an additional
multifarious task. The catalog classification is an essential part for operative
electronic business applications and classical machine learning problems. This
paper presents a supervised Multinomial Naïve Bayes Classifier machine
learning algorithm to classify product listings to anonymous marketplaces. If the
existing products are classified under the master taxonomy, the task is to
automatically categorize a new product into one of the existing categories. Our
algorithm approach proposes a method to accurately classify the existing mil-
lions of products

Keywords: Naïve Bayes � Classifier � Machine learning � Categories

1 Introduction

Small scale to giant scale sized businesses who trade products online spend a substantial
part of their time, money, and struggle - in categorizing the products they trade, to better
market their products, and in determining which products to sell. Such E-inventory
(Electronic index) businesses hold their data of items and administrations in a web based
business association. E-list is a type of classification in which information of an
inventory is categorized to one of the already existing classes list. The classes are
categorized by a definite taxonomy framework which as a rule has an arranged structure.
Accurate taxonomy is essential not just for information introduction and synchroniza-
tion among business accomplices, additionally to keep the quickly expanding item
information viable and adequate. Still, merchandise data cataloguing is an extremely
tedious job and not easy to do by hand due to its enlarged product information. In this
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paper, the use of automatic learning techniques has been proposed to outline product
classes (e.g., ‘Electronics’) and potential subcategories (e.g., ‘Printers’). This is bene-
ficial for the circumstance where a business has a list of new products that has to be sold
by automatically classifying based on training data of the businesses’, other products
and classifications. This will also be beneficial for categorizing a new merchandise item
line that has not been previously introduced in the market before, or for the items that are
more densely populated than the training data set. To advance this procedure, an
automatic learning algorithm has been proposed that can automatically categorize list-
ings with high accuracy. A number of competitor customary classification schemes are
already available in the market but none of them are globally recognized and accepted
[1]. Works in [2] connected a few procedures from data recovery and machine learning
approaches, figuring out how to proceed with item information characterization by
incorporating striking calculations like KNN (K-Nearest Neighbor), SVM (Support
Vector Machine) and NBC (Naïve Bayes classifier) etc.

2 Related Works

Currently, with the fast development of small-organized documents, their taxonomy
categorization issue has pulled in an expanding consideration. The normal motivation is
that the arrangement of such large documents may comprehend helpful data for classi-
fication. There is a need for several attempts to analyze anonymous marketplaces [3].
In [3], the author analyses on the Silk Road for 8 months, investigating product entries
and the complete distribution of product listings. Be that as it may, they depended on
seller provided classifications, which does not exist for all commercial centers. Also, a
few sellers purposefully misclassify their item to seem higher in commercial center query
output. Correcting for these problems, the categorization of taxonomy [4] has been
constructed on the Bayesian networks. For each document in the preparation set, it
amasses a Bayesian systemwhose structure is basically the same as that of the record itself
appeared as a tree. Constructed on Bayesian networks conditional probability, the work
proposed in [4] develops the classification of an information archive. Zaki et al. [5]
describe a technique for construction forXML taxonomy classifier based on administrator
and Denoyer et al. [6] recommend a classifier which classifies structured multimedia
taxonomy based on Bayesian. Vinithra et al. [7], Ani et al. [8] and Priyanka et al. [9] also
outlines the various classification techniques. Most of the automatic learning methods are
well documented in the literature as effective binding blocks for document classification
systems.

Motivated by the study from different researchers, this work decides to deal with
Multinomial Naïve Bayes Classifier to making a document classifier.

Naïve Bayes approach works on each word position which is described to be an
attribute of the Naïve Bayes Classifier [10, 11] for level content classification. More-
over, seeing that attribute has distinctive frequency power individually, we indulgence
singular attributes diversely by allotting weights as per their significance. Each attributes
are normalized before allotting the weights to the attributes sensibly. The frequency
method has been used for exactness classification. Our classifier demonstrates enhanced
exactness with the Multinomial Naïve Bayes Classifier even if there is noisy data.
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3 Classification Algorithm Multinomial Naïve Bayes
Classifier

The Multinomial Naïve Bayes is adequately automatic calculation for content classi-
fication because of its quality and has good execution performance. We demonstrate
this methodology to classify the catalogs rendering to their classes.

3.1 Multinomial Naïve Bayes Classifier

To categorize an item or word w, the Naïve Bayes calculates the posterior probability
P(w|d) of that word or item constructed on the Bayes Theorem. Specified a group of
classes Z, the attributes <k1, k2,…, kn> and the values <f1, f2,…, fn> that designate an
input instance, the Naïve Bayes allocates the most likely classification as specified by
the supplementary calculation method.

ZNB ¼ argmaxwj2ZPðwjÞ
Y

i
Pðki ¼ fijwjÞ ð1Þ

where ZNB is Naïve Bayes class.
This method classifies any catalogs which have huge number of attributes based on

the word’s probability and frequency. This model does not neglect any words even if
they have less probability because this model treats all words equally to get accurate
results. When this method is used for catalog classification, every written text treats as
attribute for classification. Specified each word m, treat as individually <m1, m2,…,
mn> that constitutes an input document, the Naïve Bayes can be represented as

ZNB ¼ argmaxwj2ZPðwjÞ
Y

i
Pðki ¼ mijwjÞ ð2Þ

Treating that each word has equal priority and supposition that the elements are
indistinguishably conveyed to reduce the cost, the above approach implies that the
probability of experiencing each word is independent of the particular word position [4].

3.2 Extending and Normalizing Attributes

Since the qualities of writings are made out of many words and are regularly bois-
terous, tolerating just the correct matches is deluding. It is plainly wrong to recognize
“Laptop” and ‘Laptop Notebook’. The issue ends up being more lamentable when we
endeavor to use a property like ‘item portrayal’ which is now and again made out of full
sentences. So, sometimes even each word method is not successful because of the same
name with different writing styles. Hence, we reclassify the estimation of a property as

fi ¼ fni1; ni2; . . .niqg ð3Þ

where niq is a value formed from fi by the parser. Then we can reasonably assume that
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ZNB ¼ argmaxwj2ZP wj
� �Y

i;j
Pðniq appears in kijwjÞ

¼ argmaxz2Z wj

�� ��Y
iq

nðwj; ki; niqÞ
nðwj; kiÞ

� � ð4Þ

where n(wj, ki, niq) is the existences of niq in ki of the phrase which indicates of class wj.
Similarly, n(wj, ki) is the total frequencies of all in ki of the catalogs that belong to class
wj. n(ki) is the total number of words in ki (Figs. 1 and 2).

The above model works perfectly when text phrases are small and not much bigger,
but when some text phrases are big then they will generate more high frequency as
compared to small phrases, so we need to overcome it by using the following equation.

ZNB ¼ argmaxwj2ZP wj
� �Y

i

Y
q
Pðniq appears in kijwjÞ

� � 1
fij j

¼ argmaxw2Z wj

�� ��Y
i

Y
q

nðwj; ki; niqÞ
nðwj; kiÞ

	 
 1
fij j

( ) ð5Þ

Class

Car
Computer

Game

Fig. 1. This showing how we can classify class with unique name from a dataset

………

Class

W1
W2

Wn

Fig. 2. This show how it will work by taking each word in calculation
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We used the geometric mean for the normalization and after applying the mean the
final equation is given as

ZNB ¼ argmaxwj2ZP wj
� �Y

i

Y
q
Pðniq appears in kijwjÞ

� �mi
fij j

¼ argmaxw2Z wj

�� ��Y
i

Y
q

nðwj; ki; niqÞ
nðwj; kiÞ

	 
mi
fij j

( ) ð6Þ

where mi is the weight of the attribute of ki.

3.3 Applying Multinomial Naïve Bayes Classifier

To change over the test to elements, we used the frequency changes over every token in
the listing weight in order to find out how vital that token is to listing; standardized by
the quantity of times the token shows up in the entire corpus. This normalization
diminishes the effect of basic token in the corpus. To discover any item that has a place
with its class, the following steps are to be implemented:
Step 1. Compute the prior probabilities

P categoryð Þ ¼ Number of records classified into the category
Total number of the records

Step 2. Compute likelihood.

P word=categoryð Þ
¼ Number of frequency of a word in all records from a categoryþ 1

All the words in every document from a categoryþ total number of unique words in all the records

Step 3. Final computation

P category=records
� � ¼

P categoryð Þ � P word1=category

� �
� P word2=category

� �
� . . .�

P wordn=category

� �

The product belongs to the class that has the highest probability among others.

4 Implementation Multinomial Naïve Bayes Classifier

4.1 Training (Step 1 and Step 2 from Sect. 3.2)

While training the dataset of different classes, we count each word as individual and then
form the frequency and probability based on number of same occurrence of that word. The
dataset Fig. 3 shows that there are more than two classes like Car, Game, and Computer.
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4.2 Dataset

For clear description and ease of presence of the method, a test dataset has been shown
in Fig. 3. But, the size of the actual dataset is 36256 KB and has been used for
validation of the method. The actual dataset can be found in the link (https://github.
com/sam-chirag/Data-Classification-Using-Machine-Learning-Dataset)

After applying above Multinomial Naïve Bayes Classifier method (step 1 and step 2)
as given in Sect. 3.2, we will get frequency table with their probability as shown in
Fig. 5.

4.3 Classification

An example of simple phrase is given below based on above training dataset shown in
Fig. 4.

Classes: Car, Game, Computer
Class Car Probability:

P Car=S1ð Þ ¼ P Carð Þ � P School=Carð Þ � P Play=Carð Þ � P Home=Carð Þ

P Carð Þ ¼ 2
5
¼ 0:4

P School=Carð Þ ¼ 0þ 1ð Þ
6þ 13ð Þ ¼ 0:05263

Fig. 3. Sample dataset of products which has three classes

Input: School Play 
Home

OUTPUT: GAME

Fig. 4. Input catalog for classification
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P Play=Carð Þ ¼ 0:05263 (This word exist in the wordlist of car and we directly taken
its likelihood probability value from that table as shown in Fig. 5)

P Home=Carð Þ ¼ ð0þ 1Þ
ð6þ 13Þ ¼ 0:05263

So,

P Car=S1ð Þ ¼ 0:4 � 0:05263 � 0:05263 � 0:05263 ¼ 0:00005825

Class Game Probability:

P Game=S1ð Þ ¼ P Gameð Þ � P School=Gameð Þ � P Home=Gameð Þ
� P Computer=Gameð Þ

P Gameð Þ ¼ 2
5
¼ 0:4

P School=Gameð Þ ¼ ð0þ 1Þ
ð6þ 13Þ ¼ 0:05623

P Play=Gameð Þ ¼ 0:10

P Home=Gameð Þ ¼ ð0þ 1Þ
ð6þ 13Þ ¼ 0:05623

So,

P Game=S1ð Þ ¼ 0:4 � 0:05623 � 0:105 � 0:05623 ¼ 0:00011633

Class Computer Probability:

P Computer=S1ð Þ
¼ P Computerð Þ � P School=Computerð Þ � P Play=Computerð Þ
� P Home=Computerð Þ

P Computer=S1ð Þ ¼ 1
5
¼ 0:2

P School=Computerð Þ ¼ 0þ 1ð Þ
3þ 13ð Þ ¼ 0:0625

P Play=Computerð Þ ¼ 0:0625

P Home=Computerð Þ ¼ 0þ 1ð Þ
ð3þ 13Þ ¼ 0:0625
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So,

P Computer=S1ð Þ ¼ 0:2 � 0:0625 � 0:0625 � 0:0625 ¼ 0:000048828

So as the probability of the given input among Game class is high, this text belongs
to the Game class.

Similarly, the probability calculations for the Game Class and Computer Class has
been performed and the results obtained are [0.0526, 0.105, 0.105, 0.105, 0.150,
0.0526, 0.0526, 0.0526, 0.0526, 0.0526, 0.105, 0.0526, 0.0526] and [0.0625, 0.0625,
0.0625, 0.0625, 0.0625, 0.125, 0.0625, 0.0625, 0.125, 0.125, 0.0625, 0.0625, 0.0625]
respectively.

Figure 6 shows the final calculation result of the considered input set. The corre-
sponding algorithms are given in Table 1.

5 Results and Conclusion

Fig. 5. Car class with their frequency, count words (total words in car class), probability from
the catalog in Fig. 3
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OUTPUT

INPUT

Fig. 6. Calculation result of above input
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Our experiments are carried out from product databases of Amazon, Flipkart, Snapdeal
and Paytm. The database currently contains 40000 product catalogs and classification
structure contains 1000 leaf classes. This experiment has been carried out on Intel Core
i3 1.80 GHz machine which has 4 GB of RAM. Database server used is MySQL and
the application software for implementation of programming code is Anaconda (Spyder
3.6). Approximately 70% accurate results were obtained based on our algorithm and it
manages attribute-wise distribution of terms to adapt to the organized way of e-lists.
The best thing is that with the help of normalization, our method without giving
weightage to long text is able to give better results. We are in the process of improving
the accuracy hence obtained. The algorithm could be made more powerful by including
information from more sources. Test information drawn from a more extensive source
would likewise give a superior speculation estimate.

Table 1. Classification algorithm
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Abstract. This paper proposes a framework which induces semanti-
cally rich concepts from probabilistically generated topics by a topic
modeling algorithm. In this method an off-the-shelf tool has been used
to extract noun-phrases as word bi-grams and tri-grams from the sta-
tic document corpus and then models the topics using Latent Dirichlet
Allocation algorithm. Additionally, we show that a small extension to
our proposed framework can better rank documents in a large collec-
tion, which is a well studied area in information retrieval. Experiments
conducted on three real world datasets show that this proposed frame-
work outperforms state-of-the-art methods used for extracting concepts
and ranking documents. When compared with the baselines chosen, our
proposed concept extraction method showed an increased f-measure in
the range of 16.65% to 22.04% and the proposed topic modeling guided
document retrieval method showed 7.6%–16.61% increase in f-measure.

Keywords: Topic modeling · Concept extraction · Document ranking ·
Latent Dirichlet Allocation

1 Introduction

Topic modeling algorithms such as Latent Dirichlet Allocation (LDA) [1], Prob-
abilistic Latent Semantic Indexing (PLSI) [2] and Probabilistic Latent Semantic
Analysis (PLSA) [3] are proved to be extensively useful in bringing out hidden
themes from textual content which are used for further analysis. Given a large
collection of text documents, these algorithms generate such themes by repre-
senting each document as a random mixture over latent topics and assumes each
topic be a probabilistic distribution over words. This idea is used in various
scenarios such as document analysis and pattern identification in text mining,
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because text is considered to be the best data on which topic modeling can be
easily applied. Majority of the topic modeling algorithms work on the assump-
tion called “bag-of-words” to generate “topics”. These statistically generated
“topics” are sequences of word unigrams. The interpretation of such topics still
remain as a hindrance to most of the text mining practitioners [4]. In real life
scenarios, humans understand the concepts and key-phrases as a combination of
words such as bi-grams and tri-grams. Splitting these bigrams and trigrams into
unigrams cause its semantic meaning to be lost and that would generate ambigu-
ous and irrelevant topics. For example, the concept “network security attack” is
more interpretable for humans compared to the word unigram - “attacks”. Chop-
ping them into “network”, “security” and “attack” unigrams cause its semantic
meaning to be lost.

Concept mining and extraction plays a key role in text mining where each
concept is a combination of words which are real or imaginary. Those concepts
are used for tasks such as document retrieval [5,6], classification [7], concept
based sentiment analysis [8], semantic product search in e-commerce [9,10] and
concept hierarchy learning [21]. Search engines and document databases also
use such concepts to locate related information from huge text archives. Thus
concept identification is a key process in leveraging potential knowledge out of
the data. Understanding, analyzing and summarizing key concepts from large
volumes of text data is non-trivial and crucial in knowledge discovery process.

We address the problem of interpreting statistically generated topics by
inducing concepts from large document collection using probabilistic topic mod-
eling. Different from previous studies, we attempt to extract semantically rich
“concepts” directly from LDA [1] generated “topics” using a simple framework
which is completely unsupervised and easy to implement. Exploration in these
dimensions may enrich existing systems in better understanding of text data
and can be applied to tasks such as document summarization [14], automated
ontology generation [15] etc. We also show that our framework is fit for the task
of searching and retrieving documents in large archives and outperforms state
of the art probabilistic and phrase based mechanisms.

The main contributions of the paper are summarized as follows:

1. Proposes a novel framework for extracting semantically rich and close to real-
world concepts directly from statistically generated topics using a lightweight
scoring algorithm.

2. Rigorous experimental comparison of the proposed concept extraction method
with state-of-the-art approaches, establishes the effectiveness of the proposed
method.

3. Demonstrates the usefulness of the method in improving document retrieval
performance in information retrieval tasks.

Organization: The rest of this paper is organized as follows. We review related
works in Sect. 2. Section 3 briefly outline the background on probabilistic topic
model and LDA algorithm we use in this paper. Section 4 specifies the research
objective and a detailed explanation of our proposed topic modeling guided
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concept extraction algorithm is presented in Sect. 5. In Sect. 6, we show the use-
fulness of our proposed method in improving the document retrieval and ranking
process. We discuss our experimental setup in Sect. 7, the results and detailed
evaluation is described in Sect. 8. Finally we draw conclusions and discuss future
work in Sect. 9.

2 Related Work

Topic models such as Latent Dirichlet Allocation (LDA) [1] and Probabilistic
Latent Semantic Analysis (PLSA) [3] come up with well established mathemat-
ical and statistical model to inspect unstructured text documents for bringing
out hidden themes called “topics”. Such topics are probability distributions over
words in the vocabulary. In this section we evaluate related researches on the
dimension of inferring concepts from text data using topic modeling and criti-
cally review those works which are closely similar to our proposed method.

The first notable work which explored beyond the traditional “bag-of-word”
approach in topic modeling is the Bigram topic model [16]. In this model each
topic word is generated from the distribution of words over a context which is
given by a latent topic and the previous word. Later Wang et al. extended the
basic Bigram topic model and proposed a new model called Topical n-gram [11]
by incorporating a switching variable at each word position to denote the start-
ing of a new n-gram. If this switching variable is not triggered, then the word will
be considered as the continuation of a previously identified n-gram. The major
shortfall of this model is that a post-processing is required to get the topic of
a final word in a n-gram as the topic of the entire n-gram. This is because, in
practical, words within an n-gram will not share same topic normally.

Identifying these shortcomings of the Topical n-gram model [11], Lindsay
et al. proposed PDLDA (Phrase discovering topic model) [12] which used the
hierarchical Pitman-Yor processes [17] for creating topic-word matrix. A topic
segmentation model which incorporates word order [13] is later proposed by
Jameel et al. Apart from topic detection, these models performs phrase segmen-
tation which is computationally expensive when dealing with large text archives.
More recent work in this dimension is reported in 2014 by El-Kishky et al. in
which they proposed a topical phrase mining method called TopMine [18]. This
framework uses a two step process - one for discovering phrases from text and
next for training a traditional LDA model on these phrases and their assumption
is that words in the same phrase should be assigned with the same topic.

Other recent work reported is a framework proposed by Yulan He for extract-
ing topical phrases from clinical documents [19]. In this two step work, the author
first extracts medical phrases using an off-the-shelf tool and then train a topic
model which takes a hierarchy of Pitman-Yor processes [17] as prior for modeling
the generation of phrases of arbitrary length. Other notable work in this dimen-
sion is the Hierarchical Concept Topic Model (HCTM) [20] and Concept Topic
Model (CTM) [22] which incorporates concepts into probabilistic topic models.
HCTM employs a manual tagging mechanism to tag concepts in a document
and involves assigning concepts to each word in a document. Then the semantic
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themes of a document content are revealed as a probability distribution over
concepts and combine a hierarchy of human defined concepts with statistical
topic models to combine the best of both. The major disadvantage of this work
is that the tagging process is cumbersome and cannot be done without human
annotators. A cluster based iterative topical phrase mining framework [31] was
recently introduced that present a novel framework for topical phrase mining.
Their approach treats corpus as a mixture of clusters and each cluster is char-
acterized by documents sharing similar topical distributions. Then this method
iteratively performs phrase mining, topical inferring and cluster updating until a
satisfactorily final result is obtained. Another notable work in this dimension was
introduced by Li and Jin [32]. They proposed a semantic concept latent dirichlet
allocation and semantic concept hierarchical dirichlet process based approaches
by representing text as meaningful concepts rather than words. The authors
implemented the algorithms in discovering new semantic relation between con-
cepts from text documents. The method improved the search quality when com-
pared with other LDA or HDP based approaches. Another very recent work was
introduced by Xu et al. [33] that incorporates Wikipedia concepts and categories
as prior knowledge into topic models. Their work utilizes entity knowledge, con-
cepts and categories in Wikipedia as prior knowledge into topic models so that it
discover more coherent topics. Their method not only modeled the relationship
between words and topics, but also utilizes knowledge of concept and category
to model semantic relationship between them.

The method proposed in this paper introduces a framework which extracts
semantically rich concepts directly from a collection of probabilistically gener-
ated topics using Latent Dirichlet Allocation (LDA) [1] algorithm. This method
first generates a bag of word bi-grams and tri-grams from the static document
corpus and rank them using our new scoring function. We also show that our
proposed method outperforms already existing phrase based document retrieval
methods for retrieving and ranking relevant documents from a large text archive.

3 Background: Latent Dirichlet Allocation (LDA)

Inspired from previous topic models, Blei et al. introduced a new topic modeling
algorithm known as Latent Dirichlet Allocation (LDA) [1]. This model assumes
that a document contain multiple topics and such topics are extracted using
a Dirichlet Prior process. In the following section, we will briefly describe the
underlying principle of LDA [1]. Even though LDA works well on broad ranges
of discrete datasets, the text is considered to be a typical example to which the
model can be best applied. The process of generating a document with n words
by LDA can be described as follows [1]:

1. Choose the number of words, n, according to Poisson Distribution;
2. Choose the distribution over topics, θ, for this document by Dirichlet

Distribution;
(a) Choose a topic T (i) ∼ Multinomial (θ)
(b) Choose a word W (i) from P

(
W (i)|T (i), β

)
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Thus the marginal distribution of the document can be obtained from the above
process as:

P (d) =
∫

θ

(
n∏

i=1

∑

T (i)

P (W (i))|T (i), β)P (T (i)|θ)
)

P (θ|α)dθ (1)

where, P (θ|α) is derived by Dirichlet Distribution parameterized by α, and
P (W (i))|T (i), β) is the probability of W (i) under topic T (i) parameterized by
β. The parameter α can be viewed as a prior observation counting on the num-
ber of times each topic is sampled in a document, before we actually seen any
word from that document. The parameter β is a hyperparamter determining the
number of times words are sampled from a topic [1], before any word of the
corpus is observed. At the end, the probability of the whole corpus D can be
derived by taking the product of all documents’ marginal probability as:

P (D) =
M∏

i=1

P (di) (2)

4 Research Objective

The following are our main research objectives:

1. Introduce the task of topical phrase discovery from unstructured text corpus
and its applications in real life scenarios.

2. Propose a framework that uses a lightweight scoring algorithm for extracting
concepts from statistically generated topics using Latent Dirichlet Allocation
(LDA).

3. Verify experimentally the effectiveness of the method in extracting real-world
concepts. We compare our proposed algorithm with state-of-the-art phrase
discovery topic models to establish the fitness of our method for concept
extraction.

4. Show the usefulness of our approach in phrase based document retrieval task,
where given a user query relevant documents are retrieved from a large static
text archival.

5 Topic Modeling Guided Concept Extraction

In this section, we present our approach for extracting close to real-world and
semantically interpretable concepts from relatively larger static document cor-
pus. Firstly we present our proposed concept scoring function and the topic
modeling guided concept extraction algorithm. Secondly we describe how our
proposed method can better rank documents in a large text archival and how
our method is efficient in retrieving relevant documents. Firstly, we outline our
proposed scoring function that we use to score real-world concepts that are latent
in large text document corpora. We introduce a scoring function where the score
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of a noun-phrase n in a topic t is computed as the probability of a topic over
the document multiplied by the frequency of noun-phrase in that document.
Notationally,

score(n, t) =
∑

documentd

p(t|d)freq(n, d) (3)

where p(t|d) is the scoring for the document-topic pair obtained from the LDA
and freq(n, d) is the frequency of noun-phrase n in document d. After calcu-
lating score for each noun-phrase, we filter top k noun-phrases according to the
score. Now we propose our algorithm, Algorithm 1, which takes a set of top-
ics which are probability distribution over words, generated by Latent Dirichlet
Allocation (LDA) [1] and a set of static corpus of documents D. Using an off-
the-shelf noun-phrase tagger, the algorithm first tags all the noun-phrases from
static corpus D. The frequencies of noun-phrase in documents are then com-
puted. The probability distribution of topic over documents, p(t|d) is computed
from LDA output. Then the score of already tagged noun-phrases in documents,
score(n, t) calculated as the product of p(t|d) and freq(n, d). Finally, we find
top - k noun-phrases according to the score, score(n, t) calculated using Eq. 3.

Algorithm 1. Algorithm for topic modeling guided concept extraction
function TM-ExtractConcepts (D,T );
Input : A static document collection, D and a topic collection, T
Output: top-k phrases for each topic
for each document d from D do

run through a noun-phrase tagger, and collect noun-phrases
end
for topic t and noun-phrase n do

score(n,t) =
∑

documentd
p(t|d)freq(n, d)

end
for each topic t, find the top-k noun-phrases according to the score(n, t)

6 Topic Modeling Guided Document Retrieval

Given a multi-word query Q, computing the top k relevant documents from
a large collection of documents D is a fundamental problem in Information
Retrieval (IR). The relevance between a given query and a document d is deter-
mined by using similarity functions such as BM25 [24] and such functions gen-
erate scores for every document d in the collection D. Then the system reports
k top scored documents as the ranked result. Earlier, vector based models were
introduced in which documents are represented as a vector of terms, �dj =
w1j , w2j , ...wtj where t is the total number of words in the document and each
w1j > 0 if and only if the word i is present in document dj . In this model, the
term weights are not binary as in boolean model since vector space model do
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not consider the presence or absence of terms. In the same fashion, query is also
represented as vector and the similarity between a query vector and a document
vector is calculated for measuring the relevance and the same is used as a ranking
score. In vector space model, there are two widely used factors for calculating
term weights; namely, term frequency (tf) and inverse document frequency (idf).
The term weight is computed by multiplying these two factors and widely known
as tf − idf measure [23]. Then the similarity measure between the query vector
and document vector is calculated using widely used similarity measures such as
Okapi BM25 [24] as:

score(q, d) =
|q|∑

i=1

idf(qi).
tf(qi, d).(k1 + 1)

tf(qi, d) + k1.(1 − b + b. |d|
avgdl )

(4)

where, tf(qi, d) is qi’s term frequency in the document d, |d| is the length of
the document d in words, and avgdl is the average document length in the text
collection from which documents are drawn. When dealing with large collection
of documents, calculating tf , itf and then computing the similarity measures
between query and document vectors are often difficult.

Here, we propose a new method for retrieving top - k documents from a large
collection of text corpus using [concept - topic - document] triplet where con-
cepts are extracted using the scoring function we have introduced in Sect. 6.
Given a query, we first find relevant topics using the function score(n, t) =∑

documentd
p(t|d)freq(n, d) where p(t|d) is the probability of topic over doc-

ument and freq(n, d) is the frequency of phrase over document, which are pre-
computed. Using topic distribution over documents information given by LDA,
we then obtain a set of documents having highest topic probability and present
top-k documents as the ranked collection.

Algorithm 2. Algorithm for topic modeling guided document retrieval
function TM-RetrieveDocuments(q);
Input : A phrase query q
Output: Ranked set of documents
retrieve the significant topics for q using scoring function, score(q,t), where
score(q,t) =

∑
documentd

p(t|d)freq(q, d)
use score(q,t), to get topic - document distribution (given by LDA)
list top - k documents according to the distribution

7 Experimental Setup

7.1 Dataset Description

We use three different datasets in our experimental evaluation - the BBC
dataset, StackExchange dataset and a much larger Reuters 21578 dataset. A
short description of these datasets are given below.
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– BBC News Dataset:1 The general BBC dataset consist of 2225 text docu-
ments directly from their website corresponding to stories in five areas such as
business, entertainment, politics, sports and technology, from 2004 to 2005.

– StackExchange Dataset:2 This dataset comprise of anonymized, user-
contributed contents on the StackExchange website in different categories.
Since our proposed approach uses a crowd-sourcing experiment we have care-
fully chosen categories in such a way that it matches with the general knowl-
edge of the users participating. Specifically we have chosen academia, android,
cooking, gaming and travel categories for this experiment. All post under a
single thread is merged in one document and thus the final dataset consists
of 2769 documents.

– Reuters 21578 Dataset:3 Reuters 21578 dataset is a collection of newswire
articles and is popular among data mining communities. The collection was
made available for research purposes by Reuters in 1990.

7.2 Experimental Testbed for Topic Induced Concept Extraction

This section describes the experimental setup we have used for our proposed
concept extraction experiment. All methods described in this paper were imple-
mented in Python 2.7. The experiments were run on a server configured with
AMD Opteron 6376 @ 2.3 GHz/16 core processor and 16 GB of main memory.
Firstly, we pre-processed each document for removing common words such as
“the”, “and” etc. We then used TextBlob [27] library in Python for tagging
noun-phrases from each document. We considered noun-phrases that contain at
least two words and for all datasets, we have filtered noun-phrases that are word
n-grams where n ≥ 2. We then modeled topics using LDA algorithm and the
score of each noun-phrase is calculated using Eq. 3 and selected top -k noun-
phrases for each topic. We use MALLET4 implementation of the LDA model
to generate topics and the number of iterations in Gibbs sampling used in this
paper is set as 300, as we find that Gibbs sampling usually approaches the target
distribution after 300 rounds of iterations. The parameters α and β are set as
α = 50/Z and β = 0.01, respectively.

Baselines - We compare our proposed concept extraction approach with the
following baselines. For all the hyper-parameters, we use the default settings
and optimizes these parameters every 100 Gibbs sampling iterations.

– TNG [11] - The topical n-gram model automatically decides whether to form
an n-gram or not by considering its surrounding text. The TNG model pro-
vides a systematic way to model topical phrases and simultaneously detect
n-grams and topics. The MALLET implementation of the TNG is used with
all the default settings for hyperparameters.

1 http://mlg.ucd.ie/datasets/bbc.html.
2 https://archive.org/details/stackexchange.
3 http://www.daviddlewis.com/resources/testcollections/reuters21578/.
4 http://mallet.cs.umass.edu/.

http://mlg.ucd.ie/datasets/bbc.html
https://archive.org/details/stackexchange
http://www.daviddlewis.com/resources/testcollections/reuters21578/
http://mallet.cs.umass.edu/
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– TopMine [18] - This algorithm first extracts phrases using a method similar
to frequent pattern mining and then train a modified LDA model on the
“bag-of phrases” input.

7.3 Experimental Testbed for Document Retrieval

In this section, we describe the experimental setup used for evaluating docu-
ment retrieval using our proposed framework. We compare our newly devised
model to BM25 [24] which is a term-matching based baseline and two phrase
based retrieval baselines that uses a flat position index [28] and inverted index
[29] as their data structure. For the BM25 setup, we have used the parameters
k1 = 1, k2 = 0, k3 = 1 and b = 0.5 for initial experiment and later finalized
the values of k1 and b as 1.7 and 0.95 respectively as these values gave optimum
retrieval results for the current experiment. We implemented the inverted index
and flat position index using Python 2.7 version and used public code libraries at
https://www.rosettacode.org/wiki/Inverted index Python and https://github.
com/matteobertozzi/blog-code/blob/master/py-inverted-index/ for developing
some of the components of the indexes. Our experiments were run on a server
configured with AMD Opteron 6376 with 2.3 GHz with 16 core processor and
16 GB of main memory.

8 Result and Evaluation

8.1 Qualitative Evaluation

For measuring closeness of the concepts generated using our proposed method
with the real-world concepts, we have conducted a crowd-sourcing experiment
which is widely used in text mining and processing tasks to validate and ver-
ify the computer generated outputs with human annotated contents. Crowd-
sourcing has been applied to tasks such automated question-answering systems
[25] and ontology alignment [26]. For this experiment, we have created a web
interface that present the users with the concepts extracted by our algorithm
and asked them to positively reward every concept which seems to be semanti-
cally valid. We used Fleiss Kappa score [30] for the inter-annotator agreement.
Measures such as precision(P ), recall(R) and F −measure(F ) is used for com-
puting the quality of extracted concepts to the human identified concepts. Here,
true positive is defined as the number of overlapped concepts between human
authored concepts and concepts generated by the algorithm, false positive is
the number of extracted concepts that are not truly human authored concepts
and false negative is the human authored concepts that are missed by the con-
cept extraction method. Our precision, recall and f-measure values are shown
in Table 1 and from the values we draw the following conclusions. We have got
precision values ranging from 90.12% to 94.58%. This shows our method extracts
quality concepts which are close to real world when compared with the results
of a crowd-sourcing experiment (Fig. 1).

https://www.rosettacode.org/wiki/Inverted_index_Python
https://github.com/matteobertozzi/blog-code/blob/master/py-inverted-index/
https://github.com/matteobertozzi/blog-code/blob/master/py-inverted-index/
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Table 1. Comparison of proposed topic modeling guided concept extraction method
with Topical N-gram, TopMine baselines. Proposed method outperforms significantly
better than all the baselines on all datasets.

Method Dataset

Reuters BBC StackExchange

P R F P R F P R F

TNG [11] 0.7015 0.6922 0.6968 0.7259 0.7199 0.7228 0.6325 0.7011 0.6650

TopMine [18] 0.7692 0.6988 0.7323 0.7903 0.7254 0.7564 0.7521 0.7741 0.7629

Proposed 0.9012 0.8966 0.8988 0.9318 0.9458 0.9387 0.9187 0.9258 0.9222

Table 2. Comparison of proposed document retrieval method with BM25, flat position
index and inverted index baselines.

Method Dataset

Reuters BBC StackExchange

P R F P R F P R F

BM25 [24] 0.6432 0.5920 0.6165 0.5177 0.4852 0.5009 0.6129 0.6233 0.6180

FPI [28] 0.7012 0.6903 0.6957 0.6911 0.7230 0.7066 0.6709 0.6237 0.6464

Inv. idx [29] 0.8126 0.8701 0.8403 0.7752 0.7659 0.7705 0.8129 0.8788 0.8445

Proposed 0.9127 0.9201 0.9163 0.9322 0.9412 0.9366 0.8099 0.8123 0.8110

8.2 Evaluation of Document Retrieval

Here we evaluate our proposed document retrieval method and compares it with
the baselines such as [24,28,29]. Table 2 shows the performance comparison in
terms of precision, recall and f-measure. From the table it is evident that our
proposed method significantly outperforms all the three baselines on two out
of three datasets we have chosen. The recorded precision values for our pro-
posed method are ranging from 91.27% to 94.12% for BBC and Reuters dataset
respectively. For the StackExchange dataset, we have noted that our closest
competitor [29] achieved better precision than the proposed method. This is due
to comparatively less number of concepts extracted for different categories we

Fig. 1. Precision, Recall and F-measure values of concept extraction when compared
with baseline methods on Reuters, BBC and StackExchange datasets
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have considered for the StackExchange dataset such as academia, android and
cooking. We found that the noun-phrase tagger was unable to tag phrases from
those less popular categories (Fig. 2).

Fig. 2. Precision, Recall and F-measure values obtained for document retrieval when
compared with baseline methods on Reuters, BBC and StackExchange datasets

9 Conclusions and Future Work

In this paper, we proposed a novel framework for leveraging semantically rich
concepts from statistically computed topics using a widely used LDA algorithm.
Rigorous experiments with three real-world datasets show that our proposed
method produce close to the real-world concepts which we verifies with a crowd-
sourcing experiment in terms of precision, recall and f-measure. We also demon-
strate the usage of our framework on document retrieval and ranking which is a
well studied area in information retrieval. The experimental results show that our
method can significantly outperform phrase based document retrieval baselines.
There are further scopes for future work. By constantly improving the quality
of concepts by tuning the parameters of our proposed algorithm, the extracted
concepts can be used for building ontologies by exploiting the relations between
them. Concept hierarchy learning can also be done using this and we plan to
extend our framework further in these dimensions.
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Abstract. In this paper, we present three different approaches for feature
selection, starting from a naïve Markov Chain Monte Carlo random walk algo-
rithm to more refined methods like simulated annealing and genetic algorithms. It
is typical for textual data to have thousands of dimensions in their feature space
which makes feature selection a crucial phase before the final classification.
Classification of legal documents into eight categories was performed via a
simple document similarity measure based on term frequency and the nearest
neighbour concept. With an average success rate of 76.4%, the random walk
algorithm not only performed better than the simulated annealing and genetic
algorithms but also matched the accuracy of support vector machines. Although
these methods have commonly been used for selecting appropriate features in
other fields, their use in text categorisation have not been satisfactorily investi-
gated. And, to our knowledge, this is the first work which investigates their use in
the legal domain. This generic text classification framework can further be
enhanced by using an active learning methodology for the selection of training
samples rather than following a passive learning approach.

Keywords: Monte Carlo � Random walk � Genetic algorithm � Simulated
annealing � Legal text categorisation � Court judgements

1 Introduction

Text categorisation or text classification is a sub-branch of text mining and natural
language processing technique which attempts to assign documents to specific cate-
gories. Text categorisation is important in many applications such as the automated
generation of metadata in document retrieval systems, question answer systems and
search engines (Sahin 2007). Text documents are usually represented using the
bag-of-words approach and vector space model. In this representation, a document or a
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document set can have thousands of vectors where each vector is usually a tuple
consisting of a word and its term frequency. Because of the very high dimensions
inherent in textual data, feature selection is one of the key steps in text categorisation.

Given a set of n words, it still possible to generate 2n – 1 subsets of 1 to n words
and n!

r! n�rð Þ! possible subsets of size r. Thus, there are more than 47 trillion ways of

choosing 30 words form a bag of 50 words. So, for a given document set, it is usually
not possible to consider all possible combinations of terms in order to find the best one.
Therefore, when no exact formulation of a problem is possible, it is necessary to resort
to approximations. In text mining, dimension reduction is usually achieved by con-
verting all text to lowercase, removal of stopwords, stemming and lemmatisation.
However, this is often not sufficient and the dimension often remains unusually large.

In this paper, we investigate three different methods which are all based on the
principles of Markov chain Monte Carlo (MCMC) methods. These Monte Carlo
techniques, due to their general applicability, has been used in a large variety of
domains especially for studies involving simulations in physics, biology and computer
science (Browne et al. 2012). Andrieu et al. (2003) wrote an interesting paper which
bridges the gap between the Monte Carlo methods and traditional machine learning
techniques. The basic Monte Carlo techniques and its various variance-reduction
variants and their applications are described in detail. A theoretical foundation of the
different techniques are also provided.

The use of simulated annealing and genetic algorithms as feature selection methods
in the text mining field are scarce compared to other fields but not new. Genetic
algorithms have been used in information retrieval systems by Gordon (1988) and
Chen and Kim (1994). Although simulated annealing (Metropolis et al. 1953) is an
older technique than genetic algorithm (Holland 1975), its use as a feature selection
method in text classification is relatively recent (Wang et al. 2006; Yang et al. 2007).

In this work, inspired by the principles of Monte Carlo, we are able to show that by
repeatedly determining the category of a document from a sample of features selected
through a random walk or differential evolution, we are able to deduce the category of a
court judgement to a higher accuracy using only a very small fraction of the total
number of features. The use of the Monte Carlo approach allows a micro-local analysis
to be performed on a high-dimensional problem. We believe that this new technique
can become a tool of general applicability in the field of text classification.

The performance of machine learning classifiers hinges on the availability of large
amounts of training data. Manual classification of court cases requires highly skilled
professionals and is a time-consuming and costly undertaking. Through passive
selection, we divided our dataset into several partitions of training set (10–90%) and
testing set (90–10%). In the future, we intend to use the principles of active learning to
optimise the choice of the training samples (Roy and McCallum 2001; Figueroa et al.
2012). Although support vector machines performs better on a 90–10 split, our Monte
Carlo-based classification is able to achieve higher accuracies when the training set is
less than 80% of the full dataset.

The remainder of this paper is organised as follows. Section 2 discusses on prior
research on Markov Chain Monte Carlo methods, simulated annealing and genetic
algorithms. Section 3 describes in detail how these methods have been adapted for
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feature selection and text classification in our system. The experimental results and
discussions are provided in Sect. 4. And finally, the conclusion is offered in Sect. 5
wherein some potential avenues for future research is indicated.

2 Related Works

For a modern and comprehensive literature review on the field of text document
classification, the reader is referred to Khan et al. (2010). The paper starts with
describing state-of-the-art applications of text mining and document classification. The
pre-processing steps such as feature extraction, feature selection, dimensionality
reduction and document representation are also explained. Machine learning techniques
such as kNN, naïve Bayes, decision trees, support vector machines, artificial neural
networks, fuzzy logic, genetic algorithms, classification rules and hybrid techniques
have also been well tackled in reasonable depth.

The Monte Carlo method find its roots in the field of statistics in which random
numbers are used to perform simulation (Liang and Wong 2000; Goncharov et al.
2007; Houghton et al. 2014). This method is often used in problems involving very
high dimensions, for example, in the Travelling Salesman Problem where there is a
very large number of potential solutions. The problem becomes rapidly intractable
because of the exponential rise in the number of paths for each new node that is added
to the existing network (Buxey 1979; Martin et al. 1991).

Monte Carlo simulation approaches has found wide applications in computer
games (Browne et al. 2012). An algorithm known as the Monte-Carlo Tree Search
Solver (MCTS-Solver) has been successfully applied in the popular game of Line of
Action in order to find better strategies to play the game (Winands et al. 2008). It was
shown that a program using the MCTS-Solver was able to win in 65% of matches.

An interesting application of the Monte Carlo Search Framework has been
described in Branavan et al. (2012). In particular, they used a Monte Carlo approach to
provide textual information retrieved from a manual to feed a game agent. This
game-playing agent was able to outperform the uninformed and untrained agent (de-
fault AI) in the game of Civilization by a factor of 34%.

Another modern area where Monte Carlo simulations are being heavily used is in
the field of bioinformatics. Ebbert et al. (2011) have used the Monte Carlo approach to
generate samples for characterising uncertainty in multi-variate assays. This uncertainly
information is very important for clinicians in order to properly classify different types
of tumours. Diaconis (2009) has used the principles of Markov Chain Monte Carlo in
order to decrypt messages. More recently, Monte Carlo methods have been applied in
multi-label classification (Read et al. 2014).

The concept of an evolutionary Monte Carlo method is not new. Previously, it has
been used in the scientific, engineering and mathematical filed for the estimation of
various parameter values (Smith and Hussain 2012) and uncertainties in optimisation
problems (Ter Braak 2006; Wu et al. 2006; Xiao 2007).

One of the earliest works which applied a genetic algorithm (GA) for the extraction
of correlated terms was done by Desjardins et al. (2005). However, they concluded that
the co-occurrences found by the GA did not improve the retrieval accuracy and more
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work was required to understand the cognitive factors which would improve the rel-
evancy of retrieved results.

Gavrilis et al. (2005) have used a GA for feature selection on 650 PUBMED
abstracts spread into 5 categories. Using an SVM classifier, they achieved 85%
accuracy using 20 features only. In another similar study on spam emails, they report
an accuracy of 97%, again using only 20 features (Gavrilis et al. 2006).

A comparison was made between tf-idf (term frequency-inverse document fre-
quency) and genetic algorithms by Khalessizadeh et al. (2006) for the identification of
document topics in relatively short Persian texts. While precision values were very
similar for both methods, GA did better than tf-idf on recall for all document sizes.

Pietramala et al. (2008) proposed the Olex-GA algorithm which assigns positive
and negative rules to each feature (gene) in a chromosome. Their approach performed
better on the OHSUMED dataset when compared with techniques such as naïve Bayes,
C4.5, Ripper and Support Vector Machines. However, for the Reuters-21578 dataset,
SVM did significantly better than Olex-GA.

Song and Park (2009) have used a genetic algorithm to find the optimal number of
clusters in the Reuters-21578 dataset. The number of terms were reduced using latent
semantic indexing (LSI) before the GA was applied. They were able to show that their
algorithm performs better than previous methods. However, their study was based on
only 1000 documents from 5 categories. Liu and Fu (2012) used an elitist GA to
classify 100 web pages into 5 categories and obtained better performance than when
using SVM with default parameters.

Chen et al. (2013) proposed a novel text classification procedure based on the chaos
optimization theory and genetic algorithm. They tested their approach on the
Reuters-21578 dataset and they were able to demonstrate that the algorithm requires a
small feature set in order to provide comparable recall performance compared with
earlier higher-dimensional techniques. Using GATE (Cunningham and Tablan 2002)
and Weka (Hall et al. 2009), Rogers (2013) implemented a single pipeline for feature
selection using genetic algorithms and classification several machine learning classi-
fiers. Pavlyshenko (2014) have used a genetic algorithm to determine the optimal
subset of keywords which could be used to identify an authors of English fiction texts.

A good introduction to feature selection in text mining using simulated annealing
can be found in Bagheri et al. (2014). They demonstrated that their proposed approach
delivered similar performance to chi-squared when tested on a Persian dataset con-
sisting of 7 categories. There were about 800 documents in each category. Zhu et al.
(2015) further showed that an improved simulated annealing algorithm (SAA) can
select better features than information gain (IG), mutual information (MI) and
chi-squared (CHI).

Moshki et al. (2015) tested an extended version of the simulated algorithm
(SAGRASP) on a diverse set of data and showed that it was able to do better than
FCGRASP (Bermejo et al. 2011). Zhu et al. (2009) successfully combined the genetic
algorithm and simulated annealing (SA) to extract protein sequences using
OpenMP. They reported that their proposed solution did not get trapped in local
maxima and could find global optima faster. Two decades earlier, Esbensen and
Mazumder (1994) used a mixture of SA and GA, which they called SAGA, to
determine an optimal placement for macro-cells.
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3 Description of Algorithms

3.1 Markov Chain Monte Carlo Random Walk (MCMCRW)

A random walk is a random or stochastic process that may consist of a series of random
steps (Pemantle 2007; Samad 2013). The principles of random walk has found wide
applications in different fields of computer science such as the analysis of computer
networks (Zhong et al. 2008), computer security (Zhou 2016), bioinformatics
(Draminski et al. 2008) and text classification (Hassan et al. 2007).

In our system, a random walk consists of a sequence of similar operations in which
a subset of k elements are randomly selected (with replacement) from a list of n ele-
ments from each of the m categories, p number of times. In computer science, this is
known as a Markov Chain Monte Carlo (MCMC) process. Each element is a word and
these m * n elements (mainlist) are initially selected using term frequency. We have
two sets of data: the training set and the testing set. The training set is only used for the
extraction of representative elements for each categogy. We do not use a wrapper-style
classifier (Jovic et al. 2015) to measure the classifier accuracy, instead we use a naïve
classifier based on term frequency. Each of the m sublists is compared to every doc-
ument in the testing set and the sum of all the k words is computed. The sublist with the
highest score is taken as the predicted category. This classifier can be considered as a
simplified version of the k-nearest neighbour classifier. A simple majority voting is
then carried out on the results obtained after the p iterations.

3.2 Boosted Simulated Annealing (BSA)

The basic principles in the simulated annealing algorithm was described by Metropolis
et al. (1953). Their aim was to simulate the movement of atoms at a finite temperature.
In 1970, Hastings showed how this method could be generalised to solve problems in
statistics. Kirkpatrick et al. (1983) took up the same basic ideas but added the concepts
of high and low temperatures and compared the algorithm to the annealing process in
metals, from which the algorithm got its name. It is only very recently that the sim-
ulated annealing algorithm has been used for feature selection in the text classification
field (Wang et al. 2006; Yang et al. 2007; Bagheri et al. 2014; Zhu et al. 2015; Moshki
et al. 2015).

In our system, we implemented the standard simulated annealing algorithm but is
boosted with a good initial sample which is produced by random sampling through a
random walk of 100 steps. The selection of elements is similar to MCMCRW. How-
ever, in BSA, the next step is not independent on the current one. The next list is
generated by replacing t elements in the current best list by t other elements from each
category (sublist) from the mainlist. The number t is a temperature variable which
decreases steadily to 0 from the first iteration until the last one. If the accuracy increases
after this small change, the best list is updated. However, even if the accuracy decreases
by x percent, we still consider this new list as the current one. If the accuracy decreases
by x percent or more, the current list is discarded and a new one is generated. This
entire process is repeated q times. Our algorithm is also stateful in that it has a memory
to store the best list from any of the q iterations.
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3.3 Genetic Algorithms

A genetic algorithm (GA) is often described as a meta-heuristic algorithm which
emulates the Darwinian’s theory of natural evolution through the biological processes
of selection, mating and mutation (Mitchell 1998). Since its formulation in 1970 by
Holland, GAs has found wide applications, not only in scientific areas but also in
business applications. Thomas and Sycara (2002) have used GAs for predicting stock
prices while Borg (2009) has used GAs for the automatic extraction of definitions. In
combination with other methods, Waad et al. (2014) used a genetic algorithm to select
the best features to assess the credit worthiness of a potential client. A recent and novel
application of GA is in the detection of errors in SQL instructions (Moncao et al. 2013).
Also, as stated earlier, GAs have also been used in the information retrieval domain
since more than two decades (Atkinson-Abutridy et al. 2004; Al-Maqaleh et al. 2012).

In our system, we maintain a population of r mainlist. In GA’s jargon, a mainlist
can be considered as a chromosome. A mainlist is a list of sublists and each sublist
contains the most frequent terms in one category of documents. As mentioned earlier,
each term is a word (gene). A fitness score (classification accuracy) is calculated for
each of these r lists. The best b lists (chromosomes) are selected in each iteration for
crossover and mutation. Each of these b lists are randomly paired with each other
(without duplication) to generate b

2 pairs and c elements are then chosen randomly from
one member in each pair and are swapped. This is the crossover operation whereby
b new lists are created and the previous b lists are discarded*. Our crossover operation
is slightly different from previous approaches that use fixed locations for genes in that
we do not exchange a segment of the chromosome, instead, we exchange genes
selected randomly from anywhere in the chromosome. The rationale for this heuristic
approach is that the genes (words) are independent and this reduces the likelihood of
collisions. The next operation is mutation which is achieved by the substitution of
d elements in each list by new elements from the mainlists. The remaining r-b lists are
rejected and new ones are generated randomly in order to keep the size of the popu-
lation constant. These processes are repeated q times. The best list from each of these
q iterations are stored in a separate memory*.

4 Experiments and Settings

4.1 Experimental Corpus

Our dataset consists of 294 judgements which were delivered in the Supreme Court of
the Republic of Mauritius in the year 2013. The cases have previously been classified
manually into eight categories: homicide, road traffic offences, drugs, other criminal
offences, company law, labour law, land law and contract law. It is the same dataset
that we have used previously in an earlier work (Pudaruth et al. 2016).
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4.2 Document Pre-processing

Because textual data is inherently noisy, it is important to filter out those elements that
would negatively impact on the performance of classifiers. Thus, all the data was first
converted to lowercase after which all digits, symbols, short words and stopwords were
filtered out. Besides the common English stopwords, the list also included words from
the legal domain such as case, act, section, law, court, appellant, respondent, judge and
many others. These words tend to occur in almost all judgements and their frequencies
are also very high. This is an interesting issue because the same words could have been
strong differentiators if our objective was to look for legal documents in a mixture of
documents from other domains. With the help of Wordnet (2017), all non-English
words and all verbs were removed from the dataset. All the pre-processing steps taken
together reduced the feature set from 6048 to 2485 words.

4.3 Experimental Environment and Algorithmic Parameters

The documents are kept in a parent folder with eight directories. Each directory con-
tains the files for one specific category whereby each judgement is stored as a separate
textfile. The software for document pre-processing and feature selection have been
implemented in Python 2.7.12 (Spyder 3.0.0) from the Anaconda distribution. The
scikit-learn library for Python has been used for the machine learning part. A computer
running the 64-bit Windows 7 Professional N (SP1) operating system has been used in
this study. The processor is an Intel(R) Core(TM) i5-4200 M CPU running at 2.5 GHz
on 8.00 GB of RAM on a hard disk of 650 GB.

The number of iterations for each of the 3 Monte Carlo methods was 100. A sample
consisted of 30 (k) elements drawn from a larger set of 100 (n) most frequent words
from each of the 8 (m) categories. The mutation rate for both the simulated annealing
and genetic algorithms was 20%. This means that for every 30 elements, 6 elements
were exchanged. The initial temperature for SA was set at 10 (for every sublist) and
this was reduced by 0:1 after every iteration until it reached a minimum value of 1.
The SA algorithm was allowed to accept solutions which was 5% (x) worse than the
current one in an attempt to avoid local maxima. The crossover rate for the GA was
also set at 20%. The parameters were chosen empirically, after conducting a large set of
experiments and observing their impact on the accuracy. All the algorithms were run 5
times on each split percentage and an average was made.

4.4 Experimental Results

In this sub-section, we present the detailed results to demonstrate the effectiveness of
the Markov Chain Monte Carlo (MCMC) Random Walk algorithm compared to
simulated annealing (SA), genetic annealing (GA) and support vector machines
(SVM). The dataset has been split into nine different sets of training and testing data, as
shown in Table 1, with a view to understand the influence of different training sizes on
feature selection and classification accuracy. A comparison with SVM is also provided.
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In general, classification accuracy increases when the size of the training set
increases, as shown in Table 2. For all training sizes, MCMCRW and SVM are more
effective than SBA and GA. The best accuracy of 83% is obtained by MCMCRW at
70% of the training set and by SVM at 90% of the training set. When the training size is
20% or less, all the three algorithms (MCMCRW, BSA and GA) does better than SVM
(with default settings and parameters). When the training size is between 40 and 70%,
only MCMCRW is able to outperform SVM. The results illustrate that our random
walk algorithm can produce satisfactory results even with low amount of training data.
In the legal field where it is very costly and time-consuming to produce annotated data
as this has to be done by highly trained professionals, the random walk algorithm only
requires a few relevant documents for training for each category to deliver acceptable
results.

Table 3 shows the detailed results for one run on a split of 70/30, in which there
were 201 cases in the training set and 93 cases in the testing set. The overall accuracy
for this run was 84%. Accuracy is defined as the number of correctly classified doc-
uments over the total number of documents in the testing set. The Road traffic offences
category has a prefect recall, which means that we have been able to retrieve all
instances of this category from the testing set, while the Contract category has the
lowest recall because 3 of its cases have been incorrectly retrieved as a Labour case and
another two as a Land case. However, these misclassifications are quite comprehensible
as these 3 categories share many terms in common as they all deal with contractual
issues.

Table 1. Details of cases dataset

Categories Code No. of Cases

Company Law Comp 22
Contract Law Cont 56
Other Criminal Offences Crim 48
Drugs Drugs 44
Homicide Homi 14
Labour Law Labo 17
Land Law Land 55
Road Traffic Offences Road 38

Table 2. Classification accuracy v/s training/testing size

Training Set (%) 10 20 30 40 50 60 70 80 90 Average
Testing Set (%) 90 80 70 60 50 40 30 20 10

MCMC Random Walk 68 76 78 70 76 80 83 78 79 76.4
Boosted Simulated Annealing (BSA) 64 63 63 61 66 65 69 74 76 66.8
Genetic Algorithm (GA) 62 66 64 60 66 64 72 73 79 67.3
Support Vector Machines (SVM) 53 54 63 67 73 76 75 78 83 69.1
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The Homicide category has the highest precision followed closely by Road traffic
offences and Contract. The Labour and Company categories have the lowest precision
values. Nine documents have been returned as belonging to the Company category,
however, only six of them are actually company law cases. One document belongs to
the labour law category while another two belong to the land law category. Again, we
see that there is some overlap in features between the Contract, Company and Labour
categories. Some additional work will be necessary in order to reduce this mix-up.

The Olex-GA system proposed by Pietramala (Pietramala et al. 2008) did slightly
better than SVM on the OHSUMED dataset but less well on the Reuters-21578 dataset.
The SA algorithm proposed by Yang et al. (2007) performed slightly better than kNN
on some settings. Wang et al. (2006) reported a similar result. However, it is always
very difficult to offer a fair comparison when comparing GAs and SAs with machine
learning classifiers. The variation in the total number of documents in the dataset, the
number of classes, the size of the documents, the number of training & testing samples,
the nature & complexity of the documents, the multitude of parameters used in the
evolutionary algorithms and in the classifiers all lead to a very difficult comparison
between the various studies.

5 Conclusions

This paper presents three different feature selection methods and a general text cate-
gorisation framework. After an extensive empirical evaluation with a set of 294
Supreme Court judgements spread into eight areas of law, we found that the simulated
annealing and genetic algorithms, with an average classification accuracy of about
67%, did less well than the conceptually simpler random walk while the latter’s per-
formance was on average better than support vector machines. The idea of using
evolutionary operations for the selection of suitable features is not new, however,
full-fledged implementation of these techniques in the domain of text classification is
relatively recent. The random walk algorithm is very robust as it does not fluctuate as
much as machine learning classifiers do when the number of training samples is

Table 3. Confusion matrix

Category Comp Cont Crim Drug Homi Labo Land Road Total Recall

Comp 6 0 0 0 0 0 1 0 7 0.86
Cont 0 12 0 0 0 3 2 0 17 0.71
Crim 0 0 13 1 0 0 0 1 15 0.87
Drug 0 0 2 12 0 0 0 0 14 0.86
Homi 0 0 0 1 4 0 0 0 5 0.80
Labo 1 0 0 0 0 5 0 0 6 0.83
Land 2 1 0 0 0 0 14 0 17 0.82
Road 0 0 0 0 0 0 0 12 12 1.00
Total 9 13 15 14 4 8 17 13 93 0.82
Precision 0.67 0.92 0.87 0.86 1.00 0.63 0.82 0.92 0.84
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reduced. The added benefit of this system is its simplicity and understandability. It is
very easy for a user to improve the quality of the process by adding new training
samples or new filters. In future work, we intend to choose the training instances using
an active learning technique instead of passive learning. Combining the strengths of
each of these feature selection methods into a single algorithm is also a potential
avenue for further research.
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Abstract. Recently, risk based prediction models in medical diagnostic
systems gain wider significance in deciding most appropriate diagnos-
tic treatments and for clinical usage. Prostate cancer is a disease which
is difficult to diagnose and there are number of failure cases reported.
Therefore, an effective and aggressive selection of multiple factors influ-
ence on the disease is required. In this paper, an adaptive soft set based
diagnostic risk prediction system is presented with the implementation
on prostate cancer. The system receives input parameters related to the
disease and gives out the risk percentage of the patient. Soft sets are
generated with the input parameters by fuzzification followed by rule
generation. The risk percentage of the rules are individually calculated
for Precision, Recall and F-Measure, that conclude on the best risk per-
centage based on the maximum area under the curve (AUC) in each case.
This ensures to select the most influential risk parameters in treating the
disease. Specificity and sensitivity of the test system yield 75.00% and
45.45% respectively.

Keywords: Soft sets · Fuzzy set · Prostate cancer · Decision making

1 Introduction

The presence of intelligent systems in the field of medical sciences have been
undergoing phenomenal growth for the last two decades. Earlier, expert systems
have significantly influenced the way a doctor deals with and diagnose a patient.
Some notable examples are MYCIN [33], INTERNIST [25], etc. Further more,
the advances in information technology embraces the digitization of the medical
records and the development of other technology related medical applications in
an accelerated pace.
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The use of applications involving artificial intelligence and machine learning
can successfully assist physicians with distinctive diagnosis of diseases, treatment
opinions and recommendations, radio diagnosis on images etc. Data mining in
health care also provide “real time” diagnostic as well as effective medicine rec-
ommendations on the basis of a training data set. But, driven by the issues in
existing risk prediction systems, an adaptive method to improve the scope and
accuracy of the prediction system is presented.

The organization of this paper is as follows. Section 2 discusses the related
works. Section 3 gives an overview of the adaptive soft set based risk prediction
system along with the preliminaries in Subsect. 3.1. The proposed algorithm is
given in Subsect. 3.2. The implementation details of the proposed algorithm for
prostate cancer detection is given in Sect. 4 along with the detailed description
of each step. Section 5 discusses the results and implementation details of the
algorithm. We conclude in Sect. 6.

2 Related Work

Fuzzy sets and fuzzy logic were introduced by Zadeh [38] to handle problems
with uncertainty, and since then, they have contributed to a paradigm shift
in the way we deal with imprecise problems and their solutions. Fuzzy sets
are highly successful in many areas and give improved results than what the
classical approach does. However, fuzzy set depends on membership function to
represent impreciseness and are subjective to the user-level intervention. This
often degrades the overall performance. Hence, to solve these problems, many
researchers put forward solutions, like Atanassov [5] put forward the concept
of intuitionistic fuzzy sets; Pawlak [29] introduced rough sets; Torra [35] put
forward the hesitant fuzzy sets; which are applicable in real-world situations as
in Alcantud et al. [1], etc. Nevertheless, these theories are limited due to the lack
of parameterization concept associated with them for describing the problem.

In 1999, Molodtsov [26] introduced soft sets and established the fundamental
results of this theory. A soft set is a collection of approximate descriptions of an
object and is used as a general mathematical tool for dealing with objects which
have been defined using a very loose and hence very general set of characteristics.
Molodstov further showed that soft set theory is free from parameterization
inadequacy syndrome. Ali et al. [4] and Feng and Li [18] also contributed to settle
the fundamental laws that govern this notion. Extensions and hybrid models that
combine the soft set model with others have been defined and used for decision
making e.g., in Ali [3], Das [11], Feng [16], Feng et al. [17,19], Ma et al. [22],
Peng and Yang [30] Zhan et al. [39] and [15].

Recently the use of soft set based intelligent systems have gained interest in
computational intelligence by giving better solutions for compound problems.
Soft set theory and fuzzy set theory have been successfully used in some medical
systems, for example [9,27,28,36]. The intelligent systems in medicine based on
soft sets, generally depend on finding the risk percentage as a single value and
then use it to grade the severity of the condition. This unilateral approach will
not give a comprehensive picture of the real risk percentage of the patient.
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We take up receiver operator characteristic (ROC) curve as a preferred per-
formance evaluation tool to validate classifier performance over a range of deci-
sion thresholds [10,13]. The area under the curve (AUC), has been traditionally
used in medical diagnosis since the 1970’s [20]. The AUC maps the entire ROC
curve into single number, that reflects the overall performance of the classifier
over all thresholds.

Prostate cancer is the common cause of cancer death among men and it
depends on various elements such as hereditary factors, age, ethnic background,
the level of prostate specific antigen (PSA) in the blood etc. The level of PSA in
the blood is a very important indicator for an initial diagnosis in patients [7]. But,
as multiple factors cause the level of PSA to fluctuate, there exists uncertainty in
the diagnosis. A biopsy of the prostate can give a distinctive diagnosis of cancer.
But all patients will not be cancer positive after the biopsy. Also, it is always
better to avoid an unnecessary biopsy as doctors and researchers have noted that
biopsy of a tumour can cause spread of cancer cells leading to multiple sites of
tumour at the biopsy site [14]. To help the doctor detect the patients with low
risk of prostate cancer, a decisive intelligent system with more significant risk
percentage prediction is needed.

2.1 Existing Methods and the Scope for a New Proposal

Soft computing is a host of methodologies which work in unison for providing
flexible information processing capability for handling real life uncertain situa-
tions. It exploits the tolerance for imprecision, uncertainty, approximate reason-
ing and partial truth to build low-cost solutions. Apart from fuzzy logic, neural
networks, and genetic algorithm methodologies, emergence of soft set based med-
ical prediction systems are also on the rise. We take a few for evaluation.

Sanchez [31] initiated the use of fuzzy techniques to possibility distributions
in natural languages and medical diagnosis. This notion was later extended with
intuitionistic fuzzy sets by De et al. [12]. Slowiński [34] experimented with 122
patients treated for duodenal ulcer by applying rough sets to create a decision
algorithm which could be used in the treatment of new ulcer patients. A pio-
neering prediction system for calculating the patient’s prostate cancer risk given
in [36]. Yuksel et al. [37] combined covering soft set and rough sets to produce soft
covering based rough set and applied it for prostate cancer diagnosis. In another
method given by Feng in [16], soft covering based rough sets are applied to a
medical problem of calculating the risk of prostate cancer. Some other papers
which deal with prostate cancer risk prediction are [6,21]. A recent contribution
for glaucoma detection is given in [2]. In all the above mentioned papers, the risk
percentage is calculated by a single metric based on their respective methods.

The main purpose of this paper is to provide a specific approach to improve
the soft set based prediction system. Our adaptive prediction system model is
tested with the data of 120 patients with prostate complaint from Selcuk Univer-
sity Meram Medicine Faculty [32]. We are interested in improving the accuracy
of the predicted risk percentage by including the prudent use of metrics like Pre-
cision, Recall and F-measure. The Precision results depend only on the retrieved
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result subsets of the actual data. It does not consider the total positives in the
whole of the data. If we consider Recall for analysing the risk percentage, then
the total patients are considered for risk calculation. But, the issue with Recall
is that false positives cannot be discerned. To compensate for the drawbacks of
Precision and Recall, we depend on F-measure. The traditional F-measure is the
harmonic mean of Precision and Recall.

We propose to include the tradeoff between these metrics into the risk pre-
diction process. In [36], the risk is calculated as follows. For example, if there are
13 patients satisfying say Rule 1, of which 4 are found to be prostate cancer pos-
itive, then the risk percentage for Rule 1 is calculated as (4 ÷ 13) × 100 = 30.76.
The patients are compared with compatible rules and the highest risk percent-
age is accorded as the risk percentage of the patients. Here, the drawback of
using Precision can be explained by this assumption. Assume that out of the
compatible rules generated for a patient; say Rule 1 has only 1 patient and this
patient is also tested positive in biopsy, then the patient will be awarded with
100% risk percentage. This may not be always true.

As there is no qualitative and quantitative analysis on the result output,
these single handed general methods of deriving the risk percentage from soft
set based and other prediction techniques are not a legitimate way of calculation.
Therefore, we propose to include Precision, Recall and F-measure in finding the
significant associated risk. Also, rather than taking the highest observed risk
percentage of a specific rule as the risk of the patient, an average of the most
relevant risks are calculated. This averaging of the selected rules make our model
more effective.

3 Adaptive Soft Set Based Risk Prediction System

In this section, we present the basic definitions of soft set theory [26] and fuzzy
set theory [23] followed by the proposed system. These definitions and further
details on soft sets and fuzzy sets can be found in [8,24,38]. As usual, we follow
the common terminology for describing soft set and its extensions. Here U refers
to an initial universe and E is the set of parameters.

3.1 Definitions: Soft Set and Fuzzy Set

Definition 1 (Molodtsov [26]). A pair (F,A) is a soft set over U when A ⊆ E
and F : A −→ P(U), where P(U) denotes the set of all subsets of U .

Example 1. A soft set over U is regarded as a parameterized family of subsets of
the universe U, the set A being the parameters. For each parameter e ∈ A,F (e)
is the subset of U approximated by e or the set of e-approximate elements of the
soft set.

Let U be the set of five patients given by U = {p1, p2, p3, p4, p5} and E be
the set of symptoms given by E = {s1, s2, s3, s4, s5}.
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Let A = {s1, s2, s3} be the set of symptoms, the doctor intends to use
for diagnosis. Now consider that (F,A) is a mapping given by, (F,A)(s1) =
{p1, p2}, (F,A)(s2) = {p1, p3} and (F,A)(s3) = {p2, p4}.

Then the soft set (F,E) = {(s1, {p1, p2}), (s2, {p1, p3}), (s3, {p2, p4}),
(s4, {∅}), (s5, {∅})}. A soft set can also be represented in the form of a two
dimensional table. Table 1 is the tabular representation of the soft set (F,E)
shown in Example 1.

Table 1. Tabular representation of the fuzzy set (F,A) associated with Example 1.

U/E s1 s2 s3 s4 s5

p1 1 1 0 0 0

p2 1 0 1 0 0

p3 0 1 0 0 0

p4 0 0 1 0 0

p5 0 0 0 0 0

Definition 2 (Maji et al. [24]). Let (F,A) and (G,B) be two soft sets. Then
the AND operation of (F,A) AND (G,B), denoted by (F,A)∧ (G,B), is defined
as (H,A × B) where H(α, β) = F (α) ∩ G(β) for each (α, β) ∈ A × B.

Definition 3 (Zadeh [38]). A fuzzy set X over U is a set defined by a function
μX representing a mapping μX : U → [0, 1].
where, μX is called the membership function of X, and the value μX(U) is the
grade of membership of u ∈ U . The value of μX(U) represents the degree with
which u belongs to the fuzzy set X. Thus, a fuzzy set X over U can be represented
as follows:

X = {(μX(u)/u) : u ∈ U, μX(x) ∈ [0, 1]}.

For a fuzzy set X in U and any real number α ∈ [0, 1], then the α-cut or cut
worthy set of A, denoted by X[α] is the crisp set defined as {x ∈ U : μX(x) � α}.

3.2 Proposed Intelligent System for Prostate Cancer Diagnosis

The available data set is attributed with a set of three variables, namely prostate
specific antigen (PSA), prostate volume (PV) and age of the patient. The mem-
bership function of these variables are shown in Eqs. (1) and (2). All 120 selected
patients underwent biopsy and their diagnostic results are known. In the follow-
ing part, we proceed to explain the step by step procedures, which make up the
proposed algorithm.

In order to facilitate the representation of soft sets, we initially convert the
input data into fuzzy sets. Afterwards, going by the principle of including fuzzy
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sets as soft sets (cf., Molodtsov [26]), the fuzzy sets are redeployed correspond-
ingly as relevant soft sets. Unlike the conventional soft set prediction methods,
we avoided parameter reduction in view of the nature and type of data set. The
decisive phase is generation of rules, which are analysed later for determining the
prostate cancer risk. Each rule is awarded a risk percentage which determines
the verdict of the intelligent system. The algorithm for prostate cancer detection
with stepwise descriptions is given below.

AdaptiVe Algorithm for Softset based predicTion (AVAST).

Step 1. Fuzzyfication of data set with the selected variables namely PSA, PV
and age.

Step 2. Transforming the fuzzy sets corresponding to input data into soft sets.
Step 3. Obtaining the rules relevant for the system by the application of AND

operator on to the soft sets generated in the previous step.
Step 4. Analysis of rules based on Precision, Recall and F-measure.
Step 5. Plot the ROC curve with the calculated risk percentage for the above

three sets.
Step 6. Select the metric i.e. (either Precision, Recall or F-measure), which

offers the maximum AUC and proceed for actual risk prediction over the
testing set.

4 Implementation of Algorithm - AVAST to Calculate
Prostate Cancer Risk

The various stages of algorithm - AVAST is explained in detail below.

Explanation of Step 1. We fuzzificate the patient data with appropriate mem-
bership functions on the basis of inputs from medical literature [36]. The fol-
lowing linguistic variables are modelled for the attributes PSA, PV and age.
The PSA variables VL, L, M, H and VH represent very low, low, middle, high
and very high respectively. The PV variables S, M, B and VB represent small,
medium, big and very big respectively. The age factor attributed by VY, Y, M
and O represents very young, young, middle and old respectively. Trapezoidal or
triangular membership functions can be selected for each variable on the basis of
their interval size. The corresponding membership values are determined from
Eqs. 1 and 2.

PSA(x) =

{
μx if 0 < x < 100
1 if x ≥ 100

PV (y) =

{
μy if 30 < y < 120
1 if y ≥ 120

(1)

Age(z) =

⎧⎪⎨
⎪⎩

0 if z ≤ 20
μz if 20 < z < 65
1 if z ≥ 65

(2)
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Table 2. A sample input data of patients

U Age PSA PV

U7 54 5.62 28

U9 54 17.3 45

U20 59 8.36 55

U34 61 18.3 62

U40 62 51.74 29

U70 68 140 117

U99 73 47.4 87

A sample of the input data is shown in Table 2 and the parameter member-
ships are shown in Fig. 1.

Fig. 1. The membership functions of Age, PSA and PV

Explanation of Step 2. We directly depend on Molodtsov’s method for the
transformation of fuzzy sets into soft sets. The Molodtsov’s method maps soft
sets on to the universe [0, 1], thus making the selection of a subset of this
range inevitable to conduct a practical setting of this experiment. Depending
on the distribution of patient data into different levels of membership, we have
different elements in different subsets for each variables. Table 3 shows the fuzzy
membership values of the input factors. In this approach, for a soft set (F,A)
over U,A is denoted by a set of parameters represented by {e1, e2, e3, e4, ...en},
then F (ej) is a subset of U , where, F (ej) = {Ui | μ(Ui) � ej ;∀ j = 1 to n and
i = 1 to m}.

Hence, the newly formed soft sets will have subsets of elements from the
universal set U . As an example from the data set, the soft set,
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Table 3. The fuzzy membership values of factors shown in Table 2

U Age PSA PV

U7 0.73 M, 0.26 O 0.77 VL, 0.22 L 1 S

U9 0.73 M, 0.26 O 0.30 VL, 0.69 L 0.5 S,0.5 M

U20 0.4 M, 0.6 O 0.66 VL, 0.33 L 0.16 S, 0.83 M

U34 0.26 M, 0.73 O 0.26 VL, 0.73 L 0.93 M, 0.06 B

U40 0.2 M, 0.8 O 0.93 M, 0.06 H 1 S

U70 1 O 1 VH 0.1 B, 0.9 VB

U99 1 O 0.10 L, 0.89 M 0.1 M, 0.9 B

F : AAge(M) −→ P(U) is associated with a parameter set,
AAge(M) = {0.06, 0.28, 0.5, 0.71, 0.93}, and the corresponding soft sets

obtained are as:

F (.06) = {U42, U43, U44, U45, U46, U41, U35, U37, U40, U30, U31, U32, U33,

U34, U25, U27, U28, U29, U19, U20, U21, U22, U23, U24, U15,

U16, U17, U18, U1, U13, U10, U8, U9, U4, U5, U2, U3}

F (.28) = {U25, U27, U28, U29, U19, U20, U21, U22, U23, U24, U15, U16, U17,

U18, U1, U13, U10, U8, U9, U4, U5, U2, U3}

F (.5) = {U1, U13, U10, U8, U9, U4, U5, U2, U3},

F (.71) = {U8, U9, U4, U5, U2, U3}, and
F (.93) = {U2, U3}

Explanation of Step 3. The combination of soft sets obtained in Step 2 by
AND’ing operation gives all possible rules. By this means, a total of 1760 rules
are generated, which are checked for compatibility with the patients. An obtained
sample rule is given below.

For example: AGE(M)(.5) ∧ PSA(V L)(.05) ∧ PV (M)(.5) = {u10, u14}.

Explanation of Step 4. The output obtained from Step 3 is processed further
to associate each rule with a risk of prostate cancer as follows.

The rules obtained above will have patients from the training data and the
Precision, Recall and F-measure based risk percentage is calculated for each
rule. The calculated risk percentage of patients are then separately considered
and averaged individually. Thus, corresponding to each test data, we now have
separate risk percentage for Precision, Recall and F-measure.
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For a sample training data, the rules obtained are as:

R1 = {U10, U14}
R2 = {U13, U17, U81}
R3 = {U21, U22, U54, U67, U98, U107}
R4 = {U3, U8, U21, U22, U54, U67, U98, U99, U107} and
R5 = {U40, U92, U116}

The biopsy results for the patients are known from the labelled data set and
the calculated values of Precision, Recall and F-measure (F1) for the above rules
are calculated as per Eq. 3 and are shown in the Table 4. Here TP indicates true
positive, FN is false negative and FP is false positive.

Precision =
TP

TP + FP
, Recall =

TP
TP + FN

, F1 =
2 · precision · recall

precision + recall
(3)

Some of the validation results of rules’ risk percentage based on Precision,
Recall and F-measure are shown in Table 5, where test samples with “∗” indicate
the outliers.

Table 4. The risk percentage of rules on the basis of Precision, Recall and F-Measure

Rules Precision Recall F-Measure

R1 0 0 0

R2 0 0 0

R3 0.5 0.06 0.11

R4 0.56 0.1 0.18

R5 1 0.06 0.12

Table 5. The risk percentage of a set of patients by Precision, Recall and F-measure

Test data Risk percentage while considering Ground truth

Precision Recall F-Measure

U1 38.29 10.69 7.92 0

U10 38.36 13.35 8.81 0

U31 43.27 17.68 11.37 0

U43 47.91 28.5 16.83 0

U60 54.08 30.17 18.66 1

U77∗ 41.52 5.68 4.4 1

U83 55.35 22.35 14.49 1

U86 54.35 28.57 17.84 1

U95∗ 54.51 25.08 16.31 0

U113∗ 55.09 21.55 14.47 0
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The next step will determine, whether we will consider Precision, Recall or
F-measure, for calculating the actual risk percentage for each patient.

Explanation of Step 5. Plot the ROC curve for the risk percentage based
on Precision, Recall and F-measure and select the risk percentage for the test
patients corresponding to the maximum AUC. The AUC maps the entire ROC
curve into single value that portrays the overall performance of the classifier
over all thresholds. The false positive rate (FPR) and true positive rate (TPR)
evaluate performance for a specific threshold. The FPR and TPR can also be
combined to form an overall mis-classification rate, which is known as true error.
By getting the ROC, AUC, FPR and TPR of this system, we obtain the com-
plete knowledge about the performance of the system. Table 6 shows the AUC
generated for some test groups.

Table 6. The AUC of some samples used in generating the ROC curve

Test data sets Area Under the Curve (AUC)

Precision Recall F-Measure

Dataset 1 40.15 56.43 56.43

Dataset 2 60.07 58.68 59.72

Dataset 3 50.69 68.75 53.13

Dataset 4 45.49 49.31 48.96

Dataset 5 63.54 46.53 44.44

By employing a five-fold cross validation, the patient data is randomly
divided into training and testing sets. By this approach [13], the original data is
randomly partitioned into five equal sized sub-samples. Of the five sub-samples,
a single sub-sample is retained as the validation data for testing the model, and
the remaining four sub-samples are used as training data. The cross-validation
process is then repeated five times (the folds). The five results from the folds
can then be averaged to produce a single estimation.

Explanation of Step 6. Finally, the choice of the appropriate metric is done
from Precision, Recall and F-measure on the basis of the maximum AUC gen-
erated over the validation data.

5 Results and Discussion

After five fold cross validation, the ROC plots corresponding to Precision, Recall
and F-Measure for validation data are shown in Fig. 2. The selected metric can
be either Precision, Recall or F-Measure based on the AUC obtained for each
case. In this investigated case, as seen in Fig. 2, Precision based ROC curve has
the highest AUC than Recall and F-Measure. Hence Precision will be selected
for calculating the rule risk percentage.
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Fig. 2. The ROC curve for Precision, Recall and F-measure

The proposed algorithm model was implemented by means of scientific com-
putation platform R2013a Matlab. In this investigation, we have divided the
total data into testing data, training data and validation data. One set is for
training, one for testing and the other two for validation. By the application
of AVAST algorithm on the validation data, we could select the best from the
Precision based, Recall based and F-Measure based methods on the basis of
maximum AUC.

As sensitivity is significant for this specific case of prostate cancer prediction,
we have to select a threshold value which gives high sensitivity over the valida-
tion process. Concurrently the false positive rate (FPR) should be minimal. So
a particular risk percentage value is selected as the threshold when the corre-
sponding TPR is at least 80% and with minimum FPR. This threshold is then
applied for the final test data. Figure 3 shows the ROC curve for the test system.
It should be noted that we can change the threshold selection parameters for
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the system on the basis of data set and other requirements. The sensitivity and
specificity of the test system stood at 75.00% and 45.45 % respectively.

6 Conclusions

In this work, it is shown that the soft set approach for finding the risk percent-
age of prostate cancer patients can be significantly improved with the inclusion
of Precision, Recall and F-measure based rule analysis. The proposed method
exhibits an adaptive nature as the best performing metric is chosen on the basis
of the validation data set performance. We depend on these statistical measures
to optimize the risk percentage calculation. This general notion can be applied
to all methods which follow a unidirectional approach in defining the output risk
percentage. The results confirm that the inclusion of this adaptive approach to
existing methodologies show better results as shown in Sect. 4.

As future enhancements, we propose to extend our approach with other exist-
ing algorithms with more relevant parameters for reducing ambiguity. Also a
weighted approach for rules and parameters can be employed to see if it leads to
further improvements. The medical applications using the concepts of soft sets
opens up lot of room for exploration and innovation. A quick and automated
method of prostate cancer diagnosis based on soft sets is addressed in this con-
tribution. The proposed model helps the doctor to discern the patients for the
biopsy procedure to detect prostate cancer.
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Abstract. Collaborative filtering technique is widely adopted by researchers to
generate quality recommendations. Constant efforts are being made by the
researchers to generate quality recommendations thus satisfying and retaining
the user. This work is an effort to generate quality recommendations by
proposing a collaborative filtering approach. The proposed work models the
sparse rating data as a weighted bipartite graph which represents data flexibly
and exploits the graph properties to generate recommendations. In the proposed
work user similarity is formulated as measure of entropy and cosine similarity
which takes into account the relative difference between the ratings. Perfor-
mance of the proposed approach is compared with the traditional collaborative
filtering technique using Precision, Recall and F-Measure. Experiments were
conducted on public and private datasets namely MovieLens and News dataset
respectively. Results indicate that the performance of the proposed approach
outperforms the traditional collaborative filtering approach.

Keywords: Collaborative filtering � Weighted bipartite graph � Information
entropy

1 Introduction

Recommender System (RS) is an efficient software system that helps the user to navigate
swiftly in the era of data explosion. In order to generate recommendations, RS tends to
find user preferences from the history or feedback from the target user and identifies
similar set of users based on preferences of the target user. This technique of recom-
mendation is termed as Collaborative Filtering (CF) which is the basis of our work.

The technique of CF is posed with a limitation of data sparsity (Jannach 2010). The
problem of data sparsity arises due to lack of inadequate information about users and
items. Precisely, when the users are not willing to rate the items; it becomes difficult to
find the similar set of users thus making the recommendation tasks much more difficult.
Consider a situation where a user rarely visits RS, as a result of which he/she rates only
few items from an entire huge list of items; or a user who frequently visits the system,
get the recommendations but does not really like to rate the items. The above scenarios
are a perfect case of data sparsity as the system knows less about the likes and
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preferences of the user. Generating quality recommendations in such scenarios
becomes very difficult.

Aim of the proposed work is to improve the quality of recommendations generated
from the sparse rating matrix by representing the sparse rating matrix using a weighted
bipartite graph and thereafter exploiting the bipartite graph properties to generate
recommendations. A weighted bipartite graph is created using the sparse matrix where
the two sets of nodes are user nodes and item nodes respectively. Bipartite graphs are
capable of representing data flexibly by showing the presence of an edge between two
nodes (user, item) which corresponds that an item has been rated by the user and the
weight of the edge represents the rating an item has received by the user. To make the
users collaborate in CF technique, user similarity is computed based on hybrid simi-
larity metric which is a sum of cosine similarity measure (Jannach 2010) and infor-
mation entropy (Piao et al. 2009).

The paper is structured into distinct sections which are as follows: Sect. 2 discusses
the relevant related work. The proposed approach is detailed in Sect. 3. Section 4
discusses the experiments and results. Section 5 concludes the paper.

2 Related Work

Researchers have widely adopted the technique of CF to generate recommendations for
the target user. Constant efforts are being made to generate quality recommendation by
overcoming the limitations of CF. This section discusses the relevant related work.

2.1 Graph-Based Recommender System

Many researchers have incorporated the use of graphs and exploited graph properties in
order to generate recommendations. These graphs can be of varied types ranging from
normal graphs (Lee and Lee 2015; Huang et al. 2002) to bipartite (Chen et al. 2011,
2013; Huang et al. 2004; Sawant 2013; Lopes et al. 2016) and even tripartite graphs
(Shams and Haratizadeh 2017). Chen et al. (2013) proposed a graph based approach of
recommendation. Recommendation for the target user is projected as a problem of
dynamic resource allocation combined with computing item similarity. Each entry in
the resource allocation matrix represents the resources, one item would like to dis-
tribute to the other item. Finally resource allocation for the target user can be deter-
mined by combining the similarity measure along with initial resource allocation of the
target user. Huang et al. (2004) and Chen et al. (2011) created a bipartite graph and
used association retrieval by exploiting the path length property to generate recom-
mendations. Sawant (2013) in his work used the weighted bipartite graph projection
that defined a new similarity function based on the network properties of the dataset
which was then used to generate recommendations. A 2-step walk from one user to
other was considered for computing user similarity. Lee and Lee (2015) used graph
based approach to generate novel recommendations by considering only the positively
rated items. Entropy is used by the authors to separate popular and novel items from the
entire set of items. Not only bipartite graphs have been used for recommendation,
Shams and Haratizadeh (2017) studied a way where tri-partite graph structure was used
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to capture preference data which was then explored to capture the different kinds of
relations existing in a ranking preference dataset in order to generate recommendations.
Lopes et al. (2016) proposed a computationally efficient graph based collaborative
filtering approach based on short path enumeration property for binary ratings. A hy-
brid recommendation approach based on weighted bipartite graph and item based CF
was proposed by Hu et al. (2016) to solve the problem of data sparsity. Use of weighted
bipartite graph facilitated resource allocation evenly.

2.2 Entropy Based Similarity Metric in RS

To improve the accuracy of recommendations researchers have used the concept of
entropy based similarity metrics to compute either similar items (Piao et al. 2009) or
similar users (Wang et al. 2015) or both. Entropy based prediction coefficient is also
proposed in Chandrashekhar and Bhasker (2011).

Entropy based item-item similarity was proposed by Piao et al. (2009). To generate
item based similarity, joint entropy for the set of items was considered. For large
number of items, it is difficult to compute entropy of each item and joint entropy
between items as it is computationally expensive. On the other hand, Wang et al.
(2015) proposed a recommendation technique which employed entropy based user
similarity measure and Manhattan distance to generate recommendations. Chan-
drashekhar and Bhasker (2011) proposed a memory based CF technique based on the
idea of selective predictability and made use of entropy to estimate it which outper-
formed the traditional CF technique. Another approach was proposed by Mehta et al.
(2011) which dealt with the scalability issue which occurred due to increase in
information domain on the internet. The proposed approach tried to reduce the scala-
bility issue by computing user similarity using entropy based similarity measure. By
using the entropy between all the users, the approach filtered trustworthy users which
were used to generate recommendations for the target user. Entropy between users was
based on the score rating difference between the target user and other user for n
different pages.

RS based on graphs has been proposed by a number of researchers as is mentioned
in this section. It was found from the literature review that varieties of graphs are used
to generate quality recommendations from the sparse rating matrix using the technique
of CF. The drawbacks of these approaches lies in the interpretation of similarity
measure to generate predictions (Huang et al. 2002). This paper proposes a CF
approach based on weighted bipartite graph. The proposed approach exploits the
properties of a weighted bipartite graph to generate recommendations for the target
user. To keep the essence of similarity in the CF technique, the proposed approach
makes use of a hybrid user similarity metric which is formulated based on the concept
of entropy in addition to the standard cosine similarity measure.
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3 Proposed Work

This paper proposes a CF approach based on weighted bipartite graph. The proposed
approach exploits the properties of a weighted bipartite graph to generate recommen-
dations for the target user. To keep the essence of collaboration in the recommendation
technique, the proposed approach makes use of a hybrid user similarity metric which is
formulated based on the concept of entropy in addition to the standard cosine similarity
measure. This section details the proposed approach.

3.1 Proposed Approach

In CF, user-item interaction is captured in the form of sparse user-item rating matrix R
where each entry rij represents the rating given by the user i to item j. An efficient way
to generate recommendations from this sparse matrix is to represent matrix in the form
of weighted bipartite graph. Bipartite graph represents data flexibly, reducing the effect
of sparsity in the data. The main objective of the proposed work is to generate quality
recommendations using memory based collaborative filtering approach as opposed to
model based CF. Figure 1 depicts the framework of the proposed approach for a target
user. Each step of the proposed approach is detailed below.

User Item Rating Matrix 

Compute degree of user nodes 

to find the co-rated items

Filter co-rated items based on 

absolute rating difference

Compute similar users using

similarity metric

Predict rating of unrated items based 

on averageratings of similar users

Target user

Top N Recommendations

Weighted Bipartite Graph

Fig. 1. Proposed framework.
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Step 1: Build a Bipartite Graph G
Let there be N users and M items. Using the N * M rating matrix we establish the

weighted bipartite graph G = (N, M, E) with N + M nodes and E being the edge set to
specify the preferences of the users for a particular item. There exists an edge from a
node in the user set to a node in the item set if the user has rated the corresponding item
with a weight equal to the rating given by user to the item. In Fig. 1, the equivalent
bipartite graph corresponding to the rating matrix consists of 4 user nodes and 5 item
nodes and the set of weighted edges.

Step 2: Determining commonly rated items using degree of each node
Commonly rated items between the target user Ui and N − 1 users are determined by

exploiting the degree property of the nodes in the graph G. Let degree (Ui) and degree
(Uj) denotes the degree of the target user Ui and Uj 2 N − {Ui} respectively in G.
Co - rated itemsðUi;UjÞ is the count of maximum number of commonly rated items
between user Ui and Uj represented by Eq. (1).

Co - rated itemsðUi;UjÞ ¼ minðdegree ðUiÞ; degree ðUjÞÞ ð1Þ

For each item rated by the user node (Ui=Uj) with minimum degree, the system
determines whether there exists an edge between the other user node (Uj=Ui) for the
corresponding item in G. By keeping track of all the edges that exists from the user
node with more degree to all the items rated by the user node with minimum degree the
system determines the set of commonly rated items.

Step 3: Filter co-rated items based on absolute rating difference
In the previous step the system determines the commonly rated items between the

two users which becomes the preliminary step to determine the similar set of users to
the target user in the proposed approach. Users are said to be similar if they rate some
common set of items. To improve the user-user similarity and hence improving the
efficiency of the system it is important to take the rating difference of the commonly
rated item rather than just considering set of common items. This difference in the
rating will help the system to identify the level of similarity between the two users. For
each of the co-rated items between user Ui and Uj determined in Step 2, compute
absolute rating difference given by ri;k � rj;k

� ��� �� where ri;k denotes rating of user Ui to
item k, rj;k denotes rating of user Uj to item k and k 2 ½1. . .:Co - rated itemsðUi;UjÞ�. For
filtering the number of items among the commonly rated items between two users, we
assign weights to the count of the absolute rating differences giving the maximum
weight to minimum absolute rating difference because the items with less absolute
rating difference should have more influence on similarity computation and vice-versa.
Equation (2) formulates the criteria for filtering the items from the
Co - rated itemsðUi;UjÞ:

p Ui;Uj
� � ¼ 1� count 0½ � þ 0:8� count 1½ � þ 0:6� count 2½ � þ 0:4� count 3½ � þ 0:2

� count 4½ �;
ð2Þ
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where count i½ � denotes the number of items with absolute rating difference i and 1, 0.8,
0.6, 0.4 and 0.2 are the assigned weights. p(Ui,Uj) denotes the weighted sum of the
absolute rating difference.

t Ui;Uj
� � ¼ p Ui;Uj

� �
Co - rated itemsðUi;UjÞ

� 100 ð3Þ

t Ui;Uj
� �

be the percentage of items with minimum absolute difference among
Co - rated itemsðUi;UjÞ to be considered for the user similarity computation based on
sorted values of absolute rating difference.

Step 4: Compute similar users to the target user
After filtering the co-rated items, the system determines the set of similar users to

the target user. To keep the essence of CF intact while using the weighted bipartite
graph this step computes the similar users to the target user using a hybrid similarity
metric (Wang et al. 2015). The similarity metric is expressed as a sum of entropy
measure and cosine similarity measure. In information retrieval, information entropy H
(Y) is a measure of uncertainty associated in a random variable Y with values ranging
from {y1, y2, …, yn} and is expressed as in Eq. (4)

HðYÞ ¼ �
Xn

i¼1
PðyiÞ log2 PðyiÞ ð4Þ

where PðyiÞ is the probability function of the random variable.
In our problem entropy is used to find similar users to the target user based on the

item set I filtered in the above step. In our case, the random variable yi is the item
k 2 1. . .I½ �. The probability function is calculated using the weights of the edges in G.
The probability function is based on the relative difference of deviation of the ratings in
addition to absolute difference. For users Ui and Uj, deviation between them for item k
is computed as

dekðUi;UjÞ ¼ ri;k ��ri
� �� rj;k ��rj

� ��� �� ð5Þ

where �ri, �rj denotes average rating of user Ui and user Uj respectively; ri;k and rj;k
denotes rating of item k by user Ui, and user Uj respectively. Item k 2 ½1. . .:I� where I
denote the number of co-rated items filtered in step 3. Deviation across all the co-rated
items for the user Ui and Uj is represented as in Eq. (6)

XI

k¼1
dekðUi;UjÞ ð6Þ

The probability function of a random variable is defined as

pk ¼
dekðUi;UjÞPI
k¼1 dekðUi;UjÞ

ð7Þ

The information entropy (H) for our problem is defined as (8)
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H ¼ �
XI

k¼1
pk log2 pk ð8Þ

High value of uncertainty implies less similarity between users and vice versa. The
similarity metric using the entropy (H) is formulated as

SimEðUi;UjÞ ¼ 1� H
log2 I

ð9Þ

Considering (9) as the measure of similarity has a limitation. Consider a case when
there is only one item that has been commonly rated between two users (while indi-
vidually they have rated at least 20 items). In this scenario SimEðUi;UjÞ will result in
the similarity score of 1 even if there is high difference in the rating values of the two
users for that item. SimEðUi;UjÞ ¼ 1 implies that the users are highly similar which in
reality does not hold true. To overcome this limitation, another factor of cosine simi-
larity is added to the similarity metric as

SimðUi;UjÞ ¼ b� SimCðUi;UjÞþ ð1� bÞ � SimEðUi;UjÞ ð10Þ

where SimC Ui;Uj
� �

is the cosine similarity score between users Ui and Uj.
In Eq. (10), b controls the dependency of similarity on each of the combined

measure, determined using cross validation. If b = 1 similarity depends solely on
cosine similarity measure and if b = 0 similarity depends solely on entropy based
similarity measure. In order to have equal dependency on both similarity measures b is
set to a value of 0.56 in our experiment. This step results in the set of similar users D to
the target user Ui, filtered using a threshold on the similarity score.

Step 5: Item Prediction for target user
This is final step in the recommendation approach which computes the prediction

coefficient of unrated item for the target user based on the similar users identified in the
above step. The prediction coefficient rUik for unrated item k is defined as

rUik ¼
PD

s¼1 rsk
Dj j ð11Þ

where D is the number of similar users to target user Ui and rsk is the rating given by
similar user s 2 D to the item k. Finally top N items are recommended to the user based
on the value of prediction coefficient for the items.

3.2 Algorithm

The algorithm for the proposed approach is stated in Algorithm 1. Table 1 lists the
symbols and their description used in Algorithm 1.
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Proposed Algorithm

Table 1. Description of notations.

Symbols Description

Ui Target User
Uj j 2 N-{Ui}
G Weighted Bipartite Graph
N Number of Users
M Number of items
E Number of edges in a graph G
R Sparse Rating Matrix of size N*M
C Maximum number of co-rated items
rui Rating of item i by user u
p(Ui, Uj) Linear weighted sum for co-rated item filtering
t(Ui, Uj) Percentage of co-rated items considered for similarity computation

SimE Ui;Uj
� �

Entropy based similarity between users Ui;Uj

SimC Ui;Uj
� �

Cosine Similarity measure between users Ui;Uj

Sim Ui;Uj
� �

Similarity measure between users Ui;Uj

D Number of similar users to Ui
I Number of filtered co-rated items
Thresholduser_sim Threshold for user similarity
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4 Experiments and Results

This section presents the experiments and results used to evaluate the proposed
approach. It details the dataset, the evaluation metric and the results of the experiments
conducted. The Proposed Approach is compared with the traditional memory based
Collaborative Filtering (CF) technique.

4.1 Dataset

Proposed Approach and CF approaches can work on any dataset. Performance of
Proposed Approach and CF are evaluated using both public and private datasets.

MovieLens dataset is publicly available dataset which recommends movies to the
user. The dataset consists of 100 K ratings (on a scale of 1–5) with 943 as the total
number of users and 1682 movies. Each user rates at least 20 movies. Sparsity level of
the dataset is 93.7% (1 − (100000/(943 * 1682)) = 0.937.

News dataset (Gautam et al. 2015) is privately available which recommends news
items to the user. The dataset consists of 1 M ratings (on a scale of 1–5) that contain
100 users and 10 K news items. Each user rates 1 K news. Sparsity level of the dataset
is 90% (1 − (100000/(100 * 10000))) = 0.90.

4.2 Evaluation Metric

Standard metrics in the area of information retrieval namely Precision (Herlocker et al.
2004), Recall (Herlocker et al. 2004) and F-Measure (Shani and Gunawardana 2011)
are used to evaluate the performance of Proposed Approach and CF.

4.3 Results and Discussions

We compare Proposed Approach and CF in terms of performance. Results are tabulated
in Tables 2 and 3 for both the techniques on the two different datasets.

Table 2 tabulates the results of the conducted experiment on MovieLens dataset.
From Table 2 it is observed that the quality of recommendation improves for Proposed
Approach as compared to CF. The ability to retrieve top ranked items that are mostly

Table 2. Results for MovieLens dataset.

Approach Precision Recall F-measure

Proposed approach 0.109 0.953 0.195
CF 0.073 1.000 0.136

Table 3. Results for news dataset.

Approach Precision Recall F-measure

Proposed approach 0.271 0.999 0.425
CF 0.174 1.000 0.296
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relevant to the target user is increased by 49% in Proposed Approach as compared to CF.
Recall for Proposed Approach decreased by 4.7% as compared to CF while F-Measure
for Proposed Approach increased by 43% as compared to CF. Results show that the
Proposed Approach is able to generate quality recommendation as compared to CF.

Table 3 tabulates the results for the conducted experiments on News dataset. For
News dataset the Proposed Approach outperforms CF as is depicted in Table 3. Pre-
cision of Proposed Approach increased by 55% when compared with CF. Recall for
Proposed Approach decreased by 0.1% as compared to CF and F-Measure for Pro-
posed Approach increased by 43% outperforming CF. Results show that the Proposed
Approach is able to generate quality recommendation compared to CF.

5 Conclusion

The paper presented a weighted bipartite graph based CF recommendation technique as
the sparse nature of user-item rating matrix is easily represented in the form of a
weighted bipartite graph to generate quality recommendations. After representing the
rating matrix in the form of a weighted bipartite graph, the proposed approach then
exploited the degree property of the graph to generate recommendations. To keep the
spirit of collaborative filtering alive the proposed approach computes similarity
between users using a hybrid similarity metrics which comprised of cosine similarity
measure and a measure of information entropy. The proposed approach is compared
with traditional CF approach for MovieLens and News datasets. Results showed that
the proposed approach improved the overall performance of the system by 43% when
compared with the CF approach on both the datasets.
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Abstract. Automated Quiz Generator (AQG) is an extension of the
factual question generation system implemented by Michael Heilman,
which is generic and therefore applicable to any given domain of dis-
course in natural language. The extensions mainly include the ability to
make MCQs out of generated questions and ranking questions by inter-
estingness of the sentence in the input text from which the respective
question was generated. Besides, it has functionality to extract inter-
esting trivia from Wikipedia articles of important entities in the input
text. Being domain independent, this system relies on DBpedia - a data-
base of structured content extracted from Wikipedia, the largest general
reference work on the Internet.

1 Introduction

1.1 MCQ Generation

Multiple-choice questions (MCQ) are arguably the most popular means of con-
ducting objective tests. An MCQ comprises of:

– Stem – the question asked
– Key – the correct answer
– Distractors – incorrect alternatives to the key

Our system, the Automated Quiz Generator (AQG), passes a given, domain-
independent piece of input text to Heilman’s factual question generation system
[Hei11] which provides a basic set of question-answer pairs which we regard
as stem-key pairs of candidate MCQs. Our contribution is towards distractor
generation, in which we make use of the Semantic Web technology - DBpe-
dia [Leh+14]. Since DBpedia uses the Resource Description Framework (RDF)
[LS99] data model to represent structured information extracted from Wikipedia,
the methods we discuss throughout this report are applicable to any database
adhering to the RDF specifications.

1.2 Ranking Generated Questions

Heilman’s question generation (QG) system uses an Overgenerate-and-Rank
Framework [HS09] for question generation. Due to overgeneration of questions,

c© Springer International Publishing AG 2018
S.M. Thampi et al. (eds.), Intelligent Systems Technologies and Applications,
Advances in Intelligent Systems and Computing 683,
https://doi.org/10.1007/978-3-319-68385-0_15
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ranking them according to their worth becomes necessary. Ranking in Heilman’s
QG system is done mainly on linguistic features of generated question like gram-
maticality, length, pronoun replacement, etc. and each question is ranked accord-
ing to the given score, which we’ll refer to as its linguistic score. In Sect. 3.4 we’ll
discuss about ways to give an interestingness score to each sentence in the input
text. The final score for ranking a question, which we’ll refer to as the question’s
value, will be computed using both the question’s linguistic score and the inter-
estingness score of the source sentence from which the concerned question was
generated.

1.3 Trivia Extraction

Forbes is a renowned media company focussed on business, investing, technology,
entrepreneurship, leadership, and lifestyle. Thus, the fact that the kind of readers
that visit its website feel a nice welcome with a Quote of the day on every visit,
works very well towards a critical economic aspect - user engagement. But quotes
aren’t suitable to every kind of website. A more generic alternative is Trivia -
interesting facts that are not well-known.

In this report, we discuss methods for extracting trivia about any DBpedia
entity from the entity’s Wikipedia article. The novelty of our methods lies in the
translation of the concepts introduced by Tsurel et al. [Tsu+16] befitting to an
RDF database like DBpedia.

2 Related Work

2.1 MCQ Generation

There has been much work regarding MCQ generation from domain ontolo-
gies. Papasalouros et al. [PKK08] discuss ways of MCQ generation by select-
ing distractors using class-based, property-based and terminology-based strate-
gies. OntoQue [AlY11] applies the strategies introduced by Papasalouros et al.
[PKK08] and presents fill-in the blank type of questions as stem. Cubric and
Tosic [CT11] optimize the strategies introduced by Papasalouros et al. [PKK08]
and use them in their Protégé1 [TC09] ontology editor. They further discuss
annotation-based strategies using annotated information from domain ontology
to generate stems and distractors. They present semantic similarity of distractors
to the key as a combination of text and ontological similarity.

An important difference between these and other ontology-based techniques
[Lop+15] and AQG lies in the method of constructing stem-key pairs. AQG
accepts input text from the user, which acts as a syllabus pertaining to which
stem-key pairs are generated using Heilman’s QG system [Hei11]. Whereas the

1 http://protege.stanford.edu/.

http://protege.stanford.edu/
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other mentioned techniques generate stem-key pairs from the domain ontology
and consider no syllabus to confine the generated MCQs to. These systems would
require constructing a new ontological database or editing existing database to
generate syllabus specific MCQs.

We present distractor generation of only entities that are proper nouns as
proof-of-concept, since distractor generation techniques based on WordNet for
entities that are common nouns have been previously explored [MH03].

2.2 Interestingness and Trivia Extraction

Tsurel et al. [Tsu+16] present the concepts of a category’s similarity to an article
tagged by that category and its cohesiveness. These concepts were then used to
find a category’s trivia-worthiness for a given article. Our work makes significant
use of these concepts for trivia extraction as well as assigning interestingness
score to input text sentences. Prakash et al. [Pra+15] propose their approach for
automatically mining trivia from unstructured text, as they call it - “Wikipedia
Trivia Miner (WTM)”. They make use of unigram, linguistic and entity features
for their machine learning based interestingness ranker. The unigram and entity
features are learnt with the training dataset as human voted trivia retrieved from
the Internet Movie Database (IMDb) and as such the WTM is more accurate in
extracting trivia related to movies.

3 System Design

The rest of the paper assumes that the reader is familiar with RDF [LS99] and
the W3C standardized RDF query language - SPARQL. We elaborate on each of
the stages depicted in Fig. 1 in the following sections. We also present important
SPARQL queries used at various stages which could be run on DBpedia’s Virtu-
oso SPARQL Query Editor2. The editor has predefined namespace prefixes3 and
default data set name set to http://dbpedia.org. Therefore, we avoid specifying
PREFIXes and FROM <http://dbpedia.org> in each query.

3.1 Important RDF Properties We Need

– rdf:type - denotes classes the entity is an instance of
Eg: dbo:Scientist is one rdf:type of dbr:Alan Turing

– dct:subject - denotes topics related to the entity
Eg: dbc:Fellows of the Royal Society is a dct:subject of dbr:Alan
Turing

Henceforth we’ll refer to rdf:type and dct:subject as just types and subjects
of an entity respectively.

2 https://dbpedia.org/sparql.
3 https://dbpedia.org/sparql?nsdecl.

http://dbpedia.org
https://dbpedia.org/sparql
https://dbpedia.org/sparql?nsdecl
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Fig. 1. Architecture of AQG

dct:subject is one RDF property that has both forward and backward links
[Ber06] in DBpedia. This allows retrieving all entities under a subject in one go,
thus improving run-time performance. Every SPARQL query in the following
sections has benefited from this aspect (Fig. 2).
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Fig. 2. Overview of AQG with input text related to Alan Turing as an example

3.2 Extracting DBpedia Entities from Input Text

The input text is first parsed by the Stanford Parser [K+03]. We then extract
named entities in the input text and map them to their corresponding DBpedia
entities. For each sentence in input text,

1. According to the TregexPattern4 [LA06] NP < NNP & !<< NP, we extract
noun phrases that dominate at least one proper noun and not any other
noun phrase, as named entities

2. We apply fuzzy matching techniques to search for a named entity amongst
the already mapped entities

3. If the search fails, we annotate the entire sentence using DBpedia Spotlight
[Dai+13]. We pass the entire sentence to Spotlight so that it can apply Word
Sense Disambiguation (WSD) and annotate even the following named entities
in the sentence.

3.3 MCQ Generation

3.3.1 Stem and Key Generation
Heilman’s question generation (QG) system generates 2 types of sentence-level
factual questions [Hei11]:

4 TregexPattern javadoc page: https://nlp.stanford.edu/nlp/javadoc/javanlp/edu/
stanford/nlp/trees/tregex/TregexPattern.html.

https://nlp.stanford.edu/nlp/javadoc/javanlp/edu/stanford/nlp/trees/tregex/TregexPattern.html
https://nlp.stanford.edu/nlp/javadoc/javanlp/edu/stanford/nlp/trees/tregex/TregexPattern.html
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1. Concept completion questions - elicits a given partial concept or
proposition
Eg: Who served as the first Secretary of State under George Washington?

2. Verification questions - yes-no answer
Eg: Was Thomas Jefferson secretary of state?

The ambitious reader interested in understanding the framework of the QG
system is suggested to refer the work of Heilman and Smith [HS09].

We pass the given input text to Heilman’s QG system, from which we keep
the obtained set of concept completion questions as candidate MCQs, whose
question-answer pairs become the stem-key pairs. Heilman’s QG system assigns
a score to each question based on its linguistic features like grammaticality,
vagueness, pronoun resolution, etc., which we’ll refer to as its linguistic score
l score (Table 1).

Table 1. Question generation by Heilman’s QG system

# Question Answer Source sentence l score

1 Where was Alan
Turing born?

In London Alan Turing was born
in London

2.84

2 Who was a logician? Alan Turing He was a logician 2.20

3.3.2 Distractor Generation
The effectiveness of an MCQ is determined by the tendency of its distractors to
be selected by the test-taker as an answer. This tendency signifies the distrac-
tor quality. An obvious measure of distractor quality is the semantic similarity
between the key and concerned distractor. We obtain similarity between two
DBpedia entities E1 and E2 as

sim(E1, E2) = |t(E1) ∩ t(E2)|

where t(E) denotes types of entity E. Using the entity map built in Sect. 3.2, we
extract DBpedia entities in a candidate MCQ’s key, which we’ll refer to as key
entities. For each key entity K, we construct our SPARQL query according to
the following procedure:

1. Fetch all DBpedia entities under every subject of K as distractor entities
2. Rank the distractor entities in descending order of their similarity to K
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Following is the SPARQL query for the key entity Alan Turing

FILTER (!SAMETERM(?distractor, dbr:Alan_Turing)) .

dbr:Alan_Turing rdf:type ?type .

?distractor rdf:type ?type .

}

GROUP BY ?distractor

ORDER BY DESC(COUNT(DISTINCT ?type))

SELECT ?distractor, (COUNT(DISTINCT ?type) AS ?similarity)

WHERE {

dbr:Alan_Turing dct:subject ?subject .

?distractor dct:subject ?subject .

Therefore, for each key entity, we obtain the corresponding set of ranked
distractor entities. We make use of a key entity’s set of distractor entities as a
stack, circularly popping distractor entities every time as the key entity is found
in keys of multiple candidate MCQs. The number of distractor entities we pop
equals one less than the number of MCQ options desired; one left for the key
itself.

We construct a complete distractor by replacing the key entity with the
distractor entity. For a candidate MCQ whose key contains multiple key entities,
we generate multiple MCQs with common stem-key pair, but with different sets
of distractors according to each key entity.

3.4 Ranking Generated Questions

Summarization is a good strategy in Natural Language Processing (NLP) that
provides a summary highlighting important points in an article. The intentions
behind our strategy of scoring each sentence by interestingness are similar to
those of summarization.

3.4.1 Sentence Interestingness and i score

We first select important DBpedia entities in the input text. We say an entity to
be important if its number of occurrences in the text is at least 50% of that of
the most occurring DBpedia entity. One criteria of the interestingness of a sen-
tence is then its semantic similarity to the main concepts behind each important
entity. By main concepts, we refer to the strongly related subjects (Sect. 3.4.3)
of a DBpedia entity. We use Wordnet-based techniques for computing semantic
similarity of a sentence to a subject.

We also infer interestingness of a sentence by the presence of superlative
words (like first, best, etc.) and contradictory words (like but, although, etc.)
[Pra+15] (Tabel 2).

The interestingness score i score of a sentence is then just the sum of the
weights of its interestingness features shown in the above table. Note that a
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Table 2. Sentence Interestingness Features

Feature Weight

Semantic similarity to a strongly related
subject of an important entity

0.25

Presence of one or more superlative words 0.50

Presence of one or more contradictory words 0.50

weight of 0.25 each is added for every strongly related subject of an important
entity that is semantically similar to the sentence.

3.4.2 Computing Question’s Value
The l score of a generated question along with the interestingness score i score
(≥0) of the sentence in the input text from which the concerned question was
generated is used to obtain the question’s worth as,

value =

{
(1 + l score) ∗ (1 + i score), if l score > 0
l score + i score, otherwise

Following are 2 of the ranked MCQs generated for the input text we have
considered

Q1) Who was a logician?
1. Charles Babbage
2. Bertrand Russell
3. Alan Turing
4. Tom Kilburn

Answer : 3
Source sentence: He was a logician
Value: 8.00 (l score = 2.20, i score = 1.5)

Q2) Where was Alan Turing born?
1. in York
2. in London
3. in Boston, Lincolnshire
4. in Chichester

Answer : 2
Source sentence: Alan Turing was born in London
Value: 5.76 (l score = 2.84, i score = 0.5)
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3.4.3 Strongly Related Subjects
The work of Tsurel et al. [Tsu+16] is based on extracting trivia-worthy cat-
egories of a Wikipedia article. In the context of DBpedia, an article becomes
synonymous to a DBpedia entity and categories to the entity’s subjects. There-
fore, in accordance with the definition of similarity of an article to a category
as discussed in [Tsu+16], we obtain the similarity of a DBpedia entity E to one
of its subjects SE as the average similarity between E and all DBpedia entities
(except E of course) under SE ,

sim(E,SE) =

∑
Ei∈SE
Ei �=E

sim(E,Ei)

|SE | − 1

The relevant SPARQL query for DBpedia entity Alan Turing is as follows,

SELECT ?subject, (STR(xsd:double(

xsd:double(COUNT(DISTINCT ?entity))/

xsd:double(COUNT(?type)))) AS ?d_score)

WHERE {

dbr:Alan_Turing dct:subject ?subject .

?entity dct:subject ?subject .

FILTER (!SAMETERM(?entity, dbr:Alan_Turing)) .

dbr:Alan_Turing rdf:type ?type .

?entity rdf:type ?type .

}

GROUP BY ?subject

ORDER BY ASC(?d_score)

It ranks all subjects of Alan Turing according to their dissimilarity score
d score (≥0), which is nothing but inverse of the similarity score. Setting the
maximum d score as 110% of the d score of the least dissimilar subject as cutoff,
we select the strongly related subjects.

3.5 Trivia Extraction

We extract interesting trivia about only the important DBpedia entities in the
input text (refer Sect. 3.4.1 for importance criteria). This is done by extract-
ing sentences from the Wikipedia article of an important entity which are
highly semantically similar to trivia-worthy subjects (Sect. 3.5.1) of the entity.
We obtain the URL of the Wikipedia article of a DBpedia entity using its
foaf:primaryTopic RDF property and therefore the article’s text in response
to a query sent to Wikipedia’s TextExtracts API.
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3.5.1 Trivia-Worthy Subjects
We make further use of the set of subjects ranked by dissimilarity of every
important entity obtained in Sect. 3.4.3 to select trivia-worthy subjects. Setting
the minimum d score as 25% of the d score of the most dissimilar subject as
cutoff, we obtain dissimilar subjects DEimp

s of an important entity Eimp, which
would be candidate trivia-worthy subjects for Eimp.

We then compute the cohesiveness score c score of each DEimp
. In accordance

with [Tsu+16], we obtain cohesiveness of a dissimilar subject as the average sim-
ilarity between pairs of entities in it. Instead of calculating similarity of entities
pairwise, which would have a time complexity of O(n2), we implement a linear
time algorithm as discussed below.

We first obtain the distinct types occurring across all entities under DEimp

excluding Eimp’s types,

t(DEimp
) = (t(E1) ∪ t(E2)... ∪ t(Em)) − t(Eimp) | E1, ..., Em ∈ DEimp

We then keep a count of every type in t(DEimp
) across all entities under DEimp

.
Setting the minimum count for cutoff as 1% of the number of distinct types
|t(DEimp

)|, we exclude the types having low count. This signifies that the
excluded type had a low contribution towards the average pairwise similarity
of entities under DEimp

. We divide the sum of the counts of the remaining types
with |t(DEimp

)| to get the cohesiveness score of DEimp
.

c score(DEimp
) =

∑
tsim∈t(DEimp

)

count(tsim)>0.01∗|t(DEimp
)|

count(tsim)

|t(DEimp
)| + 1

We add 1 to |t(DEimp
)| to handle the case |t(DEimp

)| = 0 which happens when
∀Ei ∈ DEimp

, t(Ei) ⊆ t(Eimp).
The denominator consists of the number of distinct types instead of the num-

ber of entities under DEimp
for averaging since it provides a clearer idea of inco-

herence - more the variation in types across entities, greater is |t(DEimp
)|, and

hence lesser the cohesiveness.
The relevant SPARQL query for obtaining cohesiveness of the dissimilar sub-

ject Male long-distance runners of Alan Turing is as follows,
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SELECT (STR(xsd:double(SUM(?typeMatchCount))/

xsd:double(?numEntityTypes) + 1) AS ?c_score)

WHERE {

{

SELECT (COUNT(DISTINCT ?type) AS ?numEntityTypes)

WHERE {

{

?entity dct:subject dbc:Male_long-distance_runners .

?entity rdf:type ?type .

}

MINUS { dbr:Alan_Turing rdf:type ?type . }

}

}

{

SELECT ?type (COUNT(?type) AS ?typeMatchCount)

WHERE {

{

?entity dct:subject dbc:Male_long-distance_runners .

?entity rdf:type ?type .

}

MINUS { dbr:Alan_Turing rdf:type ?type . }

}

GROUP BY ?type

}

FILTER (?typeMatchCount > 0.01 * xsd:double(?numEntityTypes)) .

}

GROUP BY ?numEntityTypes

Further, according to [Tsu+16], we obtain trivia-worthiness of a subject as,

t score = c score ∗ d score

The intuition behind this scoring of trivia-worthiness of a subject of an entity is
that, while entities under the subject except the target entity are similar to each
other, the target entity itself, on an average, is dissimilar to every other entity
under the subject. Thus, it follows that the concerned subject is unexpected/-
surprising for the target entity, and hence trivia-worthy.

We set the minimum t score for trivia-worthy subjects as 75% of the t score
of the most trivia-worthy subject.

4 Evaluation

4.1 MCQ Generation

We evaluated MCQ generation with input data set as 15 documents related to 15
diverse fields of knowledge, each document consisting of short descriptions about
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3 renowned entities in the respective field. Each MCQ is generated with 4 options.
In each document, we select only those MCQs for evaluation having a value of
at least 40% of that of the most valued question. Further, from MCQs having
common stem-key pair, we select the one having the best set of distractors. Thus,
a total of 140 MCQs were selected for evaluation.

The worth of distractors in an MCQ varies largely based on the knowledge
of the test-taker about the topic on which the MCQ is based. An expert would
directly know the answer and hence distractors would be useless. Therefore we
take a comparative approach in evaluating the quality of distractors. We cat-
egorized each MCQ based on its distractors into one of the following 4 types
(Table 3):

1. Good – highly semantically similar to the key
2. Wrong due to external factors – external factors mainly include:

– wrong coreference resolution by Heilman’s QG system
– wrong entity recognition by DBpedia Spotlight

These errors led to obtaining distractor entities for the wrong entity, and
consequently wrong distractors.

3. Obviously wrong – these are ones which require no expertise by the test-
taker but can be simply eliminated based on metadata provided by the stem.
For example - an MCQ which requires a female person as its answer. Presence
of words like “she”, “her”, etc. in its stem provide the hint that the answer
is a woman. A male person as a distractor in this case would obviously be
wrong.

4. Another answer – a distractor that itself is another answer to the question

Table 3. MCQs categorised based on distractors

Category Percent

Good 57.14

Wrong due to external factors 24.29

Obviously wrong 15.00

Another answer 3.57

The set of distractors of an MCQ is labeled good if all distractors in it are
so, otherwise it gets labeled by one of the other 3 categories if even one of the
distractors belongs to it. The last 2 categories - obviously wrong and another
answer - are due to the flaw that we haven’t considered the context of the ques-
tion while preparing distractors. Reducing them would require methods mainly
pertaining to the field of question answering, which were beyond the limitations
of this system.

It should be noted that MCQs categorised as good don’t ensure that they are
fit to be used directly in a test. It was observed that 48.75% of the good MCQs
required post-editing. By post-editing, we mean
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– making the MCQ stem/options grammatically correct
– reducing vagueness of the stem
– reducing length of the options by removing unnecessary information repeating

in every option. Since distractor generation involved simply replacing key
entity with distractor entity, the information surrounding the key entity gets
repeated in every option, which could be removed and instead be used to
make the stem more informative, hence reducing its vagueness.

Such post-editing doesn’t involve modifying distractor entities themselves.
Thus, it is evident from the results that our MCQ generation methods provide

assistance rather than replacement to a test-setter.

4.2 Trivia Extraction

We evaluate trivia extracted by AQG for the same entities belonging to 15 diverse
fields of knowledge we used for evaluating MCQs. 1–2 facts per entity were
generated, making a total of 81 facts for evaluation. The trivia were categorised
into one of the following categories and subcategories (Tabel 4):

1. Interesting
(a) Surprising – a fact that is unexpected to be known of an entity
(b) Just didn’t know before – a fact about an entity that may not be so well-

known but not surprising for an entity. For example, the fact that “Mike
Tyson was the first heavyweight boxer to simultaneously hold the WBA,
WBC, and IBF titles” may not be well-known but not surprising for a
legendary boxer like Mike Tyson. But it is surely surprising that “To help
pay off his debts, Tyson returned to the ring in 2006”.

2. Not interesting
(a) Lame
(b) Knew before

3. Couldn’t understand
(a) Vague – caused by AQG’s attempt to keep the trivia as short as possible
(b) Was about wrong entity – caused by the same problems of wrong corefer-

ence resolution by Heilman’s QG system and wrong entity resolution by
DBpedia Spotlight that troubled MCQ generation

Table 4. Results for trivia extraction

Category Percent Constituents

Type Percent

Interesting 49.38 Surprising 45.00

Just didn’t know before 55.00

Not interesting 38.27 Lame 45.16

Knew before 54.84

Couldn’t understand 12.35 Vague 60.00

Was about wrong entity 40.00
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In terms of accuracy in obtaining trivia-worthy subjects, AQG has similar
performance to Fun Facts [Tsu+16]. The extracted trivia couldn’t be compared
since Fun Facts doesn’t extract the trivia sentence, as we do from the entity’s
Wikipedia article. The crucial improvements in performance were observed in
terms of execution time. While Fun Facts took about 1.45 h to extract trivia-
worthy categories for 2 entities - Barack Obama and Bill Clinton - AQG
obtained the top trivia-worthy category Grammy Award winners as obtained by
Fun Facts for both entities and extracted the concerned trivia sentences from
their respective Wikipedia article in about 3.5 min on the same machine.

5 Future Work

The common reasons that affected both MCQ generation and trivia extraction
were external factors like wrong coreference resolution by Heilman’s QG sys-
tem and wrong entity recognition by DBpedia Spotlight. Heilman’s QG system
uses ARKref [OH13] for coreference resolution, and thus AQG will benefit from
its improvements. DBpedia Spotlight provides a ranked list of n-best candidate
DBpedia entities as annotations for a named entity in the input text. Currently,
we simply select the top most ranked annotation for every input text entity. In
doing so, we are being completely dependent on Spotlight’s Word Sense Dis-
ambiguation (WSD) techniques it applies to the sentence we pass each time
we want to get an entity in that sentence annotated. Rather, we could apply
WSD techniques on the entire input text natively first, and then select the best
candidate amongst the ranked annotations provided by Spotlight. There is also
a corelation between coreference resolution and entity recognition by Spotlight
that needs to be worked upon:

– Information about recognized entities can be used for coreference resolution
– More the number of coreferences resolved in a sentence, more is the informa-

tion about the resolved entities available to Spotlight for WSD

Another important improvement would be considering context of an MCQ’s
stem for distractor selection. In this way, we’ll not only be able to reduce the
number of distractors that are obviously wrong or another answer, but also select
distractor entities that are not just semantically similar to the key entity but
also semantically related to the stem.

Shortening an answer to a question generated by Heilman’s QG system to
retain prominently the key entity in it and using the removed information to
make the question more informative will reduce both vagueness of the question
as well post-editing.

Tsurel et al. [Tsu+16] have suggested personalization of trivia. This is very
much needed given the fact that interestingness of a trivia is highly subjective
and depends on various parameters specific to a reader.
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Abstract. Predicting the number of bugs in any software application is
an important but challenging task. The software manager by modelling
the bug numbers, can take timely decisions in reducing the amount of
effort investment and also the allocation of resources. The software devel-
opers can also take effective steps for reducing the number of bugs in the
future version of the software application. The end users also can make
a timely decision on adoption of a particular software application by
knowing the growth pattern of bugs in advance. The challenges behind
modeling the bug growth patterns are random causes behind a bug. A
bug in any software may be caused during testing, development or appli-
cation. Causal modelling of bug numbers is a complex and tedious task
as they consider many internal characteristics to be modelled. In this
paper, we have used we have used Long Short Term Memory (LSTM)
[14] Network for temporal modelling the bug numbers of three different
software applications. We have used both univariate and multivariate
modelling approach to predict bug number in advance. The goal is to
have an appropriate model for software bug growth pattern.

1 Introduction

The likelihood of bugs in any software application depends upon many invariant
parameters like code complexity, problem domain, amount code change and also
on internal software process adopted [1]. A bug or defect may be caused during
a different stage of development of software like coding, design or testing phase.
The causal modelling of the bug growth pattern in any software is a complex and
tedious task as it inquiries many internal details of software which sometimes is
also impossible. The event of reporting a bug, fixing a bug and a new developer
assigned to a project are all uncertain in advance [2]. However in aggregate,
all these random like interactions shows some rules and patterns, which is not
purely random. Effective time series modelling approach is required to model
these bug growth pattern.

Previous studies on modelling of bug growth patterns are based on linear
ARIMA model [3], where the author used to predict a stationary time series
data. In another paper [4], polynomial regression technique is used to model

c© Springer International Publishing AG 2018
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the temporal bug patterns in the Eclipse. The Nonlinear Autoregressive neural
network is also used in one paper [5] for prediction of bug numbers in the Debian
operating system. Some papers [6] also used a combination of the linear and
nonlinear model to predict the bug growth patterns.

In this paper, we have used Long Short Term Memory (LSTM) Network [12]
for modelling the increases and decreases in bug numbers. In the first model, we
have used univariate modelling of bug number series. In the second model, we
have used lag values of corresponding bug number series as well as a lag value
other associated series into consideration. In the third model, we have used an
additional factor covariance between data values for multivariate modelling the
bug number series. The bug information for different software applications is kept
in bug repositories [5]. We have extracted the bug number data from Debian Bug
Repository [7], Eclipse Bug Repository [8] and Mozilla bug repository [9]. The
bug number data are collected from Jan 2005 to Nov 2016. We split the yearly
bug number data into monthly bug number data i.e. 155 months in sum. So we
get three bug number series of length 155 each.

2 Long Short Term Memory (LSTM) Network Modelling

In this paper, we have used Long Short Term Memory (LSTM) Network [10]
for modelling the increases and decreases in bug numbers. LSTM is a special
variant of Recursive Neural Networks (RNN) [11]. Recurrent Neural Network
[15] gives a bigger edge over other types of Neural Networks like Feedforward
Neural Network. Each unit of RNN stores previous state and calculates the new
state based on its previous states and the current inputs provided to it.

Let h(t) denote the internal state of an RNN unit, h|(t) denote the internal
state of the previous layer RNN unit (input), and W be the weight matrix of

dimension, n × 2n, then: h(t) = tanh(W ×
⎡
⎣

h|(t)

h(t − 1)

⎤
⎦) [12].

The Diagrammatic representation of RNN is given in Fig. 1. In practice
RNN’s work very efficiently when the gap in the dependencies is short. But
as the gap grows RNN’s seem to become less effective. This problem can be
overcome using LSTM Networks.

The LSTM Model [13] uses hyperbolic tangent (tanh) as the activation func-
tion. The sigmoid function is used as the gating function for the three (in, out
and forget) gates:

tanh(x) =
(ex − e−x)
(ex + e−x)

Ct, ht, xt denotes the cell state, hidden state, input vectors respec-
tively, Wxi,Whi,Wxo,Who,Wxf ,Whf ,Wxg,Whg are weight metrics and Bi, Bo,
Bf , Bg are bias vectors [12].
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it = sigmoid(Wxi·xt + Whi · ht−1 + Bi)

ft = sigmoid(Wxf ·xt + Whf · ht−1 + Bf )

gt = tanh(Wxg·xt + Whg · ht−1 + Bg)

Ct = ft ∗ Ct−1 + it ∗ gt

ht = ot ∗ tanh(Ct)

ot = sigmoid(Wxo·xt + Who · ht−1 + Bo)

it: Input gate controls how much the input vector and the hidden state vector
changes the cell state.
ot: Output gate controls how much the cell state affects the output of the cell.
ft: Forget gate allows the cell to remember or forget the previous states.
gt: Candidate value vector helps to calculate the cell state.

The mathematical insights of LSTM are given in Fig. 1. Figure 1 also presents
the values of i, o and f gates. Figure 1 shows the structure of neural unit of LSTM
Network.

2.1 Dataset Description

In this paper, we have analysed the bug growth pattern of three different soft-
ware applications. We obtain the bug number data from public bug repository
of Debian, Eclipse, and Mozilla respectively. The Debian Bug number data is
available in the Debian Bug Repository in the Ultimate Debian Database (UDD)
[7]. The Eclipse Bug number data is available in the Eclipse Bug Repository [8].
The Mozilla bug data is available in the Bugzilla [9].

Debian is an operating system for both stand-alone PC and servers. Debian
uses the Linux kernel Gnu/Linux based OS tools and also is an important Linux
distribution. We collected the bug information of Debian from January 2005 to
November 2016 over 12 years. The total count of bug number is 62,563. We have
divided the bug number data into monthly bug number data, that is, 155 months
in sum.

Mozilla is established in 1998 by members of NetScpae as an open source com-
munity. It has launched many products like Firefox browser, Firefox Mobile web
browser, Firefox mobile operating system and other projects. The bug informa-
tion is stored in Bugzilla bug tracking system. We also collected the bug number
data for Mozilla from January 2005 to January 2015 with a total count of bugs
as 2252. Similarly, the bug numbers data is divided into monthly bug number
data, that is, 155 months in sum.
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Fig. 1. Diagrammatic representation: RNN & LSTM

Eclipse is an important integrated development environment (IDE) fre-
quently used in computer programming. It can also be used as an extensible
plug-in with other environments. It is developed using Java and also primarily
used in developing Java application. The Eclipse Project has developed Eclipse
Bugzilla for bug tracking. The bug numbers data is divided into monthly bug
number data, that is, 155 months in sum. The monthly time series of bug num-
bers for Debian, Mozilla, and Eclipse is given in Fig. 2 respectively.
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Fig. 2. Diagrammatic representation of bug growth patterns

3 The Design of Experiments

We have designed three types of LSTM models for predicting the increases and
decreases in bug numbers. In the first model, we have used univariate modelling
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of bug number series. In the second model, we have used lag values of corre-
sponding bug number series as well as a lag value other associated series into
consideration. In the third model, we have used an additional factor covariance
between data values for multivariate modelling the bug number series.

3.0.1 First Model (LSTM Univariate Modelling)
In univariate modelling, we have used the lag values of corresponding bug number
series for modelling. We have applied univariate modelling to Debian, Eclipse,
and Mozilla bug number Data. Here, there are three separate models for three
bug number series. For example, for the Debian bug number series, we only
took data from Debian Bugs Data (2 lags). The correlation between the data
values is not taken into consideration. The LSTM network is implemented in
the Python environment. We have used Python Keras Library [16]. Our model
contains 1 hidden layer with 4 neural units. The lag values are calculated for the
corresponding bug number series by Partial Auto-Correlation Function (PACF)
plots. The Model Diagram is given in Fig. 3.

3.1 Second Model (LSTM Multi-variate Modelling)

Here we have used lag values of corresponding bug number series as well as a
lag value other associated series into consideration. This is called multivariate
modelling as the effect of other bug number series are also taken into account.
For example, for modelling Debian bugs, we took the data from Debian Bugs
Data (2 lags) and also Mozilla Bugs (1 lag) into consideration. The lag values are
calculated for the corresponding bug number series by Partial Auto-Correlation
Function (PACF) plots. The Model Diagram is given in Fig. 3.

3.2 Third Model (LSTM Multi-variate Modelling with Covariance)

Here we have used lag values of corresponding bug number series, other associ-
ated series along with covariance between the data values of series into consid-
eration. This is called multivariate modelling as the effect of other bug number
series are also taken into account. For example, for modelling Debian bugs, we
took the data from Debian Bugs Data (2 lags), Mozilla Bugs (1 lag), Covari-
ance (2 length series of Mozilla and Debian Data), Covariance (2 length series
of Debian and Debian Data). The lag values are calculated for the correspond-
ing bug number series by Partial Auto-Correlation Function (PACF) plots. The
Model Diagram is given in Fig. 3.

Covariance is the measure of how much two random variables vary with
respect to each other. A High positive value of covariance indicates that if one of
the random variable increases then other also increases, a High negative value of
covariance indicates that if one of the random variables decreases then another
one also decreases.

The LSTM network is implemented in Python environment. We used the
Keras library in Python to model the bug number series. The detailed procedure
of LSTM univariate and multivariate modelling is given below.
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Fig. 3. Diagrammatic representation of LSTM models

Steps for Implementation of LSTM Univariate and Multivariate
Modelling:

1. After getting the Bug Number Series of three different open source software
applications, the next phase to model the bug number series with LSTM
univariate and multivariate modelling.

2. First, we divided it into two parts 80% for training and rest 20% for testing.
3. The next step is to create an LSTM neural network and also to fix the number

of initial layers.
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4. The number of input to LSTM network is decided by the lag values of bug
number series.

5. The covariance of the time series being predicted with the other time series
is also taken as input (for Multivariate modelling).

6. The next step is to train the LSTM network on the training data.
7. Then Evaluation of the performance of the model on the test data is obtained

on the basis of RMSE.

The Flow diagram of an implementation of LSTM is given in Fig. 4.

Fig. 4. LSTM model implementation diagram
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4 Evaluation and Interpretation

The models are evaluated on the basis of Root Mean Square Error (RMSE)
value as provided by the model on the train and test data. The model which
gives better result on test data is selected. The RMSE is calculated by this
formulae.

RMSE =

√√√√ 1
n

N∑
t=1

(A(t) − F (t))2

Here: A(t): Actual Value, F(t): Predicted Value, N: Number of Terms.
First, the models are trained with LSTM network with the corresponding

trained data (80%) for three bug number series. Then the trained models are
tested with corresponding test data values (20%). The model which given mini-
mum RMSE for test Data is considered as the most suitable model. The RMSE
values for the test data as given by the three models are shown in Table 1. From
the table, we observe that the RMSE value for Multivariate LSTM model is less
than univariate LSTM model. This is because the Multivariate model considers
also consider the interrelation between the time series into consideration. In the
third model, we have also added the covariance factor into account. We observe
that after adding the covariance factor the RMSE value further decreases. Covari-
ance can be considered as an additional factor which improves the accuracy of
the model. So we observed that the Multivariate LSTM model with covariance
factor is the most suitable model for bug prediction. We have also presented the
bar chart representation of RMSE value as given by three models in Fig. 5. We
have also plotted the predicted series and original series for three different bug
number series. Figure 6 represents the plots for Eclipse. Figure 7 represents the
plots for Mozilla. Figure 8 represents the plots for Debian.

Table 1. RMSE value: test data

Univariate
(LSTM)

Multivariate
(LSTM)

Multivariate
covariance (LSTM)

Debian 252.5 230.77 210.86

Mozilla 16.3 15.71 14.92

Eclipse 79.81 77.03 67.44
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Fig. 5. RMSE comparison between models: Test data
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Fig. 6. Plots of predicted vs. actual bug number series: Eclipse
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Fig. 7. Plots of predicted vs. actual bug number series: Mozilla
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Fig. 8. Plots of predicted vs. actual bug number series: Debian
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5 Conclusion and Future Work

In this paper, we have used LSTM univariate and multivariate modelling for
bug number prediction for three different open source software applications. We
observed that multivariate LSTM gives more accurate results than univariate
LSTM model. We also observe that after adding the covariance factor the accu-
racy further increases. Covariance can be considered as a goodness factor for the
LSTM multivariate model for bug number prediction.

In future, we will apply advanced machine learning technique for bug num-
ber prediction. We will also apply prediction interval-based estimation approach
for modelling the bug numbers. It will remove the chance of uncertainty associ-
ated with the point estimate and can be a more reliable model for bug number
prediction.
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Abstract. This article, presents an Artificial Neural Network (ANN)
based high speed demodulator, capable of demodulating amplitude
modulated signals. The ANN is developed using Multilayer Percep-
tron (MLP) based Neural Network. We also introduce a pre-processing
method for faster training of the ANN and a method training ANN using
random modulating signal. Test results are presented for modulating sig-
nals such as triangular wave and square wave. We show that, the unique
preprocessing technique introduced in this article enables us to achieve
faster training of the ANN.

1 Introduction

In recent years, the development of communication technology [1] and the
demand for very high data rate in the field of communications has been growing
rapidly. In general, higher data rates means higher processing speed requirement
for the system. However, the technologies such as wireless sensor network (WSN)
and radio frequency identification (RFID) uses very small carrier frequency and
very small data rates [2]. For example, there is a standard for RFID with carrier
frequency of 13.56 MHz [3,4]. In such scenarios, direct digitization [5] of sig-
nals is possible and we will be able to process the digitized data in software or
hardware. The key hardware component for digitization is the analog to digital
converter (ADC) which converts time signals from continuous to discrete, binary
coded format. Advances in high speed communications and software radio devel-
opment have necessitated ADC performance improvement in sampling rates of
the order of 10 Million samples per second (Ms/s) [6]–[8].

In a demodulation process, the amplitude of the modulated signal or phase
of the modulated signal or both amplitude and phase of the modulated signal, is
retrieved [9]. The resulting signal is further processed to derive the binary bits
if the modulation is digital or analog signal if the modulation is analog modu-
lation [10]. State of the art demodulators are all-digital, in the sense that, the
demodulation is done after IF to digital conversion [11]. Therefore, demodula-
tion can be executed in digital platforms such as digital signal processors (DSP),
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field programmable gate arrays (FPGA) or application specific integrated cir-
cuits (ASIC) [12]. For instance, in [13], demodulation of higher order quadrature
amplitude modulation (QAM) signal is carried out using a high data-rate parallel
demodulator implementation on FPGA platform. The paper [14] discuss the mul-
ticomponent AM-FM demodulation techniques based on the Hilbert transform.
This approach is all digital and does not need the complex filter optimizations
and has higher performance.

The ANN [15] is an input-output mapping architecture with multiple lay-
ers of neurons and weighted interconnections for classification and regression of
data. ANN offers many advantages such as high speed of operation, decreased
delay, high reliability and resilience against noisy data. Therefore, ANN enables
massive computations once trained to perform a certain action. Among the ANN
topologies, the Multi-Layer Perceptron (MLP) has the simplest architecture with
neurons associated with activation functions and threshold values. The Neurons
in one layer MLP are connected to all other neurons in the following layer through
the links, which represents the connection weights.

In [16], an MLP architecture is used to design a demodulator for telecom-
munication signals for Universal Mobile Telecommunications System (UMTS)
Terrestrial Radio Access. In [17] the Frequency Shift Keying(FSK) signal is
demodulated using designed ANN. The recurrent network, Elman Artificial
Neural Network(EANN) having four-layer network is used here. The pattern
recognition characteristics based ANN demodulator using Gaussian Minimum
Shift-Keying(GMSK) signals is discussed in [18]. An ANN demodulator to demod-
ulate binary frequency shift keying signal is discussed in [19]. The trained ANN
can be further used to train any type of modulation methods with no change in the
hardware. Compared with other ANN demodulators, we can train the ANN in [19]
faster and with less training data, resulting in very low bit error rates (BER). The
paper [20] discusses about a probabilistic neural network which can be trained for
different digital modulation schemes to detect incoming data with no change in
hardware. Therefore, the ANN in [20] can be used in the applications where fast
training is required and with small Bit Error Rate (BER).

It is to be noted that, most of the ANN based demodulation methods
described above requires Discrete Fourier Transform (DFT) and(or) Inverse Dis-
crete Fourier Transform (IDFT) tools which requires large memory and buffer-
ing. In this article, we present a direct demodulation architecture based on MLP
where radio frequency (RF) to intermediate frequency (IF) conversion is avoided.
This enables us to convert the modulated carrier directly to baseband waveform.
The training is carried out using the widely used back propagation algorithms
using random generated input data. Although, we only study the ANN for an
amplitude modulated signal, the method can be extended to digital IQ (In-
phase and Quadrature demodulators) for demodulating the digitally modulated
signals [21].

The proposed demodulator can efficiently process high frequency modulated
carrier corrupted with noise. For implementing the proposed demodulator, we
used the open source FANN library [22].
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The rest of the paper is divided into the following subsections. Section 2 gives
the mathematical formulations used for the training and the theoretical aspects.
Section 3 illustrates test results for different types of input signals. Finally, Sect. 4
describes the conclusion.

2 Theory

The proposed ANN based demodulator consists of one input layer, one output
layer and one or two hidden layers. The input of demodulator can be defined as,

Y (t) = I(t) cos(2πfct) (1)

where, Y (t) is the modulated carrier signal, I(t) is the in-phase component of a
signal, fc is the carrier frequency and t is the time. The goal of the demodulator
is to extract I(t) from Y (t).

Fig. 1. Block diagram of proposed demodulator

Figure 1 shows the demodulator with embedded ANN. As we can see from
Fig. 1, the demodulator consists of a preprocessor block and an ANN block. The
preprocessor block has a multiplier in it, which is used to multiply the time t
component with ωc component to generate ωct component, where ωc = 2πfc.
After generating the ωct, Cosine operator is applied further to ωct, which will
be the input to our ANN block. The preprocessing method used here is the
computation of the cosine part of ωct component. The pre-processing method
described enabled us to train the neural network in a very fast manner. One of
the remarkable advantage of the proposed demodulator compared to previously
published ANN is the, speed in training due to the preprocessing method intro-
duced. The ANN block of Fig. 1 is an MLP which was trained using the Quick
Propagation algorithm. The Y (t) component and the preprocessed ωct are the
two given inputs to the ANN block. The output of the ANN block will be the
I(t) component. We have tried both single as well as two hidden layers with the
total number of neurons in the hidden layers from 10 to 50 neurons. For gener-
ating the training data, we used two uniform random number generators. The
uniform random number generator helps us to generate the numbers in contin-
uous manner within the given range. Initially we generate time t and In-phase
component I(t) using random number generator.
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3 Results

For training the ANN with sigmoid activation function at neurons, the training
algorithm used is Quick propagation with learning rate 0.1. The time range
is chosen in the range t = [0 : 4] s. The range of I(t) component is set as
−1.2 v to 1.2 v. This training input data is generated using two uniform random
number generators. Using this data we calculate Y (t) which is the input of the
ANN as shown in Fig. 1. The actual I(t) and generated ANN I(t) are compared,
both looks almost similar. Here we prove that the I(t) which is extracted from
Y (t) through ANN and the actual I(t) are same. Hence this proves that the
training method what we used is working properly and this can be used further
for processing various types of signals. The minimum time is set as zero and
the maximum time is the number of cycles, which is defined as 4. Later cross-
validation, we have used triangular wave or square wave as I(t) component. We
fix the range of I(t) component between −1.2 v to 1.2 v.

Figure 2 shows the plot of number of Neurons versus Root Mean Square
Error(RMSE). Here the trained data is validated using single hidden layer and
two hidden layers. The RMSE is generated for both the single and two hidden
layers, where neurons varying in the range of 10–50 neurons. Since, for number
of neurons >20, the performance improvement was minimal, we used 20 neurons
for final ANN based demodulator.

The results shows that, two hidden layers will give the least error compared
to the single hidden layer. The RMSE is 0.02 here. Hence the proposed training
method of ANN can efficiently process high frequency modulated carrier signal
with less error.

Fig. 2. Data validation using single hidden layer and two hidden layers

The trained network is tested for a known signal where the in-phase compo-
nent of triangle wave and square wave are tested. The following plots shows the
various results generated after the test.
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Fig. 4. Comparison of output of ANN (single hidden layer) and required output.

Figure 3 shows modulated carrier and Fig. 4 shows the comparison of output
of ANN using single hidden layer and the required output, where the tested signal
is a triangular wave. The plot is of time t versus I(t) component. The triangu-
lar wave, that is the actual I(t) component is compared with the ANN generated
I(t) component. Both the I(t) components looks almost similar. Hence our result
shows that the proposed demodulator based on ANN can efficiently process high
frequency modulated carrier signal in a very fast manner with less error.

Figure 5 shows the comparison of output of ANN using two hidden layers
and the required output, where the tested signal is a triangular wave. The plot
is of time t versus I(t) component. The triangular wave, that is the actual I(t)
component is compared with the ANN generated I(t) component. Both the I(t)
components looks almost similar. Hence our result shows that the proposed
demodulator based on ANN can efficiently process high frequency modulated
carrier signal in a very fast manner with less error.
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Fig. 5. Comparison of output of ANN (two hidden layers) and required output.

Fig. 6. Comparison of output of ANN (single hidden layer) and required output.

Figure 6 shows the comparison of output of ANN using single hidden layer
and the required output, where the tested signal is a square wave. The plot
is of time t versus I(t) component. The square wave, that is the actual I(t)
component is compared with the ANN generated I(t) component. Both the I(t)
components looks almost similar. Hence our result shows that the proposed
demodulator based on ANN can efficiently process high frequency modulated
carrier signal in a very fast manner with less error.

The Fig. 7 shows the comparison of output of ANN using two hidden layers
and the required output, where the tested signal is a square wave. The plot
is of time t versus I(t) component. The square wave, that is the actual I(t)
component is compared with the ANN generated I(t) component. Both the I(t)
components looks almost similar. Hence our result shows that the proposed
demodulator based on ANN can efficiently process high frequency modulated
carrier signal in a very fast manner with less error rate.
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Fig. 7. Comparison of output of ANN (two hidden layers) and required output.

4 Conclusion

The unique preprocessing feature of ANN for realizing demodulator, introduced
in this paper, enables us to achieve faster training and high speed of operation.
The results shows that direct demodulation of an amplitude modulated signal
based on MLP enables us to convert the modulated carrier directly to baseband
waveform, by avoiding the conversion from RF to IF. We can easily convert the
proposed modulator to digital IQ demodulators. The proposed demodulator can
also be implemented in digital platforms such as DSP and FPGA.
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Abstract. Atrial fibrillation (AF) is the predominant type of cardiac
arrhythmia affecting more than 45 Million individuals globally. It is one
of the leading contributors of strokes and hence detecting them in real-
time is of paramount importance for early intervention. Traditional meth-
ods require long ECG traces and tedious preprocessing for accurate diag-
nosis. In this paper, we explore and employ deep learning methods such
as RNN, LSTM and GRU to detect the Atrial Fibrillation (AF) faster
in the given electrocardiogram traces. For this study, we used one of the
well-known publicly available MIT-BIH Physionet dataset. To the best
of our knowledge this is the first time Deep learning has been employed
to detect the Atrial Fibrillation in real-time. Based on our experiments
RNN, LSTM and GRU offer the accuracy of 0.950, 1.000 and 1.000
respectively. Our methodology does not require any de-noising, other
filtering and preprocessing methods. Results are encouraging enough to
begin clinical trials for the real-time detection of AF that will be highly
beneficial in the scenarios of ambulatory, intensive care units and for
real-time detection of AF for life saving implantable defibrillators.

1 Introduction

Atrial fibrillation (AF) is a disorder of the functioning of the heart’s electrical
system that is characterized by the irregular beating of the heart [1]. Globally AF
affects more than 35 Million people and the results of AF ranges from simple gid-
diness to mortality [1]. AF can be caused by several alterable and Non-alterable
conditions. For example, valvular heart diseases and high blood pressure are
shown to lead one to developing atrial fibrillation [2]. Other non-alterable con-
ditions such as congenital heart disease and coronary artery diseases have been
show to induce AF [2,3]. While several studies have been done for diagnosing AF
and the treatment options, still several challenges have not been overcome [4].
One of the key factor in treating a subject for AF is to detect the presence of AF
early enough primarily by ECG with the focus on prevention of the stroke which
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is one of the deadly aftereffect of AD [5]. One of the most common techniques
is to identify AF the absence of “P” wave in the 12 lead ECG [6].

Several methodologies and algorithms have been studied to identify the
pathological ECG from the normal sinus rhythm [6,9]. Singular Value Decom-
position (SVD) of wavelet coefficients and SVM has been employed to detect
the arrhythmia with classification by Support Vector Machine, Linear Discrim-
inant Analysis and Classification tree algorithms and found to have given good
accuracy [7]. While it is important to detect the cardiac arrhythmias such as
AF early, it is equally important to reduce the false positive detection, espe-
cially in intensive care unit clinical setting, where any alarm will be responded
immediately [8]. To ensure the false alarm for the AF can be identified, several
approaches including comparing with other parameter measurements such as
arterial blood pressure pulse have been compared for false positive detection [8].
Several de-noising methods has been proposed with high accuracy with lower
processing overhead [9,10]. Combined methods that can detect the QRS com-
plex in noisy data and the accurate detection of P and T waves using sparsity
filter and Gaussian derivative filter has been proposed with accuracy rate of
99.91% than existing methods [9]. After the recent surge in Deep learning based
Neural networks, that gives higher accuracy and less processing overhead than
the traditional methods, we investigate the efficacy of the several Deep learning
techniques for discriminating the AF from Normal Sinus Rhythm (NSR). One
of the motivations for us to explore Deep learning is to avoid the cumbersome
pre-processing of the data such as de-noising of ECG signal [10] and filtering
thereby aiming to reduce the complexity and computational requirements thus
enabling real-time detection. The real-time detection has several applications in
the health care and remote monitoring of the cardiac patients that suffer from
arrhythmias such as AF.

The rest of sections of this paper are structured as follows. Section 2 dis-
cusses concepts of deep learning algorithms specifically RNN, LTM and GRU,
Sect. 3 displays the proposed deep learning architecture, Sect. 4 discusses hyper
parameter tuning and description of data base. The detailed evaluation results
of all deep networks is displayed in Sect. 5. Section 6 discusses the future work
and discussions. At last, conclusion is placed in Sect. 7.

2 Background

This section provides an intuitive understanding of recurrent neural network
(RNN) and long short-term memory (LSTM) mathematically and followed by
training mechanism of both RNN and LSTM networks.

2.1 Recurrent Neural Network (RNN)

Recurrent neural network (RNN) was introduced in initial time for time-series
data modeling [11]. They are same as feed-forward networks (FFN) with an addi-
tional cyclic loop, as shown in Fig. 1. This cyclic loop carries out information
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from one time-step to another. As a result, RNN are able to learn the tem-
poral patterns, value at current time-step is estimated based on the past and
present states. In general, RNN accepts x = (x1, x2, ..., xT (where xt ∈ Rd as
input and maps to hidden input sequence hd = (hd1, hd2, ..., hdT ) and output
sequence op = (op1, op2, ..., opT ) from t = 1 T by iterating the following recursive
equations.

ht = G(wxhdxt + whdhdhdt−1 + bhd) (1)

opt = sf(whdophdt + bop) (2)

Where w represents weight matrices, b represents bias vectors, G is an element
wise non-linear activation function, specifically sigmoid and sf is an element
wise non-linear activation function, specifically sigmoid.

Fig. 1. Architecture of RNN unit (left) and LSTM memory block (right)

2.2 Training in RNN

Training RNN requires the network to be transformed to feed forward networks
(FFN) using unfolding or unrolling. The unfolded RNN’s can be interpreted
as the deep FFN’s without cyclic connections. Deep FFN’s usually consist of
k hidden layers with the input sequence of length k, as shown in Fig. 2. The
newly formed FFN’s are flexible for back-propagation. However, the network
parameters in RNN are shared across all time-steps. Hence, to estimate the
gradient at a particular time-step, rely on the current and as well as previous
time-steps. This strategy is called as back-propagation through time (BPTT).
However, it led to vanishing and exploding gradient problem while training RNN
to learn long-term temporal dynamics of sequences of arbitrary length across
many time-steps [12]. This is fundamentally due to the fact that gradient vector
can grow or decay exponentially when propagating through many layers of RNN
to learn long-term dependencies in time-steps. Further research brought out
many variants to the RNN. In that, LSTM [12] emerged as a successful paradigm
to handle long-term dependencies of sequences of arbitrary length.
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Fig. 2. RNN model and the unfolded-RNN model across time in forward direction

2.3 Long Short-Term Memory (LSTM)

Long short-term memory (LSTM) is an improved method of traditional RNN
network that solves the vanishing and exploding gradient issue by forcing the
constant error flow. LSTM has introduced a memory block instead of a simple
RNN unit. A memory block is a subnet of LSTM architecture that contains one
or more memory cell with a pair of adaptive multiplicative gates as input and
output gate, as shown in Fig. 1. A memory block houses an information and
updates them across time-steps based on the input and output gates. Input and
output gate controls the input and output flow of information to a memory cell.
Additionally, it is has a built-in value 1 for constant Error carousel (CEC). This
value will be activated when in the absence of value from the outside signal.
Most importantly, LSTM has performed well in learning long-range temporal
dependencies in various long-standing artificial intelligence (AI) tasks [13]. As
further studies on LSTM, additional components have been added to the existing
LSTM architecture. [14] found that the internal values of a memory cell could
increase without any limitations and to control them, they replaced CEC with
the forget gate. Forget gate facilitates to forget the past value at a specific time
step. Moreover, to learn the precise timing of the output, peephole connections
are added from a memory cell to all of its adaptive multiplicative gates [15].

In general, LSTM accepts an input x = (x1, x2, ..., xT ), estimates output
sequence by continuously updating the values of adaptive multiplicative units
such as input (in), output (op) and forget gate (fr) on a memory cell (ml)
in an iterate manner from t = 1 to T in the recurrent hidden layer of LSTM
architecture. At each time-step T the LSTM recurrent hidden layer function is
mathematically formulated as follows:

xt, hdt−1,mlt−1 → hdt,mlt

int = σ(wxinxt + whdinhdt−1 + wmlinmlt−1 + bin) (3)

frt = σ(wxfrxt + whdfrhdt−1 + wmlfrmlt−1 + bfr) (4)
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mlt = frt � mlt−1 + it � tanh(wxmlxt + whdmlhdt−1 + bml) (5)

opt = SG(wxopxt + whdophdt−1 + wmlopmlt + bop) (6)

hdt = opt � tanh(mlt) (7)

where in, op, fr, ml term represents the input gate output gate, forget gate
and a memory cell respectively. From the Fig. 1, we can say an LSTM network
is composed of many components. Thus it ends up in more training cost. This
might be one of the reasons to further enhancement of LSTM network.

2.4 Gated Recurrent Unit (GRU)

Gated recurrent unit (GRU) (see Fig. 3) is an improved network of LSTM [16].
It is simpler than LSTM and includes less computation. The computational flow
of GRU is given below

xt, hdt−1 → hdt

i frt = σ(wxi frxt + whdi frhdt−1 + bi fr)(Updategate) (8)

frt = σ(wxfrxt + whdfrhdt−1 + bfr)(Forgetorresetgate) (9)

mlt = tanh(wxmlxt + whdml(fr � hdt−1) + bml)(Currentmemory) (10)

hdt = fr � hdt−1 + (1 − fr) � ml(Updatedmemory) (11)

Formulae shows, unlike LSTM memory cell with a list of gates (input, output
and forget), GRU only consist of gates (update and forget) that are collectively
involve in balancing the interior flow of information of the units. Input gate
(in) and forget gate (fr) are combined and formed a new gating unit typically
called as update gate (i fr). The update gate is mainly focus on to balance
the state between the previous activation ml and the candidate activation hd
without peephole connections and output activations. The forget gate resets the
previous state ml.

Fig. 3. Units in GRU



Recurrent Neural Networks for ECG Classification 217

3 Network Architecture

The architecture for distinguishing a signal as normal sinus rhythm (NSR) and
atrial fibrillation (AF) is displayed in Fig. 4 Unlike classical machine learning
classifiers, the proposed system does not rely on any of feature engineering
mechanism. Instead, it accepts raw input signal as such and that will be fed
to recurrent layers such as RNN, LSTM and GRU to obtain optimal feature
representation including long-term dependencies. The newly formed feature rep-
resentation is passed to dense layer for classifying a signal as NSR and AF using
sigmoid non-linear activation function.

Fig. 4. Architecture of proposed system for normal sinus rhythm and atrial fibrillation

4 Experiments

All trails of experiments are run on Graphics processing unit (GPU) enabled
TensorFlow (r0.11.0) [17] computational framework in single NVidia GK110BGL
Tesla k40 in Ubuntu 14.04 operating system (OS). LSTM network consist of
a set of parameters such as learning-rate, memory blocks, number of hidden
layers, the number of epochs etc. To choose a good parameter value, the various
configurations of network parameters of LSTM are used in each experiment.
BPTT technique is used in training the LSTM model and the memory cells of
LSTM used tanh as input and output squashing function, sigmoid for gates.

4.1 Description of Dataset

We used the publically available raw signals of Atrial fibrillation (AF) and nor-
mal sinus rhythm (NSR) from MITBIH Physionet; MIT-BIH Atrial Fibrilla-
tion Database and MIT-BIH Normal Sinus Rhythm Database [21]. Each trace
was 60 s long and was sampled at 250 Hz for AF and 128 Hz for NSR. The sig-
nals were not pre-processed for noise-removal etc. A single lead ECG wave form
of NSR and AF of MITBIH Physionet data base is depicted in Fig. 5(a) and
(b) respectively. The detailed statistics of the MITBIH Physionet database is
displayed in Table 1.
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Fig. 5. (a) A single lead ECG wave form of normal sinus rhythm, (b) A single lead
ECG wave form with atrial fibrillation

Table 1. Statistics of MIT-BIH Atrial Fibrillation Database and MIT-BIH Normal
Sinus Rhythm Database

Name of
signal

Number
of signals

AF 25

NSR 25

4.2 Hyper Parameter Tuning in LSTM Network

To identify suitable network parameters for LSTM, initially we started to exper-
iment with a moderately-sized LSTM network. A moderately-sized LSTM net-
work contains a recurrent hidden layer and dense layer with sigmoid non-linear
activation function. A recurrent hidden layer has 2 memory cells containing one
memory cell each and fixed learning rate 0.1.2 trails of experiments in 5-fold
cross validation are conducted for each parameter of memory blocks varying in
the range [2–64]. Each trails of experiment are run up to 100 epochs. 64 mem-
ory blocks in recurrent hidden LSTM layer showed better accuracy in 5-fold
cross-validation configuration setting in comparison to the other parameters of
memory blocks. The same experiments are followed for RNN and GRU. Among
all LSTM and GRU has showed highest accuracy but RNN performance was
comparable to them. GRU performance was good in comparison to LSTM in
terms of training cost.

5 Evaluation Results

Based on the obtained results during hyper parameter tuning in previous section,
we fixed the number of blocks to 64 in recurrent hidden LSTM layer and recurrent
hidden GRU layer, 64 units in recurrent hidden RNN layer, learning rate 0.1.
Using these deep networks, experiments are conducted on MIT-BIH test dataset.
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The results has outperformed the previously stated results, more importantly
recent one [19]. The detailed test results as displayed in Table 2.

Table 2. Summary of test results

Algorithm Accuracy Precision Recall F-score

RNN 0.95 1.00 0.889 0.941

LSTM 1.00 1.00 1.00 1.00

GRU 1.00 1.000 1.00 1.00

Fig. 6. 10 samples of each classes of NSR and AF with their corresponding activation
values of the last hidden layer neurons are represented using 2-dimensional linear pro-
jection (PCA). Note that the samples are clustered based on the similarity in activation
values

Generally, a deep network passes given raw signals to various deep layers.
The non-linear activation function in each layer enables to discriminate the sig-
nal as either AF or NSR. The last layer activation values should maximally
separate various classes by using the learned feature representations. To visual-
ize, the high-dimensional neuron unit activation vectors of last layer i.e. before
the sigmoid activation function layer were redirected to t-SNE [20]. t-SNE is a
dimensionality reduction mechanism that reduced the high-dimensional hidden
layer feature representation into two-dimensional representation. The 2D vectors
are finally plotted using Scikit-learn, as shown in Fig. 6. In Fig. 6 ECG traces
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with similar characteristics have clustered together. More importantly, the ECG
traces of both AF and NSR have appeared completely in separate clusters. This
infers that the LSTM network has learnt well.

6 Future Work and Discussions

In this work, the effectiveness of deep learning approaches such as RNN, LSTM
and GRU are discussed for classifying a signal as either Atrial Fibrillation (AF)
or normal sinus rhythm (NSR). The outcome of the proposed method is robust.
The existing studies on these datasets have empirically relied on various feature
engineering mechanisms such as P-wave analysis including R-wave detection as
initial mechanism in addition to noise filtering approach as preprocessing step
to make ECG for constructive rhythm analysis. The significant advantage of the
proposed method is not to rely on any feature engineering and noise filtering
approaches. Based on results, we claim that our method outperforms the other
published methods in effectively classifying a signal as AF or NSR. Though
the deep network methods showed significant results, we lack in showing the
inner mechanics of the deep models. This can be achieved by transforming the
non-linearity to linearized form, thereby computing the Eigen values and Eigen
vectors on them across time-steps [18]. As part of our future work we will employ
the same methodologies to our real world dataset that has been collected from
hospital that specializes in Cardiac care. Moreover, the computational perfor-
mance of each deep networks will be discussed.

7 Conclusion

This paper has presented a novel deep learning based mechanism such as RNN,
LSTM and GRU that robustly distinguished AF and NSR on a single lead ECG.
All the deep learning methods have performed well, mostly LSTM and GRU out-
performed RNN and GRU takes less training cost in comparison to LSTM. The
proposed method is considered as more accurate in real-time ECG classification
because it doesn’t rely on any feature engineering mechanisms.
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Abstract. Estimation of geographic location information of users from social
media portals such as twitter plays a vital role in areas such as disaster manage‐
ment, marketing, cyber forensics etc. At the same time increasing data privacy
concerns forced the social media sites to make the sharing of geographic location
as the opt-in feature, also increasing user awareness about privacy prevents the
users from disclosing their location details. However, most users leave footprints
unknowingly that could be used to identify their approximate location informa‐
tion. Since it is observed that social media users from multiple locations possess
diversity in their expression of language, we propose a two level approach
involving stylometry and location indicative terms to address this problem.
Experimental results shows that our approach outperforms the current state of the
art in predicting the geographical location of twitter users purely based on their
text content.

1 Introduction

Social media sites such as Twitter and Facebook have become predominant tools for
online users to share content that ranges from simple text to rich media. The growth of
the user generated data is exponential [1]. For example, on an average, twitter receives
around 6000 posts per second that corresponds to 500 million posts per day. In addition
to connecting users, Social networking site also serves as news outlets replacing tradi‐
tional media [2, 3]. Most of the social media services allow its users to add their
geographic location information [4, 5] by utilizing the GPS of the smartphone with the
consent from user [6] or manually, location of user’s choice is selected. It provides an
opportunity for studying the geospatial imprints left over by millions of people in their
social media conversations. But, the provision for manual tagging of geographic location
information create disambiguation as users are allowed to geo tag a post with a location
of user’s interest rather than their current location. Also, many of the social media
conversations come with no geo-tag. It might lead to incorrect or less accurate outcomes.
One way of overcoming this is to employ a geographic location prediction prior to the
detailed analysis. A user’s tweeting behaviour affect his geolocatability based on all the
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features listed together in this research paper. From the perspective of privacy protection
when a user is not using a popular term specific to that location and when user’s writing
style is different than the writing style that is specific to that location then that user is
less prone to accurately estimating his Geolocation.

This paper has been organized into the following sections. In Sect. 2, set of related
works are listed and described what is new and unique than previous works. In Sect. 3,
the dataset and different metrics used for analysis are described. Methods employed are
explained in detail in Sect. 4. Experimental results explained in Sects. 5 and 6 concludes
the current research work with few suggestions for future enhancement.

2 Literature Survey

Our research work makes use of Convolutional Neural Networks (CNN) where its usage
in data classification has been recognised for its unsupervised learning with effective
results, Anil et al. [26] and Athira et al. [27] works shows that how CNN plays important
role in data classification effectively. Estimating geographic location information of
users from social media platforms has been an extensive research area in the recent years.
There have been different types of approaches followed by researchers for addressing
this problem, which include content based approach to analysing user’s social network.
This research work is purely based on text data which is collected from social media.
Cheng et al. [8] proposes a lattice-based neighbourhood smoothing model for refining
a user’s location estimation after identifying words in tweets with a strong local geo-
scope using a classification approach. A frequency based probabilistic approach
followed by Chandra et al. [9], considered the terms in reply-tweet to the recipient of
the reply-tweet rather than to the user who posted the reply-tweet message. Bo et al. [10],
employ a method for automatically learning the location indicative words via feature
selection methods to get better accuracy in geographical location estimation. Hecht
et al.’s research work [21] shows that stylometry based classifier with embedded knowl‐
edge-base can give better accuracy. Sakaki et al. [25] has proposed a system which
makes use of keywords from tweets for real-time event prediction. Miura et al. [28] work
shows how a simple CNN can be employed to predict users/tweets geographic location.
Our work not only considers the single words as location indicators but phrases are also
taken into consideration which further enhances the geographic location estimation.

Several works [11–14] rely on the information on networks and communities for
predicting the geographic location information of social media users. That is, they
employ an approach which makes use of the connections among users. But, in recent
years the social media users have become more privacy consious on what they share
and with whom they share by limiting their profile access as shown in Madden et al.’s
work [15], Molok et al. [16] reveals the reason behind this which is because of increase
in data leakage incidents. Thus, extracting the connection information become tedious
task, this leads to limitations or lack of traces in estimating the geographic location of
an author by solely through connection information. This is one of the motivation for
us to look at the approaches such as using Stylometry and Location indicative terms.
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For estimating the geographic location of social media user, is achieved by
employing an approach which purely makes use of content based metrics. It has been
observed that each geographical area have some phrases or words which are used only
in those and nearby locations. Such words are termed as location indicative terms. They
can be either words or terms. For example, for referring the night before Halloween, the
phrase mischief night has been used more by people around the area of New York and
nearby areas compared to others. For addressing group of two or more people, phrase
yous and youse are used more by people from north east part of the United States [7].
These two metrics are used along with different stylometric features to estimate the
user’s geographic location from social media conversations. It is observed that this
approach yields more accuracy compared to the existing state of the art technologies.

3 Dataset and Metrics

For this study our dataset consists of geo-tagged tweets across North America. Twitter
streaming API is used to collect geo-tagged tweets for a given boundary of coordinates
for acquiring the data. The collected data comprises of 145 million tweets across 3400
locations. From the collected data a language filter [17] is applied to remove the non-
English contents and remove duplicate tweets. Since our dataset have predominant
language as English, analysis of tweets are restricted to the same. Also, most of the
features are specifically for English language. Further refinement process is carried out
on the dataset by removing tweets that contain only non-informative phrases like “Hi”,
“How are you”, hyperlinks etc. It is observed that many of the verified Twitter accounts
are managed by group of people rather than individuals managing their unique accounts.
Hence tweets from group accounts are excluded from the dataset. Then, tweets were
evenly distributed across each location to avoid the bias towards a particular set of
locations. The final curated dataset contains the 100 Million tweets from 2600 locations
which is equivalent to approximately 39k tweets per location. The reason to restrict the
dataset to North America is to avoid several dialects and languages [18] as feature
extraction task is arduous when multiple languages and dialects are involved. Building
a model using ground truth dataset [geo-tagged tweets] helps in better validation of the
system than non-geo-tagged dataset as the stylometric features system learns will be
specific to a location. Other than geolocation the tweet metadata provides place/city/
state/country level details which can be used only to build dataset with different region
level data like city wise/state wise/country wise dataset.

3.1 Stylometric Features

Stylometry is the study of linguistic and tonal style of texts. It’s often used in authorship
attribution on anonymous text contents [19]. Eisenstein et al.’s work [20] shows that
how same topic is expressed differently by authors across different geographic locations.
Hecht et al. [21] has crafted an algorithm named “CALGARI” which can classify users
to their geographic location. These works shows that geographically author’s style varies
on same topic. But, it’s obvious that any location have a number of social media users
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who is having good command on languages. It is difficult to interpret the location specific
writing style from the tweets of such users. Rangel et al. [22] tries to classify the authors
based on writing style and map to different age ranges based on the same. Higher values
in the age range implicates the good command on the language and it’s decreasing when
going to lower age ranges. This classification method is employed on our dataset and
checked values of different metrics. It’s observed that users in the lower age ranges
possess more diversity in the writing style and in good number also. While on the higher
age ranges similarity in the metric values across different locations has less information
gain. This observed pattern is used to filter the tweets whose predicted age lies towards
lower age ranges for stylometric based geographic location estimation. This is a dataset
with size of 78 million tweets from 2100 locations.

Different stylometric based features are explained as follows. Apart from word and
character based features, different syntactic, semantic and readability based metrics also
taken into account. Character level features include average frequency of special
characters like (~`@#$%^&*_- +=, . /| \ ? <>) and different brackets ({}[]()) which are
present in text. Word level features include average number of words per sentence, ratio
of unique words and complex words used. Syntactic word features include frequencies
of conjunction (but, because, etc.) and interjection (shh, phew, etc.) words. Also average
count of coordinating (and, but, for, etc.) and subordinating (after, although, as, etc.)
conjunction are calculated. Frequencies of adposition phrases including prepositional,
postpositional and circum-positional phrases. And function words like article (a, an,
etc.), pronoun (myself, she, etc.), auxiliary verb (can, may, etc.), particles(to fly, etc.),
expletives(sentences starts with it, here and there) and pro-sentence(yes, no, okay, etc.)
frequencies are calculated. Semantic word features like occurrence of soft words,
greeting words, profanity are extracted. Emotional state features like positive, negative,
etc. will help to classify mood of a person. Types of emotions which helps in classifi‐
cation author’s mood are positive emotion (kind, hope, etc.), negative emotion (alone,
afraid, etc.), tentative (guess, perhaps, etc.), negative (beg, abort etc.), positive (true,
thank etc.), stopping (between, after etc.), agreeing (take, agree etc.), anxiety words
(panic, worried, etc.). Frequency of occurrence of a proper sentence is considered for
sentence level feature. Readability metrics [23] used for measuring the different
parameters like easiness, complexity of text content. The readability measures that are
considered in our research are Simple Measure of Gobbledygook (SMOG), Anderson’s
Readability Index (RIX), Automated Readability Index (ARI), Lycée International
Xavier (LIX), Flesch Reading Ease (RE), Flesch Kincaid Grade Level (FKGL),
Coleman Liau Index (CLI) and Gunning fog index (GOI) [23].

4 Methodology

In this section different methods used are explained which helps to estimate the
geographical location of social media users purely based on content.
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Algorithm.1. Extraction of location indicative phrases.

Set<dict_common phrases> Pdict_common
Initialize map<location, phrase_set> MLPs
Initialize map<phrase, location_set_with_weight> MPLs
For each location

Initialize map<phrase, frequency> MPF
For each post

Extract word n-grams(p) with different length
If p not in Pdict_common

Update MPFFig. .

For each phrase(p) in MPF
If p in MPLs

If locations are nearby
Update MPLs

Else remove phrase from MPLs
Else add to MPLs

Update MLPs

Algorithm.2. Extraction of location indicative words.

Set<dict_common Words> Wdict_common
Initialize map<location, word_set> MLWs
Initialize map<word, location_set_with_weight> MWLs
For each location

Initialize map<word, frequency> MWF
For each post

Extract each word(w)
If w not in Wdict_common

Update MWF
For each word(w) in MWF

If w in MWLs
If locations are nearby

Update MWLs
Else remove word from MWLs

Else add to MWLs
Update MLWs  

4.1 Extracting Location Indicative Terms

For achieving this, the dictionary and other common words are discarded first and all
other terms mapped to the corresponding location after avoiding the overlapping of
words across multiple locations. At the same time, the words to multiple locations are
mapped in case those words are geographically close to each other. The algorithmic
representation of the method is given in Algorithm 1. For extracting the phrases which
are uniquely used in particular region or location, a word based n-gram approach is used.
For each location, every tweet is iterated through to extract bi-grams, tri-grams, …, n-
grams and find common phrases used among different people. Then, as in words, discard
overlapping of phrases across multiple locations while taking the common phrases
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across neighbouring locations are taken into account. The algorithmic representation of
the method is given in Algorithm 2. For finding the neighbours of a location, iteratively
geographical distance to other locations in east, west, south and north directions are
calculated and taking the locations with minimum distances as neighbours in each
direction.

4.2 Stylometric Feature Extraction

The stylometric features from tweets of users of each location are extracted, using the
formulae explained in the previous section. After normalization of the features, classi‐
fication process is employed to build model.

4.3 Classification

Convolutional Neural Network (CNN) is used here for estimating geo-location from
text. Convolutional neural network or ConvNet is feed-forward neural network with
convolution layer and pooling layer.

Let Fi ∈ Rn be the n-dimensional vector for the i-th feature in the input sentence. These
features are character level, word level, sentence level and readability matrix which are
V1, V2, V3 and V4 respectively. Each feature is generated from a series of analysis. Input
for the next level can be calculated as, Fi = f(w · Vk + b) where i = 1 to k. Here k is the
internal features of each vector V, w is the weight matrix and b is the bias. Over this
feature map max-overtime pooling operation is applied in order to get the maximum
feature value. This step will provide the relevant feature. These features are then passed
to a fully connected softmax layer in order to get the output with probability corre‐
sponding to the detected class. Totally there are 52 features and 2600 output locations.
Also an activation function tanh [24] is used, which will help for faster convergence of
training algorithm.

Fig. 1. Convolutional neural network architecture.
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The conceptual representation of convolutional neural network is shown in Fig. 1,
there are 4 main feature categories and hidden layers and an output layer which consists
of L1, L2, …. , Ln which are the locations detected, where n is equal to 2600.

Softmax regression is used to handle multiple classes. Here Y is the output and i is
the number of samples.

Y(i) ∈ {0, 1}, (1)

whereas in our scenario, softmax regression allows to handle 2600 classes.

Y(i) ∈ {1,… , N}, (2)

where N refers to number of classes. The probability of the sum over the k possible
output labels given input features x(i) and the model parameter θ are calculated as:

P
(
y(i) = k|x(i);𝜃) = exp(𝜃(k)Tx(i))∑k

j=1 exp(𝜃(j)Tx(i))
(3)

where P is the probability of getting a class y for the sample i, k is the number of possible
classes. So, the cost function J is

J(𝜃) = −

[∑m

i=1

∑1

k=0

{
y(i) = k

}
log P(y(i) = k|x(i);𝜃)] (4)

Time Complexity of Convolutions is shown as follows, The total time complexity of all
convolutional layers is: O

(∑d

l=1 nl−1.s2
l
.nl.m2

l

)
.

Here l is the index of a convolutional layer, and d is the depth. nl is the number of
filters (also known as “width”) in the l-th layer. nl−1 is also known as the number of input
channels of the l-th layer. sl is the spatial size (length) of the filter. ml is the spatial size
of the output feature map.

4.4 Experimental Flow

Twitter’s streaming API is used for collecting data and store the data in the database.
The collected data is iterated through for cleaning and pre-processing of each entry. For
each location, location indicative terms are collected. After that extract the stylometric
features and build model. See Fig. 2.
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Data Collection

Feature Extraction

Pre-Processing

Training

Classification

Fig. 2. Experimental flow.

5 Experimental Results

The stylometric features are extracted and different classification methods are used. This
is the first time CNN has been employed to predict the geographic location on a dataset
that is very huge with 100 Million tweets and outperforms other methods such as
Random Forest - RF, Decision Tree - DT, Naive Bayes - NB with an accuracy of 51%
with a distance error of 100 km. It’s 54% and 59% respectively for the distance errors
of 300 km and 600 km (Fig. 3). Along with this, the current method of finding location
indicative terms are extended by considering the phrases also which helped in improving

Fig. 3. Distance error vs. accuracy.
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the prediction. By employing these two methods together an accuracies of 55%, 58%,
and 62% are achieved for distance errors of 100 km, 300 km and 600 km respectively.
Approaches other than CNN yields less information gain comparatively as a result of
over fitting and overlapping features because of higher dimension of classes [2600] and
huge amount of dataset [100 million].

6 Conclusion

In this paper, we have presented a geographical location estimation method using stylo‐
metric based approach for social media users purely based on content of their posts. The
results are further improved with location indicative terms. From our research, few
observations were made where the writing style of people vary based on their geograph‐
ical location. The geographic location prediction results are encouraging. Also this
system can be deployed in such a way that it can adopt to the changes in the tweet writing
pattern specific to region by actively rebuilding the model in real-time with the dataset
collected. In the future work, more layers to the CNN model will be added to experiment
and see for improvement in accuracy without affecting the scalability. Also this work
will be extended to include Non-English languages that contains several dialects that
increases the complexity significantly.
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Abstract. The functioning of electromyogram (EMG) driven prosthesis to
control the performance of artificial prosthetic arms placed on people with
missing limbs depends on the cumulative effect of multiple dynamic factors,
some of which include electrode placement position, muscle contraction levels,
forearm orientations, etc. However, the study of the combined influence of these
dynamic factors has been limited and hence offered us scope to improve the
accuracy of the previous studies. We used the data to extract multiple features
through the Time Dependent Power Spectrum Descriptor (TD-PSD) algorithm,
which has proven to be one of the best methods of feature extraction. Samples
are classified using the Neural Pattern Recognition Toolbox with scaled con-
jugate gradient backpropagation as the training algorithm, which gives an
improved accuracy over Support Vector Machine (SVM) classifier. Neural
Network is trained using the EMG signals of 10 subjects performing multiple
hand movements to achieve classification accuracy up to 94.7%. The results
obtained are a testimony to the fact that the suggested method is competent to
improve the operation of pattern recognition myoelectric signals.

Keywords: Feature extraction � Pattern recognition � Clustering �
Classification

1 Introduction

In a country like India, with more than half the population working in the agricultural
or labor sector where physical injuries are inevitable, a large number of people undergo
limb losses. Apart from the limb loss due to physical injuries, India is also the third
largest home to diabetes patients who eventually have to amputate their limbs to the
disease [1]. The discovery of an artificial limb or prosthesis provides the much needed
respite to the amputees in India and across the globe.

Prosthesis is defined as a man-made device attached to the subject body to replace a
part which could have been lost through trauma, disease or other congenital conditions.
The statistics of the National Limb Loss Information Centre reveal that the upper limb
amputations account for a much greater part of the overall trauma related amputations
[2] and hence in this entire paper, we focus on the arm amputations and the prosthetic
arms.
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Many different kinds of robotic arms have been developed since its inception [3],
ranging from grippers capable of performing basic industrial applications like lifting,
moving, etc., to extremely detailed ones capable of enacting every possible human
hand function.

The functioning of prosthetic arms is indeed a complex mechanism and involves
deciphering the intended movement with the help of the electrical activities of the
muscles, which are known as electromyogram (EMG) signals. The recording of the
EMG signals is done through non-invasive methods through the surface of the skin of
the amputee.

An overall process of controlling a prosthetic arm usually involves an electrode
placed directly on the surface of the amputee used to record the signals, which are
amplified, filtered and sampled to get a refined data set to be considered for deciphering
the movement to be performed. This data is used for EMG pattern classification which
includes processing of EMG signals, extraction of features and classification [4].

Continuous research in this field has brought advancements in this field with around
90% accuracy [5]. A number of factors that influence pattern recognition have been
studied, for example, strength exerted by muscle [6], limb orientation [7], and electrode
placement [8]. Other forms of noise may also cause problems [9]. The effect of these
factors has been studied individually but [10] recently studied the effects of a combi-
nation of muscle contraction levels and forearm orientation on classification of EMG
signals.

Feature extraction methods are used to get useful information out of almost
meaningless and random time series EMG signals. Feature extraction can be done
using methods like Time Domain based features [11], Discrete Fourier Transform [12],
or Time Domain-Power Spectral Descriptors (TD-PSD) [13], etc. TD-PSD method as it
has been established to be the best among all methods by previous literature [10].
TD-PSD method quantifies the angle of the EMG pattern rather than the amplitude
which gives more robust results in comparison to other feature extraction methods.
Feature extraction is then followed by a classifier which ultimately differentiates
between actions and force levels with which it needs to be performed by giving an
input to the digital controllers which controls the prosthetic arm. Support Vector
Machine classifier was used in [10]. It has been proven to be equally good if not better
to other classifiers such as Linear Discriminant Analysis (LDA), kNN, Random Forest
and Naive Bayes [10].

This paper has tried to study the combined influence of different orientations of the
forearm and varied muscular contraction levels on EMG pattern recognition. It has tried
to continue and improve on the work done in this domain previously [10] and used
their data set which was recorded live in Iraq as well as Australia. The data consists of
ten intact limbed amputee subjects on which multiple electrodes were placed. These
electrodes captured the EMG signals generated by 6 different movement classes at 3
varied contraction levels, with 3 trials given to each recording performed in 3 different
orientation of the forearm. This data was used to extract the features by using the
TD-PSD feature extraction method. Here, we have utilised the Neural Network Pattern
Recognition toolbox available on MATLAB 2014 and subsequently compared the
classification accuracy of this classification method with the previously used support
vector machine classification method.
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Section 2 discusses the data acquisition as well as the major methodologies and
concepts used in feature extraction as well as classification involved in the study.
Section 3 discusses the results obtained followed by the concluding remarks in Sect. 4.

2 Methods

2.1 Experimental Protocol

A normal computer display is placed in front of the subjects. The subjects were made to
perform six actions or movements, which are, closed fist, opened fist, extension of
wrist, flexion of wrist, wrist ulnar deviation, and wrist radial deviation. Three forearm
orientations were considered: wrist fully supinated, at rest, and fully pronated, marked
as 1st, 2nd, and 3rd orientations. Movements are performed at varied contraction
levels: low, average and high in each orientation of all the six movements. Overall,
each subject gave 162 trials: 6 classes of moves � 3 orientations of the arm � 3 levels
of muscular contraction � 3 trials per movement.

2.2 Feature Extraction Method: Time Domain Power Spectrum
Descriptors

Recent studies in Electromyogram (EMG) pattern recognition show the error when the
implementation of myoelectric control system is carried out [14]. When tests are carried
out on EMG patterns for the same movement at different position, the controller shows
limited performance. The feature extraction method is known as TD-PSD [13] is
utilized to minimize the effect of limb position on classification.

The feature vector is obtained in two steps. In the first step, using the sampled time
series EMG signal and transforming them through Fourier transform and Parseval’s
relations, a set of power spectrum features is extracted. Then the sampled time domain
EMG signal is logarithmically scaled and the power spectrum moments are obtained
from it. This is also called cepstral feature extraction method.

In the final step, the total six features are extracted which are nothing but the
orientation between the power spectrum moments for original electromyogram signal
and its cepstral version using a cosine similarity rule. The next section explains the
feature extraction method in detail.

In Fig. 1 x[j] with j = 1, 2,… N, of length N denotes the sampled set of EMG
signal. EMG trace within a certain epoch can be expressed as a function of frequency
by means of Discrete Fourier transform (DFT). The feature extraction process begins
by observing Parseval’s theorem which states that the sum of the square of the function
is equal to the sum of the square of its transform.

XN�1

j¼0
jx j½ �j2 ¼ 1

N

XN�1

k¼0
jX k½ �X * k½ �j ¼

XN�1

k¼0
jP½k�j ð1Þ
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Frequency index is denoted by k and P[k] is the power spectrum without phase [15].
This method will deal with the whole spectrum because the full frequency description is
symmetric in nature which we obtained from Fourier Transform and we cannot obtain
the power spectral density directly from the time-domain. So, all odd moments will be
considered as zero. So, m is denoted as moment and n as order of the moment of the
power spectrum P[k].

mn ¼
XN�1

k¼0
knP½k� ð2Þ

In the equation shown above, if the value of n is nonzero then the Fourier trans-
form’s time-differentiation property is used and when n = 0 then Parseval’s theorem is
used. This kind of property states that Dn is denoted as discrete time signals, which can
also be written as multiplying the X[K] by k to the nth power.

F Dnx½j�½ � ¼ knX k½ � ð3Þ

The moments which will help in extraction of feature sets as shown in Fig. 1 are:
Root squared zero order moment: This feature mainly denotes the strength of

muscle contraction, or the frequency-domain’s total power.

�m0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN�1

j¼0
x½j�2

r
ð4Þ

Fig. 1. Block diagram of time domain power spectrum descriptors feature extraction method
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Root squared second order moments: Power spectrum is denoted as the second
order moments.

�m2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN�1

j¼0
Dx½j�ð Þ2

r
ð5Þ

Root squared fourth order moments: For the fourth order moment we raise the
power of frequency index by 2 in second order moment.

�m4 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN�1

j¼0
ðD2x½j�Þ2

r
ð6Þ

So, the second and the fourth moment derivatives of the signals are used to min-
imize the signal’s full energy; hence, we normalize (k = 0.1) to limit the influence of
noise on all moments.

m0 ¼ �m0

k
m2 ¼ �m2

k
m4 ¼ �m4

k
ð7Þ

Now, the first three features using the above moments are:

f1 ¼ logðm0Þ ð8Þ

f2 ¼ logðm0 � m0Þ ð9Þ

f3 ¼ logðm0 � m4Þ ð10Þ

The other three features are:
Sparseness: Sparseness measures the amount of energy is packed in only minor

components of a vector. This feature can be expressed as:

f4 ¼ log m0

. ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m0 � m2ð Þ m0 � m4ð Þ

p� �
ð11Þ

Such a feature describes a vector with all elements equal with a sparseness measure
of zero that is m2 and m4 equal to zero because of differentiation and so f4 = 0. For all
other sparseness levels, value should be greater than 0 [14].

Irregularity Factor (IF): It denotes the measure of ratio of the count of upward zero
crossings to the number of peaks. This feature can be expressed as in terms of spectral
moments:

f5 ¼ logðm0=
ffiffiffiffiffiffiffiffiffiffiffi
m0m4

p Þ ð12Þ

Waveform Length Ratio (WL): The summation of absolute value of the first and
second derivative of EMG signal over its entire length is calculated to find the
waveform length (WL) feature using the formula:
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f6 ¼ log

PN�1
j¼0 jDxjPN�1
j¼0 jD2xj

 !
ð13Þ

Now on the basis of Fig. 1, we form a matrix a = [a1, a2, a3, a4, a5, a6] by using
the six extracted features. We also add another feature vector, expressed as b = [b1,

b2, b3, b4, b5, b6], which is extracted logarithmically scaled version log (x2
x2

). For each
EMG channel the final 6 features are extracted which are nothing but the orientation
between the vectors obtained earlier. A cosine similarity rule is used to find these
features given as

fi ¼ �2aibi
a2i þ b2i

ð14Þ

2.3 Artificial Neural Network

It makes a network of artificial neurons that map the input to the output, both of which
are known to us with certainty. A backpropagation network consists of at least three
layer which are one input layer, one output layer, and one or more hidden layers in
between the input and output layers. The hidden layer has a number of hidden neurons.
The network is trained, that is, the various connection weights and bias values are
adjusted so as to generate the desired outputs for the given inputs. The error generated
at the output is the difference in our desired output and the present output at the output
nodes. This error is backpropagated from the output layer to the input layer through the
hidden layer(s). This changes the connection weights to reduce the error. This process
is called backpropagation.

For the classification process, Neural Pattern Recognition toolbox has been used,
available in MATLAB 2014, where the extracted TD-PSD features from EMG signals
obtained from 10 subjects are treated as input, that is, the data to be classified. Net-
works of pattern recognition are feed-forward networks which can be used to train and
classify inputs according to their target classes.

To train the network, we use the scaled conjugate gradient backpropagation method
of classification. This training function comprises of three layers in total. There is just
one hidden layer. The number of neurons is selected according to our network size.

3 Experimental Results

To report our results, we combine all the data and classification results from our 10
subjects. There are a total of 1620 samples from 162 trials of our 10 subjects. We first
divided our samples randomly to feed into the pattern recognition tool using scaled
conjugate gradient backpropagation algorithm. We used 70% of those samples for
training, 15% of those samples for validation and 15% of those samples for testing.
Figure 2 shows the confusion matrix for training with TD-PSD features:
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We now conducted a systematic study where, at each forearm orientation, we
selected the data from one contraction level to train our classifier and then used the data
from all contraction levels for testing our model.

For the case when we use the data of low contraction level in orientation 1 for
training, Fig. 3 shows the confusion matrix and receiver operating characteristics
(ROC), and Fig. 4 shows the performance curve. These plots help in the gauging the
efficiency of a supervised learning algorithms (Table 1).

Fig. 2. Preliminary testing results with the entire dataset.

Fig. 3. (a) Confusion matrix and (b) ROC for training with low force level at orientation 1 and
testing with all forces of the same orientation.
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The classification accuracy was the highest when training data from medium
contraction level was used, at each forearm orientation.

Next, the classifier was trained and tested with data from different orientations.
Specifically, for training, each orientation was selected one by one and the TD-PSD
features extracted from data of all three muscle contraction levels was used. The
TD-PSD features exacted from all the contraction levels of the other two orientations
was the testing data.

There was a decline in classification performance from the earlier scenario, pre-
dictably so. For the case when the network was trained using data from orientation 1,
and tested using data from orientations 2 and 3, Fig. 5 shows the confusion matrix and
ROC. Figure 6 shows the performance curve.

Fig. 4. Performance curve for training with low force level at orientation 1 and testing with all
forces of the same orientation.

Table 1. Same orientation analysis. Testing was done using all forces within an orientation.

Orientation Training and testing parameters Accuracy %

Orientation 1 Train Low Force Hidden Neurons = 140 78.9%
Train Medium Force Hidden Neurons = 140 85.4%
Train High Force Hidden Neurons = 140 78.2%

Orientation 2 Train Low Force Hidden Neurons = 47 81.8%
Train Medium Force Hidden Neurons = 35 83.6%
Train High Force Hidden Neurons = 35 79.3%

Orientation 3 Train Low Force Hidden Neurons = 47 79.4%
Train Medium Force Hidden Neurons = 35 81.4%
Train High Force Hidden Neurons = 35 80.4%
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Training the classifier with data from orientation 2 (as opposed to orientations 1 or 3)
and testing the network with the other orientations resulted in the highest classification
accuracy, which is 69.1% on average.

These results can be compared to those obtained by using support vector machine
(SVM) classifier with SVM parameters as C = 32 and c = 0.0625 (Table 2).

Fig. 5. (a) Confusion matrix and (b) ROC for training the classifier using orientation 1 data.
Testing using data from orientation 2 and 3

Fig. 6. Performance curve for training the classifier using orientation 1 data. Testing using data
from orientation 2 and 3
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4 Concluding Remarks

Using TD-PSD as the feature extraction method, a comprehensive study of how
varying muscle contraction levels and different forearm orientations together affect the
EMG pattern recognition was conducted. It has been well established that the TD-PSD
is a superior feature extraction method in comparison to other feature extraction
methods. This paper has employed a new classifier, namely, Neural Network Classifier
with scaled conjugate gradient back propagation training algorithm on MATLAB to
improve the classification accuracy. Training this new classifier with data of six
movement classes, each carried out with multiple muscular contraction levels and at
various forearm orientations, by using TD-PSD features offers satisfactory classifica-
tion accuracy and an improvement over Support Vector Machine classifier.

Maximum classification accuracy is obtained when the training data includes all
forearm orientations. It is also observed that using training data from medium muscle
contraction level provides the best accuracy when testing in comparison to low or high
force levels.

Table 2. Different orientation analysis.

Training and testing data Movement class Neural network
classification accuracy

Support vector
machine accuracy

Train: Orientation 1
Test: Orientation 2 and 3

C1 69.7% 66%
C2 72.5% 50%
C3 74.3% 60%
C4 65.3% 55%
C5 60.4% 48%
C6 64.1% 63%

Train: Orientation 2
Test: Orientation 1 and 3

C1 66.9% 70%
C2 67.0% 37%
C3 86.5% 68%
C4 77.3% 57%
C5 63.7% 62%
C6 67.7% 62%

Train: Orientation 3
Test: Orientation 1 and 2

C1 68.8% 65%
C2 50.8% 38%
C3 71.2% 75%
C4 77.2% 35%
C5 60.0% 61%
C6 63.9% 57%
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Abstract. Despite the constitutional and legal provisions, crime against women
in India has been continuously on the rise. While the incidence of crime against
women is sharply on the rise, different dimensions of crime have varied across
the states. Given the NCRB data on crime against women in India at the state
level, the current study examines the dimensions and changing trends on crime
against women and its association with important socio economic variables.
Cluster analysis using agglomerative hierarchical method suggests for three
clusters. We then use the widely used K-Means clustering method to arrive at
the final clusters. The analysis reveals strong association of the rate of crime
with that of socio economic variables like poverty rate, per capita state domestic
product, literacy rate and the human development ranking of the state. The study
reveals the importance of development indicators as much as the legal provi-
sions in bringing down the rate of crime against women in India.

Keywords: Crime � Women � India � Development � Cluster analysis

1 Introduction

Despite constitutional provisions and legal advancements to prevent and deal with crime
against women, the rate of this crime in India is continuously on the rise. The incidence
of crime against women has more than doubled over the past ten years [1]. NCRB report
reveals that crime has been recorded against women in every three minutes which could
be in the form of rape, dowry death, suicide or domestic violence [1]. Women in India
continue to suffer from violence of different depths and dimensions.

While India has progressed in economic growth since economic liberalization in the
nineties, it struggles to guarantee the levels of freedom for women, where women in
India are not yet totally liberated from the dominance of men. The Thompson Reuters
Survey of G 20 nations in 2012 shows India ranks in the worst place to be a woman [2].
In addition, gender based violence including rape, domestic violence, mutilation and
sexual abuse are seen as serious causes of health problem for women [3]. At a global
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level the health burden from gender based victimization is comparable to that from
other conditions already high on the world agenda. Addressing this issue to understand
the nature and causes for crime against women and the laws to prevent and act
effectively is a matter of utmost importance.

While the incidence of crime against women in India is sharply on rise, different
dimensions of crime have varied across the states [1]. NCRB report in 2015 highlights
the alarming increase in crime in some of the major cities of India, the NCR region of
Delhi being on the top [4]. The causes for crime against women can be broadly
classified under economic, social, demographic, psychological and legal [5]. While
factors like unemployment, poverty, education, male economic dominance are the
economic causes; power imbalance, female dependency, alcohol consumption, sex
ratio are the social and demographic factors. Personality disorders, low self esteem,
lack of assertiveness, lack of moral education are the psychological factors. Inefficiency
of laws can be a legal cause leading to high crime rate.

Studies earlier have examined the influence of some of the socio economic factors
on crime against women of specific nature like rape and domestic violence with specific
reference to India [6, 7]. Analysis of overall crime at a global level across and cities and
states of countries have been conducted earlier using the multivariate analysis largely
with classification techniques [8–10]. Given the NCRB data on crime against women in
India at the state level, the current study examines the dimensions and changing trends
on crime against women and its association with important Socio economic variables at
a state level.

2 Related Work

We come across very few studies specifically analyzing the causes of crime against
women in India. A study by Dutta et al. examines the risk factors for domestic violence
at the state level using the NFHS-3 database [6]. The paper attempts to examine many
risk factors specifically with domestic violence. A limited dependent model is used to
estimate the effects. A broad investigation revealed that men’s exposure to intergen-
erational violence and alcohol consumption by partner emerge as significant risk fac-
tors. Other variables included were educational attainment by female as well as the
husband, her employment status, the employment status of the husband, and demo-
graphic factors like caste and religion. Study by Mitra and Singh, 2007 shows the
typical paradox in the state of Kerala when it comes to domestic violence committed
against women [7]. The study shows that high educational attainment has fostered new
aspirations and attitudes among women in Kerala. The asymmetry between the attitude
of educated wife who is not willing to be typically a submissive wife and the con-
servative attitude of less educated husband who is perceived by societal norms to be the
decision maker of the house often contributes to domestic violence. This kind of

244 A. Dhawan and M.G. Deepika



domestic conflict between the husband and wife is generally absent in states where
women are for the most part much less educated and more submissive to men.

Studies pertaining to analysis of overall crime at a global level, testing the asso-
ciation of crime rate with socio economic variables have largely used the classification
techniques. Way back in 1970s Downs had demonstrated using factor analysis that
cities in the US experiencing these violent events tend to be the largest, least rapidly
growing, most densely populated whose citizens are less educated, have low income
and higher unemployment rates than those in cities in which no incidents of racial
violence have taken place [11].

Land et al. (1990) apply the discriminant factor analysis to group US cities with a
high or low crime rate [8]. The variables that are included in the study are median
family income, the percent of family living below poverty line, Gini index of family
income inequality, percent of population that is black, and percent of children under
age 18 not living with both parents. Williams and Gedeon (2004) have used multi-
variate analysis to help classify US cities as safe or unsafe according to several vari-
ables [9]. Chiricos (1987) addressed the issue of a relationship between unemployment
and crime rate and concluded that it is a positive one [10]. Research by economists in
the 1960s has demonstrated that difference in socio-economic structure may result in or
be the motivation for criminal acts. The work of Becker, Fliesher and Singell have
demonstrated that variables which are surrogate measures of opportunity and price
structure (employment, education, income and so on) may explain allocations of time
between legitimate and illegitimate criminal activity [12–14].

3 Data Source and Definition of Variables

The study is purely based on secondary sources of information. Data on total incidence
of crime and rate of crime against women in different states of India has been gathered
from the National Crime Records Bureau for the years from 2000 to 2013 [1]. Data for
other variables used for analysis like Sex ratio [15, 16], Literacy rate [17, 18], Poverty
rate [19], Per capita SDP [20], HDR ranking of states [21], and unemployment rate [22]
have been gathered from different government sources for the two census years of 2001
and 2011 and the unemployment rate available for the year 2015.

Total incidence of crime (TC) is the total number of incidences of crime against
women reported each year. Rate of crime (RC) is the crime against women reported per
lakh of population. Sex ratio (SR) is defined as the number of females per thousands of
males. Literacy rate (LR) the total percentage of the population at a particular time aged
seven years or above who can read and write.

Per capita SDP, (PSDP) is the Gross State domestic product divided by population
of the state. Poverty Rate (PR) is defined as the ratio of the number of people (in a
given age group) whose income falls below the poverty line; taken as half the median
household income of the total population). Human Development Index and Rank
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(HDR) (It is a composite statistic of life expectancy, education, and per capita income
indicators, which are used to rank states Unemployment Rate (UR), is share of the
labor force that is jobless, expressed as a percentage.

4 Methodology

The study has used descriptive statistics to understand the nature, dimensions and
magnitude of different types of crimes against women across the states of India. To
examine the association of the rate of crime with the select socio economic indicators
we together use the hierarchical and K-means clustering techniques.

Cluster analysis is a technique used to classify objects or cases into relatively
homogeneous groups called clusters. The objects in each cluster tend to be similar to
each other and dissimilar to other clusters. Cluster Analysis is also called Numerical
Taxonomy. Hierarchical cluster is a procedure characterized by the development of
hierarchy or tree like structure. In Hierarchical Clustering procedure each object starts
out in separate cluster. In this the clusters are formed by grouping objects into bigger
and bigger clusters. By using the Agglomeration schedule the objects or cases are being
combined at each stage of hierarchical clustering process. The Agglomeration schedule
with the Dendrogram helps in identifying the right number of cluster to classify objects.
Euclidian distance which is the square root of the sum of squared differences in values
for each variable is the distance measure used. Linkage method using the Ward’s
procedure is used to arrive at linking the objects in the cluster. Ward’s Procedure is a
variance method in which the squared Euclidean distance to the cluster means is
minimized. Once the right number of clusters are identified from the agglomeration
schedule using the hierarchical clustering process, we then use the non-hierarchical
K-Means clusters to identify the cluster membership. The non-hierarchical clustering
method is frequently referred to as K-means clustering. In the sequential threshold
method, a cluster center is selected and all objects within a pre-specified threshold
value from the center are grouped together. Then a new cluster center or seed is
selected and the process is repeated for the unclustered points. Once an object is
clustered within the seed it is no longer considered for clustering with subsequent
seeds.

K-Means is the most popular of the clustering algorithms. However, using of
K-means needs the prior knowledge of the number of clusters. In the absence of the
theoretical knowledge of the number of clusters we use the hierarchical agglomerative
cluster which helps in arriving at the most suitable number of clusters denoted by the
agglomeration schedule and the dendrograms. Once the ideal number of clusters is
specified we then use the K-means to arrive at the final clusters. The K-means algo-
rithm assigns each point to the cluster whose center is the nearest.
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5 Results and Discussion

5.1 Patterns and Changing Trends on Crime Against Women

Crime against women in India are broadly classified by NCRB under two heads;
Crimes under the Indian Penal Code (IPC) and Crimes under Special and Local Laws
(SLL). Crimes under IPC includes Rape (Sec 376 of IPC), Kidnapping and Abduction
(Sec 363–373 of IPC), Dowry Deaths (Sec 304-B of IPC), Physical and Mental Torture
(Sec 498 of IPC), Molestation (Sec 354 of IPC), Sexual Harassment (Sec 509 of IPC)
and Importation of Girls (Sec 366-B IPC). Government usually after regular interval of
time review and make alteration if needed in the already existing laws that affect
women. There are specific acts which have special provisions to safeguard women and
their interests. Those are the crimes that fall under the SLL. These include - The
employee state insurance Act of 1948; The Plantation Labor Act; The family Court
Act, 1954; The special marriage Act, 1954; The Hindu marriage Act, 1955; The
Succession Act, 1956; Immoral Traffic (Prevention) Act, 1956; The maternity Benefit
Act, 1961; Dowry Prohibition Act, 1961; The medical termination of pregnancy Act,
1971; The contract labor Act, 1976; The equal Remuneration Act, 1976; The child
marriage Restraint Act, 1979; The criminal law Act, 1983; The factories Act, 1986;
Indecent Representation of women Act, 1986; Commission of Sati (Prevention) Act,
1987; and Domestic Violence Act, 2005.

Table 1. Incidence and rate of crime against women in India.

Year I R

2000 141373 14.1
2001 143795 14
2002 147678 14.1
2003 140601 13.2
2004 154333 14.2
2005 155553 14.1
2006 164765 14.7
2007 185312 16.3
2008 195856 17
2009 203804 17.4
2010 213585 18
2011 228650 18.9
2012 244270 41.74
2013 309546 52.24
2014 337922 56.3
2015 327394 53.9

Note: I = Incidence of crime, R = Rate of crime
Source: Table compiled by the author using data from NCRB from the
year 2000 to 2015, http://ncrb.nic.in/
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Table 1 along with Fig. 1 clearly shows the increase in the overall rate of crime in
the recent years with a sharp increase since the year 2012. The overall crime rate
against women has increased from 14.1 percent in the year 2000 to 53.9% in 2015.
Figure 1 shows that there has been increase in crime rate from 2011 to 2015. The major
states and cities that contribute to increase in crime rate are Delhi, Kerala, Haryana and
Rajasthan. Kerala inspite of its high development indicators has reported overall 455
crimes on per lakh population. State like Haryana which has low sex ratio has also
showed increase in crimes like female foeticide, early marriages, cruelty by husbands
(Table 2).

The highest contributor to the total crime is that of Cruelty by husband and relatives
(38.51) followed by Molestation (21.83), Kidnapping and Abduction (12.65) and Rape
(11.05). Looking into the individual trends in the total crime over the years there is an
overall increase on the rate of crime caused by cruelty by husband and relatives,
kidnapping and abduction and rates in other crimes more or less remaining the same
and eve teasing dropping consistently.

From Table 3 it is evident that among the states and cities of India, Delhi, Tripura,
Assam, Andhra Pradesh, West Bengal, Rajasthan, Bangalore, Madhya Pradesh, Kerala,
Haryana are with very high average rate of crime. Whereas Nagaland, Meghalaya,
Manipur, Kolkata, Sikkim, Mumbai show low average rates of crime. A Sharp increase
in percentage of crime rate is recorded in West Bengal, Meghalaya, Tripura, Assam,
Sikkim, Kolkata, Kerala, Manipur and Delhi. States and cities like Chennai, Tamil
Nadu, Arunachal Pradesh, Chhattisgarh, Uttar Pradesh, Madhya Pradesh, Punjab and
Himachal Pradesh have shown a decline in crime rate.
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Fig. 1. Trends in rate of crime against women in India. Note: Rate of crime: The rates are
calculated by National Crime Records Bureau as the number of incidents per 1,00,000 of
population. Source: Figure compiled though the data gathered from NCRB data, various years,
http://ncrb.nic.in/.
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5.2 Results of Cluster Analysis

To examine the association of rate of crime with socio economic variables we conduct
cluster analysis using the hierarchical and K-means clustering techniques. The vari-
ables included in the analysis are the rate of crime, the total incidence of crime, sex
ratio, literacy rate, poverty rate, percapita State Domestic Product, Human development
rank and unemployment rate in the state level. The Agglomeration schedule and the
dendrogram (shown in Fig. 2) indicate three clusters as ideal. We then use the K-Means
cluster analysis indicating three clusters to arrive at cluster membership and the final
cluster centers showing the mean values of the variables (Tables 4, 5 and 6).

The results show 13 states in cluster 1, 14 in cluster 3 and one in cluster 2. The
mean values of rate of crime and the total incidence of crime in states cluster 1 and 2 is
lower compared to cluster three. The states in cluster 1 and 2 on an average show
significant association with high literacy rate, low poverty rate, high per capita SDP and
good Human development rankings. However, there is no association found with
unemployment and sex ratio. The state of Goa turns out to be a classic case of good
development indicators with respect to most of the variables in the analysis and low

Table 3. Rate of crime against women across the states and major cities
of India (average rate of crime for the years 2000 to 2013), by NCRB

States RC State RC

Delhi 37.58 Maharashtra 16.76
Tripura 35.84 Gujarat 16.48
Assam 35.15 Karnataka 15.61
Andhra Pradesh 33.13 Tamil Nadu 14.29
West Bengal 31.78 Jharkhand 13.51
Rajasthan 30.08 Uttarkhand 13.24
Bangalore 28.49 UP 12.82
Madhya Pradesh 27.29 Punjab 12.48
Kerala 25.88 Goa 11.47
Haryana 25.85 Bihar 10.44
Jammu & Kashmir 25.40 Mumbai 10.23
Orissa 23.64 Sikkim 10.16
Chhattisgarh 22.75 Kolkata 9.41
Chennai 18.92 Manipur 8.83
Arunachal Pradesh 18.05 Meghalaya 8.37
Mizoram 17.74 Nagaland 2.19
Himachal Pradesh 16.83 All India Average 24.39

Note: The above table consists of average of Total Rate of Crime (2000–
2013) of each state and city. They are arranged in descending order on
the basis of All India rate average.
Source: The above table is compiled by the author, using the relevant
data about the states from, http://ncrb.nic.in/.
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Fig. 2. Dendrogram showing the ideal number of clusters

Table 4. Number of cases in each cluster

Cluster No. of cases

1 13
2 1
3 14
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crime rate. Some states like Kerala, Manipur and Meghalaya are misclassified when
looked at classification based on total rate of crime and incidence of crime. This
paradox can however be explained. Kerala inspite of high development indicators has
been experiencing high crime against women due to asymmetry between the education
status of male and female. Kerala also records high rate of crime largely due to high
reporting by the victimized women. Tribal states of north east like Manipur and

Table 5. Cluster membership (states under each cluster)

Cluster 1 Cluster 2 Cluster 3

Andhra Pradesh Goa Assam
Arunachal Pradesh Bihar
Gujarat Chhattisgarh
Haryana Jammu & Kashmir
Himachal Pradesh Jharkhand
Karnataka Madhya Pradesh
Kerala Manipur
Maharashtra Meghalaya
Nagaland Mizoram
Punjab Orissa
Sikkim Rajasthan
Tamil Nadu Tripura
Uttarkhand UP

West Bengal

Note: This table shows the position of each state that
has been created by the author on the basis of result
obtained by doing K means cluster analysis.

Table 6. Final cluster centers

Cluster
1 2 3

RA 17.00 11.47 21.69
TC 6053.86 142.35 7417.81
SR 942 965 944
LR 75 85 69
PR 16 5 28
PCSDP 57220 144269 30777
HDR 11 2 19
UR 68 69 63

Note: RC (Rate of crime), TC (Total incidence of crime) SR -
Sex Ratio; LR - Literacy Rate; PR - Poverty Rate; PCSDP - Per
capita State Domestic Product; HDR - Human Development
Rank; UR - Unemployment Rate.
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Meghalaya has very low rate of crime against women in spite of low development
indicators largely due to matrilineal family structure where a woman is the head of the
family.

6 Conclusion

While the incidence of crime against women in India is sharply on rise, different
dimensions of crime have varied across the states. To examine the association of rate of
crime with socio economic variables we conduct cluster analysis using the hierarchical
and K-means clustering techniques. The variables included in the analysis are the rate
of crime, the total incidence of crime, sex ratio, literacy rate, poverty rate, percapita
SDP, Human development rank and unemployment rate in the state level. The
Agglomeration schedule and the dendrogram indicate three clusters as ideal. We then
use the K-Means cluster analysis to arrive at cluster membership and the final cluster
centers showing the mean values of the variables. The mean values of rate of crime and
the total incidence of crime in states cluster 1 and 2 is lower compared to cluster three.
The states in cluster one and two on average show significant association with high
literacy rate, low poverty rate, high percapita SDP and good Human development
rankings. However, there is no association found with unemployment and sex ratio.
The state of Goa turns out to be a classic case of good development indicators with
respect to most of the variables in the analysis and low crime rate. Some states like
Kerala, Manipur and Meghalaya are misclassified when looked at classification based
on total rate of crime and incidence of crime. The study reveals the importance of
development indicators like literacy, economic growth, lifting population above pov-
erty line and other human development indicators to bring the crime rate down.
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Abstract. This paper attempts to formulate an algorithm for resolving Sanskrit
null/zero pronouns, specifically null subjects. For this purpose we have con-
ducted an extensive study of two Sanskrit texts, namely, Panchatantra and
Hitopadesha – the neeti texts of Sanskrit literature – focusing on null arguments
of finite verbs. Use of zero or null pronouns in the language is a massive
phenomenon. Null pronouns are empty slots of obligatory arguments of a verb
in a finite clause. Sanskrit verbs may take one, two, three or four arguments,
depending on their subcategorization. We have observed in the corpus that
subject, direct object, indirect object and possessive are the syntactic categories
which could be dropped. We have formulated an algorithm using heuristic rules,
depending mostly on agreement features of the verb and its subject. We have
used the POS annotated data of the above mentioned texts for this study. The
whole enterprise involves linguistic aṇalysis of zero pronouns and then deter-
mining antecedents of zero subject pronouns after detecting them automatically
in the input text.

Keywords: Sanskrit null pronouns � Aṇaphor resolution � Pro-drop

1 Introduction

Sanskrit is a pro-drop language, that is, some obligatory arguments of verb are omitted
in a sentence. We have observed in the Sanskrit corpus that subject, direct object,
indirect object and possessive are the syntactic categories which could be omitted.
However, in this paper we will offer an algorithm for the subject category only. The
language exhibits a strong agreement between subject and verb of an active sentence.
Sanskrit verb encodes the person and number features of its subject, and due to which
the subject is often dropped, as the information regarding the subject can be sought
from the verb itself. In the text of Panchatantra (PT) and Hitopadesha (HP) it has been
well-observed that zero pronouns, i.e. pro-drops, occur frequently. The pro-dropping
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phenomenon is a problem for the activity of translation, especially while rendering
Sanskrit texts into English or English like languages which do not allow argument
omission. When pro-drop constructions are translated into other languages these
pros/zero/null pronouns have to be tracked down, because the grammatical system of
the target language may not allow this pro-dropping. For intelligence possessing
humans this resolution is not a difficult task, as they can comfortably recover the
omitted arguments from the context. But if a machine has to translate Sanskrit texts into
English like languages, then it will face enormous difficulty as it does not have that
intelligence to recover what is not given in the sentence. To solve this problem of
machine we have conducted this research and finalized an algorithm to help machine
recover the omitted arguments. For the resolution of these dropped arguments, the
algorithm relies entirely upon the verb that will give it person and number features of
the dropped subject. The texts of PT and HP were digitized and POS tagged with Indic
Language POS Tagset (IL-POST) developed by Microsoft Research India (Jha et al.
2009). The IL-POST annotates morphosyntactic features also along with grammatical
categories.

2 Methodology

We have first done sandhi (external) splitting of the Sanskrit texts mentioned above,
that were digitized in the UTF-8 format. Then with the help of IL-POSTS (Jha et al.
2009) we have annotated the corpus with POS tags. In this annotation scheme tags are
hierarchically organized. Along with main grammatical categories, their sub-categories
are also specified and the morpho-syntactic features such as person, number, gender,
tense, active, passive, case etc. are also marked with the tag. These attributes are
instrumental in detecting the null subject and also in the resolution of its antecedent.
The tagged corpus was useful for this research only because of annotation of these very
features. After an extensive study of the texts we have formulated an algorithm to
resolve null subjects which is reported in the Sect. 5 and have implemented the system
using java platform. The results have been analysed in the Sect. 7.

3 Sanskrit Zero Pronouns

Sanskrit has a well developed system of pronouns. Many studies like Speijer (1886),
Whitney (1889), Kale (1995) and Gopal (2012) have discussed overt pronouns at
length but the covert pronouns or pro-drops are not dealt with in these works. Sanskrit
allows pro-dropping frequently. Like many other South Asian languages, any obliga-
tory argument of verb can be dropped - be it subject, direct object or indirect object.
There is a strong agreement between the verb and its subject in a sentence. Sanskrit
verb encodes the person and number features of its subject, and this is the reason that
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subject is more often dropped than any other argument, as the information regarding
the subject can be recovered from the verb itself. Unlike Hindi verbs, Sanskrit verbs do
not agree with the objects. Moreover, grammatical subjects of passive clauses which
are logical objects of their active counterparts are also inclined to be omitted. In
certain situations possessor is also dropped.

3.1 Classification of Sanskrit Null Pronouns

Primarily, zero pronouns could be classified into two categories: aṇaphoric and
non-aṇaphoric. Those zero pronouns are aṇaphoric which have antecedents in the
preceding or following discourse and those which do not have antecedents and serve as
a source of generic interpretation are called non-aṇaphoric. To study the null pronouns
of the Korean language Han (2006) has categorized them in the following categories.

This classification is very insightful for classifying Sanskrit null pronouns. We have
adapted the Table 1 for Sanskrit null pronouns with minor changes as per the
requirement of Sanskrit data. For Sanskrit, we have the following Table 2:

3.1.1 Aṇaphoric Null Pronouns
In Sanskrit, as we have said above, aṇaphoric null pronouns occur in a variety of
syntactic contexts: subject, direct object, indirect object, and possessor. Null subjects of
finite clauses are mostly unrealized as they can be easily recovered by the agreement
features of the verb. The topic element of linguistic utterances is usually expressed in
nominative case. Once it is introduced in the discourse and activated cognitively in the
mind of the hearer, it is usually dropped, as illustrated in (1).

Table 1. Classification of Korean zero pronouns by Han (2006)

Text dependent use Aṇaphoric zero pronoun
Discourse-deictic zero pronoun

Text independent use Deictic zero pronoun
Indefinite personal zero pronoun
General situational zero pronoun

Table 2. Classification of Sanskrit zero pronouns

Text dependent use Aṇaphoric null pronoun
Discourse-deictic null pronoun

Text independent use Deictic null pronoun
Generic null pronoun
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1In this example the topic Laghupataṇaka is introduced in u1 as the subject of the
initial sentence of this discourse segment. In u2 and u4 subject arguments are dropped.
These pro-drops are co-referential with the subject of u1. In u3 a possessive has also
been elided which is co-referential with the same entity. In the example (2) below,
direct object is omitted which is coreferential with Bhasurak.

1 The data in this paper is presented uniformly. Every discourse segment is numbered and the
utterances within the segments are further numbered as u1, u2, u3…un. The assumed null forms are
indicated by the sign Ø at their most natural place in the clause. Sanskrit examples are taken from
Panchatantram and their translations are literal.
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Following is an example showing omission of an indirect object.

Though it is very rare, it is also possible in the language to drop all the required
arguments of a verb. The causative form of the verb drishir ‘to see’ requires a subject, a
direct object and an indirect object but all of them are simultaneously omitted in the
utterance segment (4) u3.

In the corpus we have noted that speaker and/or addressee of an utterance are
frequently dropped, as is shown below:
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The use of zero pronouns in Sanskrit is not only aṇaphoric but cataphoric also.
There are limited usages of such expressions in the texts. In the following sentence the
subject of the verb karoti ‘does’ is to be supplied from the succeeding clause:
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3.1.2 Discourse-Deictic Null Pronoun
Sometimes in a discourse, propositions, situations or events also get pronominalised.
Such pronominal forms are called discourse deictic pronouns. Empty forms of such
pronouns have also been sparsely used in the texts. In the following utterance (7) u1etat
is an example of textual-deictic pronoun and in (7) u4 the same entity is dropped
making it an instance of textual-deictic null pronoun.

3.1.3 Deictic Zero Pronouns
Deictic pronouns are linguistic entities which refer directly to the personal, temporal or
locational characteristics of the situation within which an utterance takes place, whose
meaning is thus relative to that situation. Their referent could be interlocutors of the
discourse, an object or a third person relativised to that situation. In the (8) A below, the
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king asks a question using an overt deictic but in the answer in (B) these required
deictics are missing which have been supplied in the corresponding English translation.

3.1.4 Generic Null Pronouns
Like Korean, Sanskrit too employs generic null pronouns which do not refer a par-
ticular individual but people in general. In (9) u1 indirect object of the verb dā ‘give’ is
elided whereas subject and direct object are overtly present. Since this is a statement
regarding people in general, no specific individual is named. In (9) u2 utterance
indefinite generic subject (impersonal subject) is dropped, for the same reason.
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4 Detection of Null Pronouns

Being invisible entity the null pronouns require first and foremost their detection.
Sanskrit being a “free word order” language, words are ordered quite freely. So, exactly
which place a pronoun should occur is not an important question. But it is expected to
occur in a sentence, no matter overt or covert. On the basis of the subcategorization of
the verb one can decide whether or not there exists any null category. Generally, all
Sanskrit verbs require a subject – grammatical or logical. Verbs are subcategorized as
intransitive, transitive and ditransitive requiring one, two and three arguments
respectively. Though, our corpus does not have any tag for these features, in future
research we could incorporate these features in the morpho-syntactic tagging of the
corpus. The corpus does not have tags for null entities. So, for detecting null subjects,
we look at the verb – its voice, and person, number features. If there is a corresponding
nominal/pronominal in the clause then verb has its subject overtly, otherwise covertly.
The covert subjects have to be checked in the previous clauses. Usually three previous
clauses are sufficient for searching the antecedent of this null entity. To detect argu-
ments other than subject, we would need more rigorous tagging, which we plan to do in
future.

5 Algorithm for Resolving Subject Null Pronouns

1. Tokenize each sentence (S) of the input text (POS tagged Sanskrit text), based on a
daṇḍa.

2. Tokenize each clause (C) within the tokenized sentences, based on the tag CSB and
the punctuation (–) dash.

3. (i) Pick up the C in which V.act or V.pas tag is found anywhere.
(ii) Or Pick up the C in which KDP (participle) or KDG (gerund) tags occur at the
final position of the C.
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(iii) Or Pick up the C in which KDP or KDG tags occur at the penultimate position
of the C followed by the conjunction .

For Null Subject Resolution in Active Voice

4. If the C contains V.act tag then find in the same C an NP.nom/NC.nom/PPR.nom
having same number and person features as the verb. If found then leave the
sentence, as this is not an instance of null subject. If not found then lūk for the
same in the previous three clauses. A candidate immediately preceding
particle will get preference over other candidates. If is not there then the
nearest candidate will be the resolution.

4:a If V.act.du tag occurs in C then find an NP.nom/NC.nom/PPR.nom with.du.
attribute or two instances of an NP.nom/NC.nom/PPR.nom with.sg. attribute. If
found then leave the sentence. If not found then look for the same in the previous
three clauses. The nearest candidate is the antecedent.

4:b If V.act.pl tag occurs in C then find an NP.nom/NC.nom/PPR.nom with.pl.
attribute or at least three instances of an NP.nom/NC.nom/PPR.nom with.sg.
attribute. If found then leave the sentence. If not found then lūk for the same in the
previous three clauses. The nearest candidate is the antecedent.

5. For all the conditions stipulated in 4, 4a. and 4b. treat KDP and KDG as V.
6. If a C has no NP.nom/NC.nom/PPR.nom but has V.act. occurring at the final

position of the C is then look for an
NP.nom/NC.nom/PPR.nom tag having same number and person features of the
above mentioned verbs in the previous three clauses. If the immediate utterance is
within inverted commas, then go back to the immediate clause preceding the
whole quoted discourse segment. The NP.nom/NC.nom/PPR.nom with compat-
ible features will be the antecedent.

For Logical Null Subject Resolution in Passive Voice

7. If the C contains V.pas or KDP or \KDG or \KDG or \KDG or \KDG or
\KDG or \KDG or \KDG tag then find an NP.ins/NC.ins/PPR.ins tag having

any number and person features. If found then leave the sentence.
8. If NP.ins/NC.ins/PPR.ins is not found then look for them in the previous two

clauses. The nearest candidate is the antecedent. (A candidate preceding nāma
particle will get preference over other candidates. If nāma is not there then the
nearest candidate will be the resolution.)

6 System Architecture

The NARSS (an acronym for Null Aṇaphor Resolution System for Sanskrit) has four
modules to undergo for processing before the desired resolution. These are preprocessor
which replaces the double daṇḍas with single daṇḍas which works as a delimiter for
tokenisation; String tokeniser which tokenises sentences/clauses and later on words; Tag
checker which checks the categories of words and consequently determines the presence
or absence of null arguments, and finally Morph-checker (morpho-syntactic features
checker) to fix the resolution of null anaphors.
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6.1 Brief Description of the Processes

The system takes POS annotated data of Sanskrit in UTF-8 format as input. It goes
through five processes before it gets the final result as is shown in the diagram. The
input is pasted in the text area of the system which is available in the homepage of
NARSS, and then it is sent for processing and resolution. The pre-processor of the
system replaces the double daṇḍas with single daṇḍas (it is customary in Sanskrit to
use double daṇḍas at the end of a verse). Afterwards, the data is tokenized in single
sentences delimited by a single daṇḍa. After sentence tokenization, within sentences
each clause is tokenized with the help of connective tags. And then each word of a
clause is tokenized. The system considers a single tokenised clause at a time for
resolving null aṇaphors. In each tokenized clause the system first checks whether it
contains or not a verb, a participle or a gerund. If they are not in that clause then it
leaves that clause as our system is based on agreement features of verb and its subject.
And verb being absent from the clause, there could not be established any agreement.
The system, then, considers next clause for the same. And if a verb, a participle or a
gerund exists in the clause, it searches for a corresponding subject on the basis of
morphosyntactic features as per our rules (see the algorithm in the Sect. 5). If a subject
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entity is found in a clause then that clause too is abandoned as it does not have a null
subject. And if the subject is not found then the system holds the clause and searches
the antecedent of the null subject. The resolution of this antecedent for the null subject
is done as per our algorithm. After resolving the null argument in a sentence the system
moves on to the next sentence and operates likewise till the end of the string. The
candidates for being the antecedents of null subjects are common nouns (NC), proper
nouns (NP), personal pronouns (PPR) and relative pronouns (PRL) as per our gener-
alisations in the PT and HP. The antecedents of PPR and PRL will be resolved further.
All these categories are simply identified on the basis of their morphosyntactic tags.
Thus POS tagging information is very crucial for aṇaphora resolution in this system.

7 Result Aṇalysis

As we have noted above, Sanskrit allows not only subjects to drop but also direct
objects, indirect objects, and possessors. In this experiment we were dealing with the
resolution of null subjects only. Following is a tabular description of our tentative
results. We are still in the process of improving our results (Table 3).

8 Conclusion and Future Research

In this paper we have presented an ongoing work on Sanskrit null pronouns based on
two story texts, namely, Panchantra and Hitopadesha. A classification of null pro-
nouns was done according to the linguistic behavior of the pronouns concerned. We
have taken examples from the said texts only. We have formalized a scheme of tok-
enizing different types of clauses as per our convenience of dissecting discourse
utterances. Each tokenize clause has a finite verb or participles. On the basis of
agreement features of Verb and its subject, an algorithm has been evolved and pre-
sented. Using this algorithm we have implemented the system NARSS which is giving
us encouraging results. We plan to put this system online (at http://sanskrit.jnu.ac.in)
for resolving Sanskrit null pronouns developed in the Java platform. The system will be
enhanced by incorporating rules for resolving object, indirect object and possessor
categories of null construction.

Table 3. Evaluation results of Sanskrit zero pronouns

Voice Clauses with explicit
verb/participle

Clauses with
null subject

Resolution
Correct Wrong

Active 4860 1824 1122 702
Passive 4456 1240 934 306
Total 9316 3064 2056 1008

266 M. Gopal and G.N. Jha

http://sanskrit.jnu.ac.in


Appendix: A Sample of Tagged Text We Used for This Research
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Abstract. Comparing the semantics of a pair of sentences has been an
interesting yet unstructured problem. Semantic analysis is mostly elusive
due to the fact that the semantics of Natural language constructs cannot
be measured, let alone be compared to one another. Methods like Latent
Semantic Analysis(LSA) and Latent Dichlaret Analysis(LDA) are able
to capture broader semantics between documents, but their contribution
in pairwise comparison tasks which require deeper semantics may be
limited. In this paper we present a local alignment based scoring scheme
for sentence pairs using word embeddings and how this can be used as
a feature for some popular text analysis tasks such as summarization,
paraphrase comparison, topic profiling and other semantic comparison
tasks. We also present a theoretical analysis on the metrics used in this
approach and a separability argument using t-SNE plots. Furthermore
we detail our Spark implementation model for the pairwise comparison
and summarization.

Keywords: Pairwise comparison · Semantic alignment · Smith-
Waterman · Word embeddings · Apache Spark · Word vectors · Text
summarization

1 Overview

Text similarity is a well researched domain in which semantic similarity forms a
much smaller subset task [12]. While text is easy to align and score thus quan-
tifying the measure of similarity between two textual strings, finding a deeper
match between the real information represented by the query and template text
phrases is an elusive problem. To be precise, comparing the inner meanings rather
than plain strings, is difficult. There are numerous text similarity measures and
algorithms that can be used as given by [6]. We will use Smith-Waterman local
alignment for comparing sentence pairs; pairwise comparisons can be thus quan-
tified [11]. This can be treated as a distance measure or metric of relatedness
between the two sentences. The main issue in such a method is the complexity
of computing the pairwise distance matrix which will be used for further more
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specific tasks of interest. That being said, these computations can be easy par-
allelised as there are no dependencies once the pairs are identified. For this, we
employ the popular Apache Spark R© framework to deploy the computations to
a cluster.

Most recent developments in text analysis is the usage of deep learning as
the basic technique to yield, over state of the art results. Deep learning can be
employed to do pairwise phrase semantics comparison using deep neural archi-
tectures from scratch [9]. The main issue with deep learning is the computing
requirements for training these massive neural nets. Our approach to this was
to use pre-trained word embeddings so that the training part can be foregone;
pre-trained word vectors are available in plenty and so are the tools used for
generating these vectors given a monolingual corpus, such as the word2vec tool
by Google R©. For using an alignment algorithm, we required a scoring scheme
or a score matrix which in many cases is statistically learned or estimated. But
when it comes to words and semantics we have see that this does not yield
significant comparisons since representations such as one hot vectors as used
in LSA and the n-gram vectors used for other NLP tasks, has not yielded any
significant improvements in semantic tasks over this time since they have been
introduced. The other option will be to construct a linguistic scoring model that
will match word similarities based on POS tags, synonyms, co-locations, tense
etc. This entails considerable linguistic work and will be extremely language spe-
cific. Word embedding on the other hand are semantics preserving [16] in nature,
contributing to most linguistic aspects required for a good semantic comparison.
The idea is simple enough; we use a distance between the corresponding word
vectors of the words as a score, indicating their semantic similarity. We have
chosen the GloVe [17] vectors trained on Wikipedia 2014 corpus with six billion
tokens; each word vector w ∈ R

300.

2 Overlap Finding Methodology

Given a pair of sentences, we have to find the semantic overlap between them.
The best way to do this will be to do a substring alignment of the pair and
trace back the local matches that have more than a significant trace score. This
kind of alignment is also called local alignment and is used in comparative bioin-
formatics for aligning protein or gene sequences. We employ the exact same
algorithm proposed by Temple F Smith and Michael S Waterman [20] and mod-
ified by Robert Irving [11] for use in text overlap detection. Irving gave a cut-off
modification that will slice out all overlapping alignments, so the match will
not be counted more than once. Even though the Smith-Waterman algorithm is
designed for character level alignment, we can use it to align sentences at word
level. Smith-Waterman local alignment is a dynamic programming algorithm,
that will align all matching sub-sequences in the given pair of sentences. Let us
say that st and sq are 2 sentences with length t and q. The alignment matrix, Stq

will be of dimensions (t + 1)X(q + 1), where the first row and column is for gap



270 V.K. Menon et al.

alignment. The Stq matrix is populated using the standard recurrence relation
as given below.

Stq(i, j) = max

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0,

Stq(i − 1, j − 1) + δ(st(i), sq(j)),
Stq(i, j − 1) − Gp,

Stq(i − 1, j) − Gp

∀i ∈ [0, t],∀j ∈ [0, q]
Stq(i, 0) = 0,∀i

Stq(0, j) = 0,∀j

(1)

Here δ is a scoring function for the ith word in st and the jth word in sq However
this formulation is insufficient if we want to find semantic similarity of sentence
pairs as it will align same sub-sequence to multiple matching sub-sequences of
words which will be problematic since we add the scores of all local alignments
(multiple local alignments might occur with in each sentence pair) that exists.
This is called the overlapping local alignments problem. To rectify this issue we
use the afore mentioned cut-off modification in [11] which we shall not discuss
here in detail.

The next important aspect is measurement of the overlap of the sentence
pairs. As mentioned above, the alignment process is guided by an adept scoring
scheme that reflects our objective for alignment. Here, it is semantic similarity
of the two sentences which contain words. So, Like in Fig. 1, we score each col-
umn of each local alignment. Similarity is just the cumulative score of all non

Fig. 1. A simple sentence alignment model where words are scored according to their
relatedness.

Fig. 2. Several local alignments of the sentences I was a boy when the war brokeout
and The fighting took-place when I was little. The score of all alignments contribute to
the semantic similarity between these sentences
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overlapping local alignments between the pair, that scores above a set threshold
[11]. Figure 2 shows how multiple local alignments can be obtained from a pair
of sentences. The scoring scheme used here assigns high scores to alignment of
words with apparently the same meaning like war with fighting and boy with
little which has been manually annotated. This is an ideal scoring scheme, but

Table 1. Readings obtained using four similarity metrics for text summarization using
pairwise analysis. Only some performance related observations are tabulated here; no
comparisons are given. The sentences in the summary are not affected by the distance
metric chosen. But execution times differ based on the difficulty in computing these
distances.

Sentences Similarity type Time (min) Density % Summary count

102 Cosine-Distance 5 8 17

Euclidean-Distance 6 49 16

Standard-Correlation 5 8 17

Pearson-Correlation 5 8 17

134 Cosine-Distance 6 9 24

Euclidean-Distance 7 49 22

Standard-Correlation 8 9 24

Pearson-Correlation 7 8 24

169 Cosine-Distance 8 8 32

Euclidean-Distance 4 52 28

Standard-Correlation 6 8 32

Person-Correlation 5 8 31

194 Cosine-Distance 9 8 33

Euclidean-Distance 6 48 30

Standard-Correlation 8 8 33

Pearson-Correlation 10 7 33

216 Cosine-Distance 10 7 37

Euclidean-Distance 6 49 35

Standard-Correlation 9 7 37

Pearson-Correlation 13 7 36

226 Cosine-Distance 12 7 36

Euclidean-Distance 7 47 42

Standard-Correlation 12 7 36

Pearson-Correlation 14 7 36

250 Cosine-Distance 15 6 39

Euclidean-Distance 6 44 46

Standard-Correlation 10 6 39

Pearson-Correlation 15 6 39
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it is impossible to define this for the entire language. We have found that dis-
tributed representations of words [16], popularly called as word embeddings, are
semantically preserving, i.e., they are able to learn relational semantics between
words and translate this in to spatial positions. These word representations are
also called as word vectors, since they represent a unique position vector for
each word occurring in the training corpus. The vectors are obtained by learn-
ing word co-locations in a monolingual text corpus, by regressing them through a
deep neural net, that translates simple n-grams to some m-dimensional vectors.
To understand more on how word vectors are trained please refer the works of
Ronan Collobert, Jason Weston [4], Joseph Turian, Yoshua Bengio [21], Tomas
Mikolov [16] and Richard Socher [17]. Word vectors give us the leverage in com-
paring words within alignments. A simple cosine distance measure can act as a
similarity value. We use this as a score between the words while aligning sen-
tences. Cosine similarity is the most common place metric. However we can also
use standard correlation and Pearson’s correlation both of which has the same
range (value in [−1,1]). Euclidean distance can also be employed, given the vec-
tors are normalised with in the unit sphere. We have used multiple distance
measures for scoring, which we have presented in Table 1 with their performance
observations, which shall be detailed later.

3 Pairwise Matrix and the Sentence Vector

Given a discourse text with m sentences (without the same sentence repeating),
A pairwise distance matrix, Dp can be computed by aligning the pairs of all sen-
tences. Each sentence si with i ∈ [0,m − 1] is represented by ith column in Dp.
This will represent the sentence as a m dimensional vector. The column space
of this matrix represents the topic subspace of the entire discourse. It is possible
to observe the various subtopic clusters within, but since we deal with texts
having many sentences, visualizing this phenomenon is impossible as we deal
with vector spaces far beyond 3 dimensions. We were able to generate some ami-
cable plots using t-Distributed Stochastic Neighbourhood Embedding (t-SNE)
[14] algorithm and mapping the sentence vectors to 2-dimensions. Figure 3 rep-
resents the 2 dimensional t-SNE plot of sentences (the actual vectors are high
dimensional) from samples of Wikipedia from multiple articles. This figure shows
clusters of sentences are formed and they are very separable using the pairwise
feature vectors. The pairwise distance matrix Dp (further referred as the pair
matrix) is a symmetric (positive definite) matrix which is extremely sparse, as it
should be. The computation of this matrix is done only for the lower triangular
values and then reconstructed to form the full matrix; this simple tweak will not
change the time complexity of the algorithm but it can make execution twice
as fast. The values are all normalised between zero and one, so that it can be
treated like a probability of semantic match. Consider the sentence pairs (st, sq)
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(a) (b)

Fig. 3. t-SNE plot showing clustering of subtopics. The scatter plot (a) has 1269
sentences from random Wikipedia sample text. Multiple separate clusters are clearly
observable as many topics categories are captured. The one in (b) is plotted with 518
sentences form cohesive Wikipedia sample text with a dominant topic area. Here we
can see one major cluster and many loose points. The pairwise vectors will have the
dimensionality equal to the number of sentences

(template, query), the local alignment atq
i is the ith alignment and Δ(atq

i ) is its
total score, then the similarity is computed as follows.

S(st, sq) =

{
1 − 1

α α �= 0
0 otherwise

α =
K∑

i=0

Δ(atq
i ) (2)

An alternative approach to this will be to take the maximal alignment instead
of sum of all alignments. This approach can indeed save some computation as
Irving’s cut-off need not be used in it. But it might miss out on vital matches in
longer sentences. The main motivation to go for the summation approach was
to use this in general domain text analysis. The sentences in general domain can
be longer and usually have several topics referred in it. This might lead to some
information loss if we used only the maximal scoring alignment and shunned all
the smaller ones. On the contrary, specific topic related text perform very well
in such a method since stray topic semantics are minimal. We advice the use of
both technique for similarity computation depending upon the data in hand. We
can also reverse this measure to find dissimilarity between sentences by simply
calculating 1

α .

4 A Rough Extractive Summarization

We have used the pairwise matrix to localise the dominant topic subspace. As
mentioned before the columns of the pair matrix spans the topic subspace of the
text in an m-dimensional vector space. Since it is very sparse with many empty
columns as we have observed, despite being a square matrix it cannot be full
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Fig. 4. Visualisation of dominant topic subspace and projections. The white shadows
are projections of the black sentence vectors and the black plane is the dominant topic
subspace. The summarization strategy is to extract the sentence that create significant
length white projection on the plane.

rank. Our objective is to find the dominant topic subspace which contributes
to the majority of the sense conveyed by the text. We call this high content
summary. We do either an Eigen decomposition of it or simple apply PCA on
it to find the main principal vectors spanning the dominant topic subspace.
Let us consider Dp as our pair matrix. Esub will be the principal component
matrix obtained by applying PCA on Dp. Now when we multiple both of these
matrices we obtain the projection matrix P . The columns of the P consists of
the projection vectors of the original sentence vectors onto the dominant topic
subspace as depicted in Fig. 4. From Eq. 2, we know Stq is the similarity measure
between st and sq pair of sentences, then:

Dp =

⎡

⎢
⎢
⎢
⎢
⎣

S00 S01 . .. S0m

S10 . .
. . .
. . .

Sm0 . . . Smm

⎤

⎥
⎥
⎥
⎥
⎦

(3)

Taking SVD on Dp, we get
Dp = UΣV T (4)

Truncating the SVD (PCA) based on dominant singular values... we get the
dominant subspace matrix

Esub = UtrucΣredV
T
truc (5)

Now to get the projection, we multiply,

P = Dp.Esub (6)

It is important to note here that this dominant subspace might contain mul-
tiple topics too depending on how dispersed the text actually is. We can now
extract the column vectors and find their lengths. We will select all sentences
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from the original text that has a significant (over half the standard deviation
from mean of all) projection. Our work is still proceeding so we are yet to test
this on standard data set and check the summarization accuracies. However we
have tested it on random Wikipedia samples and some real text samples which
were very promising. Table 1 gives performance results on some trials we did
with different score functions on texts of increasing length. The experiments
were mounted on a nominal dual core laptop with 4 GiBs of RAM. The sen-
tences in each text chunk were cross aligned with each other and the resultant
pairwise matrix was used for the summarization process detailed above. Since
we could not objectively evaluate the summaries as of now, we simply tabu-
lated some observations from these experimental runs such as the density of the
matrix (total percentage of non zero values in the matrix) and the number of
sentences in the summary etc. An obvious observation was that the summary
remains unaffected with change in the scoring scheme, but the matrix density
varies hugely for non relative distances such as the euclidean distance. This can
be used empirically to claim that the information capture is coherent through
out and not a random pattern. We are able to use such measures (non relative
distances) solely due to the fact that all values are normalised as already men-
tioned. The advantage of using this type of measures is also obvious from their
execution time. Their computational complexity (growth rate) is very less com-
pared to the other relative score distances. Since such phenomena is not within
our scope of discussion, we will restrict them to these basic observations.

4.1 Spark Implementation

Pairwise analysis is a computationally expensive algorithm as the growth rate
complexity is in O(n2) where n is the number of sentences in the given text.
But the algorithm can be easy distributed using a map-reduce programming
model that gives high course-grained distribution. Text analysis has already
been established as a Big Data domain; so it is only fitting that we plan
ahead and implement this model too on a Big data framework. We have cho-
sen Apache Spark R© [23] framework for the same. Spark promotes in memory
distributed computing that accelerates the execution 20 to 100 times over tra-
ditional Hadoop R© Mapred R©. Spark interfaces with Java, Python, R and natu-
rally with Scala; our code is fully written in Scala which has a neat functional
type syntax and is not verbose like Java. Scala programs run on Java Virtual
Machines (JVMs), so they can share all the Java libraries. Ours is mostly a
standalone spark code in a Maven project. This can be easy build using Apache
Maven R© and deployed locally or remotely to an decent Spark cluster. We do
not use any other library packages except spark-core and spark-mllib. We
employ Spark’s distributed data structure called Resilient Distributed Datasets
(RDDs) to hold and transform all textual information which will automatically
distribute the pairwise computations. Figure 5 show an entire map of the Spark
’s computation of the extractive high content summary through various map and
filter transformations and reducing to an index of high content sentences.
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Fig. 5. This is the flow of map-reduce type transformations form raw text files to
computing pairwise matrix and find dominant topic subspace, eventually leading to
extracting the high content sentences as summary.

5 Future Work and Inferences

We have presented a major crux of this work here. There are a lot more entailing
experiments that needs to be done in order to establish this methodology at par
with traditional ones used for text analytics tasks. Pairwise analysis using word
embeddings can build topic profiles and then use it to test the topic presence
in any text or to quantify the degree to which a topic might be present in a
given sentence or phrase. Furthermore we can use this comparison technique to
test paraphrases and measure their degree of relatedness. This will be the future
direction of our work. The pairwise matrix can also be seen as an adjacency
matrix and a TextRank R© type algorithm can rank sentences based on their
semantic popularity with in the text. The real TextRank R© [15] uses LSA as its
main comparison technique where we are hopeful that our approach might fetch
better results.
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Abstract. Digital images capture our attention and are retained in our
memory for longer than other sensory perceptions. Despite numerous
instances of image forgery, still, people tend to believe digital images. At
the same time, digital investigations reveal an increasing trend of image
forgery with illicit purposes. Image editing operations that lead to forgery
always leave traces. Investigators rely upon these traces for detecting an
image forgery. Researchers are trying to detect image forgery by devis-
ing techniques that exploit the traces present in forged images. Recently,
illuminant color, the color of the scene illumination present in the image
that hints the illumination prevailed at the time of image capture is stud-
ied as potential evidence for image forgery. In this survey, we explore the
evolution of illuminant color based image forgery detection. This sur-
vey provides a brief description of different illuminant color estimation
approaches employed in image forgery detection followed by a detailed
review of existing illuminant color inconsistency based forgery detection
techniques. The major contribution of this survey is the elaborate dis-
cussion of future research directions to provide insight to researchers.

Keywords: Illuminant color estimation · Illuminant color inconsis-
tency · Image splicing detection · Image forgery detection · Forgery
localization · Image forensics

1 Introduction

Digital images are powerful sensory perceptions considering the natural tendency
to believe what we see. Image sharing statistics in the social media shows that
Snapchat users share 8796 images per second, whereas Whatsapp users share
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8102 images per second and Facebook users share 4501 images every second [26].
This reveals how deeply digital images have ingrained in our daily lives. People
are conditioned to believe in images even though an image can be altered effort-
lessly. Different types of image manipulations include copy-move forgery, image
filtering, and image splicing. In copy-move forgery, an image region is copied and
pasted onto the same image to enhance the impact of an image. For example,
consider an image where a few image regions containing vehicles are copied and
pasted on to the same image for depicting heavy traffic. Image filtering is often
carried out to enhance the image quality, but sometimes it may alter the original
meaning of the image. For example, the color of a vehicle getting altered in a
crime scene photograph. In image splicing, an image region from another image
is copied and pasted to another image. For example, an image region containing
a vehicle being added onto another picture. Examples of image forgery are shown
in Fig. 1. Redi et al. have given a detailed discussion regarding the impact and
importance of image forgery detection [29].

Just like any act of crime, image alterations also leave some pieces of evidence.
These are the traces left by the image processing operations carried out during
alteration. Even saving a JPEG image again in JPEG format after altering the
image contents can introduce JPEG double compression artifacts [37]. Forensic
analysis of digital images involves the detection and analysis of the evidence left
behind during a forgery. Various pieces of evidence considered include similarities
in pixel-wise regularities (for detecting copy-paste forgery) and interpolation
pattern inconsistencies (for detecting image splicing). Image splicing introduces
several pieces of evidence including inconsistencies in the underlying camera
noise pattern and inconsistencies in scene illuminant color.

Several surveys have been published in the broad area of digital image foren-
sics [3,17,28,33]. In this paper, we survey the existing image splicing detection
techniques that exploit inconsistencies in illuminant color. This work elaborates
the different illuminant representation models and clarifies how illuminant color
is computed in each model. We hope that the discussion on the background
would help readers gain a better understanding of the underlying process of
illuminant color estimation in each technique.

1.1 Motivation

Recently, researchers have started analyzing illumination in a scene during image
capture as evidence to expose an image forgery. Compared to the independent
research advancing in the directions of illuminant color estimation, and image
forgery detection separately, the illuminant color estimation based image forgery
detection is in the evolving stage. So far, research bottlenecks and opportunities
in illuminant color estimation based forgery detection have been disclosed spar-
ingly in research theses and specific papers only. This motivated us to carry out
a survey of existing work based on illuminant color inconsistency and to attempt
giving hints to researchers regarding possible future research directions.
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Fig. 1. (a) An example of copy-move forgery. (b) The mask showing copy moved
regions. Both the image and the mask are taken from CoMoFoD dataset [39]. (c)
An example of image splicing. (d) and (e) Source image and Destination image for
creating the spiced image in (c). Images shown in (c) and (e) are taken from CASIA
V2.0 dataset [14].

1.2 Contribution

The main contributions of this survey are

• A discussion on illuminant color estimation approaches for a better under-
standing of illuminant color inconsistency based techniques.

• A survey of existing illuminant color inconsistency based image forgery detec-
tion techniques.

• A detailed listing of future research directions including the need for specific
datasets and the possibility of applying new technologies.
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The rest of the paper is organized as follows. Section 2 introduces the basic
concept of scene illumination. Section 3 explains different illumination estima-
tion approaches employed in existing illuminant color inconsistency based forgery
detection techniques. Section 4 examines various illuminant color based forgery
detection techniques. Finally, Sect. 5 elaborates future research directions fol-
lowed by a conclusion in Sect. 6.

2 Scene Illumination

Scene illumination represents the illumination prevailed in the scene at the time
of image capture. The scene illumination in an outdoor scene will be uniform
whereas the scene illumination in an indoor scene will be non-uniform as indoors
are often lit up by a mix of multiple light sources. The scene illumination influ-
ences the color or pixel value recorded by the camera sensor. Hence, in an image,
the perceived color is not the actual color of the object, instead, a combination
of the object color and the color of scene illumination. The color of scene illu-
mination is termed as the illuminant color.

Humans have the ability to see objects in their actual color irrespective of
illuminant color. This capability of the human visual system is known as color
constancy. Incorporating color constancy for computer vision applications is an
active research area. For object recognition purposes, the illuminant color is esti-
mated and later removed to get the actual color of the object. When an image
is altered by copy-pasting a region from another image, there will be a mis-
match in the illumination of the copy-pasted region with the rest of the image.
Therefore, the inconsistency in illuminant color across an image can be consid-
ered as a clue for detecting an image forgery. If an illuminant color estimated
from a suspect region is different from the illuminant color estimated from the
rest of the image, possibly the suspect region could have been copy-pasted from
another image captured with a different scene illumination. Illuminant color is
usually estimated by following any of the illuminant color estimation approaches
discussed in Sect. 3.

3 Different Approaches for Estimating Scene Illuminant
Color

Several illuminant color estimation techniques are available. For further read-
ing, please refer to Gijsenij et al.’s survey [21] where authors have surveyed
and evaluated various color constancy techniques. In our survey, the discus-
sion is restricted to statistics based and physics based approaches as these two
approaches are the common illuminant color estimation approaches employed in
current image forgery detection techniques.
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3.1 Statistics-Based Approach

In statistics-based approach, the techniques rely upon the color distribution
present in the image and are influenced by the number of colors present in
the image. For example, the traditional Gray-world [5] assumes that the average
color in an image is gray. Hence, any deviation from this gray is contributed
by the illuminant color. Another generalized model is Generalized Gray-Edge
(GGE) assumption proposed by Van De Weijer et al. [40]. The GGE assumes
that the average color of edges in an image is gray. In this model, the illuminant
color is computed by taking the integral of derivatives of pixels in an image.

3.2 Physics-Based Approach

Physics-based techniques are based on the understanding of physical properties
of light reflection and hence perform well even if the number of colors in an image
are few [18]. A popular Physics-based illuminant color estimation approach is
based on the Dichromatic Reflection Model (DRM) [34]. According to DRM,
homogeneous objects (objects with a uniform surface) show only the interface
reflection and inhomogeneous objects show both the interface and the body
reflection [38].

In DRM, the light reflected from an inhomogeneous dielectric surface is con-
sidered as a combination of specular reflectance (specular highlights, for e.g.,
the bright cheek region in a facial image) and diffuse/body reflectance (light
reflected from the surface albedo/matte). Specular reflectance is also known as
interface reflectance since it is the part of the light immediately reflected from
the surface causing specular highlights. The estimation of illuminant color in
DRM is explained here.

Tan et al. have defined chromaticity (normalized RGB) as the ratio of an
RGB component to the sum of R, G, and B components [38]. When pixels from
a uniformly colored object are plotted in a chromaticity - intensity space, the
interface (specular) pixels will appear as a varying cluster, whereas the body
(diffuse) pixels appear as a straight vertical line showing that the diffuse pixels
are independent of the image intensity, as shown in Fig. 2 [38].

The varying cluster of specular pixels can be clearly understood in the Inverse
Intensity-Chromaticity (IIC) space where the x-axis represents Inverse Intensity,
defined as,

Inverse Intensity = 1/
∑

Ii(x) (1)

and the y-axis represents chromaticity. When pixels from a uniformly colored
surface are projected onto the IIC space, we get the illuminant chromaticity as
illustrated in Fig. 3 [38].

To compute the illuminant chromaticity, the IIC space is transformed into
Hough space. In the Hough space, the x-axis represents the illuminant chro-
maticity and y-axis represents the image chromaticity as shown in Fig. 4(a).
The illuminant chromaticity with the maximum number of line intersections is
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Fig. 2. (a) A green colored synthetic object. (b) The projection of specular and dif-
fuse pixels (green plane) in the chromaticity-intensity space (right) [38] (Reprinted
from Tan, R.T., Nishino, K., Ikeuchi, K.: Color constancy through inverse-intensity
chromaticity space. Journal of Optical Society of America A 21(3), 321–34 (2004)).

taken as the illuminant chromaticity, as illustrated in Fig. 4(b). To get the illu-
minant color in RGB color space, the illuminant chromaticity computation is
carried out in R, G, B channels separately.

Ideally, in an authentic image, the illuminant chromaticity will be consistent
throughout the image pixels. But, during image splicing, where an image region

Fig. 3. (a) Inverse Intensity-Chromaticity space showing specular and diffuse pixel clus-
ters. (b) The specular cluster extension pointing towards the illumination-chromaticity
(green plane) in the y-axis [38] (Reprinted from Tan, R.T., Nishino, K., Ikeuchi, K.:
Color constancy through inverse-intensity chromaticity space. Journal of Optical Soci-
ety of America A 21(3), 321–34 (2004)).
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Fig. 4. (a) Hough space. (b) The intersection of lines in Hough space [38] (Reprinted
from Tan, R.T., Nishino, K., Ikeuchi, K.: Color constancy through inverse-intensity
chromaticity space. Journal of Optical Society of America A 21(3), 321–34 (2004)).

is copy-pasted from another image with a different illuminant chromaticity, the
illuminant distribution across the spliced image will become inconsistent.

4 Illuminant Color Inconsistency Based Image Forgery
Detection Techniques

Recently, researchers have started analyzing illuminant color inconsistency for
image forgery detection. Illuminant color based forensics is challenging because
(i) most of the existing illuminant color estimation methods assume single illumi-
nation whereas the real world scenes can be multi-illuminated [4], (ii) illuminant
color estimation is an ill-posed problem, and (iii) illuminant color comparisons
can only be carried out on similar materials since the material properties affect
the surface reflection.

In general, the illuminant color comparison is restricted to similar mater-
ial surfaces. In this survey, illuminant color inconsistency based techniques are
grouped into two, since research is happening in parallel in two directions based
on objects analyzed. In the first direction, the forgery detection is carried out by
analyzing the illuminant color from similar objects [6,16,20,43]. In the second
direction, techniques concentrate on detecting forgery by analyzing skin regions
[13,19,31,41]. This classification has significance in the digital forensics domain
since a lot of image forgery cases are being reported where human skin regions
are copy-pasted.

4.1 Forgery Detection Techniques Analyzing Object Regions

Gholap and Bora devised an illuminant color estimation based forgery detection
based on the dichromatic reflection model [20]. All the R, G, B values of pixels
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in the specular highlight regions are arranged as a matrix and Principal Com-
ponent Analysis (PCA) is carried out by Singular Value Decomposition (SVD).
The eigenvectors for the two significant eigenvalues from the two principal com-
ponents constitute the dichromatic plane. The dichromatic planes are projected
as lines in normalized r-g chromaticity space and the point of the intersection of
the colors indicates illuminant color. In an authentic image, the different dichro-
matic lines estimated from different objects intersect at the same point.

But, if the image is forged by copy-pasting different regions from different
images, then the dichromatic lines obtained may not intersect at the same point
indicating forgery. This method assumes that there is only a single light source
in the image.

Cao et al. developed an image splicing detection technique based on the differ-
ences in the local color statistics, and the difference in illuminant color between
the suspect region and the background region [6]. The method is based on the
fact that local color statistics will be consistent in natural authentic images. In
this method, the image is segmented into a foreground region and a background
region, and color histograms are extracted from the background region and the
foreground object regions separately. The distance between the foreground and
background histogram is computed using histogram distance measures such as
Chi-square distance and Kullback-Leibler (K-L) distance, constituting the first
set of features. The second set of features is obtained from illuminant color
inconsistency between the foreground and background regions.

To obtain the difference in illuminant color, a new method of illuminant color
estimation is proposed. Here, the illuminant color is estimated as the average
color of near-white pixels. Near-white pixels are pixels that exhibit near-zero
color difference and near-white luminance. The average color differences in these
near-white pixels between the foreground and background regions are computed
in both U and V planes in YUV color space. Finally, the features are fed to
an SVM classifier with RBF kernel. Test dataset contained 180 realistic, 360
unrealistic forged images and 540 real images. Different color spaces such as
RGB, YUV, HSV, XYZ, La*b*, and Lαβ are used. Experiments are conducted
with different color spaces and different histogram distance measures. The K-L
distance measure in the HSV color model gave optimum results. The results
show that this illuminant color-based method obtained an Average Precision of
56% at a low False Positive (FP) rate of 0.2%.

Wu and Fang proposed another illuminant color inconsistency based image
splicing detection technique assuming single illumination [43]. Here, the image is
divided into overlapping blocks. The method makes use of three illuminant color
estimating techniques such as the Grey-Shadow, the first-order Grey-Edge and
the second order Grey-Edge algorithm, represented by Generalized Grey Edge
framework proposed by Van De Weijer et al. [40]. The most suitable algorithm for
each block is adaptively selected using a maximum likelihood classifier proposed
by Gijsenij et al. [22] based on block properties such as color distribution and
color edges. The illuminant color for each block is estimated using the selected
algorithm. The estimated illuminant color is compared with reference blocks. The
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comparison is carried out by computing the angular error between the illuminant
color in each block and the reference block. If this angular error is greater than
a threshold, the corresponding block is considered as spliced.

The image database by Ciurea and Funt is used for classifier training and
for determining the block size [10]. A block size of 30× 30 is selected, since
increasing the block size further reduced localization accuracy. The adaptive
illuminant algorithm selection achieves an accuracy of 94% when tested on the
database. The angular error threshold is determined using 100 spliced images
taken from the CASIA image tampering database [14]. A detection accuracy of
75% is obtained when the angular error threshold is set to 7.

Fan et al. overcame the need for manual selection of reference objects in their
work [16]. Here, the image is divided into vertical and horizontal bands. Illumi-
nant colors are estimated using five algorithms such as Grey-World, Max-RGB,
Shades of Grey, first-order Grey-Edge and Second order Grey-Edge. Thus, five
illuminant color values are obtained for each band. For each illuminant esti-
mation algorithm, two reference illuminant colors are obtained by taking the
median of vertical and horizontal bands separately. If the distance between the
illuminant color of a band and the reference illuminant is greater than a preset
value, that band is considered as spliced. For each illuminant color estimating
algorithm, the intersection of bands marked as spliced is represented as a detec-
tion map. Finally, the spliced region is detected by the intersection of all bands
previously considered as spliced.

Experiments are conducted on two sets of images taken from CASIA V2.0
[14]. The first dataset contains images without reference objects. Based on the
image contents, this dataset is divided into four categories such as ‘People’, ‘Ani-
mals’, ‘Plants’, and ‘Objects’. The second data set contains reference objects,
where manual marking is required to identify three objects including one object
belonging to the spliced region in the image. The proposed method obtained
highest True Positive Rate (TPR) of 90.00% in the Plants group and the lowest
False Positive Rate (FPR) of 20.00% in the Objects group and highest Accu-
racy (ACC) of 76.62% in the Objects group. Overall TPR, FPR and ACC are
50.75%, 26.34% and 67.59%. The performance of the method in the second
dataset with the reference object is compared with two other illumination based
splicing detection methods such as Method based on Dichromatic Line (MDL)
[24] and Method based on Illumination Map (MIM) [31]. Experimental results
show that though MIM gave the highest TPR of 60.00%, the proposed method
gave lowest FPR of 19.58% and the highest ACC of 76.69%. When the computa-
tion time is compared, Fan et al.’s method required 713.66 s whereas MDL and
MIM required 296.66 s and 640.14 s respectively.

Illuminant inconsistency based techniques address two kinds of issues, such
as forgery detection and forgery localization. In forgery detection, the technique
classifies an image as either a forged or an authentic image whereas in forgery
localization, the region of forgery is identified. Another point considered while
comparing the techniques are the underlying assumption regarding illumination.
Certain methods discussed are based on the uniform single illuminant source
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Table 1. Summary of forgery detection techniques analyzing object regions.

Methods Classification or
localization

Illumination
model

Reference or
no-reference

Single or
multi-illuminant

Gholap and
Bora [20]

Classification Dichromatic
reflectance model
(DRM)

No reference region
needed

Single illuminant

Cao et al. [6] Spliced region

localization

- Reference

foreground region

needed

-

Wu and

Fang [43]

Spliced region
localization

Statistical Reference needed Single Illuminant

Fan et al. [16] Spliced region
localization

Statistical No reference region
needed

Can also handle
multi-illuminant

Table 2. Comparison of performance forgery detection techniques analyzing object
regions.

Method Dataset Performance metric Results

Cao et al. [6] Author’s dataset Precision (Average) 56%

FPR 0.2%

Wu and Fang [43] 100 images in CASIA V1.0 Detection accuracy 75%

Fan et al. [16] Two groups from
CASIA V2.0

First group
(4 sub-categories)

TPR 50.75%

FPR 26.34%

Accuracy 67.59 %

Second group TPR 52.31 %

FPR 19.58 %

Accuracy 76.69 %

assumption, whereas some other methods are based on the multi-illuminant
assumption. Among the four techniques described above, the technique proposed
by Gholap and Bora [20] classifies an image as spliced or authentic, whereas tech-
niques by Wu and Fang [43], Cao et al. [6] and Fan et al. [16] perform forgery
localization. For the techniques proposed by Cao et al. [6] and Wu and Fang
[43], a reference region is to be specified to detect the inconsistency in illumi-
nant color, whereas techniques proposed by Gholap and Bora [20], and Fan et al.
[16] do not require any reference region.

Table 1 summarizes the methods discussed in Sect. 4.1. A comparison of the
performance of the methods proposed by Cao et al. [6], Wu and Fang [43], and
Fan et al. [16] is given in Table 2. All the techniques for which the experiments
are conducted on a dataset are included in Table 2.
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4.2 Forgery Detection Techniques Analyzing Facial Skin Regions

While altering an image, a human facial region may be copied from an image
taken in a different lighting environment. This introduces a discrepancy at the
copy-pasted facial region compared to the authentic facial regions. Among the
various forgery detection techniques that considered facial skin regions [8,13,19,
25,31,41,42], the techniques that considered the illuminant color inconsistency
are discussed here.

Riess and Angelopoulou proposed a method based on the dichromatic reflec-
tion model that identifies the variation in illuminant color using two maps gen-
erated from the image - an illuminant map and a distance map [31]. Here, the
image is segmented into sub-regions based on color similarity. Each sub-region
is again partitioned into small patches and an illuminant color is estimated from
each small patch. Illuminant color is computed using the Inverse Intensity Chro-
maticity (IIC) space described in Sect. 3.2. In the IIC space, the diffuse pixels
in the small sub-region will form a horizontal line, whereas the bright specular
pixels point toward the illuminant color in the Chromaticity axis. Pixel groups
that satisfy the two constraints in the IIC space, such as a constraint on the
shape of pixel distribution, and another constraint on the slope of pixel distri-
bution, are only considered. Illuminants are estimated from these small pixel
patches, and finally, an illuminant is selected through majority voting. The illu-
minant color thus obtained is used to generate an illuminant map where each
sub-region is colored with selected illuminant color. The distance map is gener-
ated by representing the deviation of illuminant color computed from specially
selected sub-regions to the rest of the sub-regions.

Both the illuminant map and the distance map show the inconsistency in
illuminant color in the altered region. An example is shown in Fig. 5. A manual

Fig. 5. (a) Forged image with the third person copy-pasted. (b) Illuminant map.
(c) Distance map. Illuminant map and distance map clearly shows the third face as
an inconsistent region [31] (Reprinted from Riess, C., Angelopoulou, E.: Scene illu-
mination as an indicator of image manipulation. In: Information Hiding. vol. 6387,
pp. 66–80 (2010) with permission from Springer).



290 D.S. Vidyadharan and S.M. Thampi

examination of the illuminant map and distance map reveals the copy-pasted
image region. The advantage of this method is that it calculates the illumi-
nant color at a local region and hence works well on real-world multi-illuminant
images.

Carvalho et al. have proposed a machine learning based method [13] that
automates the previous image splicing detection method proposed by Riess and
Angelopoulou [31]. This method analyzes facial skin pixels for detecting an image
forgery. The method consists of five stages.

In the first stage, two variants of illuminant maps are generated after parti-
tioning the image into pixels of similar color. One variant, the IIC based illumi-
nant map is generated as proposed by Riess and Angelopoulou [31]. The second
variant is the statistics-based Generalized Gray World (GGW) illuminant map.
For generating GGW illuminant map, the illuminant color for each small pixel
group is estimated using the method proposed by Van De Weijer et al. [40]. In
the second stage, the facial regions from the illuminant maps are extracted by
the user specifying a bounding box around the face. In the third stage, a fea-
ture set consisting of texture and edge descriptors are extracted. Edge features
are generated using a new edge-based Histogram of Gradient (HOG) descrip-
tor based on the HOG-descriptor [12]. For texture features, Statistical Analysis
of Structural Information (SASI) descriptor is used [7]. Both edge and texture
features are extracted from the IIC and GGW illuminant maps. The method
identifies an image as tampered if any of the face pairs in the image is inconsis-
tently illuminated. Thus, in the fourth stage, all face pairs are considered and
the features from a face pair are concatenated. In the final fifth stage, an image
is categorized as tampered if any of the two faces are identified as inconsistent.
The SASI-Gray-World, SASI-IIC, HOGedge-IIC and HOGedge-GGW features
are fed to a Support Vector Machine (SVM) classifier independently. Then, the
SVM meta-fusion combines the output of all the independent classifiers as a
combined feature set. This new feature set is fed to another SVM classifier to
categorize the image as tampered or original.

In this work, Carvalho et al. introduced two datasets DSO-I and DSI-1.
DSO-I contains 200 images (100 original and 100 spliced) with a resolution of
2,048× 1536 pixels. The DSI-1 dataset consists of 25 authentic and 25 tampered
images downloaded from the internet. When the meta-fusion SVM classifier is
tested on DSO-I dataset, it obtained an overall Area Under the Curve (AUC)
of 86.3% whereas a manual evaluation of the same dataset achieved only 38.3%
on tampered images. The DSI-1 dataset is used for a cross-database experiment
on the classifier trained with DSO-I and obtained an AUC of 82.6% indicating
generalization to images from other sources as well.

Francis et al. devised illumination based forgery detection from human skin
highlight pixels [19]. The proposed method works as follows. The input image is
segmented into facial regions of different persons present in the image. For each
person, pixels in nose tip are selected (can be done manually or automatically
using any face detection technique). Principal Component Analysis (PCA) is
performed on the sorted pixels starting from the darkest pixel for estimating
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the body reflection vector. The PCA is performed on the sorted pixels start-
ing from the brightest pixel to obtain specular reflection vector. The direction
of specular reflection vector is mapped onto the RGB chromaticity space. This
direction gives the estimate of the illuminant color. In the normalized RG space,
the chromaticity coordinates of illuminant colors obtained for different persons
are plotted. The Euclidean distance between points is calculated, and if the dis-
tance measure is greater than a threshold then it indicates forgery. This method
requires frontal facial regions for estimating the illuminant color from nose tip
highlights.

Carvalho et al. extended their previous work [13], by considering more color
spaces in addition to YCbCr, and by using a more powerful classifier fusion and
selection method [8,9]. In this method, both GGW and IIC based illuminant
maps are generated from the color segmented input image. The facial regions
are represented in four different color spaces such as HSV, Lab, YCbCr, and
RGB since different features are highlighted in different color spaces. Various
visual properties of the image such as texture, shape, and color are extracted
and represented as image descriptors. A combined image descriptor representing
the illuminant map, color space, and visual properties are computed. A feature
vector is then obtained for a pair of faces by concatenating the image descriptor
for a pair of faces. An optimum combination of these feature vectors is then
selected and classified through a classifier and fusion technique. A classification
rate of 94% with a reduction of 72% of error from the previous method [13] is
achieved.

In addition to forgery detection, forgery localization is also performed by
computing the probability of a face to be spliced using an SVM classifier after an
image is classified as spliced. Forgery localization is based on the finding that the
difference in illuminant maps (GGW and IIC) for a spliced facial region is higher
than that for an original face. For forgery localization, an SVM classifier with
various color descriptors such as color correlograms [23], Border/ Interior pixel
Classification (BIC) [35], color coherence vectors [27] and local color histograms
[36] are used, and obtained a detection accuracy of 76%, 85%, 83% and 69%
respectively.

Vidyadharan and Thampi proposed another forgery localization technique
[41] using illuminant maps introduced by Riess and Angelopoulou [31]. Both
Generalized Gray-World (GGW) and Inverse Intensity Chromaticity (IIC) based
illuminant maps are used. In this technique, the facial regions are extracted man-
ually from illuminant maps. The extracted facial regions in RGB space are con-
verted to gray scale. All the facial regions are arranged as an M×N matrix where
each row represents a facial region as an N dimensional vector. N is the total
number of pixels and M is the number of faces in the image. PCA is carried out
in this M×N matrix by decomposing the matrix using Singular Value Decom-
position (SVD). The matrices representing facial regions when projected on to
the principal component space shows the illumination variance between faces.
Facial regions showing similar illumination properties will be grouped together
in the principal component axes and the face with dissimilar illumination
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properties will be projected as an outlier. When the proposed method is evalu-
ated in images containing three or more faces from DSO-I dataset, the detection
accuracy obtained on GGW and IIC illuminant maps are 64% and 62% respec-
tively. For images with three or more faces in the DSI-1 dataset, a detection
accuracy of 42% is obtained for both IIC and GGW maps.

Mazumdar and Bora devised an illumination-signature capable of detecting
forged images [25]. The illumination-signature, the Dichromatic Plane Histogram
(DPH) is based on DRM. From each face, a DPH is generated using 2-D Hough
Transform. DPHs obtained from two faces are compared using correlation mea-
sure. If the correlation value is higher than a pre-specified threshold, the illu-
mination is considered as consistent between the faces and hence the image is
identified as an authentic image. On the other hand, if the correlation value
is below the threshold, the illumination is considered inconsistent and hence
the image is identified as forged. The method is evaluated on a combination of
subset of images from DSO-I and DSI-1 datasets, and a new dataset created
by the authors - Face Splicing Detection (FSD) dataset. The proposed method
obtained an AUC of 91.2% when tested on the combined dataset containing 55
spliced and 55 authentic images. Further experiments conducted with images
compressed in JPEG quality factors, 90, 80, and 70 gave AUC values of 90.8%,
90.6% and 89.6% respectively. This shows that the proposed method is robust
to JPEG compression.

Table 3. Summary of forgery detection techniques analyzing facial skin regions.

Methods Classification or

localization

Model Approach Single or

multi-illuminant

Remarks

Riess and

Angelopoulou

[31]

Localization DRM Non-machine

learning

Multi-illuminant Pioneering work

on illuminant

maps no

training needed

Carvalho et al.

[13]

Detection Both statistical

and DRM

Machine leaning -

SVM metafusion

Multi-illuminant First automated

technique

introduced

DSO-I and

DSI-1 datasets

Carvalho et al.

[8]

Detection and

localization

Both statistical

and DRM

Machine learning -

multi classifier

kNN

Multi-illuminant State-of-art

Francis et al.

[19]

Localization DRM Non-machine

learning

- No training

needed

Vidyadharan

and Thampi

[41]

Localization Both statistical

and DRM

Non-machine

learning

Multi-illuminant No training

needed

Mazumdar and

Bora [25]

Localization DRM Non-machine

learning

Multi-illuminant No training

needed

The illuminant color inconsistency based forgery detection methods that
considered facial regions are studied based on the task - Forgery Detection/
Localization, the approach followed - machine learning/non-machine learning, the
assumption regarding the illuminant - single/multi-illuminant. A summary of the



IIlluminant Color Inconsistency for Detecting Image Forgery: A Survey 293

Table 4. Comparison of forgery detection techniques analyzing facial skin regions.

Method Dataset Approach Task Performance

metric

Results

Carvalho et al. [13] DSO-I Machine

learning

Detection Area under the

curve (AUC)

86.3%

Carvalho et al. [8] DSO-I Machine

learning

Detection Detection

accuracy

94%

Forgery

localization

Detection

accuracy

85%

Vidyadharan and

Thampi [41]

A sub set of

images from

DSO-I

Non-machine

learning

Forgery

localization

Detection

accuracy

62% (on IIC, on

a subset)

64% (on GGW,

on a subset)

Mazumdar and

Bora [25]

A combination of

sub set of images

from DSO-I and

DSI-1

Non-machine

learning

Detection AUC 91.2% (on a

subset)

techniques discussed in Sect. 4.2 is given in Table 3. A performance comparison of
the methods discussed in Sect. 4.2 is given in Table 4. Only techniques with exper-
imental results available on a dataset are included in Table 4.

5 Future Research Directions

Illuminant inconsistency based forgery detection is an evolving research area con-
sidering the lack of multi-illuminant estimation techniques and proper dataset.
Here, we discuss the future research opportunities exposed by other researchers
along with the directions revealed during our literature survey.

The effect of the camera’s inbuilt color constancy algorithm. Riess has
observed that it is not possible to tell how the illuminant color is being affected
by the camera’s own color constancy methods [30]. Riess clearly mentioned the
need for a proper dataset that includes images captured using different camera
models with a color chart present in each image to carry out illuminant color
analysis. According to Riess, this kind of dataset could help in exploring inter-
polation patterns or camera response function for forensic analysis of digital
images.

The effect of JPEG compression, noise, and blur. Another research direc-
tion is the study of the effect of compression schemes such as JPEG in the
illuminant color based techniques, as mentioned in the work of Carvalho et al.
[13]. Current state-of-art methods work well on uncompressed data compared
to JPEG compressed images. Hence, how the JPEG compression process and
how the presence of compression artifacts affect the illuminant maps need to
be explored. Similarly, the effects of noise, camera out-of-focus, and blur also
require further exploration.

The effect of known illuminant-color-variation and skin-tone variation. Car-
valho et al. in the recent work [8] noticed that, in the future, three kinds of
experiments can be considered. First, images captured at known lighting can
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be used and the proposed detector can be tested with image pairs that vary in
illumination by a known amount. Secondly, experiments that analyze the dis-
tribution of illumination in different people in an image are to be carried out.
Finally, the influence of different skin tones can be studied.

The effect of Fresnel rectification of skin pixels. The illuminant color estima-
tion using the Inverse-Intensity Chromaticity space [38], assumes that the color
of specular pixels is the color of the illuminant. This assumption is known as
Neutral Interface Reflection (NIR). However, the geometry of the scene and the
refractive index of the surface affect the specular pixels. This wavelength depen-
dent refractive index, the color of the object, and the geometry are captured as
a function of wavelength known as Fresnel term in the reflectance model pro-
posed by Cook and Torrance [11]. The Fresnel effect is neglected in the NIR
based model. Eibenberger and Angelopoulou found out that the Fresnel effect,
when ignored introduces an error in specular based illuminant color estimation
methods [15]. Eibenberger and Angelopoulou showed that rectification for this
illuminant color shift in human skin pixels can improve the illuminant color esti-
mation by 30%. In the future, illumination estimation from human skin regions
should consider this correction as well.

Application of recent illuminant color estimation methods. Although, Riess
and Angelopoulou’s pioneering work on illumination representation [31] and
subsequent works by Carvalho et al. [8,13] take care of multi-illumination,
researchers can as well consider recent multi-illuminant estimation methods such
as the method proposed by Beigpour et al. [1]. Similarly, the method of adaptive
color constancy from skin pixels proposed by Bianco and Schettini [2] can be
considered for skin-pixel based forgery detection [13]. Also, illuminant estima-
tion from multiple dissimilar surface materials can also be attempted, as in the
recent work that overtook the need for similar surface materials for detecting
the direction of the light source [32].

Application of deep neural networks. The machine learning based illumination
inconsistency detection techniques proposed by Carvalho et al. rely upon tex-
ture, edge and color features extracted from images [8,13]. Recently, the feature
extraction based computer vision applications are addressed by deep learning
techniques. Deep learning techniques can be explored to tackle image forgery
detection. Currently, lack of large datasets setback research in this direction.

6 Conclusion

Inconsistency in illumination can be considered as a potential clue while authen-
ticating digital images during a digital crime investigation. This survey gives an
overview of illuminant color inconsistency based image forgery detection mech-
anisms devised recently. The underlying illumination models are explained to
help researchers understand the techniques clearly. Illuminant color inconsis-
tency based forgery detection schemes are grouped into two categories based
on the type of image regions considered. Since the images with human skin
regions are important in many forensic investigations, techniques that deal with
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human facial regions are categorized separately. In a nutshell, researchers need
to consider the creation of new dataset along with ground truth illuminant color
information for each image, explore new research directions that take care of the
effect of JPEG compression, noise, blur, and Fresnel effect rectification for skin
pixels, and try to incorporate new multi-illuminant estimation techniques.

Acknowledgments. The authors would like to thank the Higher Education Depart-
ment, Government of Kerala for funding this research and the Department of Com-
puter Science and Engineering, College of Engineering, Trivandrum for providing the
facilities.
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Abstract. In recent years, due to the fast development of digital images, a rapid
growth of research interest in the forgery detection in digital images has been
happened. One of the most common techniques in creating forged images is
copy-move (region duplication) technique. In this paper, a new method for
copy-move forgery detection in digital images is proposed. In this paper a region
duplication detection technique which utilizes the image gradient is proposed. In
the proposed approach, first the gradient of image is divided into overlapped
blocks. Using gradient versus other techniques, decreases processing time in
feature extraction step.
A fast pre clustering algorithm is another added step to speedup method by

dividing search area into some subset. The unknown parameters of proposed
method are determined by implementing different conditions on two standard
databases. Finally, the performance of the proposed method is compared with
some state of art methods and the acceptable accuracy and lower run time of it,
is verified.

Keywords: Image forgery � Copy-move � Image gradient � Fast k means �
Forgery detection

1 Introduction

In recent years, due to the fast development of image processing techniques and
graphics editors, digital images are easily and masterly forged. Image forgery detection
have many applications such as forensic and criminal investigation, insurance industry,
security systems, social networks, internet, medical imaging etc. One of the most
common techniques in creating forged images is copy-move (region duplication)
technique. In this method, one or some parts of an image is selected, copied and pasted
onto other regions of the same image as shown in Fig. 1.

It is very important in internet or social networks to verify that the images are
genuine, so many researches have been done for copy-move forgery detection
(CMFD). Existing CMFD techniques can be classified into two major categories:
block-based methods and keypoint based methods.
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In block-based CMFD method [1, 2], image is divided into fixed-size overlapping
blocks and then similar blocks searched and found. The main differences between these
methods are the feature extraction strategy and search area reduction techniques [3].
Because of the large number of blocks, in general, block-based methods are compu-
tationally so expensive and the computationally burden of feature extraction algorithm
and the preprocessing technique for eliminating some blocks from comparison loop is
so important [4].

Keypoints-based CMFD methods is approximately different. In these methods at
first step, keypoints are detected in image [5]. After this step, similar regions only based
on keypoints, searched and found. Obviously keypoints are much less than total
overlapped blocks of an image, so keypoints based method are faster than block based
methods. The main challenge in these methods are keypoints detection algorithm.

2 Related Work

The main idea in CMFD algorithms is to search and detect similar blocks or regions in
forged images. The speed, robustness and accuracy of this detection are some measures
used for evaluating effectiveness of different algorithms. considering the scope of the
proposed method, in this section only focused on the work that improve copy move
forgery detection techniques. [6] suggested a robust approach which use a combination
of human vision information and moment invariants features to represent images. In [6]
feature vector is a set of color perception and object representation features. [7] used
Speed-Up Robust Features (SURF), Histogram Oriented Gradient (HOG) and Scale
Invariant Features Transform(SIFT) for CMFD. [8] using SURF similar to [7], but try
to improve keypoints detection by an extra step before extracting SURF features. This
step uses a single image super resolution (SISR) algorithm. The [8] method showed
accurate forgery detection even when the forgery region size is small. [9] suggested
mirror-reflection invariant feature transform (MIFT) as an alternative for SIFT. Flipped
images are moving images that is generated by a mirror-reversal of original images.
[10] is similar to [7, 8] and used SURF feature. For solving the problem of number of
keypoints, [10] improve keypoints detection step by particle swarm optimization
(PSO). [11, 12] used Discrete Cosine Transform (DCT) for forgery detection. [11]
suggested a dynamic threshold to discard large flat regions of the image. Using this
threshold, the number of candidate blocks were decreased and the speed of method was

Fig. 1. Original image (right) and forged Image (left)
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increased. [12] decreased feature vector size in DCT by applying a Zigzag scanning to
DCT matrix. In the meantime, in [12] a fast k-means clustering method was utilized to
divide blocks to some subsets and reduce the computational burden. In [13, 14] discrete
wavelet transform (DWT) was selected for extracting features from image blocks. [13]
used stationary wavelet transform and [14] used undecimated dyadic Wavelet Trans-
form. The main difference between [13] and [14] methods are its distance measure that
are Euclidean distance in [13] and Canberra distance in [14]. In [15] method a PSO
optimization is added to CMFD process to estimate similar regions that are not forged.
[16] proposed a key point CMFD method that used Harris corner detection algorithm to
find region of interest area (ROI) and eliminate unnoticeable blocks. In [17] a deep
learning method is utilized for CMFD. This method did not use any conventional
feature extraction method. In deep learning of [17], after patch sampling, by combi-
nation of a preprocess including high pass filtering and spatial rich model try to capture
artifacts in image. Many other researches has been done in this topic specially in key
point based CMFD methods. As a good survey, [18] review some of these works.

All of the aforementioned methods have some limitations. The main challenge in
CMFD is computational burden. Specially in high quality images this burden is not
acceptable. Key point based methods, try to reduce run time but the accuracy of them is
usually lower than block based methods.

In this paper, we propose a system including fast feature extraction process and an
extra preprocess step for eliminate some unimportant areas. The other advantage of this
step is, its feature participation in final feature vector. Based on this modification the
computational cost of total CMFD process is obviously decreased without any accuracy
lost. The rest of paper is organized as follows: Sect. 2 explains the related work. Then,
the proposed method is clarified in Sect. 3. Comparison with other CMFD algorithms
by using a standard dataset is presented in Sect. 4. Finally, conclusion is drawn in
Sect. 5.

3 Proposed Method

The details of the proposed algorithm steps are explained in following subsections.

3.1 Image Resizing and Converting to Gray

The proposed algorithm considers the grayscale images. At the first step, if the input
image is a color image, it should be transformed to grayscale. In the meantime, the size
of the input image directly influences the computation time of CMFD method.

Based on analyzing block size and other conditions, the images larger than
512 � 512 can be resized to a lower resolution without any decrease in accuracy. For
comparing to other methods in similar conditions the resizing step do not apply to
images but as an extra step the results of image resizing are given in result section.
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3.2 Image Gradient

There are number of ways to extract the unnoticeable pixels from an image. In our
CMFD method, an energy value is assigned to each pixel by using gradient energy
function that is defined in Eq. (1).

eðx; yÞ ¼ @I
@x

����
����þ @I

@y

����
���� ð1Þ

This value can be easily computed by Sobel masks in both horizontal and vertical
directions [19]. The gradient operator is independent of image blocking so the gradient
operator can be applied to whole image before blocking. Extracting features from
whole image without blocking is so faster than extracting feature vector from over-
lapping blocks separately. Another important usage of gradient image is discarding
unnoticeable blocks in preprocess step. Figure 2 shows original forged image and its
gradient.

3.3 Image Blocking

In this step, the gradient of input image is divided into overlapping square blocks
(b � b pixels). If the image size is M � N with overlapping, we have total
(M−b + 1) � (N−b + 1) blocks in the whole image. For a 128 � 128 image and block
size 8 � 8, the total number of blocks is 14641 that with increasing image size this
value increase so fast.

3.4 Gradient Threshold

One of the main goals of all CMFD methods is speed of execution. In our method for
earning speed, we try to decrease number of blocks before feature extraction step. For
eliminating some blocks, the gradient energy used as a fast descriptor. All forged areas
based on its nature have discontinuous borders. If total energy of a block be smaller
than a specified threshold, block does not include any border and can be eliminated

Fig. 2. CMF image and its gradient
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from next steps and vice versa. All smooth surfaces of image are discarded using this
step. For a sample image about 25% of blocks is eliminated in this step that means the
total process of our method is about 25% faster than conventional CMFD block-based
method. In Fig. 2 the forged region borders are obviously highlight in the gradient
image and the low energy of pixels in the smooth surfaces such as meadow is shown by
dark areas.

3.5 Feature Extraction

In this stage, singular value decomposition (SVD) is utilized for feature extraction. In
fact, the SVD summarizes some properties of a matrix. In the proposed method SVD is
applied to each remained block. If the size of the block is b � b, there are at most b
singular value for the block, so the proposed method does not need feature reduction
step similar to DCT [12] or SIFT features. Some of the singular values is so lower than
others and in many matrixes the number of singular values is lower than b (the size of
matrix). According to the above reasons, in the proposed method only the 5 first values
of SVD are selected as feature vector. If the number of SVD values in a block less than
5, for matching all blocks feature vectors, the remained singular values is supposed 0.

The output of SVD method is sorted descending so the proposed method does not
need extra step for sorting each feature vector. In the meantime, the first SVD value
computed in this step that is the largest, is used in the next step for clustering blocks
into similar groups.

3.6 Modified K-Means and Initial Clustering

The most common method for clustering is k-means. The conventional k-means
algorithm is slow for large datasets so in the proposed method a modified accelerated
k-means [20] is used for clustering. In conventional k-means most distance calculations
are redundant and can be eliminated. In addition, if a point is far away from center, it is
not necessary to calculate the exact distance between the point and center, if a point is
much closer to one center than other centers, calculating distance is not necessary and
this point should be assigned to this center. The accelerated K-Means algorithm [20]
avoids unnecessary these unnecessary calculations by applying the triangle inequality
and keeping track of lower and upper bounds for distances between points and centers.
The upper and lower bounds are usually tight for most points and centers so the
updated bounds tend to be tight at the start of next iteration. In fact, the main effec-
tiveness of this method is, reducing the number of distance calculations at the start of
each iteration. [20] results showed an about 7% to 300% speedup (based on the number
of clusters) in this method in comparison to standard k-means.

In our work this k-means is about 10% faster than standard k-means. It should be
noted that k-means is not the main time consuming step of the proposed CMFD
process, but surely modification of this process can be accelerated total process. Before
finding matched blocks in the final stage, a fast high-performance parallel radix sort
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routine for many core GPUs [21] is used for sorting feature vectors in each class. In the
proposed method, k-means divided feature vectors into some clusters and the sort
routine can be applied to each cluster via a parallel form, so the selected algorithm is
fully better than standard quick sort method. The number of clustered is specified in
experimental results section.

3.7 Find Matched Blocks

After sorting feature vectors in each cluster, each feature vector only is compared to
next feature vector. This means the proposed method only need M comparison in each
cluster that M is the number of blocks belong to cluster. For comparing feature vectors,
the simple absolute percentage error with a threshold is used. Firstly, the ratio between
all feature vectors elements with the same element in the next block is computed. The
mathematical explanation of the matching process is given in Eq. 2.

Measure ¼ 100 � abs 1� Feature vectoriþ 1

Feature vectori

� �
ð2Þ

If any of feature vector elements, tend to zero, this element will be discarded from
Eq. 2 to avoid error. This measure is applied to each element of feature vectors sep-
arately and finally results is compared to threshold.

The threshold value is set to 2 based on analyzing differences between feature
vectors in similar regions in noisy and ideal conditions. If this measure in all elements
are lower than threshold two blocks are marked as matched or forgery region.

4 Experiment Results

The proposed method was implemented in Matlab 2016a on a computer with CPU core
i5-4430, 3.0 GHz with memory 8 GB. The images used in the simulation step, were
taken from Christlein et al.’s database [22] and Ng et al.’s database [23].

The properties of images in these two datasets are different. There are 48 tampered
images with high resolution in the Christlein et al.’s database. The size of images is
about 3000 � 2300 pixels. The images in Ng et al.’s database are 128 � 128 pixels
gray BMP format image. One of the main parameters in the proposed method is
detection time. By choosing these two different datasets, we able to compare detection
time of the proposed method with other methods accurately. In order to decrease run
time, all images that the sum of height and width of image is more than 1024 are
resized to half size of original image, for example a 3000 � 2300 image is resized to
1500 � 1150.

The main parameters in the proposed method were set as: Block size = [4…16],
Gradient threshold = 4.68, Minimum block distance between detected forged
regions = 2 * Block size, measure for finding matched blocks = 2. The block size is
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changed between 4 to 16 to test this effect on accuracy and run time of the proposed
method. Gradient threshold, Minimum block distance and measure for finding matched
blocks were chosen based on the best results (maximize accuracy).

Many metrics have been used in researches for quantifying performance of CMFD
methods. The accuracy and robustness [13], Precision and recall [12], True Positive
and false positive Rate [9] and finally run time are some of them. In this research we
used Precision and recall as a two standard metrics for showing performance of the
proposed method and run time for showing processing time. precision (positive pre-
dictive value) and recall (sensitivity) are defined as:

Precision ¼ TP
TPþFP

ð3Þ

Recall ¼ TP
TPþFN

ð4Þ

where True Positive (TP) indicates count of successfully detected forged images. True
Negative (TN) is count of normal images successfully labelled by proposed method.
False Positive (FP) is the number of normal images detected as forged. False Negative
(FN) is number of forged images labelled as normal.

Test (A) Normal CMF Detection (Rectangle region): In this test a normal tampered
image without any noise or compression is used for CMFD. The tampered region has
fully rectangular form. Figure 3(a, c) and (b, d) show the input forged images and
analyzed images respectively. As shown in Fig. 3(b and d) the proposed method has
correctly detected copy-move regions in the input tampered images. In the case of
Fig. 3(c and d) that the number of forged regions is more than one, only one region did
not detect accurately.

Test (B) Normal CMF Detection (irregular region): similar to test A, normal
tampered image without any noise or compression is used for CMFD but the tampered
area is irregular. Figure 4(a and b) show the input forged image and analyzed image
respectively. As shown in Fig. 4 the proposed method has correctly detected
copy-move regions in the input tampered images even in irregular form.

Test (C) The unknown parameters of proposed method are number of clusters in
initial clustering and the block size. For analyzing these parameters effect on our
method, the proposed method applied to 120 images with similar size and the mean of
Precision, recall and processing time are computed. Obviously the lower runtime and
higher precision and recall value is desirable. The Table 1 shows results. Based on the
results of Table 1 the block size 8 and N of clusters 4 are the best values. In the final
step the proposed method is compared with some state of art CMFD methods that had
similar conditions. For comparing processing time correctly, all methods were imple-
mented on similar hardware. The results are given in Table 2. The precision and recall
are given only with one decimal place based on similar works.
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Table 1. The processing time, precision and recall for different block size and number of
clusters.

Block size N of clusters Processing time (s) Precision Recall

4 4 2.9 87.3 98.1
8 3.07 88.6 98
12 3.15 91 98
16 3.26 94 98

8 4 2.82 99.1 99.4
8 2.95 98.2 99.2
12 3.11 97 99.1
16 3.24 97.3 99

12 4 2.68 96 99.2
8 2.9 97 99.4
12 3.22 96 99.1
16 3.61 94 99

ba

c

d

Fig. 3. (a, c) show CMF images and (b, d) the proposed method output

a b

Fig. 4. (a) CMF images and (b) the proposed method output
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5 Conclusion

In this paper, a new method for CMFD in digital images is proposed. The proposed
method decreases processing time in feature extraction step. A fast pre clustering
algorithm is another added step to proposed method, to divide search area into some
subsets and speedup method. The performance of the proposed method has been
analyzed in terms of precision, recall and run time. The unknown parameters of pro-
posed method are determined by implementing different conditions on two standard
databases. Finally, the proposed method is compared with some state of art methods
and the acceptable accuracy and lower run time of it, is verified. As a future work the
proposed method should be modified to identify geometrically or noisy transformed
duplicated image regions.
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Abstract. In visual cryptography, random shares are generated from a binary
secret image whereas in extended visual cryptography, meaningful shares are
generated using the scheme. There are lots of constructions in visual cryptog-
raphy and extended visual cryptography for both general and special access
structures. Here in this paper, we are proposing an extended visual crypto-
graphic scheme with improved contrast and less pixel expansion for the special
access structures (t, k, n) and n

2 þ 1; n
� �

where each participant hold single
meaningful image as share. The cover images used for creating shares in the
proposed schemes are complementary in nature.

Keywords: Secret sharing � Visual cryptography � Extended visual
cryptography � Relative contrast � Pixel expansion

1 Introduction

Visual cryptography is an unconditionally secure secret splitting technique used to
generate n shares from a binary secret image (SI). During the distribution phase these
shares are given to each of the n participants and SI will be visible in the reconstructed
image (RI) only during the reconstruction phase when sufficient participants combine
their shares. In visual cryptographic scheme (VCS), for reconstruction the Boolean
operators used are OR, AND, NOT, XOR instead of complicated computation as in
conventional cryptography. The quality of a VCS is quantified using pixel expansion
m and contrast a.m. A pixel in SI is converted to m sub pixels in all shares. In RI, grey
levels of black and white pixel differ by a.m. The participants in the qualified
(resp. forbidden) set can (resp. cannot) reconstruct SI. VCS are of different types namely
(2, n), (k, n), (t, k, n), and general access structure.VCS can also be classified into
deterministic and probabilistic scheme depending upon the reconstruction of the secret.
In deterministic VCS all the black and white areas of SI will be reconstructed in RI, but
in probabilistic VCS the correct reconstruction of all pixels in SI are not guaranteed.
Deterministic VCS are introduced in papers [1–3]. The perfect black VCS constructions
are discussed in paper [4]. Different constructions for deterministic (t, k, n) access
structure are given in papers [5–9]. Extended visual cryptographic scheme (EVCS) is
another type of VCS where the shares of SI looks like meaningful. In the literature there
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are lot of studies on deterministic [10–17] and probabilistic EVCS [18–24]. These
deterministic EVCS constructions use perfect black VCS constructions as building
blocks.

Here in this paper, we have constructed OR operation based deterministic EVCS
for both (t, k, n) and n

2 þ 1; n
� �

access structure using complementary cover images
with less pixel expansion and more contrast compared to other constructions in the
literature. The deterministic constructions for EVCS in the literature uses either distinct
[10, 11] or complementary cover images [12] for creating shares. The rest of the
sections are organized in the following way. Section 2 shows basic definitions for
VCS, EVCS, (t, k, n) and n

2 þ 1; n
� �

access structure. Sections 3 and 4 provides the
proposed EVCS for (t, k, n) and n

2 þ 1; n
� �

access structure. Section 5 addresses some
problems of the proposed schemes and its mitigation techniques. Section 6 gives the
conclusion.

2 Preliminaries

2.1 VCS [1, 2]

The basis definition of VCS, qualified set, forbidden set, access structure, the relative
contrast and security condition for a VCS, the basis matrices used for sharing a secret 1
and 0 pixels of SI are explained in papers [1, 2]. Below shows example basis matrices
S1 (resp. S0) for sharing a 1 (resp. 0) pixel in SI for a perfect and non perfect black
(2,3)-VCS which is having m = 3 and a = 1

3, when the participant set is P = {P1, P2,
P3}, minimal qualified set is C0 = {{P1, P2}, {P1, P3}, {P2, P3}} and maximal for-
bidden set is ZM = {{P1}, {P2}, {P3}}.

Example 1: Non perfect black construction: S0 ¼
1 0 0
1 0 0
1 0 0

2
4

3
5 and S1 ¼

1 0 0
0 1 0
0 0 1

2
4

3
5.

Perfect black construction: S0 ¼
1 1 0
1 1 0
1 1 0

2
4

3
5 and S1 ¼

1 1 0
0 1 1
1 0 1

2
4

3
5.

2.2 EVCS for General Access Structures - Ateniese et al. [10]

In the case of EVCS, the share of the participants belonging to set P is meaningful, and
is not random-looking nature as in VCS. Let Cc1;...;cn

sc where c1; c2; . . .; cn 2 f0; 1g, are
the collection of matrices used to encode a ci pixel in the image COVi (cover images or
meaningful images) where 1 � i � n, corresponding to a sc pixel in SI. Hence there
will be a collection of 2n pairs of ðCc1;...;cn

0 ;Cc1;...;cn
1 Þ, obtained corresponding to all

possible combination of white and black pixels in the n cover images. The condition for
contrast of the reconstructed image (aRI), contrast of the meaningful shares (aS) and
security is given in Definition 3.1 of paper [10]. The construction given in paper [10]
uses hyper graph q coloring.

OR Operation Based Deterministic Extended Visual Cryptography 309



A hyper graph H = (V, E) is a pair where, E � 2V members of V are called vertices
and members of E are called edges. A q - coloring of H is a function GC: V ! {1,…,q},
fGCðxÞ : x 2 Egj j � 2, ej j � 2, e � E for the graph H = (V, E). The chromatic number
of H is denoted as CNðHÞ� Vj j; where CN(H) is the minimum integer q such that a
q - coloring of H exists. This construction uses an arbitrary q - coloring of GC on
H = (P, C0) to encode n cover pixels ci, to obtain a sc pixel of SI. When OR-ing all rows
of the matrix D generated using the EVCS [10] corresponding to the participants in the
qualified set A 2 CQual, an all one vector of length q will be generated. The bounds on
the value of q are given in Theorem 6.1 of paper [10]. The EVCS for general access
structure is constructed using the Boolean matrices of perfect black general access
structure construction given in paper [2]. So it is evident from this construction that the
collection Cc1;...;cn

sc satisfies perfect black property. Let us define em (resp. m) as the pixel
expansion of an EVCS (resp. VCS). Then em = m (represents secret information
pixels) + q (represents cover image information pixels).

Theorem 1 [10]: For a (k, n) − EVCS, em ¼ mþ n
k�1

� �
, where q ¼ n

k�1

� �
.

Example 2: Let P = {P1, P2, P3}, C0 = {{P1, P2}, {P1, P3}, {P2, P3}} and ZM =
{{P1}, {P2}, {P3}}. Let the secret be SI = [1 0]. For constructing a (2, 3)-EVCS based
on Ateniese et al. [10] for the given C0, we need an arbitrary 3-colouring of GC of
H = (P, C0). Let GC(P1) = 1, GC(P2) = 2, GC(P3) = 3. For sharing a pixel 1 (resp. 0)
in SI use the matrix pair S0011 (resp. S0110 ) constructed using the three cover images
COV1 = [0 0], COV2 = [0 1], and COV3 = [0 1] where

S0011 ¼
0 1 1 1 0 1 1
1 0 1 1 1 0 1
1 1 0 1 1 1 1

2
4

3
5 and S0110 ¼

0 1 1 1 0 1 1
0 1 1 1 1 1 1
0 1 1 1 1 1 1

2
4

3
5:

Set of all column permutations of S0011 and S0110 are C001
1 and C011

0 respectively. The
em, m, q, aRI and aS for this EVCS are 7, 4, 3, 1

7 and
1
7 respectively.

2.3 (t, k, n) and ((n/2) + 1), n) Access Structure

Let P = {P1, P2, P3, …, Pt, Pt+1, Pt+2…, Pn} be the set of participants. A VCS with
minimal qualified set C0 = {A: A � P, P1 2 A} and Aj j ¼ kg is called as (l, k, n)-VCS
with P1 as essential participant. (1, 3, 4), (1, 4, 5) are examples for (l, k, n)-VCS.
A VCS with minimal qualified set C0 = {A: A � P, {P1, P2,…, Pt} and Aj j ¼ kg is
called as (t, k, n)-VCS with t-essential participants P1, P2, P3,…, Pt. (2, 4, 5) access
structure is an example for (t, k, n)-VCS for t = 2. For n

2 þ 1; n
� �

access structure (2, 2),
(3, 4), (4, 6), (5, 8) are some examples.

Theorem 2 [5]: The pixel expansion and relative contrast for perfect black (l, k, n)-
VCS is 2m and a

2 respectively, where m and a are pixel expansion and relative contrast
for perfect black (k − 1, n − 1)-VCS respectively.
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Theorem 3 [6, 7]: The pixel expansion and relative contrast for perfect black (t, k, n)-
VCS is 2tm and a

2t respectively, where m and a are pixel expansion and relative contrast
for perfect black (k − t, n − t)-VCS respectively.

3 Proposed (t, k, n)-EVCS

LetCOV be the cover image of size (p � q). Then the complimentary image INV ofCOV is

defined as INV(g, h) = f(COV)(g, h)) where f ðxÞ ¼ 1 if x ¼¼ 0
0 if x ¼¼ 1

�
, 0 � g � p − 1,

0 � h � q − 1. So we are using the pair (COV, INV) for generating meaningful shares.
When the secret SI (g, h) == 1, use the following matrix E1 for generating shares,

E1 ¼ t rows
n� t rows

COVðg; hÞ
INVðg; hÞ

����S1
� 	

. When SI (g, h) == 0, use the following matrix E0

for generating shares, E0 ¼ t rows
n� t rows

COVðg; hÞ
INVðg; hÞ

����S0
� 	

. Also any column permu-

tation of the pair (E1, E0) can be used for generating meaningful shares corresponding to
each pixel in SI. So E1, E0 are matrices of size n � (m + 1) where m is the pixel
expansion of (t, k, n)-VCS [5–7]. In the first column of matrices E1 and E0, first t rows are
replaced with the cover pixel COV(g, h) and the last n − t rows are replaced with the
inverted cover pixel INV(g, h). Tables 1 and 2 gives the comparison of the proposed
scheme with other constructions.

Proof of contrast and security: So in the case of a 0 pixel, when the meaningful shares
of essential t participant and any of the k − t participants from the remaining n − t par-
ticipants stacked (OR operation), the Hamming weight of the resultant vector generated
is m, but in the case of a 1 pixel, after stacking the Hamming weight of resultant vector
(pixel expansion) obtained is, em = m + 1. So the relative contrast for the reconstructed

image is calculated as, aRI =
ðmþ 1Þ�m

mþ 1 = 1
em. The design rationale is, when OR-ing INV

(g, h) with COV(g, h) the resultant will be always a bit 1. When looking into the cover
pixels (COV(g, h) and INV(g, h)) instead of secret information pixels (rows from
S0 and S1), in the case of E1 and E0 matrices all the essential t participants hold
COV(g, h) and all the remaining n-t participants hold INV(g, h). Since the qualified set
contain k participants (t essential participants + k − t remaining participants), the
probability of occurrence of bit 1 during the OR operation of cover pixels will be
always 1. Here the relative contrast of themeaningful shares is alsomaintained as as = 1

em.
When the shares of the forbidden set of participants stacked no information can be gained
by the participants.

Table 1. Comparison for (1, 3, 4)-EVCS

Scheme Pixel expansion aRI
Ateniese et al. [10] 10 0.100
Liu et al. [11] 16 0.062
Wang et al. [13] 16 0.062
Yan et al. [16] 16 0.062
Proposed scheme 7 0.140
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Example 3: Let the participants are {P1, P2, P3, P4}. Let the basis matrices S0 and S1

which follows perfect black property obtained for a (1, 3, 4)-VCS [5] are

S0 ¼
0 0 0 1 1 1
1 1 0 1 1 0
1 1 0 0 1 1
1 1 0 1 0 1

2
664

3
775; S1 ¼

0 0 0 1 1 1
1 1 0 1 1 0
0 1 1 1 1 0
1 0 1 1 1 0

2
664

3
775:

Following shows generation of meaningful shares based on our (t, k, n)-EVCS. In
this example the value of t is 1.

Case 1: When SI(g, h) == 1 and COV(g, h) == 0, use E1 ¼
0
1
1
1

��������
S1

2
664

3
775

Case 2: When SI(g, h) == 1 and COV(g, h) ==1, use E1 ¼
1
0
0
0

��������
S1

2
664

3
775

Case 3: When SI(g, h) == 0 and COV(g, h) ==0, use E0 ¼
0
1
1
1

��������
S0

2
664

3
775

Case 4: When SI(g, h) == 0 and COV(g, h) == 1, use E0 ¼
1
0
0
0

��������
S0

2
664

3
775

For the CQual the contrast obtained is 7 − 6 = 1, accordingly a = 1
7 and em = 7.

4 Proposed ((n/2) +1, n)-EVCS

LetCOV be the cover image of size (p � q). Then the complimentary image INV ofCOV

is defined as INV(g, h) = f(COV(g, h)) where f ðxÞ ¼ 1 if x ¼¼ 0
0 if x ¼¼ 1

�
, 0 � g � p − 1,

0 � h � q − 1. So we are using the pair (COV, INV) for generating meaningful shares.

Table 2. Comparison for (2, 4, 5)-EVCS

Scheme Pixel expansion aRI
Ateniese et al. [10] 18 0.055
Liu et al. [11] 25 0.040
Wang et al. [13] 32 0.031
Yan et al. [16] 32 0.031
Proposed scheme 13 0.076
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When the secret SI (g, h) == 1, use the following matrix E1 for generating shares where

E1 ¼ f rows
l rows

COVðg; hÞ
INVðg; hÞ

����S1
� 	

. When SI (g, h) == 0, use the following matrix E0 for

generating shares, E0 ¼ f rows
l rows

COVðg; hÞ
INVðg; hÞ

����S0
� 	

. Any column permutation of the

(E1, E0) matrices can be used for generating shares corresponding to each pixel in SI. So
E1, E0 are matrices of size n � (m + 1) where m is the pixel expansion of perfect black
n
2 þ 1; n
� �

− VCS [2, 4]. So in the first column of matrices E1 and E0, first f = n
2 rows are

replaced with the cover pixel COV(g, h) and the last l = n
2 rows are replaced with the

inverted cover pixel INV(g, h). Table 3 gives the comparison of the proposed scheme
with other constructions for (2, 2) access structure. Figure 1 shows the experimental
results. Below shows the comparison of the proposed scheme with related works.

• Based on Theorem 1, the pixel expansion of n
2 þ 1; n
� �

-EVCS by Ateniese et al.
[10] is derived as m + 2, where m is the pixel expansion of n

2 þ 1; n
� �

-VCS.
• According to EVCS given in papers [13, 14], em = 2 � m.
• EVCS discussed in papers [11, 12], uses a halftone block size of 2 � 2, 3 � 3,

4 � 4 etc. for encoding m secret information pixels. When the value of m increases
the block size also increases. The meaningful shares carried by different participants
are distinct in nature.

• For the proposed n
2 þ 1; n
� �

-EVCS, em = m + 1 and the meaningful shares of
participant are complementary in nature.

Proof of contrast and security: So in the case of a 0 secret pixel, when the meaningful
shares of any n

2 þ 1 participants stacked (OR operation), the Hamming weight of the
resultant vector generated is m, but in the case of a 1 secret pixel, after stacking the
Hamming weight of resultant vector is em = m + 1. So the relative contrast for the

reconstructed image is obtained as, aRI =
ðmþ 1Þ�m

mþ 1 = 1
em. The design rationale is, when

OR-ing INVðg; hÞ with COV(g, h) the resultant will be always a bit 1. When looking
into the cover pixels (COV(g, h) and INV(g, h)) instead of secret information pixels
(rows from S0 and S1), in the case of E1 and E0 matrices all the first f = n

2 participants
hold COV(g, h) and all the remaining l = n

2 participants hold INV(g, h). Since the

Table 3. Comparison for (2, 2)-EVCS

Scheme Pixel expansion aRI
Ateniese et al. [10] 4 0.25
Liu et al. [11] 3 0.33
Wang et al. [13] 4 0.25
Zhou et al. [12] 4 0.25
Yan et al. [16] 4 0.25
Lu et al. [17] 6 0.16
Proposed scheme 3 0.33
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qualified set contains n
2 þ 1 participants, the probability of occurrence of bit 1 during

the OR operation of cover pixels will be always 1. Here the relative contrast of the
meaningful shares is also maintained as as = 1

em. When the shares of the forbidden set of
participants stacked no information can be gained by the participants.

5 Problems with the Proposed Schemes and Its Mitigation

For smaller values of m the proposed schemes outperform other related constructions.
But according to the constructions of Wang et al. [13] and Yan et al. [16], the pixel
expansion of an EVCS need to be 2m, where m is the pixel expansion of a VCS. This
condition will be helpful to preserve the cover information in the share when the value
of m (secret information pixels) increases. So in our scheme, in shares only one bit is
assigned for the cover information and the remaining m bits are assigned for secret
information pixels. So in the proposed scheme when m increases, the cover pixels will
not be highlighted in the shares means the shares look like random. In order to avoid
this instead of assigning only one cover pixel, we need to assign r cover pixels to form
the pixel expansion as em = m + r instead of em = m + 1. The value of r need to be
increased gradually till the shares looks meaningful. This is applicable for (t, k, n) and
n
2 þ 1; n
� �

access structures. So when the value of r = 2 the E1 and E0 matrices for our
(3, 6)-EVCS is shown below for different cases.

Case 1: When SI(g, h) == 1 and COV(g, h) == 0, use E1 ¼

0
0
0
1
1
1

0
0
0
1
1
1

�����������
S1

2
6666664

3
7777775

Fig. 1. Experimental results for (2, 2) EVCS (a) share of participant 1 (b) share of participant 2
(c) reconstructed secret
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Case 2: When SI(g, h) == 1 and COV(g, h) == 1, use E1 ¼

1
1
1
0
0
0

1
1
1
0
0
0

�����������
S1

2
6666664

3
7777775

Case 3: When SI(g, h) == 0 and COV(g, h) == 0, use E0 ¼

0
0
0
1
1
1

0
0
0
1
1
1

�����������
S0

2
6666664

3
7777775

Case 4: When SI(g, h) == 0 and COV(g, h) ==1, use E0 ¼

1
1
1
0
0
0

1
1
1
0
0
0

�����������
S0

2
6666664

3
7777775
.

6 Conclusion

For the relatedworks given in papers [11, 14–16], all participants use distinct cover images,
but in paper [12] all participant use complimentary cover pairs. In this paper construction of
EVCS using complimentary cover pairs are proposed for the access structures (t, k, n) and
n
2 þ 1; n
� �

with a pixel expansion of em = m + 1 and relative contrast 1
em. Compared to

related works proposed methods shows better pixel expansion and relative contrast
values. In the deterministic OR based EVCS schemes [11, 12, 14–16], all the cover image
information pixels q may not be same to the cover pixel ci in the cover image COVi

corresponding to the participant. But in the proposed scheme, all the cover image
information pixels q is same as cover pixel cv (resp. iv) in the cover image COV
(resp. inverted cover image INV). So in the proposed scheme when the value, q = r in-
creases the meaningful share look similar to the cover image used. The advantage of the
proposed scheme relay in the complimentary pairs of cover images used by the
participants.
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Abstract. Key frame extraction is an integral part of video analytics. The
extracted key frames are used for video summarization and information retrie-
val. There exist many approaches for solving key frame extraction problem in
video analytics. The focus of this paper is to extend the strategy of integrating
Evolutionary Computing technique with a conventional key frame extraction
approach, which is proposed by the authors in their previous work, with two
other conventional approaches. The conventional approaches considered in this
study are SSIM (Structural Similarity Index Method) Method, Entropy Method
and Euclidean Distance method. This paper also proposes a new approach for
key frame extraction by integrating the Euclidean Distance method with Dif-
ferential Evolution algorithm. The proposed approach is compared with all the
existing approaches by its speed and accuracy. It is found from the comparison
that the proposed approach outperforms other approaches. The results and dis-
cussion related to this experiment study are presented in this paper.

Keywords: Video analytics � Key frame extraction � Differential evolution �
ASSIM values � Entropy difference � Euclidean distance

1 Introduction

In the current information era, information is represented and processed in the forms of
multimedia. In general, the multimedia information is suffering with redundancy.
Especially, in video processing where numerous frames containing similar information
are usually processed. Huge amount of information can be obtained from a video. It can
be in terms of shots, scenes and frames. Elimination of redundant information is the
issue that is being addressed here. If redundant data is removed, it will help in sig-
nificantly reducing the amount of information that has to be processed. So, extraction
of key frames is the most fundamental step in any video compression or retrieval
application. It is important to eliminate the frames with redundant or repetitive infor-
mation during the extraction process. In the last few years, many key frame extraction
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algorithms focusing on live stream videos has been proposed. Key frames represent the
prominent features of a video. The extracted key frames must be able to summarize the
video without leaving out any key details and it should give the user a complete
summary of the video.

The Evolutionary Computing (EC) field in computer science, that follows the
Darwinian theory of evolution, has many optimization algorithms (popularly known as
Evolutionary Algorithms (EAs)) in its repository. Finding solutions for a problem using
trial and error method is difficult. For such problems EAs can be used to search for the
solution randomly. The EAs have proven their robustness in solving highly complex
real world problems. These algorithms have a common structure with the population
initialization, mutation, crossover and selection components. These components are
used, iteratively, to find a global optimal solution for a given problem starting with a set
of randomly generated initial set of solutions. There exist many instances of EAs viz
Genetic Algorithm, Genetic Programming, Evolutionary Programming, Evolutionary
Strategies and Differential Evolution (DE). Among these instances the Differential
Evolution (DE) algorithm is well known in the literature for its simplicity and
robustness.

A novel approach to solve the key frame extraction problem by integrating con-
ventional SSIM approach with DE algorithm is proposed by the authors in [1]. The
proposed algorithm was named as DE_SSIM. Presently, in this paper, the authors
primarily focus on extending the approach presented in [1] by integrating Entropy
Difference method and Euclidean Distance method, also, with DE algorithm. This
integration leads two more algorithms for key frame extraction problem. The algo-
rithms are named as DE_Entropy and DE_Euclidean, respectively.

The objective of this paper is to strongly validate the novelty that resides in inte-
gration of conventional approaches with the Evolutionary Computing algorithms. The
performances of these algorithms are compared with their conventional counterpart
approaches. The DE unified algorithms show high accuracy and robust performance
with good customization possibilities. The DE_Euclidean method in particular, gives
an accurate result as well as a reduced run time when compared with the other two
proposed algorithms.

The rest of the paper is organized as follows. In Sect. 2, the works related to our
proposed algorithms are presented. In Sect. 3, the structure of DE algorithm is dis-
cussed. In Sect. 4, the proposed approach is explained with the design and results.
Section 5 contains the conclusion remarks followed by the future scope.

2 Related Works

In [2] the author uses entropy value as global and local feature to extract key frames
from a video. In this algorithm, they classify the frames in a shot into different bins.
Each bin will have a class of frames containing similar objects and background. In this
algorithm entropy value is used as a global feature representing the content of the
frame. Centre frame from each bin is chosen as one of the key-frame for the shot. Bins
with fewer frames i.e., less than twenty frames are neglected to avoid redundant frames.
To remove repeated frames, for e.g., a class with a bunch of students writing exam and
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invigilator sitting still results in many redundant key-frames. To eliminate these
redundant key frames each key-frame is compared with every other key-frame to find
the duplicate or near duplicate frames. Segmented entropy technique is used to remove
redundant frames. To measure the dissimilarity between two frames the standard
deviation of the difference of segmented entropies of two frames are calculated. If
standard deviation is nearing to zero then the two frames are considered as similar and
the second frame is eliminated as it is the duplicate frame.

The paper [3] proposes and a new Euclidean distance estimation (IMED) for
images. This is done by considering the traditional Euclidean distance estimation
algorithm and the spatial relationships between pixels. The paper states that by giving a
larger coefficient value to nearby pixels of which Euclidean distance is calculated, a
robust distance measure is attained. However, IMED is applied if three major condi-
tions for metric are satisfied. The metric coefficient for pixels is represented as function
of absolute difference between the pixels. The metric coefficient decreases for increase
in function dependency. The functional dependency is a universal function and is
independent of image or resolution. For any particular pixel given in an image, if the
above conditions satisfy the pixel is said to undergo IMED.

Along with the existing, commonly known, approaches for solving key frame
extraction problem [4–6], a simple algorithmic framework which combine DE algo-
rithm with SSIM approach was proposed in [1]. The authors have integrated the SSIM
approach with DE algorithm, named the new algorithm as DE_SSIM. The results
showed that the DE_SSIM significantly outperformed SSIM. The threshold for the
conventional SSIM approach was set based on the inputs. However, the DE_SSIM
algorithm follows a standard evolutionary approach, which follows generation based
calculation consisting of parents and children. The number of parents and children are
set based on number of frames on input video. The number of key frames is dependent
on the number of children. The average of the fitness of the children forms the
threshold from which set of key frames that lie below the average are selected. The
proposed DE_SSIM method was found to result in quicker and more accurate solution
when compared to the conventional SSIM approach.

On understanding the superiority of the integration proposed in [1], this paper is
aiming at proving the superiority further by extending the integration approach to two
more conventional key frame extraction approaches. The two other conventional
approaches considered are Entropy Difference Method and Euclidean Distance
Method.

3 Classical DE Algorithm

As it is used in [1], this research work also uses the DE for formulating new key frame
extraction algorithms. DE was popularly used by the research community for solving
different optimization problem. As the key frame extraction problem is an optimization
problem, DE is well suited for solving it. The algorithmic structure of DE is shown in
Fig. 1 (as it is taken from [7]). As seen from Fig. 1, DE performs an evolutionary
process with mutation, crossover and selection. This process is done iteratively over a
set of candidates present in the population of initial solutions. Each iteration of this
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process is meant as a generation. In each iteration, a new child is produced for each of
the candidate in the population. This involved performing differential mutation fol-
lowed by the crossover operation. Then, the fittest candidate among the parent and the
child is selected as survivor for the next generation. Thus, at the end of each generation
a new population with the survivors is generated. This process will be repeated until
meeting a user defined stopping criteria.

The DE algorithm is widely applied for variety of complex optimization problems.
The performance DE algorithm is still being improved by the researchers [8]. The
theoretical investigation of DE algorithm is still an open challenge problem [7, 9, 10].
DE has only three parameters in its algorithm – Scale Factor (F), Crossover Rate (Cr)
and Population Size (NP). Many survey papers are reported in the literature for
selecting suitable values for these control parameters [11].

4 Proposed Approach

This paper proposes two algorithms (by exactly following the approach presented in
[1]) which incorporates the DE algorithm with conventional key frame extraction
approaches (a) Entropy Difference method and (b) Euclidean Distance method to solve
key frame extraction problem in video analytics effectively. This section discusses the
design of the experiment and the results obtained on conducting the experiment.

Fig. 1. Algorithmic structure of classical DE.
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4.1 Design of Experiment

Classical DE algorithm requires certain parameters to be set, these parameters are
specific to the problem at hand. Since, the aim of this paper is to further validate the
claims made in [1], the control parameters assumed in [1] are used in this experiment as
well. However, the fitness function will be different for the two algorithms proposed in
this paper. Also, three video samples used in [1] are used again to verify the accuracy
of DE_Entropy and DE_Euclidean algorithms. Frame numbers are input to the algo-
rithm, which in turn will perform DE operations and output 10 key frames for each
video in this experiment. The fitness Functions used are described below;

(a) Average Entropy Difference is used as the fitness function in DE_Entropy algo-
rithm. Since, it is observed that frames with a higher Entropy Difference result as
key frames, the “Selection” operator of the DE algorithm will select the vector with
a higher Average Entropy Difference value. The mathematical function used to
evaluate the fitness of the candidate solutions, for DE_Entropy algorithm, is given
in Eq. (1).

ð1Þ

where,
X - a candidate solution (a set of key frame numbers).
MaxF - Maximum number of frames in the key frame sequence, in our experiment
it is set as 10.
Framei - i

th frame in a key frame sequence.
Ent(Framei) - Entropy value of the Framei.

(b) Average Euclidean Distance is used as the fitness function in DE_Euclidean
algorithm. Since, it is observed that frames with higher Euclidean Distance values
result as key frames, the “Selection” operator of the DE algorithm will select the
vector with a higher Average Euclidean Distance value. The mathematical function
used to evaluate the fitness of the candidate solutions, for DE_Euclidean algorithm,
is given in Eq. (2).

X MaxFþ 1½ � ¼
PMaxF

i¼1
Euc Framei; Frameiþ 1ð Þ

� �

MaxF � 1ð Þ ð2Þ

where,
Euc(Framei, Framei+1) - Euclidean distance between the frames Framei and
Framei+1.

4.2 Results and Discussion

This section discusses the results obtained on executing DE_Entropy and DE_Eucli-
dean. The results obtained are compared with those of their conventional counterpart
approaches (conventional Entropy method and Euclidean Distance method). Tables 1
and 2 represent the results recorded for three different video scenarios, respectively for
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DE_Entropy and DE_Euclidean algorithm. The results comparing SSIM approach with
DE_SSIM also shown, in Table 3, for reader reference.

4.2.1 Entropy Difference Method and DE_Entropy
We observe from Table 1 that the Average Entropy value obtained in DE_Entropy
method is greater than that obtained in the conventional Entropy Difference method.
Also, on manual verification of the key frames output by the two approaches, it is
observed that the DE_Entropy method shows better accuracy. It is worth noting that
that the conventional Entropy Difference method required the setting of a threshold
value, this value is video specific and varies for the three videos used in this experi-
ment. The threshold values are used as a selection criterion to determine if a particular
frame is a key frame or not in the case of the conventional approach. The setting of this
parameter is done by trial and error, since it is dependent on the content of the video.
However, the DE_Entropy algorithm does not require the setting of a threshold value
and it will work independent of the content of the video, since no video-specific
parameter is to be set.

4.2.2 Euclidean Distance Method and DE_Euclidean
We observe from Table 2 that the Average Euclidean Distance value obtained in
DE_Euclidean is greater than that obtained in the conventional Euclidean Distance
method. The frames obtained in both approaches were manually verified and it is
observed that the DE_Euclidean method shows better accuracy. And in the case of
Entropy Difference, a threshold value was to be set for the conventional approach to

Table 1. Comparing DE_Entropy and Entropy approaches.

Video # No of
frames

Entropy approach
Threshold Key frames Average

Entropy value

Video 1 100 0.018 [27, 34, 36, 47, 49, 92, 94, 95, 96, 97] 0.06
Video 2 409 0.02 [167, 199, 200, 219, 226, 228, 345,

351, 352, 373, 380, 408]
0.05

Video 3 497 0.02 [128, 181, 208, 234, 260, 286, 313,
339, 365, 417, 444, 496]

0.02

Video # No of
frames

Proposed algorithm - DE_Entropy
F & Cr Key frames Average

Entropy value

Video 1 100 0.9 & 0.6 [1, 4, 32, 41, 47, 72, 92, 94, 96,
100]

0.08

Video 2 409 0.9 & 0.6 [137, 146, 176, 200, 211, 224, 249,
274, 317, 354]

0.11

Video 3 497 0.9 & 0.6 [1, 6, 9, 21, 54, 97, 286, 404, 408,
496]

0.05

322 K.T. Abraham et al.



Table 2. Comparing DE_Euclidean and Euclidean approaches

Video # No of
frames

Euclidean Distance approach
Threshold Key frames Average Euclidean

Distance value

Video 1 100 15100 [34, 35, 46, 47, 48, 92, 93, 94,
95, 96]

20490.32

Video 2 409 114000 [208, 209, 210, 362, 363, 364,
365, 366, 367, 368]

13925.33

Video 3 497 16600 [136, 137, 142, 144, 330, 400,
405, 406, 410, 415]

22989.40

Video # No of
frames

Proposed algorithm - DE_Euclidean
F & Cr Key frames Average Euclidean

Distance value

Video 1 100 0.9 & 0.6 [4, 5, 30, 33, 39, 49, 91, 93,
95, 99]

22390.81

Video 2 409 0.9 & 0.6 [20, 44, 151, 178, 210, 214,
348, 363, 372, 409]

22714.28

Video 3 497 0.9 & 0.6 [1, 24, 131, 140, 250, 372,
394, 404, 414, 490]

24405.80

Table 3. Comparing DE_SSIM and SSIM approaches.

Video # No of
frames

SSIM approach
Threshold Key frames ASSIM

value

Video 1 100 0.87 [27, 29, 31, 33, 35, 37, 45, 47, 92, 97] 0.82
Video 2 409 0.87 [136, 158, 171, 186, 199, 214, 236,

361, 378, 408]
0.73

Video 3 497 0.87 [1, 67, 70, 112, 138, 220, 317, 370, 425,
497]

0.21

Video # No of
frames

Proposed approach - DE_SSIM
F & Cr Key frames ASSIM

value

Video 1 100 0.9 & 0.6 [17, 22, 28, 33, 40, 46, 50, 79, 93, 100] 0.79
Video 2 409 0.9 & 0.6 [136, 157, 171, 187, 198, 214, 236,

361, 377, 409]
0.45

Video 3 497 0.9 & 0.6 [1, 63, 68, 115, 138, 216, 315, 367,
423, 497]

0.11

This table is directly taken from [1]
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determine if any given frame is a key frame. This parameter need not be set for the
DE_Euclidean algorithm and therefore works independent of the content of the video.

Also, it is observed that the running time of the DE_Euclidean method was sig-
nificantly lower than the other DE approaches (DE_SSIM and DE_Entropy). The
results comparing the execution time of the proposed algorithms is shown in Table 4.
Among the three algorithms DE_Euclidean is found as more faster and suitable for
further of our research work. As a reference, the resulting key frames on executing
DE_Euclidean for three different videos are shown Figs. 2, 3 and 4.

Table 4. Execution time comparison

Video # DE_SSIM DE_Entropy DE_Euclidean

Video 1 6 M 29.12 S 3 M 56.87 S 0 M19.13 S
Video 2 5 M 0.94 S 3 M 14.25 S 0 M 16.83 S
Video 3 4 M13.35 S 3 M 55.81 S 0 M 25.89 S

Fig. 2. Key frames from Video #1.
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Fig. 3. Key frames from Video #2.

Fig. 4. Key frames from Video #3.
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5 Conclusion and Future Work

By directly extending the approach proposed in [1], this paper has proposed two new
algorithms for key frame extraction from video. These algorithms combine DE with the
conventional key frame extraction methods as an attempt to improve the accuracy of
key frames extracted from a video. The performance of the proposed algorithms is
verified using three experimental videos. Both the algorithms have given more accurate
results than their counterpart conventional approaches. The DE_Euclidean algorithm
was found to have the least execution time amongst the three algorithms (including
DE_SSIM).

The authors admit here that the observations made are yet to be validated for a real
time scenario. This calls the future work that the authors have to carry out. The
performance of the proposed algorithm for key frame extraction will be extended for
online videos. The future work also includes further reducing the running time by
parallelization.
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Abstract. Breast cancer is one of the major type of cancer which is the leading
cause of death in women. The research work is carried out on the real data of
patient records obtained from HealthCare Global Enterprises Ltd (HCG) hospi-
tals. The work analyzes the four major class variables in the dataset, namely
death, progression, recurrence and metastasis. The influence of the same 11
predictor variables is explored for each of the class. Various machine algorithms
namely Support Vector Machine, Decision Tree, Multi-layer Perceptron and
Naive Bayes have been explored for classification of the patient data into var-
ious classes. The imbalance in the data is handled using an over sampling
technique. The contribution of various attributes in classifying the instances into
different classes is also being explored. The model helps in predicting various
factors and thus helps in early diagnosis in the breast cancer.

Keywords: Machine learning � Breast cancer � Attribute ranking � Data
imbalance

1 Introduction

During the recent years, health industry has been considered as a place where huge
amount of data are available including electronic health record (EHR), administrative
reports etc. This massive data is not utilized well. Various machine learning algorithms
are applied on data to study the hidden patterns in the data and helps in various processes
like prediction. ML techniques have been used in health care to predict various diseases.
These techniques are also explored to predict the treatment, its outcome, various factors
affecting a health condition and many other things interesting to the health care pro-
viders [1]. Thus it can help as an aid to the doctors in providing a better treatment for a
patient presenting with various diseases. Cancer is a group of diseases which involve
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abnormal growth of cells which later may spread to various parts of the body. When the
global population is considered, cancer is the second major reason for death. There have
been around 8.8 million deaths in the year 2015 due to cancer [2].

There are different types of cancers like Lung cancer, Liver cancer, Stomach
cancer, Breast cancer and many more. Breast cancer is one of the most frequently
occurring types of cancer, especially in the female population. The cancer needs to be
diagnosed at its early stage, before it spreads to the other parts of the body, so that the
chances of the patient survival are high [3].

So it is important to have an early diagnosis in case of patient who has a cancer.
The prognosis of a cancer patient can be improved if various predictions can be made,
to know whether there is chance of recurrence, progression etc. from given set of
patient details, with the help of a prediction model using ML techniques.

The various researches works which have been already done in breast cancer focus
on predicting one factor (like survival rate/recurrence) at a time. Different work focus on
different predictor variables while building the prediction model. In some works, clinical
parameters are used whereas in others features extracted from images are used. In this
work multiple class variables are predicted using the same features/attributes. The health
care data usually has more number of patients who does not have a particular disease
condition and a few numbers of patients who have that condition. This is treated to be an
imbalance in data if it is 10–20%. In many of the existing research, SEER data set
(publicly available well studied data set for breast cancer data) is used, which has
millions of records [5]. So many research works using this data set tackles the issue of
imbalance by eliminating few records from the majority set. But in the proposed work
real data from HCG hospitals, Bangalore has been used. The data is small and hence
eliminating records is not a possible solution to avoid imbalance. The proposed work
applies an over sampling technique called SMOTE to handle the imbalance in the
dataset. SMOTE increases the number of records for the class with less data and keeps
the data belonging to the class, which has sufficient data, unchanged. The influences of
predictor variables on the different class variables are studied. Ranker algorithm has
been applied on the data to know rank the attributes before classification of the data.
Simple and well established classification algorithms suitable for medical data are
decision tree, Multi-perceptron, Support Vector Machine and Naive Bayes. These
algorithms have been applied on the data for prediction. As there are many missing
values in the data set, some data cleaning has been performed on the data. The content of
the paper is organized into various sections as follows. The related works in this research
area is discussed in Sect. 2. Section 3 describes the data set on which the work is
experimented. Proposed methodology is discussed in Sect. 4. The various experiments
carried out are explained in the Sect. 5. The results and analysis is described the Sects. 6
and 7 discusses the conclusion and future work respectively.

2 Related Works

Over the past decades data in health care is in the form of electronic health record and is
growing at a very rapid pace. Data in health care are present in different formats like
narrative text data, numerical data, recorded signals or images. Discharge summary
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would be in the form of narrative text, radiology uses images, ECG is the form of signals
and a large chunk of data is available as numerical data which could be the lab reports,
vital signs etc. Works have been done focusing on these multiple forms of health care
data. The features are extracted from the image, text or signal data using techniques like
image processing, text processing, signal processing and as a next step ML techniques
are explored on them to develop different models which can help in decision making.
The models study the existing data available for any disease, find and analyze hidden
patterns in them. Thus it assists the health care providers in predicting a patient’s health
condition who is presenting with certain symptoms and clinical conditions. There are
several works that apply these kinds of models which aims at predicting different kinds
of diseases like cardiovascular diseases, Alzheimer, diabetes, cancer and many other
diseases. Study needs to be performed to analyze such huge amount of data.

ML techniques are applied on clinical and claims data to study the correlation
between various chronic diseases and the related diagnostic tests conducted [6]. These
algorithms can be also applied to study about the effects of a particular disease on some
other disease. Effect of diabetes and ischemic heart disease on other diseases (using
ICD9 codes) is studied by application of machine learning algorithms [7]. The rela-
tionships between different attributes of cardio vascular disease are explored using
association mining which is an ML technique [8]. Such various studies are done in
health care with the help of different pattern recognition algorithms to improve the
diagnosis, treatment etc. in the medical field [1].

In healthcare a major research is on the cancer as it is one of the main reasons of
mortality in the current century. Classification algorithms like Artificial Neural Networks
(ANNs), Bayesian Networks (BNs), Support Vector Machines (SVMs) and Decision
Trees (DTs) have been widely applied in cancer research for prediction of cancer sus-
ceptibility, recurrence and survival [9]. Prediction model is developed to predict the
survival rate of oral cancer [10]. The work focus on details of 1024 patients with 19
predictor variables which include history of addiction, site, tumor size, staging, surgery,
radiotherapy, chemotherapy. Target variable is survival which takes binary value alive or
dead. Data is not imbalanced as it has 32% records of patients who have survived and
68% who have died within 5 years of treatment. Importance of predictor variables are
also discussed in the work. Three predictive models Single Tree, Decision Tree Forest
and Tree Boost are developed and it is observed that Tree Boost model performs well
compared to other two models on the oral cancer data. A study is done which aims to use
clinical information of nearly 500 lung cancer patients to replace pathology report, so that
surgery to collect pathologic information can be avoided [11]. Correlation between
clinical information and pathology report is explored using association mining.

Among the various cancers, breast cancer is a very commonly occurring type of
cancer [12]. Various researches have been done on breast cancer data using various
machine learning algorithms. A prognostic model is developed based on support vector
machine (SVM) to predict the recurrence of breast cancer [13]. The model’s perfor-
mance is compared with previously established models. The model helps the doctors
and the patients regarding the breast cancer treatment. A work is conducted to analyze
the performance of three machine learning algorithms Decision Tree, Support Vector
Machine, and Artificial Neural Network on prediction of the breast cancer recurrence
[14]. The dataset consist of the 1189 records with 22 predictor variables and 1 outcome
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variable. Total number of records reduced to 547 as they have been removed due to
missing values. As Age, site of the cancer, tumor size, ER, PR, Her2, Chemotherapy,
Radiotherapy etc. were few main independent variables used in the study. There were
117 recurrence cases and 430 non recurrent cases in the dataset and hence no sampling
techniques are explored as the data is a balanced dataset. According to the analysis from
the work SVM exhibits better performance than DT and ANN in all the parameters of
sensitivity, specificity and accuracy. Most of the works use ML techniques for pre-
diction and the performance is evaluated based on accuracy. But stability of the per-
formance of the model when the parameters are varied need to be considered [15].
A stable model will actually help the health care specialists who have little knowledge
about the model tuning. The work compares SVM, ANN and semi-supervised learning
models on predicting breast cancer survivability and finds semi-supervised learning
model to be a stable robust model. The medical data usually has an imbalance, which
means the number of instance in various classes may vary largely.

Prediction would be skewed towards the majority class in studies dealing with such
imbalanced dataset. Hence research is carried to study various sampling techniques like
SMOTE, TOMEK and combined sampling in combination with SVM classification
algorithm on few medical datasets available in UCI repository [16]. The work shows that
combine sampling outperforms the other two. But when the number of records in the
minority class is less than 10%, it will not perform better than the other two algorithms.

Various research works focus on exploring different classification techniques on the
data where a single problem is addressed. While a work predicts recurrence of cancer,
another work attempts to predict survival rate. Different features are considered for
different work. So there has been no model which tries to predict multiple factors
considering the same attributes. In the proposed work, same attributes are used to
predict various response variables which are death, recurrence of cancer, metastasis and
progression of cancer. In various works, using breast cancer data, either balanced data
is used or the imbalance is less (minority class is almost 30%). In some cases imbalance
is addressed by removing the instances from the majority class, which is called under
sampling. This may not be suitable in the proposed work as the numbers of instances
are less. Other techniques like combine sampling works well only in the cases where
the minority class is more than 10% [16]. In proposed work in some cases the minority
class is only around 10% and hence an over sampling technique called SMOTE is
applied. The attributes are ranked using Ranker algorithm so that importance of each
attribute in classifying the data to the particular class can be understood.

3 Data Source

The data is provided from HCG hospitals by maintaining the anonymity of the patients.
The data has records of clinical trials of 1595 breast cancer patients which consist of
different medical parameters of which 11 are the predictor variables and 4 are class
(response) variables. The 4 class variables are death, metastasis, progression and
recurrence. Death is an attribute which is considered to be the class variable, which
explains whether the patients have died within 5 years of treatment. Metastasis takes a
binary value (0 or 1) based on whether the cancer has spread to the other parts of the
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body. Progression means the process of developing gradually towards a more advanced
state. Recurrence means the return of the cancer after certain period of time, the value
of this attribute explains whether the cancer is likely to occur again. All the class
variables take binary value as 0 or 1. The detailed description of the variables and their
values for the predictor and response variables are explained in Table 1. The Sect. 4
describes the proposed methodology in detail.

Table 1. Data description of predictor variables and response variables
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4 Proposed Method

The proposed methodology is based on five major stages which are data pre-processing
stage, sampling stage, classification stage and evaluation stage as shown in Fig. 1. The
detailed descriptions of each of these stages are as follows.

4.1 Data Pre-processing Stage

Any health care data which contains patient records would have values for certain
attributes missing. The reason for this would be either few tests may not be performed
on the patient so the values for those are not known, or it may be an error in the data
entry. Missing values in the data set needs to be removed before application of the
proposed model.

4.2 Data Sampling Stage

Usually data in medical field would have imbalance in data. For example number of
patients without a disease may be much more than number of patients who have that
disease. In the dataset used in this work, all patients are suffering from cancer. Here the
number of patients without a condition is large when compared to number of patients
with that condition. This kind of imbalance need to handle by sampling technique.
Synthetic Minority Over-sampling Technique (SMOTE) is an over sampling method
where minority class is increased, by random replicating the data set of the minority
class while the majority class is not changed [17]. Each minority class sample is taken
and synthetic data are created a long line segments that join the k minority neighbors of
the class. Neighbors from k nearest neighbors are chosen depending on the amount of
oversampling needed.

4.3 Attribute Ranking Stage

Ranking of the attribute is performed with the amount of the information in a variable,
which is information gain, each variable will be given a rank based upon the percentage

Fig. 1. Schematic diagram of proposed approach
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of the influence it has on the class variables [18]. Information gain of an attribute is
reduction in entropy due to this attribute. Entropy is the level of impurity of a dataset D
and is calculated as

E Dð Þ ¼ �plog2p� slog2s ð1Þ

In the dataset considered in this work, if the recurrence class is considered, p is the ratio
of number of recurring cases to total number of records and s is the ratio of number of
non-recurring cases to total number of records.

Gain D;Vð Þ ¼ E Dð Þ �
X

ðDv=DÞ � EðDvÞ ð2Þ

where Dv refer to records having multiple value for an attribute. Here in this work if the
attribute Cancer type is considered it takes three values 1, 2 and 3.

4.4 Classification Stage

Simple classifiers with good performance which are Decision Tree (J48), MLP, Naive
Bayes and Support Vector Machine (SVM) are applied in the proposed model. These
techniques are applied on the dataset to classify data into different classes. The pro-
posed work deals with binary classes, there are different kind of classifiers when
applied on the different types on the data will produce similar results. Decision tree
(J48) [19] builds the decision tree from the dataset, the roots and various nodes of the
tree is decided by information gain, at each node of the tree the algorithm choose the
next variable to be the root node on the basic of the information gain, the leaf are the
class variable in this algorithm. Multilayer perceptron (MLP) [20] is and a feed forward
Artificial Neural Network (ANN) which consists of the multilayer nodes in between
where each layer of the nodes are fully connected to the each other MLP maps the set
of the input data to the set of the output data which are appropriate. Naive Bayes [21] is
the classifier which uses the probability concept which is based on the Bayes theorem,
this classifier is highly scalable; by evaluating the closed form expression
maximum-likelihood training can be done. Support Vector Machine (SVM) [22] is also
a classification algorithm which tries to construct a hyper plane which maximally
separates data of two classes. After classification, k-fold cross validation is applied to
avoid the problem of over-fitting. The data is partitioned into training set (on which the
model is applied) and testing set (on which validation is done) and this is repeated k
times in k fold cross validation.

4.5 Model Evaluation Stage

Performance of the model is evaluated using the measure: accuracy, specificity, and
sensitivity. Confusion matrix is a table used in to assess the performance of a classi-
fication model on the test data set is as shown in the Table 2.
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True Positive (TP) indicates the number of instances the model has predicted
presence of a disease (positive) and disease is actually present. False Positive
(FP) gives the count of records predicted by the model to have presence of a disease
which is actually not present. The number of records predicted by the model as not
having the disease but actually but are actually having the disease is called False
Negative (FN). The number of instances which are actually not having the disease and
the model also predicts as not having the disease is True Negative (TN). ROC [23]
(Receiver Operating Characteristic) curve, is a graphical representation which shows
the performance of a binary classification model. The curve is constructed by plotting
the Sensitivity against (1-Specificity). ROC curve can be analyzed to understand the
performance different classifiers for binary classes. Sensitivity, Specificity, Accuracy
are calculated as given in the Eqs. (2), (3) and (4) respectively: Attributes have been
ranked and analyzed to understand which attributes are contributing towards each of
the classes.

Sensitivity ¼ TP
TPþ FN

ð3Þ

Specificity ¼ TN
TNþ FP

ð4Þ

Accuracy ¼ TPþTN
TPþTNþ FPþ FN

ð5Þ

5 Experimental Setup

The various machine learning algorithms are explored on the dataset and the various
experiments are conducted using the publicly available machine learning tool WEKA
(Waikato Environment for Knowledge Analysis) version 3.8.0.

Table 3 summarizes the missing value for each attribute in the dataset. This is
handled in the pre-processing stage of the model. Instances, where data for at least 5
attributes are missing, have been removed. The rest of the missing values in the various
attributes have been filled by replacing with mode of that attribute in that particular
class. i.e. When a data is missing in attribute 1 of a record which belongs to class 1,
then it has been replaced by the mode of the attribute 1 in class 1. Thus all missing
values in the data set have been removed and the data is cleaned. After cleaning the
percentage of the missing value is zero.

Table 2. Confusion matrix which is used for the model evaluation

Actual Positive Negative

Positive TP FN
Negative FP TN
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The number of instances has reduced after the data cleaning is performed for each
class as shown in Table 4. When the number of instances in one class is very large
compared to the number of instances in other class, the data set is said to be imbal-
anced. Classification algorithm will not classify the minority class (the class with less
number of instances) appropriately if there is an imbalance in the dataset. This work
has made use of an over sampling technique called SMOTE (Synthetic Minority
Over-sampling Technique). Numbers of records that belong to each class are reduced
after the data cleaning process and is shown in Table 4. After applying the over
sampling technique SMOTE on the data for each class, the number of instances in
minority class are increased. Various percentage of SMOTE is tried on the data and
good performance was shown by the model when 500% SMOTE is applied on the data.
The number of instances in majority class would not be changed. The number of
instances in both majority and minority class (class 1 in this work) are also shown in
the Table 4. The different classifiers are applied with default parameter settings of
WEKA as explained in Table 4. The proposed model is compared with base model, in
which the classifiers are directly applied on the raw data.

All attributes are ranked using Ranker algorithm. The parameter used is Informa-
tion Gain. For this research, 10-cross validation technique have been applied, on the
dataset to avoid the over fitting problem.

Table 3. Summary of percentage of missing values in the dataset

Attributes Missing values in
percentage

Attributes Missing values in
percentage

Age category 0 Progesterone receptor 25
Cancer type 0 (Her2) 26
Grade 43 Status code 0
Stage 0 Treatment 28
Estrogen receptor (ER) 25 Surgery 1
Death class 21 Radio therapy 20

Table 4. Data statistics after preprocessing and sampling.

Class Death Metastasis Recurrence Progression
0 1 0 1 0 1 1 0

Raw data 1412 134 1473 73 1515 31 1374 172
Data after cleaning 1096 77 1138 54 1153 26 1038 135
Data after application of
sampling technique

1096 462 1138 24 1153 56 1038 810
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6 Experimental Results and Analysis

Classifiers are applied on the raw data which is not cleaned and balanced. The per-
formance is shown using ROC curve and a table which depicts the values of accuracy
(in percentage), sensitivity and specificity. Various lines in the ROC curve correspond
to the results of different classifiers. Multiple classifiers exhibit similar performance
which leads to over lapping of curves in the figures. This is compared with the pro-
posed model which has the classifiers applied on cleaned and balanced data. The
performance of this model is also shown using ROC curve and table. The comparisons
are made and analysis is performed in the following subsections for each of the class. In
each figure the multiple curves denotes performance of different classifiers. As the
curve moves closer to left-hand border and then the top border of the ROC space, the
model is considered to be a model with good performance. When the curve reaches
close to the 45° diagonal of ROC spaces, the model is considered to be less accurate
(Table 5).

6.1 Experimental Results and Analysis for Death Class

Different classifiers are applied on the base model and the proposed model for the death
class and their performance is compared in the ROC curves as shown in Figs. 2 and 3.
The Table 6 is the results obtained by applying the various classifiers on base model
and the proposed model.

There is a significant improvement when the classification algorithms are employed
on the proposed model as compared to the results obtained from the raw data. All the
classifiers i.e. DT, MLP, NB, and SVM perform well in terms of accuracy, but MLP
classifier which performs best on the proposed model in terms of sensitivity for death
class.

Table 5. Parameter settings for the classifiers used in the proposed method.

Classifiers Basic parameters

Decision tree (J48) Batch size = 100, BinarySplits = False,
Confidence factor = 0.25, NumFolds = 3,
Reduce error pruning = False, Seed = 1, Unpruned = False,
Use Laplace = False, UseMDLcorrection = True

Multi-layer
perceptron (MLP)

Hidden layers = a; learning rate = 0.3; momentum = 0.2; nominal
to binary filter = True; normalize attributes = True;
normalizeNumericClass = True; reset = True; Seed = 0;
trainingtime = 300; validation Threshold = 20

Naïve Bayes Use Kernel estimator = False; use supervised discretization = False
SVM Build logistic models = False; c = 1.0; checks turned off = False;

epsilon = 1.0E−12; Kernel = Polykernel; num of folds = 1;
randomnseed = 1; tolerance parameter = 0. 001
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Fig. 2. ROC curve for death class with unprocessed data
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Fig. 3. ROC curve for death class with processed data

Table 6. Class death with unprocessed dataset (base dataset) and proposed dataset

Base model Proposed model
DT MLP NB SVM DT MLP NB SVM

Accuracy (%) 92.0 88.0 90.0 93.0 78.0 77.0 74.0 71.0
Specificity 1.0 0.9 0.9 0.9 0.8 0.8 0.8 0.9
Sensitivity 0.0 0.0 0.0 0.0 0.6 0.6 0.5 0.1
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6.2 Experimental Results and Analysis for Metastasis Class

The base model is where the classifiers are applied on the raw data of the metastasis
class and the performance is compared with the performance of the classification
techniques on the proposed model as depicted by the ROC curves in Figs. 4 and 5. In
Fig. 4 which represents the base model the curves are near to the diagonal line which
presents that the performance is poor. But in the proposed model the curves are moving
towards left border and towards top border which indicates a good performance.
Table 7 gives a comparison in the values for accuracy, specificity and sensitivity of the
base model and proposed model. It is very clearly understood the proposed model gives
good performance as compared to the base model. In this class also the classifier which
performs well is MLP.
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Fig. 4. ROC curve for metastasis class with unprocessed data
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Fig. 5. ROC curve for metastasis class with processed data
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6.3 Experimental Results and Analysis for Recurrence Class

Analysis is performed after applying various classification algorithms on the data
belonging to recurrence class. Figure 6 shows the results obtained by applying the
various classifiers on the raw data. From the figure it is clear that the base model
performance is poor as the curves are near to the 45° line. Few of the curves are even
below the line. Figure 7 depicts the result obtained by proposed model. Table 8
indicates the results obtained by both base. Model and the proposed model by applying
different classification algorithms. Significant improvement can be viewed in ROC
curve as well as in the table, after the proposed model has been applied. Though all
models are performing well in terms of accuracy, since sensitivity is an important
parameter to be considered in health care data, MLP can be treated as the best clas-
sification technique for recurrence class.

Table 7. Class metastasis with unprocessed dataset (base dataset) and proposed dataset

Base model Proposed model
DT MLP NB SVM DT MLP NB SVM

Accuracy (%) 95.0 93.0 94.0 95.0 85.6 86.0 78.3 78.8
Specificity 1.0 0.9 0.9 0.9 0.9 0.9 0.9 0.9
Sensitivity 0.0 0.0 0.0 0.0 0.6 0.7 0.1 0.1
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Fig. 6. ROC curve for recurrence class unprocessed data
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6.4 Experimental Results and Analysis for Progression Class

Experiment is done on the data which belongs to class progression. Figure 8 show the
results obtained by applying the various classifiers algorithms on the raw data and
Table 9 shows the result obtained for both the base model and the proposed model by
applying the various classification algorithms. The Fig. 9 shows the results of the
dataset which processed through the proposed method. Comparing both the figures and
table it can be concluded that the proposed method have shown a significant
improvements. In Table 9 under the proposed method classifiers decision tree have
shown good accuracy but decision tree has performed better with 81.71% of accuracy
and sensitivity of 0.84.

Table 8. Class recurrence result with unprocessed dataset (base model) and proposed model

Base model Proposed model
DT MLP NB SVM DT MLP NB SVM

Accuracy (%) 97.9 97.8 97.8 97.9 91.2 91.2 88.5 88.9
Specificity 1.0 0.9 0.9 1.0 0.9 0.9 0.9 0.9
Sensitivity 0.0 0.0 0.0 0.0 0.3 0.4 0.0 0.1

MLP
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False positive (1-specificity)

Class 1
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Fig. 7. ROC curve for recurrence class processed data
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Fig. 8. ROC curve for progression class unprocessed data
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Fig. 9. ROC curve for progression class processed data

Table 9. Class progression result with unprocessed dataset (base model) and proposed dataset

Base model Proposed model
DT MLP NB SVM DT MLP NB SVM

Accuracy (%) 88.0 83.0 86.9 88.4 81.7 77.9 62.7 66.6
Specificity 1.0 0.9 0.9 0.9 0.7 0.7 0.7 0.7
Sensitivity 0.0 0.08 0.0 0.0 0.8 0.8 0.5 0.5
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7 Ranking of Attributes: Result and Analysis

Table 10 shows the ranks of the various attributes. Ranks are calculated by the amount
of the information gain of the attributes. Treatment is the attribute which has highest
rank in all the class except recurrence. In recurrence class the treatment has second
rank. Cancer grade is an important variable in predicting whether the cancer would
recur or not as its rank is 1 in recurrence class. Stage is a having significant contribution
in prediction of the class death and the progression. Radiotherapy is a variable which
has high contribution in predicting recurrence and metastasis. Surgery is an important
factor that helps in predicting the recurrence and progression of the cancer. Age cat-
egory is not a contributing factor for most of the classes, which mean age, has no
significant impact in predicting all the classes except death. Cancer type is also not a
contributing factor in most of the classes. This implies that whether the cancer is
present in left, right or in both breasts, it may not affect the cancer recurrence, pro-
gression, death or metastasis.

8 Conclusion and Future Work

Various classification techniques have been applied on the raw data obtained from
HCG hospital and the performance is studied. Similarly the same techniques algorithms
are applied on the preprocessed and balanced data and performance is compared with
result obtained from the raw data. Results significantly improved when the data is
preprocessed and balanced. For balancing the data, sampling technique called SMOTE
is applied which is the best suitable sampling technique for the dataset used in this
work. MLP performs consistently well in most of the classes when sensitivity is
considered. Ranking of the attribute is explored to understand the contribution of each
attributes towards various classes various others over sampling technique can be

Table 10. Ranking of each attribute in various classes

Class
Attributes Death Metastasis Recurrence Progression

Age category 4 9 10 8
Cancer type 8 8 5 10
Grade 5 6 1 4
Stage 2 4 6 2
Estrogen-receptor (ER) 6 5 11 6
Progesterone receptor (PR) 7 11 8 7
Human epidermal growth factor receptor (Her2) 9 10 7 11
Status code 3 7 3 5
Treatment 1 1 2 1
Surgery 10 2 9 3
Radio therapy 11 3 4 9
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explored and checked whether there is increase in the performance. Association rule
mining can be applied to extract relationship between various attributes.
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Abstract. This paper presents performance framework for computational model
of visual attention, a software package, written using python scripting language,
developed for the real-time comparison of computational model with human
fixations. The performance framework was developed for real-time processing of
eye trackers recorded data, analyzing them to generate fixation map, and
comparing the fixation map to a saliency model got by running a configured
computational model either in bottom-up or top-down mode. The framework is
designed such that added modules can be extended for various experiment
processing as required by the researcher. The framework encompasses the main
connection to eye tracker to collect the raw data that will have observers eye
coordinates and duration, it has analysis model to analyze the model and providing
methods of visualization like fixation, heatmap and scanpath, it also has a compu‐
tational model that predicts the fixation on the given image stimulus, finally the
platform compares the fixation and saliency map to assess the accuracy of the
prediction. All the functions of the framework can be controlled by using the
graphical user interfaces.

Keywords: Eye tracker · Eye movement analysis · Fixation · Heatmap ·
Computational model · Saliency map · Python · Visual attention

1 Introduction

Visual attention mechanisms are developed that is derived from the study of human visual
systems. Its process enables machine vision systems to select the most relevant regions from
a scene Eye tracking is used for usability and psychology testing and used popularly in
researches in visual system, cognitive process, and human-computer interaction. In psycho‐
physiological research, eye-tracking methodology is used to get reaction parameters from
eye movement data that used to analyze cognitive processes underlying visual behavior.
Researcher’s use eye movement data to study cognitive influence in learning, memory and
attention. To perform eye tracking experiments many commercial eye-trackers e.g.
EyeTribe [6], SMI [9], and open-source solutions e.g. Gaze Tracker [10] are available in
market. They provide strong algorithms for gaze tracking, analysis and visualizations. Such
tools provide valuable insights into the recorded gaze behavior. On the other hand some
researchers have focused on the model-based analysis tools e.g. GazeAlyze [2], The
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Psychtoolbox for Matlab [11], PychoPy [12], for gaze reading in experimental studies in
vision research. These tools come up with various detecting events in the gaze data, such
as algorithms for blink detection, fixation detection etc.

Modeling visual saliency has attracted much interest recently and there are now
several frameworks and computational approaches available. Some are inspired by
cognitive findings, some are purely computational, and others are in between. Using
wide variety of approaches many computational models of visual attention have been
developed to see in a free-viewing condition how to predict where people look in images.
The objective of these models is to improve artificial vision systems by computing, a
numerical value of the likelihood of attending to, or the saliency of every location in an
image. The performance of a model is measured by how will it predicts where people
look in images in a free-viewing condition. So far, researchers validate prediction of
attention models by direct comparison between eye movements recorded from humans
watching the stimuli and model output. The fixations from the humans and the saliency
map from the models is compared to assess the performance of the models.

To combine the eye tracking device, analysis of gaze data, saliency model and
assessment of the model for its performance we developed a performance assessment
framework. The framework provides 4 module: experimental module that helps to
control experiment with the eye tracking device and record the eye movement data called
gaze data of the observer, analysis module which generates a fixation map by analyzing
the gaze data, saliency module generates a saliency map from a computational model
(bottom-up/top-down), and performance comparator that compares the fixation map and
saliency map using 3 popular metrics Normalized Scanpath Saliency (NSS), Pearson’s
Correlation Coefficient (CC) and Similarity.

2 Motivation

Eye tracking is process of finding out where the user is looking at for the given stimulus,
by usage of eye tracking device. All eye tracking system function with a common prin‐
ciple, identifying the same eye features across the multiple images. And the results are
correlated to a particular eye. Salient objects generally appear visually different from
the other displayed objects in the scene. Eye tracking devices records eye coordinates
and duration about a position of an eye within an eye’s image as registered by a camera.
This raw data is translated into a gaze point. For the computational tasks of recorded
data analysis: fixation detection, heatmap and scanpath are considered. The most funda‐
mental translation from raw data is the fixation detection, which is true for one eye
tracker and for a specific dataset.

Generally a computational model handles several features and then computes them
in parallel. The resulting value is fused in a representation called saliency map. The
saliency map is visualized as a grey-scale image. In this map more the brightness of a
pixel, it is the most salient region. Where human look in an image is based on two factors;
a bottom-up and top-down approach. Bottom-up models are task-free and is stimulus-
driven. Thus they do not require to learn, train or tune to open-ended task. They can be
used for prediction on any image dataset, the output of it can be verified against
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experimental data collected from humans. Top-down models are descriptive, task-
specific and can be implemented computationally. But with lot of work going on this
area the difference between bottom-up and top-down models is diminishing and there
are algorithms of computational models that uses both the approaches for prediction.
The paper [5] explores if existing object information can be used to for the next object
recognition, it attempts to combine top-down and bottom-up model. Saliency maps
produced by different algorithms are often evaluated by comparing output fixated image
locations appearing in human tracking data. The inherent ambiguity in how saliency and
ground truth are represented leads to different choices of metrics for reporting perform‐
ance. Here, the performance comparator uses saliency metrics, that is, functions that
take two inputs representing eye fixations and predictions and then output a number
assessing the similarity or dissimilarity between them.

We presents a software performance assessment framework which is developed
using python tool for comparing human fixations and the saliency map from the compu‐
tational model for a given image stimulus. This will help in choosing appropriate models
for the given application in hand. It can use various computational algorithm according
to choice of the researcher and is an open-source software. Our intent was to developing
an open-source, in-line python application that allows the complete management of
entire processes of collecting data from eye tracker, post analyzing the collected data,
predicting the salient region using either bottom-up or top-down models and finally
compare them, that is, the fixation map and the saliency map.

3 Literature Survey

Even though, there are some well performing commercial eye trackers available, they
have two disadvantages compared to the open-source solutions: they are either avail‐
able at very high costs and thus becomes unaffordable for many academic research
or clinical studies. They also provide a tightly-coupled environment that it is diffi‐
cult to customize the way they need it for their application. Mostly all the solutions
provide are black-box ensuring that there no access to image processing routines or
modules. Many researchers explore different computational model to measure the
accuracy of their prediction. The experiments conducted on 39 observers free-
viewing 300 images and compare 10 popular recent modules [3]. It explores which
models perform poorly and which ones are better. The performance of saliency
models is measured using three different metrics ROC, similarity and EMD. Lot of
paper explore on different evaluation metrics. Properties of the inputs affect metrics
differently: how the ground truth is represented; whether the prediction includes
dataset bias; whether the inputs are probabilistic; whether spatial deviation exist
between the prediction and ground truth. Knowing how these properties affect
metrics, and which properties are most important for a given application can help
with metric selection for saliency model evaluation [4]. In this paper we use Normal‐
ized Scanpath Saliency (NSS), Pearson’s Correlation Coefficient (CC) and simi‐
larity for fairest comparison of fixation map and saliency map. An open-source inte‐
grated framework like Visual Search Examination Tool (Vishnoo) [1] combines
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configurable search tasks with gaze tracking capabilities, thus enabling the analysis
of both, visual field and visual attention. This offers easily adaptable stimulus
presentation, eye-tracking and evaluation of the visual scan path combined in a
single platform.

4 System Architecture of the Framework

The frameworks block diagram is shown in Fig. 1.

Fig. 1. Flow chart of performance framework

Researchers can use this framework tool with no specific programming skill, as it is
graphically driven and all system parameters and all functionalities are controllable from
graphical user interface (GUI). All system parameters of specific experiments are saved
in a configuration script. This allows comfortable handling of the analysis of different
experiments. The performance framework is entirely developed using python scripting
language as it is open-source and can be easily portable. It runs on pretty much every‐
thing. All functions are written in python and are separate from the GUI components.
The GUI is developed using Java programming language and is used explicitly for
adding, updating and deleting configuration parameters. The performance framework
consists of Experimental module, Analysis module, Saliency module and Comparator
module.
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Experimental Module
Eye tribe [11], an eye tracking device is used in the framework. By using the person’s
face and eyes the device can calculate the exact location as to where the observers is
looking at. The gaze coordinates are represented by a pair of (x, y) coordinates that is
taken from the screen coordinate system, and it is calculated with respect to the screen
the person is observing. Before using the eye tracker device the user need to do cali‐
bration process. Because the eye characteristics of individual is different, and this need
to be modeled by the eye tracking software in order to estimate gaze accurately. Pygaze
[8] an open-source python package is used in the framework. Pygaze acts as a wrapper
around several existing eye tracking packages. It is used to create complicated experi‐
ments. Pygaze module connects to the eye tribe and records eye movement information
like the eye coordination and duration into a tab separated file.

Analysis Module
Further the gaze data is analyzed by the Analyzer module which provides valuable
insights into the recorded gaze behavior. In eye tracking data analysis fixation detection
is considered. The velocity at each gaze point is calculated when the eye gaze travels
from the previous gaze point to the current one. If calculated velocity is smaller than the
threshold velocity then that gaze point is tagged as fixation. After completing tagging
all the gaze points, consecutive fixation points are segregated into fixation groups
<x,y,t,d> where x, y are center coordinates of the fixation group, t is the timestamp of
the initial fixation point, and d is the duration. A fixation group is ignored for which the
duration threshold is greater than the duration of a group.

Saliency Module
The first computational model of visual attention using the bottom-up approach was
given by Koch and Ullman [13]. Here the visual features used were color, intensity or
orientation. These feature maps are weighed and summed up to a saliency map.

Performance Module
If fixation map (FMap) and saliency map (SMap) are passed two inputs to a metric
function, then the following metric are applied on them for comparison.

Normalized Scanpath Saliency (NSS): Measuring the normalized saliency at the
region of fixations

NSS(SMap, FMap) =
1
N

∑

i

SMapi × FMapi

where N =
∑

i
FMap and SMap =

SMap − 𝜇(SMap)

𝜎(SMap)

Here 𝔦 is the ith pixel, and N is the total fixated pixels in fixation map. A positive NSS
score indicates a good correspondence for a fixation located on the model predicted
saliency map and the scanpath of the observer’s.
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Similarity (SIM): Measuring the intersection between distributions

SIM(SMap, FMap) =
∑

i

min(SMapi, FMapi)

where 
∑

i

SMap =
∑

i

FMap = 1
SIM measures the amount of similarity that exists between two distributions. A SIM

of 1 means the FMap distribution and SMap distributions are same and SIM of 0 means
there is no overlap.

Pearson’s Correlation Coefficient (CC): Evaluating the linear relationship between
distributions.

CC(SMap, FMap) =
𝜎(SMap, FMap)

𝜎(SMap) × 𝜎(FMap)

where 𝜎(SMap, FMap) is the covariance of saliency map and fixation map. CC can range
between −1 to 1. CC is 1 means a perfect correlation, whereas −1 also means perfect
correlation but in opposite directions.

5 Implementation

The GUI panel looks like in Fig. 2. All the system parameters are loaded from the
configuration script. This can be changed or updated and rewritten to the same script or
to a new configuration file.

To conduct the experiment, eye tracking system Eye tribe is used. Pygaze connects
to the eye tribe server. It is prerequisite that the eye tribe need to be calibrated separately.
Currently it is outside the scope the performance framework. Pygaze starts loading the
dataset, that is, the collection of images in the gap of 30 s each. There are 48 images in
the traffic sign dataset. They are in PNG format of size 360 × 270, each of the image
representing a traffic scene. In the dataset the image is categorized into 3 classes of
different traffic sign template, pedestrian crossing, intersection and compulsory for
bikes. The traffic sign dataset of 48 images was used to conduct the experiment to collect
the eye movements from the participants who were allowed to free view each image for
2 s. Once this data is collected, the ground truth eye fixations from different participants
is formatted as a column data and written to a tab separated file. The “rawx” and “rawy”
data which represents the gaze coordinates. The Gaze coordinates are the point on screen
that the user is currently looking. Gaze coordinates are defined as pixels in a top-left
oriented 2D coordinate system and are available in both raw and smoothed forms. There
are other information also in the tab separated file like “Tracking state”, “Fixation” and
“pupil coordinates”. But for generating fixation Gaze coordinates values are used. The
file content of tab separated file from the pygaze is show below in Fig. 3.
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Fig. 3. Tab separated file generated from the pygze module.

Using the gaze coordinate and the duration value from the file is read and processed
to generate fixation location and fixation map as shown in Fig. 4.

Fig. 2. The GUI of the performance framework
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(a) (b) (c)

Fig. 4. (a) Traffic sign sample image from the dataset with its (b) fixation location and (c) fixation
map

In implementation, free viewing task is considered since this makes it easier to use
saliency models with fewest assumptions of the parameters. Two computational models
of visual attention was used. Firstly basic Itti and Koch model based was used. The
fixation location and fixation map as predicted by the model is displayed in Fig. 5.

(a) (b) (c)

Fig. 5. (a) Traffic sign sample image from the dataset with its (b) binary image of salient regions
and (c) its model saliency map using Itti-Koch

Graph Based Visual Saliency (GBVS) [16] was the second model used against the
same image dataset. The saliency map is shown in Fig. 6.

(a) (b)

Fig. 6. The GBVS model output (a) original image (b) saliency map
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By overlaying the resulting salient regions from Itti-koch and GBVS, the original
image is as shown in Fig. 7.

(a) (b)                                   (c)

Fig. 7. Salient region overlayed on the original image (a) original image (b) Itti-koch (c) GBVS

The saliency model is assessed for validation using three different metric by the
perfComparator: Similarity, Normalized Scanpath Saliency (NSS) and Correlation
Coefficient (CC) as displayed in Fig. 8 above. After running the pygaze for the eye
tracker experiment, and pygaze analyzer to generate fixation map, a comparison report
is generated. This will compare between the fixation map and saliency map as show in
the performance framework UI. The metric result is also displayed in the “Performance
Metrics” UI table in Fig. 9. This gives a direct picture to the researcher as to how well
the model is able to predict in compare to the ground truth.

Fig. 8. Performance measure of Itti-koch and GBVS model
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Fig. 9. The performance metric display comparing the fixation map and saliency map

6 Experiments

From the conducted experimental analysis we see that GBVS model performs better
than the Itti-kotch. The Linear Correlation Coefficient (CC) values for the images are
closer to 1, that is to say, there is a linear relationship exists between fixation map and
saliency map. The similarity score is also approximating to 1, which tells us that the two
maps distributions are same. This might be due to the factor that GBVS model also
considers is center surround along with color, intensity and orientation in computing
saliency map.

7 Conclusion

The performance framework provides a new platform for the researchers to experiment
with wide range of performance assessment of computational models, and as well by
collecting the human fixations from the eye tracking system module available in the
framework. In Vishnoo top-down model used for specific task programming is assessed
against scanpath i.e., focus of study is more on gaze data analysis, while the performance
framework allows to compare the saliency map and fixation map using 3 popular metrics.
Since all components required to test the performance of computational models is avail‐
able as a combined solution in a single framework, which makes it fastest and flexible
solution for researchers. Since the framework can be easily configurable, it becomes an
attractive tool to many scientific research.
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Abstract. Image registration using Moving Least Squares (MLS) is a point
based method and requires the selection of control points from the source and
target images. The selected points need not necessarily be the corresponding
points. These points have to be matched to identify the corresponding points
between the two images. For this, a new structural method for control point
matching method is proposed. For structural matching the control points are
represented using a graph structure and the structural properties like the degree
of the vertex, length of edges and the angle between edges are used for finding
the corresponding points in the source image and the target image. This method
is found to be efficient for both mono-modal and multi-modal image registra-
tions, as the topological property represented by the control points are exploited
instead of the traditional intensity feature. The accuracy of the registration is
computed using the standard Target Registration Error (TRE) Measure and
compared with the registration using Thin Plate Splines (TPS). This work also
proposes a new approach for constructing image graphs called as
Minimum-Radial Distance (MRD) method.

Keywords: Image registration � Feature points �Moving least squares (MLS) �
Structural matching � Target registration error (TRE) � Image graphs

1 Introduction

Image registration, a processing requirement for combining images, i.e., image fusion,
is used extensively in the medical field for monitoring disease progression, image
guided surgery, studying brain shift after surgery and for developing medical atlases.
The process of image registration involves two images, namely, the source S and the
target T images, and finding the best deformation field M to align these two images i.e.,
S ¼ MðTÞ. After the registration problem is solved, for each pixel in the Source image
a corresponding pixel in the target image is got. There is a scarcity of literature on
efficient methods for selection and matching of control points in case of medical images
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which are non-rigid or semi-rigid in nature. The number of control points taking part in
the registration also influences the computation time taken for the registration process.
Therefore, it is deemed worth exploring various methods including exploiting structural
information of images for feature detection and matching that are not commonly
adopted as of now. Of late the MLS deformation technique has been applied for
registration of medical images. Navid Samavati [1] studied the issue of deformable
liver image registration between Magnetic Resonance (MR) and Ultrasound (US) im-
ages of the liver. Author in this study has used Finite Element Modeling and Moving
Least Squares for registration of images. The MLS deformation process has been
detailed by Schaefer et al. [2] and is modified on the as-rigid-as-possible technique
described by Igarashi and Hughes [3]. Numerous researchers have used the TSP
transformations for image registration. The TPS algorithm was used to obtain an elastic
transformation to map the source image to the target image by Rohr et al. [4, 6] and
Cum et al. [8]. Construction of medical atlases for study purposes has been an area of
focus in medical image processing and Park et al. [5] describes the use of TPS for such
an atlas creation. Selection of control points for TPS by using the intensity as a control
feature for consistent registration is discussed by Johnson and Christensen [7].
Registration can be done by comparing the intensity value, features present or the
underlying image structure. There amount of literature available on intensity-based
registration of images is enormous. Most researchers use mutual information (MI) as a
measure for checking the image similarity. There are various methods for computing
the mutual information between images [9–13]. Feature-based registration is applied
mainly on task specific applications. Features are extracted from each image and then
the correspondence is matched using any measure like mutual information or entropy
[10, 12]. The common features that are extracted form an image are the Harris Corner
point [14], Shi-Thomasi Corner points [15], the SURF points [16] and Edge points
[17]. Rube et al. [18] has used SIFT features for extracting control points from aerial
images. Structural approaches exploit the underlying structural information of images
for feature matching. Structural information of an image can be represented using data
structures like Laplacian Eigenmaps, Delaunay triangulation, Voronoi diagram and
minimum spanning trees. Here the registration problem becomes a structure matching
problem between two images [19–21]. A popular graph based registration approach
deals with the concept of graph-cuts for registration. Another area of graph matching
uses graph concepts for finding the matching [22, 23, 25]. The disadvantages of both
the intensity and feature based methods can be reduced in structure based image
registration. Since the structural information of a patch or an image is only dependent
on the structures in the patch not the intensity values with which the structure is
displayed. Registration is widely used to align image s in case of image reconstruction
[25] and fusion [26].

2 Proposed Control Point (Feature Point) Matching
Scheme Using Structural Similarity

The overall system design for the graph based structural control point matching scheme
is shown in Fig. 1.
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2.1 Data Set Details

For the purpose of registration in this study we have used digital copies of MRI and CT
images of human brain obtained as shown in Fig. 2.

2.2 Structural Representation of Images Using Graphs

The image registration problem can be viewed as a graph matching problem once the
image is represented as graphs. Hence graph construction becomes the basic step for
performing registration. Image Graphs can be constructed in many ways. Mathemati-
cally, graphs can be represented by adjacency list, adjacency matrix, incidence matrix,
Delaunay triangulation, minimum spanning trees, trees etc. The choice of graphs
depends on the requirement of application for which it is used. In this work the
Delaunay triangulation and Minimum-Radial Distance (MRD) method, which is a new
approach proposed, are used for graph construction.

2.2.1 Image Graph Construction Using Delaunay Triangulation
For analysis and discussion the graph obtained. Figure 3 shows a sample output
obtained for Delaunay graph constructed from the source and target image for selected
points. The corresponding cell arrays showing the number of triangles in each image is
given in Fig. 3. It can be noticed from the figure above that the number of

Fig. 1. Overall system design for graph based structural control point matching

Fig. 2. Sample of MRI /CT brain image source-target pair
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triangulations need not necessarily be the same. Delaunay eliminates very skinny
triangles, thereby removing some of the selected points, which may pose a problem in
case of medical images. A variant method has been proposed, named as ‘Minimum
Radial Distance (MRD) Method’, which creates the same graph for an image on every
execution and also all selected points are retained.

2.2.2 Proposed Minimum Radial Distance Method for Graph
Construction
Another simple way of constructing a graph from an image is to pass a circle with a
predefined radius (obtained based on the image size) over the image, such that the
center of the circle is on the current pixel ‘p’ to be processed. All pixels that fall in
within the circumference of the circle will be put into the neighborhood of ‘p’, and
connected by a weighted edge. As the circle is passed on the image, all points in the
image are thus interconnected. The edges are weighted by the distance and intensity
measures. Thus, the image can now be represented using a weighted adjacency matrix.
The steps of the algorithm are briefed below:

(a) Considering each Control point as a node N in the image, visualize a circle of
radius ‘r’ centered at the current point under consideration. The selection of the
circle can be considered as a circular mask and the radius as the neighborhood
size.

(b) Find the nodes that lie inside the circle and form an edge between the initial node
and all the nearby nodes.

(c) Check if each node has at least 2 branches. This is to ensure that all points in the
image form a part of the graph. If not, repeat the process with an increased radius
for the circles, as the connectivity depends on this.

(d) Repeat the step for every control point selected from both images.
For an image, let G ¼ V ;Ef g be the graph to be generated.
Where, V ¼ N1;N2; . . .;Nmf g, Ni � I, and Ni be represented by the coordinates
ai; bið Þ for i ¼ 1; 2; . . .;m:
E ¼ E1;E2. . .;Emf g and Ek ¼ all edges incident with Nkf g
Initially Ek ¼ ; for k ¼ 1; 2; . . .;m:

1. Start with a node Nk to find the incidence edges to Nk:
2. Consider a circle Cr of radius r, defined by the following equation.

Fig. 3. Graph constructed using Delaunay triangulation on a sample source – target MRI image
pair and adjacency and triangulation matrix obtained for graph.
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Cr : x� akð Þ2 þ y� bkð Þ2¼ r2

3. Find all nodes from V that fall within the circumference of Cr and establish an
edge with Nk:

i. Compute the distance D2
ki between Ni and Nk

D2
ki : ai � akð Þ2 þ bi � bkð Þ2 for i ¼ 1; 2; . . .;mand i 6¼ k; k ¼ 1; 2; . . .;m

ii. If D2
ki � r2 then we can have an edge eki between Nk and Ni

i.e., eki ¼ Nk;Nif g and include this edge to Ek., i.e., Ek ¼ Ek
S

ekif g
iii. Repeat step 3 for i ¼ iþ 1

4. If Ek 6¼ ; then proceed with k ¼ kþ 1 and goto step 1
Else change the radius r such that radius rnew [ r and goto step 2.

5. Repeat steps 1 to 4 until k ¼ m. The computed edges are weighted using the
distance Dki and the intensity difference Lki between the intensity values of the
nodes incident with the edge.

Dki ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ai � akð Þ2 þ bi � bkð Þ2

q

Lki ¼ I Nkð Þ � I Nið Þj j

The graph obtained for the source-target MRI image pair and the adjacency matrix
and degree matrix details is given in Fig. 4. Here {AdS, AdT} are the adjacency
matrices and {DS, DT} the degree matrices of the source and target images
respectively.

Let G (V, E) be a graph with V as the set of vertices and E as the set of edges. Then,
here we have two graphs Gs (Vs, Es) and Gt (Vt, Et) which are the graphs obtained for
the source and target images. Where, Vs and Vt are the selected control points from
source and target images and Es and Et are the Weighted edges between the neigh-
bouring nodes of Vs and Vt. In the adjacency matrix A of a graph G, the non-diagonal
entry aij is the number of edges from vertex i to vertex j, and the diagonal entry aii, is
either once or twice the number of edges (loops) from vertex i to itself.

Fig. 4. Graphs created using minimum radial distance approach and adjacency and degree
matrix obtained for graph
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The Laplacian matrix of G, L (G), is given by

xTLðGÞx ¼ P
ða;bÞ2E

wða; bÞ xðaÞ � xðbÞð Þ2

LðGÞ ¼ DðGÞ � AðGÞ
AðGÞ ¼ wða; bÞ if (a,b) 2 E

0 otherwise
which is the adjacency matrix

�

DðGÞ ¼ diag dðaÞ; a 2 Vð Þ which is the diagonal matrix of vertex degrees of G

These properties of graphs can be used to find the corresponding nodes in the two
graphs. The graphs obtained are hence matched using the degree, edge weights length
and angle between the edges.

3 Proposed Vertex-Degree-Length-Angle (V-D-L-A)
Approach for Control Point Matching

The V-D-L-A method of control point matching is proposed mainly for registration
involving multi-modal images and for mono-modal images where intensity variations
between the source and target images are more. The graph matching is done by an
iterative method which involves finding the degree of each vertex, length of edges of a
graph and angle formed between the edges of the graph. The matched points thus
obtained are then given to the Moving Least Squares (MLS) based registration
technique.

3.1 V-D-L-A Control Point Matching Process

The steps involved in the V-D-L-A control point matching process are given below:

1. Create the Delaunay triangulation/Minimum Radial Distance based graph of the set
of points from source as well as target image.

2. Formulate the adjacency and degree matrix of the connected list of points separately
for both source and floating image.

3. For each image, find nodes with similar degree and enlist them along with the
weights between these nodes.

4. Reduce the grouping in a one-to-one basis such that each node in source image
corresponds to some specific node in the floating image by considering the pair
which has the least error in length of branches between parent node and the
neighbouring nodes among all the matching pairs.

5. Repeat step 4, now considering the angle between the branches for each and every
node.

6. If considering only lengths or only angles, proceed to step 8. Else go to step 7.
7. Compare the matched list created by considering the lengths of branches as well as

angles between branches and select the matched pairs which represent in both the
matched lists. This is the final set of matched points.
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8. Formulate a threshold by considering the median value of the angle or weight error
set.

9. Discard all the nodes having an error greater than formulated threshold. The
remaining set will be the matched set of points obtained using only lengths or
angles.

4 Results and Discussions

The step by step results obtained for the structural method has been discussed here in
this section.

1. After the control points are represented using graphs as shown in Fig. 5 formulate
the adjacency and degree matrix of the connected list of points separately for both
source and floating image. The edges connecting the nodes are weighted using
Euclidian distance between the nodes that they connect. If the nodes are not con-
nected then it is represented as ‘inf’ and diagonal will be zero as it represents the
node (i, i).

All other cells in the matrix have a finite value depicting the distances. The
weighted adjacency matrix thus obtained for the Graph in Fig. 5 are given below in
Fig. 6(a) and (b) respectively.

Using values present in each cell the degree of each of the nodes is computed.
Degree (Node i) = no of cells in that row having finite values.
The degree matrix for the weighted adjacency matrices is shown in Fig. 7.
It can be observed from the degree matrices that one node in source image graph

has many node with the same degree in the target image graph.

2. Find the nodes with the same degree to create the initial correspondence matrix as
shown in Fig. 8.

Figure 8 shows that node 1 in Source image graph may correspond to any of the
nodes namely the Nodes 1, 2, 4, 6 or 8 of Target image graph. By grouping the node
based on the degree, the search space for the next level is reduced. The next step is to
reduce the correspondence to one-to-one basis such that each node in source image
corresponds to some specific node in the floating image.

Fig. 5. Source and target image graph
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3. The step two has reduces the comparison space for each node. Now the comparison
is done only between the nodes whose degrees have matched. Observing the
weighted adjacency matrix given in Fig. 9 it can be seen that Node 1 of Source
graph corresponds to Node 4 of Target graph. This correspondence can be achieved
by considering the pair which has the least error in length of branches and angle
between parent node and the neighbouring nodes among all the matching pairs. The
Similarity matrix obtained using the length and angle similarity matrix is given in
Fig. 10.

4. Generate the separately matched pairs using length of branches and angle between
branches. From the matched points obtained, check for matches that retains in both
matched points set. Discard all pairs that are not present in both matched sets. The
points thus matched is given in Fig. 11. Figure 12(a) shows the matched control

Fig. 6. (a) Weighted adjacency matrix of the source image graph. (b) Weighted adjacency
matrix of the target image graph

Fig. 7. Degree matrix computed for the source and target image graphs.
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points on the image when considering length alone and Fig. 12(b) shows the
matches obtained on considering the length and the angle and registered source is
shown in Fig. 12(c).

This method was experimented CT-CT, MRI-MRI and MRI-CT. Sample results
obtained using the V-D-L-A approach discussed applied on CT-CT image pair is
shown in Figs. 13 and 14. It can be observed from the Fig. 14 that out of the many
point, only a few points are matched. The matching obtained in case of multi modal
images is shown in Fig. 15. Experiments were conducted on mono and multi modal
images and the representative outputs that justify that MLS registration can be per-
formed even with minimal number of correctly matched control points is shown in
Figs. 16 and 17.

Fig. 8. Initial correspondence matrix based on degree similarity

Fig. 9. A sample node correspondence identified from the weighted adjacency matrix.
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Fig. 10. Length similarity matrix and angle similarity matrix

Fig. 11. Matched points using length.

a) b) c)

Fig. 12. Matched control points in the source and target image (a) using length alone (b) using
length and angle (c) registered source

Fig. 13. Matched points for CT images with manually selected points and the registered image
with TRE = 1.009
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The results obtained are compared with the TPS registration method by computing
the Target Registration Error (TRE) and tabulated in Table 1.

The ideal value of TRE is generally accepted as 1, in cases where lesser number of
control points are selected and matched using V-D-L-A approach based MLS regis-
tration, the TRE is much lesser.

Fig. 14. Image Graphs with more number of points, matched points from graphs and the
registered image with TRE = 1.098

Fig. 15. Image graph created from few points in source CT and target MRI image and the
matched points using V-D-L-A method.

Fig. 16. CT image source – target pair with minimal matched points and the MLS transformed
source image and the TPS transformed source image.

Fig. 17. MRI image source – target pair, with minimal matched points and the MLS and TPS
transformed source image.
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5 Conclusion

In this work a structural method based on vertex, degree, length and angle properties of
image graph was implemented and tested on MRI and CT images. This work also
proposed a new approach for constructing image graphs called as Minimum-Radial
Distance (MRD) method. The findings from this work are observed to be more
applicable in medical image processing because in such application it is not practical to
get large number of control points from the two images considered, owing to reasons
like slice differentiation in images or missing data due to non-availability of exact
image. Also, in medical image analysis, time taken for computation is crucial because
of the inherent nature of medical related activities. Therefore, it is essential to have a
technique working efficiently with lesser number of control points. And hence the
correctness of the selected points is of great importance. Since the efficiency of the
MLS registration depends on the corresponding control points, an automatic or manual
control point selection followed by a structural control point matching was found to be
more effective, and produced registered images with lesser TRE. The structural control
point matching is suitable for both mono and multi modal images.

References

1. Samavati, N.: Deformable multi-modality image registration based on finite element
modeling and moving least squares, MS thesis, Department of Electrical and Computer
Engineering and the School of Graduate Studies, Mcmaster University (2009)

2. Schaefer, S., McPhail, T., Warren, J.: Image deformation using moving least squares. In:
SIGGRAPH 06, ACM Transactions on Graphics, pp. 533–540 (2006)

3. Igarashi, T., Hughes, J.: As-rigid-as-possible shape manipulation. In: ACM Transactions on
Graphics, vol. 24, pp. 1134–1141 (2005)

4. Rohr, K., Fornefett, M., Stiehl, H.S.: Spline-based elastic image registration: integration of
landmark errors and orientation attributes. Comput. Vis. Image Underst. 90(2), 153–168
(2003)

Table 1. Comparison of TRE for MLS and TPS registration.

No. of matched control points Standard deviation of target
registration error
MLS registration TPS registration

3 1.6432 2.2689
4 1.3533 1.6567
5 1.4065 1.7250
6 1.4032 1.7156
8 1.2002 1.4132
10 1.2356 1.3786
21 1.1056 1.2442
40 1.0090 1.1104

Structural Matching of Control Points Using V-D-L-A Approach 367



5. Park, H., Bland, P.H., Meyer, C.: Construction of an abdominal probabilistic atlas and its
application in segmentation. IEEE Trans. Med. Imaging 22(4), 483–492 (2003)

6. Auer, M., Regitnig, P., Holzapfel, G.A.: An automatic non-rigid registration for stained
histological sections. IEEE Trans. Image Process. 14(4), 475–486 (2005)

7. Johnson, H.J., Christensen, G.E.: Landmark and intensity based, consistent thin-plate spline
image registration. In: Proceedings of International Conference on Information Processing in
Medical Imaging, vol. 2082, pp. 329–343 (2001)

8. Crum, W., Hartkens, T., Hill, D.L.G.: Non-rigid image registration: theory and practice. Br.
J. Radiol. 77, 140–152 (2004)

9. Maes, F., Collignon, A., Vandermeulen, D., Marchal, G., Suetens, P.: Multimodality image
registration by maximization of mutual information. IEEE Trans. Med. Imaging 16, 187–198
(1997)

10. Nyúl, L.G., Udupa, J.K., Saha, P.K.: Task-specific comparison of 3-D image registration
methods. Med. Imaging Image Process. 4322, 1588–1598 (2001)

11. Rodríguez-Carranza, C.E., Loew, M.H.: A weighted and deterministic entropy measure for
image registration using mutual information. Med. Imaging Image Process. 3338, 155–166
(1998)

12. Ioannides, A.A., Liu, L.C., Kwapien, J., Drozdz, S., Streit, M.: Coupling of regional
activations in a human brain during an object and face affect recognition task. Hum. Brain
Mapp. 11(2), 77–92 (2000)

13. Pompe, B., Blidh, P., Hoyer, D., Eiselt, M.: Using mutual information to measure coupling
in the cardio respiratory system. IEEE Eng. Med. Biol. Mag. 17, 32–39 (1998)

14. Harris, C.G., Stephens, M.J.: A combined corner and edge detector. In: Proceedings of
Fourth Alvey Vision Conference, Manchester, pp. 147–151 (1988)

15. Shi, J., Tomasi, C.: Good features to track. In: IEEE Conference on Computer Vision and
Pattern Recognition, pp. 593–600 (1994)

16. Bay, H., Tuytelaars, T., Van Gool, L.: SURF: speeded up robust features. In: Proceedings of
9th European Conference on Computer Vision, Part 1, pp. 404–417 (2006)

17. Canny, J.: A computational approach to edge detection. IEEE Trans. Pattern Anal. Mach.
Intell. PAMI-8(6), 679–698 (1986)

18. Rube, I.E., Sharkas, M., Salman, A., Salem, A.: Automatic selection of control points for
remote sensing image registration based on multi-scale SIFT. In: Proceedings of 2011
International Conference on Signal, Image Processing and Applications (SIA 2011).
Chennai, India, 17–18 December 2011

19. Tian, J., Lee, N., Theodore, R., Smith, A., Laine, L.: A partial intensity invariant feature
descriptor for multimodal retinal image registration. IEEE Trans. Biomed. Eng. 57(5), 1707–
1718 (2010)

20. Zheng, J., Tian, J., Deng, K., Dai, X., Min, X.U.: Salient feature region: a new method for
retinal image registration. IEEE Trans. Inf. Technol. Biomed. 15(2), 221–232 (2011)

21. Tsai, C., Li, C., Yang, G., Lin, K.: The edge-driven dual-bootstrap iterative closest point
algorithm for registration of multimodal fluorescein angiogram sequence. IEEE Trans. Med.
Imaging 29(3), 636–649 (2010)

22. Holden, M., Hill, D.L.G., Denton, E.R.E., Jarosz, J.M., Cox, T.C.S., Rohlfing, T., Goodey,
J., Hawkes, D.J.: Voxel similarity measures for 3-D serial MR brain image registration. IEEE
Trans. Med. Imaging 19, 94–102 (2000)

23. Freeborough, P.A., Fox, N.C.: Modelling brain deformations in Alzheimer disease by fluid
registration of serial MR images. J. Comput. Assist. Tomogr. 22(5), 838–843 (1998)

24. Talairach, J., Tournoux, P.: Coplanar Stereotaxic Atlas of the Human Brain, p. 1988. Thieme
Medical, New York (1998)

368 H.P. Menon and A.S. Nitheesh



25. Arathi, T., Parameswaran, L.: Image reconstruction from 2D stack of MRI/CT to 3D using
shapelets. Int. J. Eng. Technol. (IJET) 6, 2595–2603 (2014)

26. Bhavana, V., Krishnappa, H.K.: A survey on multi-Modality medical image fusion. In:
Proceedings of the 2016 IEEE International Conference on Wireless Communications,
Signal Processing and Networking, WiSPNET 2016, pp. 1326–1329 (2016)

Structural Matching of Control Points Using V-D-L-A Approach 369



An Interactive and Intelligent Tool for Circuit Component
Recognition Through Virtual Reality

Shriram K. Vasudevan(✉), S.N. Abhishek, N.K. Keerthana, Rajan Priyanka,
A. Aravinth, and M. Divya

Department of Computer Science and Engineering, Amrita School of Engineering,
Amrita Vishwa Vidyapeetham, Amrita University, Coimbatore, India

kv_shriram@cb.amrita.edu

Abstract. The electronic products that support the needs in our daily life require
a long drawn out process for its development and building. Every step from
scratch i.e. requirement collection to integration and testing, involves a lot of time
consuming tasks. Generally, a technically sound person with good knowledge in
simulation is assigned to carry out these tasks, yet it fritters away time. The idea
proposed here is an application for generating NetList for the circuit drawn
through hand gesture, powered by virtual reality. The application gets input from
the user’s hand gesture using an additional hardware called leap motion sensor.
This enables the users to draw any kind of circuit, of any size with any number
of components. The completed circuit is captured and further processing is carried
out. The circuit is isolated, recognized and segregation of the wires and compo‐
nents takes place in the consecutive phases. The next step involves identification
of individual components and the aggregated NetList will be generated in the
final step. And also, complex circuit which cannot fit into a limited space can be
visualized in the virtual environment.

Keywords: Machine learning · Component recognition · Image processing ·
Electronic circuit · NetList · Virtual reality · Gesture

1 Introduction

Testing an electronic circuit is a tedious job. In the present times, it is done by virtually
generating the circuit, with the help of programs and simulator. But again, it consumes
lot of time and engineers find it difficult to write the perfect code for simulation. Most
of the existing application requires images of the circuit to be fed in for stimulation,
posing few constrains. Considering the above facts, we intend to create an application
that can generate the code to the given circuit on the go i.e., the application focus on
images that are drawn through hand gestures.

Virtual and augmented reality is a boon for the modern generation computing and
has helped in developing a vast range of applications. Developers and Researchers have
also found great potential and interest in image processing and are using it for simple
applications to complex applications. This product is one such attempt where we make

© Springer International Publishing AG 2018
S.M. Thampi et al. (eds.), Intelligent Systems Technologies and Applications,
Advances in Intelligent Systems and Computing 683,
https://doi.org/10.1007/978-3-319-68385-0_31



machine to sense and read the input and process it as an image, understand the contents
deeper and finally provide the expected output. Image processing and machine learning
together are revolutionizing the digital world, whereas virtual/augment reality is making
the impossible happen. Adding all the three, adds immense strength to the product.

Our application takes the image of an electronic circuit drawn using hand gestures
and returns a netlist for the same. The process involves identification, recognition and
grouping of the electronic component. To achieve accuracy various algorithms have
been used. A special hardware, Leap motion sensor, is used to track the gestures and
motion of the hand and records the same. Such a system has many advantages and will
help save huge amount of timing in reconfirming the design for the electronic compo‐
nent. The novelty of our project is that we focus on images that are drawn through hand
gestures, thus enabling the users to simulate on the go.

This project is a new attempt where we have tried to generate textual representation
of the circuit by taking input in virtual reality. Usage of virtual reality is being the trend
and it would add a lot of value to the developed application. If scaled to a higher level
it has a great potential to ease the job testing of electrical circuits and stimulate it on the
go. The concept of making the application more digitalized supports in reducing the
usage of paper and pen. This makes the application versatile and can be used at any point
of time. Moreover the application is independent and takes less time in generating the
netlist compared to existing application [8, 9].

2 Literature Survey

Few research works have already been carried out in this area and there are quite a
number of applications and platforms which takes the user’s input and process it for
stimulation and study of electronic systems. Some of the existing solutions and
approaches that were found useful in gaining deeper insights in the proceedings to be
carried out are listed below.

In the year 1997, Bailey et al., exhibited a system that scans printed circuits, recog‐
nize its components and generates a basic netlist. It is known to be the earliest of all the
solution for this requirement and forms a base for further works. They have used the
image processing technique for recognition of components. One of the restrictions is
that, it deals only with circuits printed in books and not any other. In this modern era
with lot of advancements in the area of image processing, this is not a challenging solu‐
tion. Yet another pitfall cited is that it fails to recognize labels [1].

Feng and coauthors in the year 2008 proposed a technique for sketch understanding
that automatically extract symbols from the continuous stream of strokes. This approach
is based on a two dimensional dynamic programming technique (2D-DP) which allows
to locate symbols even though they might be temporally overlapped with each other.
The pro of this method is that unlike the previous works, it is not demand that symbols
should be drawn step by step. From the conducted experiments accuracy is found to be
more than 90%. Few cause of the recognition failure includes scribing errors, forgetting
to draw a stroke of a symbol and a few more which they had mentioned to solve in future
works [2].
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The development of the application was also based on the methods discussed in
“Hand-Drawn Circuit Recognition” by Ravi Palakodety and Vijay Shah, Massachusetts
Institute of Technology. This work develops a tool for recognizing components and their
values. It also finds the connectivity’s of components from a hand-drawn circuit to
generate a SPICE netlist. It allows the user to draw the circuit on an 8 × 8 grid. The
components have to be centred and sized to fill the grid blocks. Components like resis‐
tors, transistors, voltage sources, power supplies, capacitors, ground terminals can be
used. The final output will be the replacement of the hand drawn circuit components
with computer generated component pictures and the generated SPICE netlist. After
studying the work, the component recognition was found to be 100% accurate and text
recognition accuracy was up to 90%. The work analyses the hand drawn circuit and
creates a netlist and the output is got in both textual and graphical format [3].

Sridar et al. followed an interesting approach in image processing along with some
machine learning techniques and proposed an offline circuit recognition application. This
combination and approach is the first among researches related to this problem. They have
proposed a stimulation model where the foremost step is to draw the input circuit on a
white sheet of paper which is then captured by a camera under good lighting conditions.
De-noising is performed and the image is converted to grayscale using Otsu’s method. For
netlist creation the components needs to be identified. The approach mentioned in this
paper for identification of components is to find the patterns that are unique to each compo‐
nent. It is considered as one of the best as it gives accuracy of about 80% [4].

3 Problem Statement

The product proposed here is an application, which will allow the user to draw any kind
of circuit, of any size with any number of components with free hands using gestures in
a virtual environment. Once the components are identified and recognized, Netlist crea‐
tion along with labels is obtained in the final stage which can be fed into stimulators.

4 Component Recognition

The components are given as images to the machine learning algorithm and the same is
identified. This can be achieved by both supervised and unsupervised learning.

5 Supervised Classification

In supervised classification, is simple the act of concluding to the result from a labeled
set of data. Here the range of outputs is previously determined before readying the model.
Data set for each output class is fed in separately and data sets are properly labelled.
This labelled data is called the training data. Once the labelled data set is ready and the
algorithm is complete, the model can be deployed. When an input is received, it is
classified based on the tagged training data. For circuit component recognition, the data
set is the circuit components.
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6 Unsupervised Classification

On the other hand unsupervised learning doesn’t have any training data. Here, when the
input comes the ML classifies the input into one of the available classes. The output is
based on clusters. Clusters are formed by the algorithm using the inputs given. So, when
a new input comes it will be checked with all available clusters and assigned to one of
them. If it doesn’t fall into any cluster, then the algorithm creates a new cluster and
places the input in it. So, in component recognition at the end will be different classes
(clusters). Each cluster will be one component and we should tag it later.

The best algorithms used for image classification are:

• K-Nearest Neighbors
• Support Vector Machines
• Decision Tree
• K-means
• Fuzzy C means

7 Algorithm selection

The results of these algorithms for various combinations of the circuit components are
shared below in Table 1.

Table. 1. Machine learning algorithms result for various combinations of RLC and voltage
source circuit

Circuit K-NN SVM Decision
Tree

K-means Fuzzy C means

Only Resistor (R) R-jpg R R-jpg R R-jpg R R-jpg Cluster 1 R-jpg Cluster 1
Only Inductor (L) L-jpg L L-jpg L L-jpg L L-jpg Cluster 1 L-jpg Cluster 1
Only Capacitor
(C)

C.jpg C C.jpg C C.jpg C C.jpg Cluster 1 C.jpg Cluster 1

Resistor &
Inductor (RL)

R-jpg R R-jpg R R-jpg L R-jpg Cluster 1 R-jpg Cluster 1
L-jpg L L-jpg L L-jpg R L-jpg Cluster 1 L-jpg Cluster 2

Capacitor &
Inductor (CL)

C.jpg C C.jpg C C.jpg C C.jpg Cluster 1 C.jpg Cluster 1
L-jpg L L-jpg L L-jpg R L-jpg Cluster 2 L-jpg Cluster 1

Capacitor &
Voltage Source
(CV)

C.jpg C C.jpg C C.jpg C C.jpg Cluster 1 C.jpg Cluster 1
V-jpg V V-jpg C V-jpg C V-jpg Cluster 1 V-jpg Cluster 1

Resistor,
Inductor,
Capacitor &
Voltage Source
(RLCV)

R-jpg R R-jpg R R-jpg R R-jpg Cluster 1 R-jpg Cluster 1
L-jpg L L-jpg L L-jpg R L-jpg Cluster 2 L-jpg Cluster 1
C.jpg C C.jpg C C.jpg C C.jpg Cluster 3 C.jpg Cluster 2
V-jpg V V-jpg C V-jpg C V-jpg Cluster 3 V-jpg Cluster 2

Fuzzy C means, it is better to prefer K-means over Fuzzy C means. Thus we have
the task of selecting the algorithm among the four machine learning algorithms. The
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problem with unsupervised learning is, the output clusters are to be tagged manually for
results which is not possible in our case. So we can stick to the three supervised learning
algorithms, decision tree, SVM and K-NN. Decision tree has a major draw-back, it is
not mandatory that a tree can be built for all classes based on their feature. So to reduce
the risk of failure the algorithm can be skipped. SVM’s as discussed has the limitation
over the number of output categories. So for K components we wanted K(K + 1)/2
classifiers, which is very much time and cost consuming. Thus we will stick to the
simplest and most efficient of the algorithms, K-NN. As K-NN is selected for component
recognition, the same is applied for numbers, alphabets and symbol recognition which
are comparatively simpler and has the similar process. The various algorithms were
tested in about half-a-dozen of different circuits with various combinations of compo‐
nents and the accuracy of the outputs is represented as a graph below. The above results
of various circuits with different components were compared, and their accuracies are
as in Fig. 1.

Fig. 1. Accuracy of machine learning algorithms for circuits with different components

8 Virtual Reality

The growth of virtual and augmented reality is really enormous and it is very appreciable
as it is used many constructive applications [6–9]. Virtual Reality is a computer gener‐
ated environment with realistic images and sound, where the user can interact virtually.
The user’s presence is also simulated inside the environment for more realistic feel. VR
also simulates all 360° of the environment in 3Dimensional space. For our project, a
simple and very reliable hardware is selected. The LEAP motion sensor is used to simu‐
late the virtual environment and interact with it. This sensor has the capability of
capturing any hand gesture and simulate the same in the virtual environment to give the
user a feel of interacting in the virtual space. The device has 2 cameras and 3 IR LEDs.
They can track IR rays of wavelength 850 nm which is outside visible spectrum. The
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sensors gets the IR based image from the LEDs, separated into two cameras. IR image
only senses live objects (hands in here) and dual camera image give the depth informa‐
tion. Thus it simulates 3D gestures in the VR space.

Initially, we tried to generate a circuit by dragging and dropping the components
from a tool kit into virtual space. This is achievable using the drag and drop gesture of
the sensor. By default it is supported by the sensor. So, the virtual UI will have a range
of supported components. The user will be prompted to drag each and every component
and drop it into a small bucket at the bottom space. As the components are getting added,
the circuit will be built in the background and finally it will be displayed. This works
absolutely fine for simple circuits. But when parallel or complex circuits are considered,
this approach fails. The problem is that a node will be connected to two or more compo‐
nents. This cannot be achieved with this UI. So a different approach is sought. The Leap
sensor supports a different gesture called Pinch Draw. Here, the sensor detects a pinch
gesture and captures all the motion of the pinch. Thus, the user can pinch and then draw
the circuit. This need not mandatorily be continuous. It supports drawing in parts. For
implementing this, we installed the Leap motion software with the help of the installer
so that the leap motion controller is ready for usage. Subsequently a unity application
is created to which three modules namely leap motion core asset module, Detection
module and leap motion hand module are imported. With help of these modules a scene
is created in which the circuits can be drawn using pinch gesture.

9 Proposed Solution

The architecture of the proposed solution is shared below in Fig. 2 and the same is
discussed. The proposed solution is a mobile application with user friendly UI. The app
has two phases, training phase and output generation phase. The initial setup of the app

Fig. 2. Architecture diagram of the proposed solution
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is the training phase. In the training phase, the app allows you to select specific compo‐
nents as shown in figure and then draw the same to add it to the training data. In the
lateral phase, when a new circuit is given as input for NetList generation, the components
are identified based on the samples drawn during the training phase. Thus, the training
data is also populated by the user as shown in Fig. 3, increasing the efficiency of the
final output to a great extent.

Fig. 3. Various components in training data

For generating a NetList, the user should select the NetList button on the first UI
shown in Fig. 4. Immediately, the Virtual Reality mode gets triggered. Then the mobile
is to be placed in the head mounted display (HMD) and connected to the external hard‐
ware that was discussed earlier. In the virtual reality environment, the UI has three
buttons as shown in Fig. 5.

Fig. 4. Main menu UI Fig. 5. Training phase UI

First the user should select the components button and draw all the components of
the circuit along with the signs, values and units. Now the connecting wires are to be
drawn. The user should click in the wire button and then draw the wire. This is done to
change the color of the components and the connecting wires, to make it easy at the
stage of component recognition which is discussed later. Finally, when the input circuit
is over, the user should click on the save mode. Now, the app takes a screen shot of the
circuit drawn and saves it in the phone. It is to be noted that all these buttons are in virtual
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environment, and the clicks and drawing are also based on hand gestures. After saving
the image, the application turns back to normal working, now the mobile can be discon‐
nected from the sensor and removed from the HMD.

Then the new UI opens with a new set of buttons for next step. The steps include,
component separation, component recognition, grouping and NetList generation as
shown in Fig. 6. In component separation phase, each and every component is separately
stored as an image. The system cannot separate the wires and components from the fully
connected circuit. Whereas, the symbols and values can be separated as they are not
connected with other components. A clustering algorithm runs recursively to cluster all
the colored pixels connected together and surrounded by the white pixels. Once all the
clusters are fixed, each cluster is treated as an individual component and saved as a
separate image. Now the circuit alone is saved in a separate image. From this image the
components are to be separated. First a raster scan algorithm is applied to the image,
each image from the top left corner to bottom right corner is scanned and checked if it
is colored. If the pixel is not black, then it is the connecting wire. All the colored pixels
are removed, now the image has only the components separated from each other [5].
Then the same clustering algorithm can be applied for saving each component sepa‐
rately. Thus, component separation phase is complete. These are saved as contours, with
their co-ordinates of the original image.

Fig. 6. NetList phase UI

In component recognition phase, each of the above separated components is applied
to the machine learning algorithm discussed earlier. Thus each component can be iden‐
tified. Then all the symbols and values are also identified. Once the components are
identified, their file names are renamed correspondingly. Also, a count is maintained in
the naming convention for multiple components of same type, like Capacitor1, Capac‐
itor2, etc. to differentiate components. Then these components and their corresponding
symbols are to be grouped. The grouping phase is done based on the co-ordinates from
the original image. The components are treated as rectangles with co-ordinates available
for all four corners. Grouping of the components is based on the distance between them.
A component is grouped with the symbol and value with the minimum distance from
the component. Once the grouping phase is over we will have a folder structure for each
component. All these component folder structures are available inside a master folder.
The final phase is the NetList generation. The algorithm traverses through each compo‐
nent and appends the name of the file into a text document. The name of the image file
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is sufficient for the NetList as we follow a naming convention for differentiating each
component separately. Followed by the component name is the starting and the ending
node. The folder structure is organized in a way where, the components in the top comes
first, middle comes next and the lower part follows. So, nodes can be numbered contin‐
uously like 0 1, 1 2, etc. till the end. The nodes will be followed by the value and symbol
file names. Thus the Netlist is completed and saved in the specified location.

10 Experimental Results

On running the application, the circuit can be drawn with the help of leap motion
controller and the corresponding netlist is generated. With a sample circuit given as input
the following results were achieved. Figure 7 shows the drawing of the input I the virtual
environment. Whereas Figs. 8, 9 and 10 shows the components drawn, completed circuit
with wires and NetList generated correspondingly in order.

Fig. 7. Drawing in VR Fig. 8. Components drawn

Fig. 9. Circuit completed Fig. 10. NetList generated

11 Conclusion

Needless to say, there are some aspects for improvement and it can be incorporated in
the future releases. The system can be made to suggest the user with previously drawn
circuits, if the circuit being drawn is the same as one in the history. While this application
is made for netlist generation, it would be extremely useful if VHDL or VERILOG code
can be generated through this application. Usage of neural networks along with machine
learning would be another aspect of this application. All these are at advanced levels
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which would need more time and expertise for these incorporations, which will become
possible in near future.
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Abstract. The manipulation of heavy ion beams by applying fluctuating
external electric and magnetic fields is discussed here. The critical beam
parameters that are identified with beam trajectory are identified and their
properties are discussed. Most of the beam measurements are based on the
electromagnetic fields induced by the beam. The analog signals obtained from
the sensors are amplified and shaped before they were converted into numerical
values, which are then further treated in order to extract meaningful machine
parameter measurements. The primary goal is to calculate the ion beam position
and degree of spatial coherence. Beam position monitors (BPM) are used for this
purpose. The pickup (PU) points were defined to collect the horizontal and
vertical difference signals, that in turn were used to calculate the position and
trajectory. A system of quadrupoles, modified quadrupoles and octupoles was
replacably used for confining and focusing the beam. The BPM readings were
modeled based on the readings from simulated ion motion in MATLAB. These
results were further processed with noise and digitized and fed into an FPGA
implementation of the Kalman filter for estimation of the ion trajectory.

Keywords: FPGA � Ion beam diagnostics � Heavy ion trajectory � Kalman
filter � Quadrupole � Octupole

1 Introduction

High currents of heavy ions beams, such as that of Niobium (Nb), have large values of
potential due to the large positive ion charge they carry. A strong, externally applied
electric and magnetic field is required to control the beam, in terms of its confinement
and forward propulsion. The beam cross section tends to grow as a result of the radial
motions of ions arising from repulsions due to space charge effects [1] between them.
This in turn causes severe loss to the critical quality parameters of the beamed ions [13].
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To ensure proper focusing of the beam, suitable control system needs to be employed.
Beam diagnostics is one of the major stages involved in the monitoring, control and
collimation of the ion beam [5, 6, 11, 14]. The data obtained from the diagnostics unit
can be processed and accordingly the electro-magnetic fields can be altered, to bring
about the desired ion trajectory and density.

Towards achieving better quality metrics for the Nb-ion beam, the best combination
of electric and magnetic fields that are required for its propagation have to be deter-
mined. Also an estimation of the trajectory of the ion beam was done using a com-
bination of simulations that culminates in its FPGA implementation.

An electric quadrupole was used to generate the electric/magnetic field for confining
and axially propagation of the high energy heavy ion beam over a certain distance with
minimum deviation, without any significant loss to its energy. Octupoles and modified
quadrupoles perform about the same function of quadrupole, in terms of their ability to
confine the beam and ensure a forward propagation, but with better results. A velocity
distribution that follows a Gaussian, normal pattern has been assumed for the Nb ions, as
they issue out of the thermionic source located at one end of the cylindrical column that
is evacuated to UHV levels. Singly charged Nb ion is chosen as the heavy ion for
generating the beam since it finds extensive use in specific liquid-metal based nuclear
applications and in the fabrication of various rocket components [15]. It also has
excellent superconductive properties, finding use as thin layers in radio frequency
resonators. Nb offers good resistance to corrosion, and also has a larger atomic mass.

Particle tracking algorithms such as the Kalman filter [3] are used for the best esti-
mation of the parallel trajectory of ion beam. The Kalman filter technique was developed
to determine the trajectory of the state vector of a dynamical system from a set of
measurements taken at different times [5, 7]. The Kalman filter proceeds progressively
from one measurement to the next iteratively, improving the knowledge about the tra-
jectory with each new measurement, and is hence has been chosen so as to obtain a
progressively refined estimate for the beam trajectories under faster convergence [6].

2 Methodology

2.1 Description

For the purpose of beam control, a replaceable system of electrical quadrupoles, mod-
ified electrical quadrupoles, and electrical octupoles was employed. An ideal quadrupole
is a system of four conducting rods which are orthogonal in their orientation and
extending to infinity. The length of each of the rods is 0.4 m. The modified quadrupole
is a system in which two quadrupoles were aligned one above the other but with a shift
of 45° in orientation. The length of each of the rods in this case is 0.175 m and the
spacing between two quadrupoles is 0.05 m. The voltage applied to the rods is 1 V each.

2.2 Algorithm for Ion Motion Simulation

Step 1: Solving the Laplace equation to obtain a grid of voltage
Step 2: Calculate the electric field in x, y and z axes from the potential defined to the
rods
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Step 3: Axial and radial magnetic values calculated from existing data
Step 4: Interpolate the magnetic values to the required region
Step 5: Load the electric and magnetic field values.
Step 6: Define the parameters for the particle [mass, charge, velocity, frequency of
AC] and convert to S.I. units.
Step 7: Set the initial conditions such as position, angle, velocity, start and end time.
Step 8: Solve the Lorentz equation
Step 9: Plot the poles and ion trajectory for single particle.

Mathieu’s equations are used to define the motion control of Nb ions in the
quadrupolar environment. It is a second order linear differential equation which serves
a great deal in generating the stability curves, the functioning of the quadrupole and
degrees of parameter dependencies [2].

Fig. 1. Distribution of electric fields due to a quadrupole (in units of V/m)

Fig. 2. Distribution of electric fields due to an octupole (in units of V/m).
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Potentials are applied suitably on the conducting rods in a specific manner to
achieve the desired results. A combination of periodically fluctuating and bias voltages
are applied to the rods such that the adjacent rods have opposite polarities. This is done
in order to provide a strong electric field which helps in the propulsion of the ion beam
with minimum deviations. The same procedure was carried out for an octupole (Fig. 1)
and a modified quadrupole as well. A comparative study between quadrupoles and
octupoles (Fig. 2) has been performed from such efforts.

A modified quadrupole and a single set of quadrupoles was designed in computer
models and their behavior was studied in a simulation exercise. A comparative study
between a modified quadrupole and a single set of quadrupoles has been done. Gen-
erally quadrupoles with hyperbolic surfaces are used in mass filters because they
provide greatest mass resolution for minimum power [2]. Since this project does not
deal with mass filtering, mass resolution parameter can be neglected. Thus cylindrical
rods are used for modeling octupoles because they are the best suited for RF cavity
resonator applications.

Ion motion simulation was done inside the structure of the quadrupole to guarantee
that the modified quadrupole works appropriately. It was modeled considering the
electric field created by the rods of the quadrupole and their induced magnetic field.
The differential equations for the ideal quadrupole case and for the ion motion in
general, from fields generated by potential grids, were solved in each direction using a
MATLAB solver called Ode45 [9]. The quadrupole is able to affect the ion motion
because of the electric and magnetic fields produced by the rods. Hence the electric
fields are now modeled from the generated potential grid values. Electric fields are
directional and hence the field values are calculated separately in each direction.

The magnetic fields produced by the electrodes are calculated from data obtained
by experiments [2]. The effect of the magnetic field on the ions can be modeled using
the well-known Lorentz equation [10]. The initial values of the ions are assigned
properly for the efficient functioning of the differential equations involved in tracing the
trajectory of the ion [12]. A separate function was created where the electric and
magnetic field values are interpolated and used in the equations of ion motion. The
results of this function are in turn applied to the differential solver Ode45 to obtain the
actual position of the ion in motion. The path of the ion was plotted along with the
modified quadrupole and a single quadrupole environment where the particle is
propagating. Similarly the design of ideal quadrupole was extended to octupole for the
same length. The electric field produced by the octupole has more circular profile in
cross-section, and a better degree of symmetry than that of the field generated by the
quadrupole. Evidently, an octupole provides more optimal results than a quadrupole.

2.3 Kalman Filter Implementation

A field programmable gate array (FPGA) module was incorporated in the beam
diagnostics exercise in order to acquire data from the beam position monitors
(BPM) and processes it to remove typical noise signatures present in the signals
received. The BPM data are modeled based on the readings from simulated ion motion
in MATLAB. This simulated data is further treated with noise and digitized and then
fed to Kalman filter block for the estimation of trajectory. The Kalman filter has a wide
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variety of applications in the estimation and noise filtering domain. The lower power
utilization of the Kalman filter FPGA implementation makes it an ideal choice for the
noise filtration of the trajectory data. The essential parameters involved in the Kalman
filter design are governed by the following set of equations [8]:

For the computation of Kalman Gain:

Kk ¼ P�
k H

T HP�
k H

T þR
� ��1 ð1Þ

For obtaining the update estimate with measurement Zk:

xk ¼ x�k þ Kk zk � Hx�k
� � ð2Þ

In most of the particle beam line facilities FPGAs are used for acquisition and
estimation of real-time beam parameters [14, 16]. Therefore the above mentioned
Kalman filter was programmed in the VHDL language. A set of constraints were
defined. With the help of these definitions and the VHDL code, the design was syn-
thesized. An FPGA board of Kintex-7 family [17] was employed for implementing the
Kalman filter.

3 Results and Discussion

3.1 Analytical Simulation for Beam Diagnostics

The motion of the Nb ion has been simulated in the MATLAB environment. The path
of ion inside an ideal quadrupole, a modified quadrupole and an octopole setup was
also simulated in the MATLAB and analyzed. Since the heavy ion has greater inertia,
the trajectory of the ion tends to follow a rectilinear path despite the effect of pon-
dermotive forces on the ion, as shown in Figs. 3(a) and (b).

The electromagnetic fields help in confining and propelling the ions in the system.
The trajectories of Nb ion were studied under different focusing setups.

Comparatively the octupole environment provided better confinement results for
the beam traversal (Fig. 3c). Evidently, with the addition of more pairs of electrical
poles, the ion beams exhibit a trajectory that is progressively more symmetric and
collimated.

The fields of the poles tend to have a more conspicuous effect in terms of con-
finement on the ion in the case of octopoles than in quadrupole. While the modified
quadrupole gives a better confinement than a single quadrupole, and this is superseded
by that with an octupole. This influence of fields can be observed from the Table 1,
which gives an overview of the average deviation of the ions from the center of the
beam in the simulated environments.

384 B. Christopher et al.



The results observed show that the modified quadrupole and the octopole were
4.13% and 24.79% better in confining the Nb ions than an ideal quadrupole,
respectively.

In Figs. 4, 5 and 6, with the x and y orientations as the direction of electric field and
magnetic field correspondingly, the ion propagation is in along the z direction (as seen
head on). The Kalman filter gave the best estimates of the position of the ion which is
the crucial stage in beam diagnostics. Process noise variance and the measurement
noise variance were defined to be 0.63681 and 0.000649, respectively, based on white
Gaussian noise profile in the Kalman filter simulation. The Kalman filter closely fol-
lowed the original trajectory and convincingly estimated the path of the ion beam, as
can be inferred from Fig. 7.

Fig. 3. (a) Trajectory of Nb ion in a quadrupole. (b) Trajectory of Nb ion in a modified
quadrupole. (c) Trajectory of Nb ion in an octupole

Table 1. Average deviation of Nb ions from the axis of the evacuated cylindrical column

Poles Average Deviation of Nb (10−2 m)

Quadrupole 0.0121
Modified Quadrupole 0.0116
Octopole 0.0091
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3.2 FPGA Simulations

The Kalman filter was then programmed in the VHDL language as part of the FPGA
implementation. Xilinx ISE Suite was used for the design synthesis. The Kalman filter
involved some division operations which needed higher degree of precision and cod-
ing, and such operations in VHDL was challenging. Hence a core generator module
available in the ISE Suite was used to generate an optimal division code which was
then incorporated into the original Kalman code. The VHDL code was then taken to the
design phase where the timing and routing constraints were specified.

The top level schematic of Kalman filter in FPGA is depicted in Fig. 8. Kalman
filter designed uses 16-bit values. The analog to digital converter (ADC) outputs from
the BPM, which are modelled in MATLAB, was fed to the z_in port. The P_in ports
receive the values of covariance matrix which are constantly updated through the
feedback provided from the P_out ports. The estimates from the filter are drawn from

Fig. 4. Ion trajectory of Nb in a quadrupole
(head on view).

Fig. 5. Ion trajectory of Nb in an octupole (head
on view).

Fig. 6. Ion trajectory of Nb (top view) Fig. 7. A 2D Tracking of Nb ion using the
Kalman filter simulation block
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x_est ports. The x_in ports are used for feeding the delayed version of the previous
estimates which are needed for efficient Kalman filter operation. The initial values of
the feedback inputs, i.e. x_in, and the P_in are pre-defined within the code.

Synthesis and performance evaluation was subsequently performed, and the cor-
responding metrics were exported. The outputs from the MATLAB program were used
as the test inputs to check the working of the FPGA. Results from MATLAB and the
FPGA were found to be comparable. The post-synthesis reports on device utilization
and thermal summary were then generated (Figs. 9 and 10) in order to demonstrate the
optimal design that uses various gates, latches and interconnects. A total of 2318 slice
registers had been used out of 407,600 that amounts to upto 1% of the available
registers in Kintex-7.

Fig. 8. Top level FPGA design implementation

Fig. 9. Thermal summary of the FPGA implementation of the Kalman filter
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4 Conclusions

A suitable combination of electric and magnetic fields was designed for the proper
confinement of the ion beam and its forward propagation. The simulation of the Nb ion
beam requires to take into account the electric and magnetic fields induced by the high
current beam profile and its interaction with the EM field of the quadrupole, modified
quadrupole and octupole. Taking into considerations these interactions and the large
number of ions within the beam, the programming complexity had correspondingly
increases. The factors affecting the motion of a heavy ion carrying high current were
understood and included in the simulations. Usage of octopules provides better colli-
mation than the traditional approaches. The improved results could find extensive
utilization in the application of ion beams, towards generating focused high currents,
suitable for obtaining uniform thin film coatings in superconducting RF resonator
cavities, compared to traditional approached such as CVD. Others parameters like the
orientation, and RF voltages can be tweaked to obtain varied result. The deviations of
the particle from its initial trajectory were found to be within tolerable limits. Results
from the FPGA implementation of the Kalman filter showed its remarkable ability to
closely track the original propagation path and hence estimates the trajectory of ions.
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Abstract. Signal jamming and counter-jamming have become areas of
intensive research in the field of radar systems engineering. Either of
signaling systems and jamming techniques have had concomitant devel-
opment. While non-linear frequency modulation (NLFM) signals and
polyphase codes continue to be the most preferred radar signals, they
still are very much susceptible to jamming, and radars could be easily
deceived, given that these signals are predictable in nature. In the work
reported here, radar signaling based on 4-level pulse amplitude modula-
tion (PAM4) is considered as an effective modulation scheme to evade
jamming, since inclusion of PAM4 in typical pulsed radar signals shows a
marked improvement as a function of target detectability. In recent years,
PAM4 has gained prominence having had a demonstrable 100+ Gbps of
data transmission rate over optical fibers. PAM4 is evaluated against
conventional modulation schemes such as NLFM and QAM techniques
in terms of burn-through range, cross-over range, and bit error rate. Sim-
ulation is done with a multiple-input multiple-output (MIMO) transmit-
receive system that are used to replicate a bi-static radar configuration.
Various criteria that are typical of a hostile signal environment such as
multipath propagation and fading, atmospheric effects, slow fading due
to target motion, and also a self-screening jammer are considered for
evaluation of performance of PAM4. It is observed that PAM4 performs
much better than conventional radar signals in the presence of a jammer
signal, thereby indicating its potential as an effective counter-measure in
hostile signal environments.
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1 Introduction

Radar has been the backbone in surveillance systems from many decades, espe-
cially in the field of air traffic management and oceanic transportation. The
science behind radar is all about the total and relative power reflected off a tar-
get, which is a function of the size and shape of the target object, the range,
surface material of the target, and the channel through which the wave propa-
gates. Recent developments consider the usage of multiple-input-multiple-output
(MIMO) antennas to be a vital technique in futuristic radar technology [1].
MIMO is a highly successful technology in wireless communication engineering
and has intensively attracted research in the field of radar [2].

Two important configurations in MIMO radars may be observed in the litera-
ture. One considers multiple antennas that are spatially separated to exploit the
spatial diversity in the observation of a target. This configuration has proven to
be more efficient in parametric estimation of a target. Second type is a antenna
configuration where multiple transmitters are co-located to make use of the
waveform diversity, which is possible with antenna arrays. This configuration
improves the angular resolution, thus providing more detail on the target sur-
face and also allows distinguishing multiple targets that are closely spaced [3].

Surveillance in airborne and marine environments are mainly affected by
undesired reflections off the land and sea surfaces [4]. These high intensity reflec-
tions mask the actual target from being detected, and are collectively called
as clutter. Space-time adaptive processing (STAP) plays an important role in
improving performance of moving target detection radars [5,6].

Radar technology is not fool-proof. Just after the development of radar,
researches started coming up with ideas to make objects invisible to a radar.
Some of the earliest ideas were to design the surface of the fighter jets such
that the total radar cross-section (RCS) of the target reduces. Further develop-
ments included usage of surface materials that absorb the signals radiated by the
radar transmitter. But, all these ideas were effective on particular wavelengths of
electromagnetic spectrum. Nowadays, more sophisticated techniques like signal
jamming and deception are being used. Development of Digital Radio Frequency
Memory (DRFM) has made aircrafts very smart in self-screening themselves
from almost any type of radar. This has started a new age of electronic warfare,
where intelligent electronic systems are used to exploit the hostile use of the
electromagnetic spectrum [7].

The signaling scheme used in radar thus plays an important role in the qual-
ity of detection of a target. Various signals commonly used in radar systems are
linear frequency modulation (LFM), non-linear frequency modulation (NLFM),
Barker codes, polyphase codes, etc. [8]. These signaling systems are based on
a technique called pulse compression, that aims at improving the range resolu-
tion without compromising the energy transmitted per pulse. In this work, pulse
amplitude modulation with 4 amplitude levels (PAM4 or 4-ary PAM) is con-
sidered as a signaling scheme for radar systems. The quality of this modulation
system is compared against other pulse compression techniques and quadrature
amplitude modulation - 16 levels (QAM16). Also, the effectiveness of PAM4 in
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the presence of jammer is analyzed with the help of achievable burn-through
range and cross-over range for a given signal-to-interference ratio (SIR).

The paper has been organized as follows: Sect. 2 describes theoretical back-
ground with their mathematical description for PAM4, MIMO radar and jam-
ming; Sect. 3 gives a detailed description of the methodology of the work incor-
porated; Sect. 4 provides the results obtained. Also, the inferences made out of
the results are showcased. Finally, conclusions and possible enhancements to the
work are to be found in Sect. 5.

2 Theoretical Background

2.1 4-Level Pulse Amplitude Modulation

With an exponential increase in the amount of data generated and processed
everyday, there is a requirement for similar improvement in the data transmis-
sion. Data rate achievable is directly dependent on the amount of bandwidth
being used. But, bandwidth cannot be increased indefinitely due to many impli-
cations like frequency sharing among various services, cost, and various envi-
ronmental factors. Also, lower bandwidth ensures lesser losses for a given center
frequency and reduces the PCB circuit traces required [9].

Pulse amplitude modulation (PAM) is a signal modulation technique, where
the data is contained in the amplitude information of the carrier signal. The
generic form of PAM in digital modulation system is known by the name M-ary
PAM, where M stands for the number of amplitude levels, which is a function of
2N , N = 1, 2, 3.... Increase in the value of M improves the bandwidth utilization
but at the expense of signal-to-noise ratio (SNR).

For an M-ary PAM system, symbol error probability P{Es} is formulated as
[10]

P{Es} =
M − 1

M
.erfc

[√ 3
M2 − 1

× Es

N0

]
(1)

and the bit error probability P{Eb} is P{Eb} = (1/k)P{Es}, where, k is the
number of bits transmitted per symbol, i.e. k = log2 M From the equations
of P{Es} and P{Eb}, the required signal-energy-per-symbol to noise-power-
spectral-density ratio (Es/N0) can be calculated. In the case of pulsed radar
system the value of Es/N0 may also be represented by [10]

Es

N0
=

Pavg.Tp

N0
=

Psd

N0
× Bs

Bp
(2)

where, Pavg is average received power, Tp is the pulse repetition period, Psd is
the average power spectral density, Bs is the equivalent occupied bandwidth and
Bp = 1/Tp is the pulse repetition frequency.

PAM4 is a compromise between bandwidth requirement and SNR. PAM4
reduces required bandwidth to half for the same data rate, when compared to
binary modulation techniques. But obtainable SNR is reduced by thrice. One
important issue with PAM4 is that they suffer from timing skew. This effect may
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be cleared observed on an eye diagram, which makes the eyes more narrower,
further degrading the possibility of detection of transmitted data.

But, techniques like FFE (Feed Forward Equalization) in transmitter, DFE
(Decision Feedback Equalization) and CTLE (Continuous Time Linear Equaliza-
tion) in receivers have been successfully used to improve eye openings. Data rates
of over 1 Gbps in wireless visible light communication (VLC) and over 100 Gbps
in optic fiber cables (OFCs) have been demonstrated using PAM4 [11]. PAM4
is also more ISI resilient for a given data rate on lossy electrical channels [12].

2.2 MIMO Radar

Consider a radar system with MIMO antennas having M elements in transmitter
and N elements in receiver [3]. Let the transmitted waveforms out of the M
transmitting array be represented by a M × 1 vector-

φ(t) = [φ1(t), φ2(t), ..., φM (t)]T (3)

Each of the element of this vector, φi are orthogonal to each other. Let us
consider that P sources of reflections are observed, that includes both desired
target reflections via multipath propagation and unwanted background clutter.
Then, the signals received at the receiver array may be expressed as N×1 vector-

y(t, τ) =
L∑

l=1

αl(τ)[aτ (θi)φ(t)]b(θi) + z(t, τ) (4)

where, τ represents slow-time, αl(τ) and θl are reflection co-efficient and spatial
angle of the lth source. The parameters a(θ) and b(θ) are the steering vectors
of transmitting and receiving antenna arrays. z is zero-mean AWGN term. The
received signals are passed through a matched filter that leads to-

ỹ(τ) = vec

[ ∫

Tp

x(t, τ)φH(t)dt

]
ỹ(τ) =

L∑
l=1

αl(τ)[a(θl) ⊗ b(θl)] + z̃(τ) (5)

where, ⊗ denotes the Kronecker product. Thus, the signal transmission with
statistical MIMO can be designed to obtain desirable spatial properties for a
radar [13]. They also have improved stability in target detection [1].

In a MIMO radar, clutter is more severe due to the addition of fast fading or
the multipath propagation induced by multiple antenna elements. Sophisticated
techniques for the reduction of clutter have been developed. STAP (space-time
adaptive processing) is one such technique and may be used in MIMO radars [18].

2.3 Radar Jamming

Jammers are characterized as barrage jammers and deceptive jammers. Bar-
rage jamming is the transmission of a high energy signal over a wide frequency
range so that target reflection is completely masked [7]. Deceptive jamming is
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an intelligent technique where the jammer misguides the radar receiver by var-
ious electronic and computational techniques. Advantage of barrage jammer is
that it’s easier to build and cover a wide portion of EM spectrum. But, decep-
tive jammers need less transmission power and are smart enough to mislead the
radar.

Let us assume that there are J jammers and transmit their signal towards
the radar, then the signal in Eq. 5 becomes [3]-

ỹ(τ) =
L∑

l=1

αl(τ)[a(θl) ⊗ b(θl)] +
J∑

j=1

βj(τ)[1M ⊗ b(θj)] + z̃(τ) (6)

where, βj(τ) and θj are the transmitted signal and spatial angle of jth jammer.
1M is a vector of 1’s with length M . Considering v(θl)

.= a(θl) ⊗ b(θl) and
ṽ(θl)

.= 1M ⊗ b(θj) as the steering vectors of the (lth) target and jth jammer.
Then, the Eq. 6 may be written as-

ỹ(τ) =
L∑

l=1

αl(τ)v(θl)
J∑

j=1

βj(τ)ṽ(θj) + z̃(τ) (7)

Effectiveness of jamming against a radar system depends upon various fac-
tors, like radar transmitter and jammer power, range, operating frequency and
bandwidth, propagation and system losses, antenna pattern, physical proper-
ties of signal, signal coding and encryption, etc. Performance of radar signaling
against jamming is a critical criteria to be considered while designing a radar
system.

Fig. 1. Block diagram of the simulation of a radar with a jammer

In the case of MIMO radars, the sources of interference can appear in various
forms and can have widely varying implications. Terrain-scattered jamming is a
major impairment that occurs when jamming signals are reflected by the ground
in a dispersive manner. So, a jammer’s signal appear at the receiver array as
a distributed source. The severity increases when signal direction from target
reflection and jammer are the same, as in the case of self-screening jammers.



PAM4 RADAR Counter-Measures 395

3 Methodology and Simulation

The block diagram in Fig. 1 shows an typical radar model used in the simula-
tions discussed here. The transmitted pulses have been modulated with a PAM4
signal, instead of the bare high energy pulse. The modulated signal is then power
amplified to boost the signal energy. A 4-array MIMO transmitter and a 4-array
MIMO receiver are used as the antenna system [16]. The MIMO channel can
be modeled as discussed in Sect. 2.2. MIMO transmitter transmits the same
data with multiple antennas. This increases the net transmitted power and also
enables diversity in the signals transmitted. The MIMO receiver acquires reflec-
tions from the target as well as from the background. The background reflec-
tions are termed as clutter. In the presence of an active jammer, the receiver
detects the jamming signal too. The function of the signal processor following
the receiver is to distinguish the target echoes from the undesirable clutter and
jamming signals.

The propagation path is modeled as a multipath element. Multiple paths in
the propagation of the signal is caused by the multiple scatterers present in the
environment, which reflect the signals in different directions. A moving target
also introduces slow fading to the transmitted radar signal. Atmospheric effects
such as line-of-sight path loss, rain, fog, humidity, temperature and ionospheric
effects are also considered in the propagation channel.

Three important models need to be addressed before simulating a radar
system. They are the target model, clutter model and jammer model. Target
model consists of properties like target RCS (radar cross section), range (dis-
tance between radar and target), velocity of target, direction of motion of target
and the incident angle as viewed from radar. RCS depends mainly on the size,
shape and surface material of the target. Some of the typical RCS values for
various targets are listed in [20].

To model a jammer, the jammer’s peak transmitter power, range of jammer
from radar, its position, and velocity need to be considered. A jammer may be
modeled as a self-screening jammer or as a stand-off jammer. The basic model
of a jammer is described in Sect. 2.3.

A suitable clutter model must also take into account the type of radar
deployed. Radars can be terrestrial or airborne or even sea-based. Terrestrial
radars must consider reflections from ground, trees, buildings and any other
terrestrial obstructions.

Some important design specifications like operating range, operating fre-
quency, target RCS, maximum transmit power, pulse width, detection prob-
ability, etc. were obtained from the Texas Instruments Designs document [17]
and from [18]. Some of the important design considerations for radar systems are
pulse width, detection threshold, transmit power, gain of the antenna, targeted
maximum radar range and jammer power. Pulse width affects many factors like
maximum pulse energy, pulse repetition frequency, range of radar and the maxi-
mum velocity of the target that can be detected. It defines the transmit and dwell
times [17]. Greater the pulse width, lesser the range observable by the radar and
lesser would be the target velocity detectable. But, lower pulse width reduces
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maximum pulse energy, thereby decreasing the SNR (signal-to-noise ratio) of
received echoes. Again, lesser SNR reduces maximum range of radar.

Detection threshold is another such design parameter. It defines the minimum
power of received echo to identify that the echo was from a target. Any power
level below this threshold will be considered as clutter. These constraints must be
addressed with proper choice of pulse width and also the appropriate modulation
technique. Pulse compression is a good choice for overcoming these issues. A
reference model, like the one presented in [17] would help design a simulated
radar system.

Fig. 2. BER performance of PAM4 for different MIMO transmit-receive antenna
combinations

4 Results and Discussion

The performance of PAM4 is evaluated with some important criteria like BER,
burn-through and cross-over ranges. BER is calculated with the help of Eq. 1.
The simulation is done with various transmitter-receiver array combinations like,
1× 1, 1× 2, 2× 1, 4× 1, 1× 4 and 4× 4 arrays. Obtained BER performances
are compared with QPSK (quadrature phase shift keying) and BPSK (binary
phase shift keying) modulation techniques. A comparison of BER as a function
of symbol-energy per noise-spectral density ratio for various MIMO transmit-
receive antenna combinations is shown in Fig. 2. It is observed from the plots
that a 4× 4 antenna performs much better than other antenna configurations.
In addition, a 4× 4 antenna has been found as the most optimal combination in
a MIMO system, and is also the choice in wireless communications systems such
as the WLAN [16,19].
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Fig. 3. BER performance of 4× 4 PAM4 vs OSTBC QPSK, 1× 1 and 2× 2 BPSK

A comparison of BER as it varies with the symbol-energy per noise-spectral
density ratio for different modulation techniques is shown in Fig. 3. It compares
4× 4 PAM4 with popular 4× 1 orthogonal space-time block coding (OSTBC)
quadrature phase-shift keying (QPSK) and 2× 2 binary phase shift keying
(BPSK). This plot clearly depicts that a 4× 4 PAM4 is a better choice in terms
of bit-error rate.

Burn-through and cross-over ranges are important performance measures in
the presence of jammer. Cross-over range is the range at which signal power
from target reflection and signal power from jammer equals. Cross-over range
Rco can be calculated for a self-screening jammer as [21]-

Rco =

√
PtGσBj

4πBrL(ERP )
(8)

where, Pt is the peak radar transmitter power, σ is the radar RCS, Bj is operating
bandwidth of jammer, G is the gain of radar transmitter antenna, Br is radar
operating bandwidth, L is atmospheric loss, ERP is effective radiated power of
radar antenna. The received signal-to-jammer plus noise ratio is given by-

S

J + N
=

PtGσArτ
(4π)2R4L

(ERP )Ar

4πR2Bj
+ kT0

(9)

Now, with this equation, we can calculate the range at which radar can properly
detect the presence of a target. That range is the burn-through range of the radar
[21]. It is defined as the maximum distance between radar and target, below
which the target can be precisely detected by a radar. In terms of jammer,



398 S. Srivatsa and G.A Shanmugha Sundaram

Fig. 4. (a). Detection range vs signal-to-jammer plus noise ratio, (b). Jammer ERP vs
burn-through range

Fig. 5. (a). Jammer peak power vs cross-over range for PAM4, NLFM and QAM, (b).
Radar peak power vs cross-over range for PAM4, NLFM and QAM

it is the minimum distance between radar and target beyond which target is
completely masked by the jammer [15].

A comparison of detection range versus signal-to-jamming plus noise ratio
for different radar signals is shown in Fig. 4, where sub-plot (b) compares jam-
mer effective radiated power (ERP) versus the burn-through range. From Fig. 4,
PAM4 demonstrates a better performance than conventional NLFM in detecting
the target in the presence of a jamming signal.
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The variation of cross-over range with increasing jammer power and radar
transmitter power is plotted in Fig. 5; sub-plot (a) shows how increasing jammer
power reduces cross-over range. It becomes evident fro here that cross-over range
with PAM4 is higher than with either of NLFM or QAM, for a given value of
jammer power. From sub-plot (b) it is clear that PAM4 performs better for all
values of transmitter power.

From the various such performance comparisons it is inferred that PAM4
performs much better than NLFM, and is very much comparable with QAM
technique. The advantage of PAM over QAM is the simplicity of design of cir-
cuits for modulation and demodulation. When the aim of radar is to detect target
rather than data transmission, it is preferable that the electronics and computa-
tion involved in generation and detection of signals be kept less complex. Hence,
PAM4 seems to be a good choice as a radar signalling scheme.

5 Conclusions

In this paper, PAM4 is introduced as a new signaling scheme for radar systems.
The effectiveness of PAM4 for radar is evaluated through metrics such as burn-
through range, cross-over range and bit-error-rate. It is also compared against
the NLFM technique, which is the most popular and preferred radar signaling
method. Comparison is also done with QAM16, which is a popular modulation
system in wireless communication. Results show that PAM4 performs better
against jammers when compared to NLFM and is very well comparable with
QAM16. At the same time, PAM4 needs a simple circuitry for implementation
in hardware, and is also computationally less demanding during radar signal
processing. It also requires lesser transmitted power compared to QAM16 and
NLFM. Unlike NLFM, PAM4 can be modulated easily with digital encryption
data to counter deception schemes. Hence, a thorough research and development
in PAM4 for radar applications can make it a competitive technology in the
future.

In the present work, the data used to modulate with PAM4 is generated as
a random set of integers. A proper choice of data bits could be more powerful
against jammers. Also, since MIMO model is used, a different set of orthogonal
data may be transmitted through each of the MIMO transmitter element. Fur-
ther, PAM4 may be considered not only in tracking radars, but also in detection
and imaging radar applications such as synthetic aperture radar (SAR) as an
appropriate signalling scheme.
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Abstract. The crucial aspect of a multiset is the recurrence of its
objects which we get it from a set and it is a new interesting mathe-
matical notion. In this paper, lattice theory is applied to the multiset in
context. We introduce a new concept for sorting things, demonstrated
with lots of quantitative and qualitative attributes, and may endure in
several copies. We then investigate few of the properties relevent to them.
Moreover, we propose 0 and 1 as multiset depiction and identify how they
play an application role in the lattice (anti-lattice) ordered multisets,
where some sorting exists amid the attributes are analysed.
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1 Introduction

In our practical life, due to the complexity and unreliability of decision-making
problems, decision outcome may also be erratic unreliability, and so, it could
be hard for decision makers to unambiguous an explicit priority relation spec-
ified which they can have only unambiguous their unreliable binary priority
between choices (for details, see [2,7,13–15]). Various decision making instances
and patterns are developed for support human to making decisions under intri-
cate situations, but it is yet difficult to make a good decision, specifically in the
intricate, dynamic, and unreliable environment.

Partially ordered data is found everywhere in our day-to-day decision-making
problems due to the unreliable and dynamic environment. For instance, one
alternative is better in one aspect but may be worse in another, and we used
to find it hard for making a decision when multiple criteria occurred where
conflicting assessments arise ever. Partial orders are more malleable than total
orders to stand for incomplete, unreliable and inaccurate knowledge.

Lattice, a peculiar aspect of partial order in context. The elegant source on
Lattice Theory are the books [1,5]. Though lattice theory is built upon the
notions which are simple, they can be developed to a rich network of var-
ious properties with many applications. Lattice theory has been applied to
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all kinds of fields. Distributivity of lattice ordered group was developed by
Natarajan and Vimala [9,10] in detail. Sorting and ordering objects by their
features are the prevalent complication of decision making. Ordinal ranks are
supposed to be sorted from the best to worst. Attributes may have various rel-
ative eminence. The attribute index based on the purpose of decision analysis.

Multiset theory is one of the mathematical tool to handle unreliabilities. A
multiset is a collection of objects in which the repetitions of elements is sig-
nificant. Relations and functions in the multiset context was established in [3]
followed by [4]. For detail studies of multisets one can refer [6,8,11,12,16,17].
While handling a collection of employees’ experience in a company, we need to
handle entries bearing repetitions. In those situations the classical definition of
set proves inadequate for the situation conferred. Here we say well-experienced
employees of the company, it may mean those employees who working over thirty
five years and high experience employees, it may mean those employees who
working over thirty to thirty five years. In such a case, there is an order among
them like fresher, low, medium, high, well experiencers. With this motivation in
mind, the notion of �-mset (anti �-mset) arisen.

The rest of this paper is structured as: Sect. 2, provides a revision about
the basic definitions based on multisets and notions for further study. Section 3
presents, the definition of �-mset some of its algebraic properties. In Sect. 4,
a review of the applications in which the �-mset has been applied is showed.
Moreover, comparative analysis is presented by using the same example as well.
We conclude this paper with Sect. 5.

2 Preliminaries

In this section, some necessary definitions of multisets and lattices, existing rep-
resentation of multisets, arithmetic operations between multisets are reviewed.

Definition 2.1 [6]. Let X be any set. A multiset M drawn from X is represented
by a function count M or CM defined as CM : X −→ N where N represents the
set of all non-negative integers.

For each x ∈ X,CM (x) is the characteristic value of x in M and indicates the
number of occurrences of the element x in M. A multiset M is a set if CM (x) = 0
or 1 ∀x ∈ X.

The word multiset often shortened to ‘mset’ abbreviates the term ‘multiple
membership set’.

Definition 2.2 [6]. Let M1 and M2 be two multisets drawn from a set X. M1

is a sub multiset of M2(M1 ⊆ M2) if CM1(x) � CM2(x) for all x ∈ X. M1 is a
proper sub multiset of M2 (M1 ⊂ M2) if CM1(x) � CM2(x) for all x ∈ X and
there exist at least one x ∈ X such that CM1(x) < CM2(x).

Definition 2.3 [6]. Two multisets M1 and M2 are equal (M1 = M2) if M1 ⊆
M2 and M1 ⊇ M2.

Definition 2.4 [6]. An multiset M is empty if CM (x) = 0 for all x ∈ X.
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Definition 2.5 [6]. The union of two multisets M1 and M2 drawn from a set
X is an multiset M denoted by M = M1 ∪ M2 such that ∀x ∈ X,CM (x) =
max{CM1(x), CM2(x)}.
Definition 2.6 [6]. The intersection of two multisets M1 and M2 drawn from
a set X is an multiset M denoted by M = M1 ∩ M2 such that ∀x ∈ X,CM (x) =
min{CM1(x), CM2(x)}.
Definition 2.7 [6]. Addition of two msets M1 and M2 drawn from a set X
results in a new mset M = M1 ⊕ M2 such that ∀x ∈ X,CM (x) = CM1(x) +
CM2(x).

Definition 2.8 [6]. Addition of two msets M1 and M2 drawn from a set X
results in a new mset M = M1 � M2 such that CM (x) = max{CM1(x) −
CM2(x), 0}.
Definition 2.9 [6]. Multiplication of two msets M1 and M2 drawn from a set X
results in a new mset M = M1⊗M2 such that ∀x ∈ X,CM (x) = CM1(x).CM2(x).

Notation [4]. Let M be an mset from X and let x appear n times in M. We
denote it by x ∈n M. M = {k1/x1, k2/x2, ......kn/xn} also means that M is an
mset with x1 appearing k1 times, x2 appearing k2 times and so on. [M ]x denotes
the element x belonging to the mset M and |[M ]x| denotes the cardinality of an
element x in M.
Definition 2.10 [4]. A submset C of (M,�) is called a chain in a partially
ordered mset if every distinct pair of points from C is comparable in (M,�).
i.e., for all distinct m/x, n/y in C, then m/x  n/y in (M,�).

Definition 2.11 [5]. A poset (L,�) is a nonempty set together with a binary
relation ‘�’ that satisfy the following

x � x for all x ∈ L (reflexivity)
x � y and y � x ⇒ x = y for all x, y ∈ L (anti-symmetricity)
x � y and y � z ⇒ x = z for all x, y, z ∈ L (transitivity).

Definition 2.12 [5]. Let (L,⊥,�) be a lattice. A partial ordering relation � is
defined on L by x � y if and only if x⊥y = x and x�y = y.

Definition 2.13 [5]. Let � be a relation defined on a set L. Then the converse
relation of � denoted by �′ is defined by x � y ⇔ y �′ x, x, y ∈ L. If a set L
forms a poset under a relation � then L forms a poset under �′. If (L, �) be a
poset then the poset (L′, �′), where L ′ = L and �′ is converse of � is called
dual of L.

Remark 2.14. If � is a partial ordering, then its converse �′, is also a partial
ordering. So (L,�′) is also a lattice if (L,�) is a lattice. The Hasse diagram of
(L,�′) is obtained by turning the Hasse diagram of (L,�) upside down. Also,
x⊥y in (L,�) is x�y in (L,�′). A similar property holds good for x�y.

From the above remarks, we see that each lattice (L,�) determines another lattice
(L, �′). (L, �′) can be called the dual of (L,�). According to the principal of
duality, any valid statement about a lattice (L, �) involving ⊥,� � and �′

remains valid if ⊥ and � are interchanged and � and �′ are interchanged.
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3 On Lattice Ordered Multisets

Throughout this work, X refers a root set of a multiset and also signifies to the
lattice.

Definition 3.1. A multiset M is called lattice (anti-lattice) ordered multiset
whenever for the function CM : X → N, x � y implies CM (x) � CM (y)[CM (x) ≥
CM (y)] for all x, y ∈ X.

The word ‘lattice ordered multiset’ often shortened to ‘�-mset’ that abbreviates
the term partially ordered multiple membership set in which each two-element
submultiset has an infimum and a supremum.

Definition 3.2. For every CM (x), CM (y) ∈ N, define CM (x) ∨ CM (y) =
max{CM (x), CM (y)} and CM (x) ∧ CM (y) = min{CM (x), CM (y)}.
Example 3.3. Let M={m/c, m+i/a, m+i+j/b, m+i/d, m+i+k/e} with i <
j < k < m and i, j, k,m ∈ N be a multiset of gems annexed within a necklace.
Here a, b, c, d, e depict platinum, diamond, coral, emerald, sapphire respectively.
Necklace is highly designed by sapphire. Sorting of those elements is as delineated
in Fig. 1 and whose tabular form is as given in below Table 1.

e

bd

a

c

Fig. 1.

Table 1.

CM m m + i m + i + j m + i + k

a 0 1 0 0

b 0 0 1 0

c 1 0 0 0

d 0 1 0 0

e 0 0 0 1
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Theorem 3.4. Let M be a �-mset drawn from X, then the following are equiv-
alent

(i) x � y implies CM (x) � CM (y)∀x, y ∈ X.
(ii) CM (x) ∧ CM (y) = CM (y)∀x, y ∈ X
(iii) CM (x) ∨ CM (y) = CM (x)∀x, y ∈ X,CM (x), CM (y) ∈ N.

(i.e.,) � is a partially ordered relation

Proof. Follows from Definitions 3.1 and 3.2.

Theorem 3.5. Let M be a �-mset (anti �-mset) drawn from X. Then

(i) for all x, y ∈ X, and for CM (x), CM (y) ∈ N, CM (x ∨ y) and CM (x ∧ y)
are the least upper bound and greatest lower bound of CM (x) and CM (y)
respectively.

(ii) M is a partially ordered set.

Proof. (i) Suppose CM (x ∨ y) is not a least upper bound of CM (x) and CM (y).
Then there is a ∈ X such that x � a � x∨y and y � a � x∨y. Then x∨y �
a ∨ a � x ∨ y ⇒ CM (x ∨ y) � CM (a ∨ a) � CM (x ∨ y) ⇒ CM (a) = CM (x ∨ y)
which is a contradiction. Hence CM (x∨y) is the least upper bound of CM (x)
and CM (y). The proof for greatest lower bound will be made by an analogous
way.

(ii) By (i) and Example 3.3, M is a partially ordered set.

Theorem 3.6. Let M be a �-mset (anti �-mset) drawn from X.
Then for every CM (x), CM (y) ∈ N, the following are hold

Idempotent
CM (x) ∨ CM (x) = CM (x) and CM (x) ∧ CM (x) = CM (x)∀x, y ∈ X

Commutative
CM (x) ∨ CM (y) = CM (y) ∨ CM (x) and CM (x) ∧ CM (y) = CM (y) ∧ CM (x)∀x,
y ∈ X

Associative
(CM (x)∨CM (y))∨CM (z) = CM (x)∨ (CM (y)∨CM (z)) and (CM (x)∧CM (y))∧
CM (z) = CM (x) ∧ (CM (y) ∧ CM (z))∀x, y ∈ X

Absorption
CM (x) ∨ (CM (x) ∧ CM (y)) = CM (x) and CM (x) ∧ (CM (x) ∨ CM (y)) = CM (x)
forall x, y ∈ X

Proof. It is straightforward.

Theorem 3.7. Let M1 and M2 be two �-msets drawn from X1 and X2 respec-
tively. Then M1 ∩ M2 is also a �-mset.

Proof. This theorem is trivial for M1 ∩ M2 = ∅. Suppose M1 ∩ M2 is non-
empty, then both M1 and M2 inherit the partial order by any attribute. Hence
for every a1 �X1 a2 we have CM1(a1) � CM1(a2) for a1, a2 ∈ X1 and for
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CM1(a1), CM1(a2) ∈ N. Also, for every b1 �X2 b2 we have CM2(b1) � CM2(b2)
for b1, b2 ∈ X2 and for CM2(b1), CM2(b2) ∈ N. Therefore for every s1, s2 ∈
X3, CM1∩M2(s1) = min{CM1(s1), CM2(s1)} � min{CM1(s2), CM2(s2)} =
CM1∩M2(s2) for s1 �X3 s2 where X3 is the root set of M1 ∩ M2. Thus M1 ∩ M2

is �-mset. Such an analogy made for anti-�-mset.

Theorem 3.8. Let M1 and M2 be two �-msets drawn from X1 and X2 respec-
tively. Then M1 ∪ M2 is also �-mset.

Proof. Given M1 and M2 are two �-msets drawn from X1 and X2 respectively
and so, they inherit the partial order Thus for any a1 �X1 a2 we have CM1(a1) �
CM1(a2)∀a1, a2 ∈ X1 and for CM1(a1), CM1(a2) ∈ N. Also, for every b1 �X2 b2
we have CM2(b1) � CM2(b2) for b1, b2 ∈ X2 and for CM2(b1), CM2(b2) ∈
N. Thus for every s1, s2 ∈ X3, CM1∪M2(s1) = max{CM1(s1), CM2(s1)} �
max{CM1(s2), CM2(s2)} = CM1∪M2(s2) for s1 �X3 s2 where X3 is the root
set of M1 ∪ M2. Hence M1 ∪ M2 is a �-mset. The result can be shown for anti
�-mset by the similar manner.

Theorem 3.9. Let M be a �-mset (anti �-mset) drawn from X. Then M ∧M =
{x ∧ y : x, y ∈ X} is a �-mset.

Proof. Since M is a �-mset, for every x1 �X y1 we have CM (x1) � CM (y1)
for x1, y1 ∈ X. Also, for every x2 �X y2 we have CM (x2) � CM (y2) for
x2, y2 ∈ X. Hence for every x1, x2, y1, y2 ∈ X,CM∧M (x1 ∧ x2) = CM (x1) ∧
CM (x2) = min{CM (x1), CM (x2)} � min{CM (y1), CM (y2)} = CM (y1) ∧
CM (y2) = CM∧M (y1 ∧ y2) for x1 ∧ x2 �X y1 ∧ y2.

Theorem 3.10. If A and B are �-msets (anti �-msets), then A ∧ B = {x ∧ y :
x ∈ A, y ∈ B} is also �-mset (anti �-mset).

Proof. Since A and B are �-msets, for every x1 �X x2 we have CA(x1) � CA(x2)
for x1, x2 ∈ X. Also, for every y1 �Y y2 we have CB(y1) � CB(y2) for y1, y2 ∈ Y .
Hence for every x1, x2 ∈ Xy1, y2 ∈ Y,CA∧B(x1 ∧ y1) = CA(x1) ∧ CB(y1) =
min{CA(x1), CB(y1)} � min{CA(x2), CB(y2)} = CA(x2)∧CB(y2) = CA∧B(x2∧
y2) for x1 ∧ y1 �Z x2 ∧ y2.

Theorem 3.11. Let M1 and M2 be two �-msets (anti �-msets) drawn from X1

and X2 respectively. Then M1 ⊕ M2 is also a �-mset.

Proof. Since CM1(x) + CM2(x) � CM1(y) + CM2(y), thus we get the result.

Theorem 3.12. If A and B are two �-msets (anti �-msets), then A ⊗ B is also
�-mset (anti �-mset).

Proof. Since A and B are two �-msets drawn from X, we have CA(x).CB(x) �
CA(y).CB(y) for every x �X y, thereby we get the result.

Theorem 3.13. If A is a �-mset and B is an anti-�-mset, then A � B is also a
�-mset.
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Proof. Since A is �-mset, for each a1 �X1 a2 we have CA(a1) � CA(a2) for
a1, a2 ∈ X1 Since B is an anti-�-mset, for every b1 �X2 b2 we have CB(b1) �
CB(b2) for b1, b2 ∈ X2 and so, for each a �X3 b, CA�B(a) = max{CA(a) −
CB(a), 0} � max{CA(b) − CB(b), 0} = CA�B(b) for a, b ∈ X3.

Theorem 3.14. Every chain is an �-mset.

Proof. By definition of chain, for every distinct x and y in M, we have CM (x)/x 
CM (y)/y in (M,�). i.e., x � y and CM (x) � CM (y)∀x, y ∈ M . Hence M is an
�-mset.

4 Application

The theoretical model based on multisets is used to study the structure of mul-
ticriterial alternatives. The basic concepts of multiset theory is considered. In
many cases, it is difficult for decision-makers to precisely express a preference
when attempting to solve multi-criteria decision-making (MCDM) problems with
inaccurate, uncertain or incomplete information.

Example 4.1. Consider a problem for retail shop keeper to buy the most appro-
priate invest case (count) for products. Ofcourse, buying in bulk can sometimes
save his money, but those giant packages of everyday items are not always the
best deal. It is important to compare the per-unit prices because he’ll often find
that smaller packages cost less per unit than supersize containers. So, the shop
collect the customers feed back about the products. Then the products sort out
according to grades as p1 � p2 � p3 � p4 � p5 � p6 where the product p1
belonging into the attribute low quality, p2 in medium quality, p3 in satisfactory
quality, p4 in good quality, p5 in high quality, p6 in very high quality. This order
is made by customers feedback. Here count of the product is the sales of prod-
uct which are calculated by shop accounts department in the time of every four
months. Product and their sales form �-msets which is shown in the following
Tables 2, 3 and 4.

Table 2.

CM1 n1 n2 n3 n4 n5

p1 1 0 0 0 0

p2 1 0 0 0 0

p3 0 1 0 0 0

p4 0 1 0 0 0

p5 0 1 0 0 0

p6 0 0 1 0 0
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Table 3.

CM3 n1 n2 n3 n4 n5

p1 1 0 0 0 0

p2 0 1 0 0 0

p3 0 1 0 0 0

p4 0 1 0 0 0

p5 0 0 0 1 0

p6 0 0 0 1 0

Table 4.

CM4 n1 n2 n3 n4 n5

p1 1 0 0 0 0

p2 0 1 0 0 0

p3 0 1 0 0 0

p4 0 1 0 0 0

p5 0 0 1 0 0

p6 0 0 1 0 0

Table 5.

CM4 n1 n2 n3 n4 n5

p1 1 0 0 0 0

p2 0 0 1 0 0

p3 0 0 1 0 0

p4 0 0 0 1 0

p5 0 0 0 0 1

p6 0 0 0 0 1

In the above table, there is a k ∈ N such that cases (counts)n1 contains k
number of products; n2 contains 2k number of products; n3 contains 3k number
of products and so on. If k number of products sold, then write 1 in n1 and 0 for
others; If 2k number of products sold, we write 1 in n2 and 0 for others, and so
on. i.e., CM (pi) = nj for some j. From this, we can see n1 < n2 < n3 < n4 < n5.

Since M1, M2,M3,M4 are lattice ordered finite multisets, their union forms a
lattice ordered multiset which is shown in Table 5. i.e., If pi,l, pi,h stand for lowest
and highest sale of pi respectively, then p1,l = n1, p2,l = n1, p3,l = n2, p4,l =
n2, p5,l = n2, p6,l = n3 and p1,h = n2, p2,h = n3, p3,h = n3, p4,h = n4, p5,h =
n5, p6,h = n5 we have CM (p1) � CM (p2) � CM (p3) � CM (p4) � CM (p5) �
CM (p6) Also we have Table 6 as a �-mset by applying M∧M is a �-mset (Table 7).
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Table 6.

CM n1 n2 n3 n4 n5

p1 1 1 0 0 0

p2 1 1 1 0 0

p3 0 1 1 0 0

p4 0 1 1 1 0

p5 0 1 1 1 1

p6 0 0 1 1 1

Table 7.

CM∧M n1 n2 n3 n4 n5

p1 ∧ p1 1 1 0 0 0

p1 ∧ p2 1 1 0 0 0

p1 ∧ p3 0 1 0 0 0

p1 ∧ p4 0 1 0 0 0

p1 ∧ p5 0 1 0 0 0

p1 ∧ p6 0 0 0 0 0

p2 ∧ p2 1 1 1 0 0

p2 ∧ p3 0 1 1 0 0

p2 ∧ p4 0 1 1 0 0

p2 ∧ p5 0 1 1 0 0

p2 ∧ p6 0 1 0 0 0

p3 ∧ p3 0 1 1 0 0

p3 ∧ p4 0 1 1 0 0

p3 ∧ p5 0 1 1 0 0

p3 ∧ p6 0 0 1 0 0

p4 ∧ p4 0 1 1 1 0

p4 ∧ p5 0 1 1 1 0

p4 ∧ p6 0 0 1 1 0

p5 ∧ p5 0 1 1 1 1

p5 ∧ p6 0 0 1 1 1

p6 ∧ p6 0 0 1 1 1

Table 8.

n1 n2 n3 n4 n5

Score 3 16 14 6 3
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From the above Table 8, we have n1 = n5 < n4 < n3 < n2 and n2 is the
best choice. Verified the proposed approach by SAW. Simply Additive Weight-
ing (SAW) method is probably the best known and most widely used MADM

method (see [13–15]) and it is applied to verify the selection of count as seen in
Example 4.1.

Algorithm is presented below:

1. Let A = (a1, a2, a3, ........am) be a set of alternatives and let C =
(c1, c2, c3, ........cn) be a set of criteria

2. Construct the decision matrix in terms of dij , where dij is the rating of
alternative Ai with respect to criterion Ci.

3. Construct the normalized decision matrix rij = dij/max(dij).

4. Construct the weighted normalized decision matrix vij = wjrij ,
m∑

j=1

wj = 1

5. Calculate the score of each alternative: Si =
m∑

j=1

vij , i = 1, 2, ...n

6. Select the best alternative: Best alternative = max
1�i�n

Si

The following is the decision matrix for five alternatives and six products
(ordered by attributes) is written here.

⎛

⎜
⎜
⎜
⎜
⎝

p1 p2 p3 p4 p5 p6
n1 1 1 0 0 0 0
n2 1 1 1 1 1 0
n3 0 1 1 1 1 1
n4 0 0 0 1 1 1
n5 0 0 0 0 1 1

⎞

⎟
⎟
⎟
⎟
⎠

Next we have to find the weight of each attribute by the following matrix

⎛

⎜
⎜
⎜
⎜
⎝

p1 p2 p3 p4 p5 p6

n1
1
2

1
3 0 0 0 0

n2
1
2

1
3

1
2

1
3

1
4 0

n3 0 1
3

1
2

1
3

1
4

1
3

n4 0 0 0 1
3

1
4

1
3

n5 0 0 0 0 1
4

1
3

⎞

⎟
⎟
⎟
⎟
⎠

w1 = 0.14, w2 = 0.32, w3 = 0.29, w4 = 0.15, w5 = 0.1 and
∑

i

wi = 1.

Next vij = wjrij where rij = dij

max(dij)

Below matrix represents rij from matrix II

⎛

⎜
⎜
⎜
⎜
⎝

p1 p2 p3 p4 p5 p6

n1 1 0.6 0 0 0 0
n2 1 0.6 1 0.6 0.5 0
n3 0 0.6 1 0.6 0.5 0.6
n4 0 0 0 1 0.75 1
n5 0 0 0 0 0.75 1

⎞

⎟
⎟
⎟
⎟
⎠
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vij shown in following matrix

⎛

⎜
⎜
⎜
⎜
⎝

p1 p2 p3 p4 p5 p6

n1 0.14 0.084 0 0 0 0
n2 0.32 0.192 0.32 0.192 0.16 0
n3 0 0.174 0.29 0.174 0.145 0.174
n4 0 0 0 0.15 0.113 0.15
n5 0 0 0 0 0.075 0.1

⎞

⎟
⎟
⎟
⎟
⎠

Next Si =
5∑

j=1

vij , i = 1, 2, ..., 6 we have

Table 9.

Count Si Rank

n1 0.224 3rd

n2 1.184 1st

n3 0.957 2nd

n4 0.413 4th

n5 0.175 5th

From both the approaches, we can get maximum priority case as n2. Such a
case will be profitable and we can avoid abundance of goods in warehouses and
save money when buying such cases (Table 9).

Example 4.2. This is an example for score evaluation. Consider a problem for
analysing the performance of the university and to increasing the knowledge of
the students. Thus making them ease for job seeking and as well as to excel them
in irrespective of all the fields. For the above, we then gather the particulars of
syllabi and centum scorers. Favorably, they form an anti-�-mset. In such a case,
let us consider the whole score board with the syllabi. Suppose that there are few
kinds of scores: centum (m5), high score (m4), below average score (m1), average
score (m2), good score (m3) with the order m1 � m2 � m3 � m4 � m5 are under
evaluation according to following alternatives: repeated syllabi (s1), old syllabus
with a few changes (s2), old syllabus with latest trends (s3), new syllabus (s4),
new syllabus with global connects (s5), syllabus with real world applications (s6),
advanced syllabus (s7). The order of syllabi is shown in Fig. 2: s1 � s4 � s5 � s7
and s1 � s2 � s3 � s6 � s7 (Tables 10 and 11).

If the Institute has T number of students, then there is k ∈ N such that k = T
5

and write 1 in mi if k number of students obtained the score mi; otherwise 0.
i.e., If si,k,l, si,k,h stand for the lowest and highest score which are obtained
by at least k number of students for the syllabi si respectively, then s1,k,l =
m3, s2,k,l = m2, s3,k,l = m2, s4,k,l = m2, s5,k,l = m1, s6,k,l = m1, s7,k,l = m1
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s1

s2

s3

s6

s7

s4

s6

Fig. 2.

Table 10.

CA m1 m2 m3 m4 m5

s1 0 0 1 0 1

s4 0 1 1 1 1

s5 1 0 1 1 0

s7 1 0 1 1 0

Table 11.

CB m1 m2 m3 m4 m5

s1 0 0 1 0 1

s2 0 1 0 1 1

s3 0 1 0 1 1

s6 1 0 1 1 0

s7 1 0 1 1 0

and s1,k,h = m5, s2,k,h = m5, s3,k,h = m5, s4,k,h = m5, s5,k,h = m4, s6,k,h =
m4, s7,k,h = m4 In that sense, we have CA(s7) � CA(s5) � CA(s4) � CA(s1)
and CB(s7) � CB(s6) � CB(s3) � CB(s2) � CB(s1) i.e., The above A and B
are two anti-lattice ordered submultisets of anti-�-mset M and as A ∧ B is an
anti-�-mset, we have the following Table 12.

Many generalized items of a syllabus can be amplified in a specific curriculum
to maximize efficient learning by clarifying student understanding of specified
material such as grading policy (Table 13).
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Table 12.

CA∧B m1 m2 m3 m4 m5

s1 ∧ s1 0 0 1 0 1

s1 ∧ s2 0 0 0 0 1

s1 ∧ s3 0 0 0 0 1

s1 ∧ s6 0 0 1 0 0

s1 ∧ s7 0 0 1 0 0

s4 ∧ s1 0 0 1 0 1

s4 ∧ s2 0 1 0 1 1

s4 ∧ s3 0 1 0 1 1

s4 ∧ s6 0 0 1 1 0

s4 ∧ s7 0 0 1 1 0

s5 ∧ s1 0 0 1 0 0

s5 ∧ s2 0 0 0 1 0

s5 ∧ s3 0 0 0 1 0

s5 ∧ s6 1 0 1 1 0

s5 ∧ s7 1 0 1 1 0

s7 ∧ s2 0 0 0 1 0

s7 ∧ s3 0 0 0 1 0

s7 ∧ s6 1 0 1 1 0

s7 ∧ s7 1 0 1 1 0

Table 13.

Score m1 m2 m3 m4 m5

Total 4 2 11 12 6

Rank 4th 5th 2nd 1st 3rd

At any changes of syllabi, ‘high-score’ has been maintained here.
From the above table, we have m4 as the ‘all-time’ score.
In addition, this Illustration has been verified by SAW. By applying this

algorithm, we have the following is the decision matrix for five alternatives and
five syllabi (ordered by attributes) is written here.

⎛

⎜
⎜
⎜
⎜
⎝

s1 s2 s3 s4 s5 s6 s7

m1 0 0 0 0 1 1 1
m2 0 1 1 1 0 0 0
m3 1 0 0 1 1 1 1
m4 0 1 1 1 1 1 1
m5 1 1 1 1 0 0 0

⎞

⎟
⎟
⎟
⎟
⎠
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Next step is to find the weight of each attribute by the following matrix

⎛

⎜
⎜
⎜
⎜
⎝

s1 s2 s3 s4 s5 s6 s7

m1 0 0 0 0 1
3

1
3

1
3

m2 0 1
3

1
3

1
4 0 0 0

m3
1
20 0 1

4
1
3

1
3

1
3

m4 0 1
3

1
3

1
4

1
3

1
3

1
3

m5
1
2

1
3

1
3

1
4 0 0 0

⎞

⎟
⎟
⎟
⎟
⎠

w1 = 0.18, w2 = 0.17, w3 = 0.19, w4 = 0.3, w5 = 0.16 and
∑

i

wi = 1.

Next vij = wjrij where rij = dij

max(dij)

Below matrix represents rij from matrix II

⎛

⎜
⎜
⎜
⎜
⎝

s1 s2 s3 s4 s5 s6 s7

m1 0 0 0 0 1 1 1
m2 0 1 1 0.75 0 0 0
m3 1 0 0 0.5 0.6 0.6 0.6
m4 0 1 1 0.75 1 1 1
m5 1 0.6 0.6 0.5 0 0 0

⎞

⎟
⎟
⎟
⎟
⎠

vij shown in following matrix

⎛

⎜
⎜
⎜
⎜
⎝

s1 s2 s3 s4 s5 s6 s7

m1 0 0 0 0 0.18 0.18 0.18
m2 0 0.17 0.17 0.13 0 0 0
m3 0.19 0 0 0.095 0.11 0.11 0.11
m4 0 0.3 0.3 0.225 0.3 0.3 0.3
m5 0.16 0.096 0.096 0.08 0 0 0

⎞

⎟
⎟
⎟
⎟
⎠

Next Si =
5∑

j=1

vij , i = 1, 2, ..., 5 we have

Table 14.

Count Si Rank

m1 0.54 3rd

m2 0.47 4th

m3 0.62 2nd

m4 1.73 1st

m5 0.43 5th

From both the approaches, we can get m4 as all-time score (Table 14).
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5 Conclusion

Notions of lattice ordered msets and anti-lattice ordered msets have been intro-
duced. These notions are quite handy where sorting exists amid linguistic terms.
One can also verify the proposed approach by other comparative analysis such
as TOPSIS, etc. We then discuss few properties of operations of �-msets (anti
�-msets) which are applied in the decision making problems. To widen this work,
one can survey the other properties of �-msets (anti �-msets).
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