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Preface

We are extremely pleased to offer these proceedings of the Gainesville Number
Theory Conference of 2016, more affectionately known as ALLADI60, honoring
Krishna Alladi on his 60th birthday. Krishna has been a major contributor to
number theory and mathematics in several ways. First, he is a first-class mathe-
matician. We who have collaborated with him are most vividly aware of his insight
and talent. Second, he is Editor-in-chief of the Ramanujan Journal and a Series
Editor of Developments in Mathematics. Third, he instituted the internationally
admired SASTRA Ramanujan Prize. Fourth, he has been the major actor in the
creation of numerous important conferences.

In the past two decades, the University of Florida has been the main international
venue for conferences in the areas of partitions, q-series, modular forms, and
Ramanujan’s work. The special feature of this conference was that in addition to
these areas, analytic number theory, irrationality, and transcendence were also
covered—areas that Alladi had worked on until 1990.

The conference attracted nearly 200 participants and was spread over 5 days to
accommodate the nearly 100 speakers who had come from Australia, Austria,
Canada, China, England, France, Germany, Hong Kong, Hungary, India, Israel,
Korea, The Netherlands, New Zealand, Norway, Serbia, Switzerland, Tunisia,
Turkey, and the USA. The conference was supported by grants from the National
Science Foundation, the National Security Agency, the Number Theory
Foundation, and by funds from The Pennsylvania State University. Local support
was provided by the University of Florida, Mathematics Department and the
College of Liberal Arts and Sciences, and the Alachua County Tourism Board.
We are most grateful for all this support which helped make the conference a
success.
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Special Lectures

There were four special lectures at the conference:

Opening Lecture
Manjul Bhargava (Princeton University)
Squarefree values of polynomial discriminants
In 2003, Manjul Bhargava won the First SASTRA Ramanujan Prize, a prize that
Krishna Alladi was instrumental in launching.

The Erdős Colloquium
Hugh L. Montgomery (University of Michigan)
Littlewood polynomials
This Special Colloquium, initiated by Krishna Alladi, has been given yearly at the
University of Florida since 1999. Following the Colloquium, the participants were
treated to a dinner party at the home of Krishna and Mathura Alladi, and our thanks
to Mathura for graciously hosting this.

The Ramanujan Colloquium
James Maynard (University of Oxford)
Linear equations in primes
This Special Colloquium, initiated by Krishna Alladi, has been given yearly at the
University of Florida since 2007, and is sponsored by The Pennsylvania State
University and George Andrews. James Maynard also gave two other lectures.

Conference Closing Lecture and Math Colloquium
Wadim Zudilin (University of Newcastle)
Short random walks and Mahler measures
Wadim Zudilin also gave a lecture on certain irrational values of the logarithm,
which was related to Krishna Alladi’s work from 1979.

Other Conference Highlights

Piano Recital
Following Maynard’s Colloquium, there was a Reception at the Keene Faculty
Center where the participants were treated to a lovely piano concert by Christian
Krattenthaler of the University of Vienna.

Awards
Ron Graham, former President of the AMS, presented cheques to James Maynard
and Kevin Ford in recognition of their work for the resolution of a famous $10,000
problem of Erdős on large gaps between primes. Maynard received $5,000 for his
solo paper, and Kevin Ford received a cheque for $5,000 made out to Kevin Ford,
Ben Green, S. Konyagin, and Terence Tao for their joint work.
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Soundararajan’s Lecture
Another SASTRA Ramanujan prize winner, Kannan Soundararajan (Stanford),
presented for the first time his recent work with his colleague Robert Lemke Olivera
on a startling new result on a bias in the distribution of consecutive prime numbers.

The Man Who Knew Infinity
The movie The Man Who Knew Infinity on the remarkable life of Ramanujan was
shown at the conference as a Preview before its official opening in theaters thanks to
the efforts of Manjul Bhargava, one of the Associate Producers of the movie. Our
thanks to Edward Pressman films for this kind gesture. See Bruce Berndt’s paper in
this volume for some background on an interesting scene from the movie.

Talks on Alladi’s Work
Several talks at the conference dealt with Alladi’s work—not just his recent work
on partitions and q-series, but his early work as well. Dorian Goldfeld (Columbia
University) spoke about extensions of results in Alladi’s first paper (written when
he was an undergraduate) with Paul Erdős on an additive arithmetic function—now
called the Alladi-Erdős function. Doron Zeilberger (Rutgers University) and Wadim
Zudilin (University of Newcastle, Australia) discussed extensions of results of
Alladi-Robinson (1980) on irrationality measures.

Conference Banquet
A Conference Banquet was held at the Paramount Hotel. Many speeches honoring
Krishna were given. The text of Elizabeth Loew’s speech is given after this preface.

Mathematical Interests of Krishna Alladi

Over his career, Krishna Alladi has maintained an interest in Number Theory,
Combinatorics, Discrete Mathematics, Analytic Number Theory, Sieve Methods,
Probabilistic Number Theory, Diophantine Approximations, Partitions, and
q-Series Identities, His research in mathematics began as an 18-year-old under-
graduate in 1973. The first part of his mathematical career was in Analytic Number
Theory. In particular, he wrote five joint papers with Paul Erdős. In 1987, the
Ramanujan Centenary year, Krishna became interested in partitions and in the early
1990s, he began a fruitful collaboration with George Andrews, Alex Berkovich, and
Basil Gordon, when they made impressive breakthroughs in discovering partition
identities beyond those of Rogers-Ramanujan, Schur and Göllnitz. In 1993, he
spent a sabbatical at Penn State with George Andrews. There he learned the
importance of basic hypergeometric series, and modular forms for the theory of
partitions.
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Volume Contents

Below, we give a brief description of the papers in this volume and group them
according to these topics: Analytic Number Theory, Probabilistic Number Theory,
Partitions, Basic Hypergeometric Functions, and Modular Forms.

Analytic Number Theory
Benli, Elma, and Yidirim extend Conrey and Ghosh’s results on zeros of derivatives
of the Riemann zeta-function near the critical line, to Dirichlet L-functions.

Deshouillers and Grekos study the problem of the number of integral points on a
convex curve in terms of length and curvature, and make improvements on previous
results.

In 1977, Alladi and Erdős showed that a certain important additive function is
uniformly distributed modulo 2. Goldfeld generalizes this result to an arbitrary
modulus.

Montgomery’s survey paper on Littlewood Polynomials is an expanded version
of his talk given at the conference.

Nicolas obtains an effective version of Ramanujan’s result for the difference
between the logarithmic integral of Chebychev’s function and pðxÞ.

Ono, Schneider, and Wagner prove a partition theoretic analog of Alladi’s
Möbius function identity.

Saradha and Sharma prove some conjectures of Mueller and Schmidt for the
number of integer solutions of a Thue inequality for certain binary quadratic forms.

Tenenbaum extends a result of Mertens for the sum of the reciprocals of primes
to the sum of the reciprocals of the product of k primes.

Inspired by Hugh Montgomery’s talk on Littlewood polynomial, Zeilberger
(with his computer collaborator Ekhad) gives an algorithmic approach to Saffari’s
conjecture on the asymptotic growth of moments of the Rudin–Shapiro
polynomials.

Probabilistic Number Theory
Elliott’s paper is survey of abstract multiplicative functions and their application to
the study of the Fourier coefficients of automorphic forms, together with a dis-
cussion in the context of the theory of Probabilistic Number Theory.

Partitions
George Andrews recently gave a refinement of Krishna Alladi’s variant of Schur’s
1926 partition theorem. In his paper, Andrews develops a surprising factorization
of the related polynomial generating functions.

Chen, Ji, and Zang previously proved a rank-crank inequality conjecture of
Andrews, Dyson, and Rhoades. By using combinatorial methods, they show that
there is a reordering of partitions that explains the very nearly equal distributions
of the rank and the crank.

Motivated by recent research of Krishna Alladi, Berkovich, and Uncu give new
weighted partition identities for partitions, overpartitions, and partitions with dis-
tinct even parts, using the theory of basic hypergeometric functions.
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Dousse extends Krishna Alladi’s method of weighted words to obtain general-
izations and refinements for previous extensions of Schur’s partition theorem to
overpartitions due to Andrews, Corteel, and Lovejoy.

Kolitsch gives new partition interpretations of truncated forms of Euler’s
Pentagonal Number Theorem and Jacobi’s Triple Product identity in terms of
overpartitions.

Krattenthaler finds congruences mod 16 for the number of unique path partitions
of n, which occur in the study of character values of finite symmetric groups, and
which generalize results of Olsson, Bessendrodt, and Sellers.

Kanade, Kurşungöz, and Russel give combinatorial interpretations of overpar-
tition variants of Andrews’s H and J functions which occurred in the study of the
Andrews-Gordon partition identities and their generalizations.

Lovejoy gives two overpartition extensions of Alladi and Gordons generaliza-
tion of Schurs theorem.

Bringmann and Mahlburg present new companions to the Capparelli partition
identities and two new general identities for three-color partitions that may be
specialized to theta functions and false theta functions.

Seo and Yee give a combinatorial proof of a result of Andrews which is an
overpartition analog of Rogers-Ramanujan type theorem related to restricted suc-
cessive ranks.

q-Series and Basic Hypergeometric Functions
Gaurav Bhatnagar gives a marvelous bibasic version of Heine’s basic hypergeo-
metric transformation and uses it to prove and organize a raft of identities of
Ramanujan, some of which are easy and some which are not.

Cooper, Wan, and Zudilin prove a number of Z.-W. Sun’s conjectures for series
for 1=p by relating them to known series using techniques of basic hypergeometric
series and Zeilberger’s algorithm for holonomic sequences.

Banerjee and Dixit obtain new identities for Ramanujan’s function rðqÞ which is
the generating function for the excess number of partitions of n into distinct parts
with even rank over those of odd rank.

Hirschhorn gives elementary proofs of some well-known arithmetic properties of
Ramanujan’s tau function using nothing more than Jacobi’s triple product identity.

Liu describes a method for finding certain series expansions of functions that
satisfy a q-partial differential equation and, as an application, finds a generalization
of Andrews’s transformation formula for the q-Lauricella function.

Mc Laughlin gives a new approach using bilateral hypergeometric series to
obtain identities for mock theta functions and finds radial limit formulas as an
application.

Schlosser and Yoo employ a one-variable extension of q-rook theory to give
combinatorial proofs of some basic hypergeometric summations formulas.

Sills gives an elementary approach for finding the sum side of Rogers-
Ramanujan type identities from the product forms related to the standard modules

of the Kac–Moody algebra Að2Þ
2 .
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Modular Forms
Nicolas Andersen follows up on his previous work, “Vector-Valued Modular
Forms and The Mock Theta Conjectures,” where he gave a new proof of
Ramanujan’s fifth-order mock theta conjectures using the theory of vector-valued
modular forms and harmonic Maass forms. In his new paper, he extends these ideas
to give a new proof of Hickerson’s seventh-order identities.

Jha and Kumar compute the adjoint (with respect to the Petersson inner product)
of the linear map related to the Cohen–Rankin bracket, thus extending work of
Kohnen and Herrero to half-integral weight modular forms.

Kimport obtains asymptotic expansions for weight 1=2 and 3=2 partial theta
functions at roots of unity which generalizes results of Berndt and Kim and are
important in the study of certain quantum modular forms.

McIntosh proves that Zweger’s l-function, which is important in the study of
mock theta functions from a modular form view, is essentially no more general than
the universal mock theta function g2.

Paule and Radu derive a new type of modular function identity that implies
Ramanujan’s partition congruence mod 11.

Ramakrishnan, Sahu, and Singh use the theory of modular forms to find for-
mulas for the number of representations of a positive integer by certain class of
quadratic forms in eight variables.

Jon Borwein

Jon Borwein was unable to come to ALLADI60 due to his commitment to give a
series of lectures as a Distinguished Scholar in Residence at Western University,
London Ontario. Later, in May 2016, Jon and his wife Judi were able to visit us in
Florida. He gave two talks—one at the University of Florida Brain Institute on
CARMA: A Model for Multi-Discipline and Multi-Institution Collaboration. The
other talk on Seeing Things by Walking on Numbers was given in the Math
Department. Later, in July, I (Frank) was with Jon at the Lambert Conference in
London, Ontario. It was a great shock to us that he died just a few days after the
Lambert Conference, and we still feel the loss. Jon was the first person to submit a
paper to our proceedings. The referee only required some minor revisions. Jon
wanted to wait until he got back to Australia to complete these revisions but sadly
this did not happen. I made the revisions myself and got David Bailey to check
them over. Jon’s paper is an expanded companion to a talk he gave at a workshop
celebrating Tony Guttmann’s 70th birthday. It describes his encounters over nearly
30 years with Sloane’s (Online) Encyclopedia of Integer Sequences. We agree with
the referee that it is a masterpiece, with beautiful math and beautiful exposition.
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Alladi Ramakrishnan

Krishna’s father, the late Prof. Alladi Ramakrishnan, the Founder-Director of
MATSCIENCE, The Institute of Mathematical Sciences in Madras, India, was an
inspiration to Krishna and supported all of Krishna’s efforts. In an emotionally
charged speech at the banquet, Krishna said that if his father were alive, he would
have been the happiest person to see such an impressive gathering of mathemati-
cians from around the world for the 60th birthday conference. Several speakers in
their speeches at the banquet made references to Krishna’s father. Kryuchkov,
Lanfear, and Suslov have dedicated their paper to the memory of Krishna’s father,
the famous physicist Prof. Alladi Ramakrishnan, on the topic of a complex form of
classical and quantum electrodynamics.

Thanks

We thank Marc Strauss and Elizabeth Loew for the Springer book exhibit and
Rochelle Kronzek for the World Scientific book exhibit. In addition, we thank Marc
Strauss for publishing these proceedings in the Springer Proceedings Series. We
express special thanks to Margaret Somers, Cyndi Garvan, Ali Uncu, and Chris
Jennings-Shaffer, the staff of the Math Department and the number theory graduate
students for all aspects of preparing for and running a smooth conference. We thank
Jis Joseph for his photography and help with other aspects of the conference.

We conclude by expressing again our thanks to Krishna for his monumental
contributions. Our community has been greatly enriched by him, and we are deeply
in his debt.

Gainesville, FL, USA George E. Andrews
August 2017 Frank Garvan
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Introductory Speech

Speech Given by Elizabeth Loew at the ALLADI60 Banquet

I am especially honored to have been asked by George Andrews to give a short
speech tonight. Thank you George. I also want to thank Frank Garvan for inviting
me to share in this important celebration in honor of Krishna’s 60th birthday.

***
While I don’t quite remember the first time that I met Krishna, it must have been
sometime in 2008, here at UFL, after I had become a senior editor with Springer.
Our meeting was certainly during Krishna’s tenure as Chair of the department.
Among my responsibilities for journals and books were The Ramanujan Journal
and the series Developments in Mathematics, both of which were founded by
Krishna. Both became demanding, because they were intellectually rich and I
wanted to ensure that I was doing my part to reinvigorate and help expand from
publishing capabilities. This was enjoyable for me personally.

***
It was politely suggested to me that we weren’t coming here tonight to roast
Krishna. (I assume that everyone knows what I mean by ROAST). That is, I am not
going to say anything particularly funny or amusing. The Krishna that I have come
to know is a serious kind of guy. But I have to say, that in the midst of situations
and discussions, he has often made me laugh. He has certain unique expressions
and ways of politely conveying dissatisfaction. From my perspective, however,
Krishna has always been above all forms of pettiness. Over the years, I have greatly
appreciated his warmth and genuine friendship to me. This extends to his lovely
wife, Mathura, and all of the Alladi children. I have been privileged to enjoy many
evenings in their home and I wish the Alladi family many years of continued
happiness and good health.

***
Krishna and I have worked closely and well together for these last 8 years and I
would like to comment and recollect on a few important things about the publi-
cations we continue to work on together. Krishna is both the founder and
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Editor-in-chief of The Ramanujan Journal. Frank Garvan is the journal’s extremely
capable managing editor. And many of you here today are active members of the
board. The journal was established in 1997 with Kluwer and upon the Kluwer and
Springer merger, RAMA became a Springer publication. There is no need to
convey to everyone here the importance of Ramanujan himself and the enormous
impact his genius had and still has on the mathematics community. So RAMA is
devoted to those aspects of mathematics influenced by Ramanujan. Indeed during
my years at Springer, these influences have grown substantially. The journal had
always been strong in covering q-series and special functions, for example, and in
the last few years modular forms has become a critical area of coverage for the
journal as well. Various topics have expanded greatly, some have even ‘exploded’
(to use Krishna’s wording). I just want to emphasize that the journal continues to
reinforce connections and to establish links with new fields. And I would like to put
it this way: the editorial board is choc full of valued mathematicians all of whom
are experts in their areas of research. The journal publishes 9 issues per year.
Special issues are published from time to time with respect to the Sastra Ramanujan
lectures, covering the 125th anniversary of Ramanujan, memorial issues for such
great figures as Erdős, Rankin, Gordon, and a forthcoming one for Marvin
Knopp. Special issues have also been published for milestone birthdays such as for
Richard Askey and George Andrews, to name just two. So, on behalf of Springer I
would like to thank Krishna, Frank, and the entire board for their continued
devotion to enhancing the quality and excellence of RAMA.

***
The book series Developments in Mathematics was founded by Krishna as pre-
viously mentioned. When I entered the picture Bob Guralnick was co-series editor
and eventually stepped down. In 2009 Hershel Farkas joined as co-series editor.
The 3 of us have been working effectively and diligently toward expanding the
series. This too has been an enriching collaboration for me. In earlier years, most
of the publications in DEVM included edited works, most often in the area of
number theory, but in other areas as well. Nowadays, DEVM predominantly
intends to publish quality monographs. The aim being to cover new topics in the
forefront of mathematical research; topics that are perhaps a bit more specialized.
While new topics in number theory have published in DEVM, new books in the
series include those in fields such as differential equations, algebra, enumerative
combinatorics, analysis, to name several. Quality edited volumes are still occa-
sionally considered for publication. A selection of edited volumes that may be of
interest to you are displayed here at the conference “Partitions, q-Series, and
Modular Forms” (Alladi-Garvan), “Quadratic and Higher Degree Forms”
(Alladi, Barghava, Savitt, Tiep), “Surveys in Number Theory” (Alladi), and
“Combinatory Analysis” (Alladi, Paule, Sellers, Yee).

***
A word about Krishna’s father. I remember Krishna’s father very well. My parents,
Bert and Ann Kostant, also had the pleasure of meeting Alladi Ramakrishnan. With
his kind face and beautiful smile, he was a very interesting person. Discussions with
him took place in Krishna’s home where I recall (and as Bert also told me) hearing a
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variety of thoughts and recollections that came to his father’s mind. When Dr.
Ramakrishnan passed away, I remember remarking to Krishna what a devoted son
he had been to his father. The magnificent book that Krishna put together entitled
The Legacy of Alladi Ramakrishnan in the Mathematical Sciences is on display
here and is a beautiful intellectual and sentimental tribute to a highly respected
mathematical physicist. I felt happy to be involved in publishing that Work.

***
The book Ramanujan’s Place in the World of Mathematics was published in
2013 with my colleagues in Springer India. This book represents a compendium of
Krishna’s articles over time and has received great reviews from various sources. In
it, the reader learns of Ramanujan and his mathematical work in an historical
context and with comparisons to other great mathematicians throughout history.
I hope that there are several copies of this book here at the conference.

***
Krishna is a creator of original mathematical research; a composer of books; a
builder of two noteworthy publishing venues, journal and book series. And again
and again, over and over, I have been enriched and delighted to be part of much of
Krishna’s publishing activities. I consider myself rather fortunate to have cultivated
several strong and enriching relationships within the mathematics community.
There is strong and enriching, and there is strong and enriching PLUS. I believe that
my relationship with Krishna includes the PLUS. From Springer, from Joachim
Heinze, from Marc Strauss, from myself, my son Max, and Ann and Bert Kostant,
we wish Krishna healthy years ahead filled with as much joy as he can take in.
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International Conference on Number Theory in honor of Krishna Alladi’s 60th Birthday,
Gainesville, Florida, March 17–21, 2016
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Abstract Aparticularweighted generalization of some classical zero-sum constants
was first considered about 10 years back. Since then, many people got interested in
this generalization. Similar generalizations of other zero-sum constants were also
considered and these gave rise to several conjectures and questions; some of these
conjectures have been established, some of the questions have been answered. And
most interestingly, some applications of this weighted generalization have also been
found. There are already some expository articles on the classical results as well as
on this particular generalization; here we consider the case with a special weight,
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1 Introduction

Given a finite abelian group G (written additively), a sequence over G is called a
zero-sum sequence if the sum of its elements is zero (the identity element). For a
finite abelian group G, the Davenport constant D(G) is the smallest natural number
k such that any sequence of k elements inG has a non-empty zero-sum subsequence.
Though attributed to Davenport, it was first studied by K. Rogers [28] in 1962; this
reference was missed-out by most of the early authors working in this area. Initial
motivations of Rogers and Davenport for defining this constant were keeping inmind
the application in nonunique factorization in algebraic number theory. There have
been other applications since then; most notable among them being those by Alford,
Granville, and Pomerance [9], in their proof of the infinitude of Carmichael numbers.

Given a finite abelian group G = Zn1 ⊕ Zn2 ⊕ · · · ⊕ Znr , with n1|n2| · · · |nr , we
denote nr = exp(G), the exponent of G, and r(G) = r the rank of G. Writing
D∗(G) = 1 + ∑r

i=1(ni − 1), it is trivial to see that D∗(G) ≤ D(G) ≤ |G|.
One may look into the articles [1, 15, 18] or the book [19], for known results on

upper bounds of D(G) and related open questions.
Another combinatorial invariant E(G) for a finite abelian group G of n elements

is defined to be the smallest positive integer t such that for any sequence of t elements
of G, there exists a zero-sum subsequence of length n.

The constants D(G) and E(G) were being studied independently until Gao [14]
(see also [19], Proposition 5.7.9) established the following result connecting these
two invariants.

Theorem 1.1. If G is a finite abelian group of order n, then

E(G) = D(G) + n − 1.

We define one more zero-sum constant here.

IfG is a finite abelian group with n = exp(G), the exponent ofG, then the Erdős-
Ginzburg-Ziv constant s(G) is defined to be the least positive integer k such that any
sequence S with length k of elements in G has a zero-sum subsequence of length n.

The above definition is motivated by the theorem of Erdős, Ginzburg, and Ziv
[13] (known as the EGZ theorem), a prototype of zero-sum theorems, which says
that s(Zn) ≤ 2n − 1. The inequality s(Zn) ≥ 2n − 1 in the other direction, is easy
to observe. Regarding the corresponding question in dimension two, the Kemnitz
Conjecture s(Z2

n) = 4n − 3 has now been settled by Reiher [27]. Once again, we
refer to the article [15] of Gao and Geroldinger and the book [19] of Geroldinger and
Halter-Koch, for further information about known results and open questions on the
Erdős-Ginzburg-Ziv constant.

The following weighted version of the above zero-sum constants was initiated by
Adhikari, Chen, Friedlander, Konyagin and Pappalardi [4], Adhikari and Rath [8],
Thangadurai [29],Adhikari andChen [3] andAdhikari, Balasubramanian, Pappalardi
and Rath [2].
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For a finite abelian group G and a non-empty subset A of [1, exp(G) − 1], the
Davenport constant of G with weight A, denoted byDA(G), is defined to be the least
natural number k such that for any sequence (x1, · · · , xk) with xi ∈ G, there exists
a non-empty subsequence (x j1 , · · · , x jl ) and a1, . . . , al ∈ A such that

l∑

i=1

ai x ji = 0.

Similarly, for any such weight set A, for a finite abelian group G of order n,
the constant EA(G) is defined to be the least t ∈ N such that for any sequence
(x1, · · · , xt ) of t elements with xi ∈ G, there exists an A-weighted zero-sum subse-
quence of length n, that is, there exist indices j1, . . . , jn ∈ N, 1 ≤ j1 < · · · < jn ≤ t ,
and ϑ1, . . . , ϑn ∈ A with

∑n
i=1 ϑi x ji = 0.

The case A = {1} corresponds to D(G) and E(G).
The generalizations DA(G) and EA(G) were considered in [4] and [8] for the

particular group Z/nZ; later in [29] and [3], they were introduced for an arbitrary
finite abelian group G.

For a finite abelian group G and a non-empty subset A of [1, exp(G) − 1], one
defines sA(G) (as introduced in [2]; the notation used here being the standard one at
present) to be the least integer k such that any sequence S with length k of elements
in G has an A-weighted zero-sum subsequence of length exp(G). Once again, taking
A = {1}, one recovers the classical Erdős-Ginzburg-Ziv constant s(G).

One observes that for the cyclic group Zn , sA(Zn) = EA(Zn).

In the present article, we are mainly concerned with the constantsDA(G), EA(G)

and sA(G) with the weight set A = {±1}. In Section4, we shall have a brief discus-
sion on the plus-minus weighted Harborth constant. For various results with general
weight sets, apart from the research papers mentioned in the text, we would like to
mention the recent book by Grynkiewicz [20]; Chapter “From Ramanujan to Groups
of Rationals: A Personal History of Abstract Multiplicative Functions” of this book
is devoted to weighted zero-sum problems.

2 Plus-minus weighted zero-sum constants:
D{±1}(G), E{±1}(G)

The very first paper [4] introducing EA(G), for the particular group G = Zn , consid-
ers the case A = {±1} and evaluates E{±1}(Zn). More precisely, the following result
was proved in [4].

Theorem 2.1. We have
E{±1}(Zn) = n + �log2 n�.
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On the way to prove the above result, it was observed in [4] that D{±1}(Zn) =
�log2 n� + 1;while by the pigeonhole principle it follows thatDA(n) ≤ �log2 n� + 1,
considering the sequence (1, 2, · · · , 2r ), where r is defined by 2r+1 ≤ n < 2r+2, one
has DA(n) ≥ �log2 n� + 1.

From the above, the statement in Theorem 2.1 follows rather easily, when n is
even. When n is odd, one had to argue differently depending on whether a given
sequence is ‘complete’ or not. Here completeness with respect to some positive
integerm requires that the number of elements not divisible by d is at least d − 1 for
every positive divisor d of m.

The following particular weighted generalization of a result of Bollobás and
Leader [11] (see Yu [30] for a simpler proof of the result in [11]) was done in
[5].

Theorem 2.2. Let G be a finite abelian group of order n and let it be of the formG ∼=
Zn1 ⊕ Zn2 ⊕ · · · ⊕ Znr , where 1 < n1 | · · · | nr . Let A = {1,−1} and k be a natural
number satisfying k ≥ 2r

′−1 − 1 + r ′
2 , where r

′ = |{i ∈ {1, 2, · · · , r} : ni is even}|.
Then, given a sequence S = (x1, x2, · · · , xn+k), with xi ∈ G, if S has no A-weighted
zero-sumsubsequence of length n, then there are at least2k+1 − δ distinct A-weighted
n-sums, where δ = 1 if 2 | n and δ = 0 otherwise.

A result of Yuan and Zeng [31] on the existence of zero-smooth subsequences and
a theorem of DeVos, Goddyn, and Mohar [12] which generalizes Kneser’s addition
theorem [23], were used in the proof of Theorem 2.2.

For a finite abelian group G with G ∼= Zn1 ⊕ Zn2 ⊕ · · · ⊕ Znr , 1 < n1 | · · · |
nr , satisfying |G| > 2(2r

′−1−1+ r ′
2 ), where r ′ = |{i ∈ {1, 2, · · · , r} : 2 | ni }|, and A =

{1,−1}, one has

|G| +
r∑

i=1

�log2 ni� ≤ EA(G) ≤ |G| + �log2 |G|�. (1)

While the upper bound follows from Theorem 2.2, the lower bound in the above
follows from some counterexamples like those given in [4] (see also [6]).

The result (1) gives the exact value ofEA(G)whenG is cyclic (thus giving another
proof of the main result in [4]) and unconditional bounds in many cases.

However, we mention that when A = {1,−1}, finding the corresponding bounds
for DA(G) for a finite abelian group G and the exact value of DA(G) when G is
cyclic, is not so difficult (see [4, 6]). Therefore, from the relation

EA(G) = DA(G) + n − 1,

for an abelian group G with |G| = n and a non-empty subset A of {1, . . . , n − 1},
the main result in [4], mentioned in Theorem 2.1, follows.

The above relation, which is a weighted generalization of the result of Gao, stated
in Theorem 1, had been expected by Adhikari and Rath [8] and conjectured by
Thangadurai [29]; it was established for the group Zp by Adhikari and Rath [8]
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(a conditional general result of Adhikari and Chen [3] also implies the result for the
group Zp), for general cyclic groups by Yuan and Zeng [32] and for general finite
abelian groups by Grynkiewicz, Marchan, and Ordaz [21].

For a general finite abelian group, the following bounds were observed in [6].

Theorem 2.3. Let G be a finite abelian group with G = Zn1 ⊕ Zn2 ⊕ · · · ⊕ Znr ,
where 1 < n1| . . . |nr . Then

r∑

i=1

�log2 ni� + 1 ≤ D{±1}(G) ≤ �log2 |G|� + 1.

Marchan, Ordaz, and Schmid [26] observed that for the plus-minus weighted
Davenport constant, different types of decompositions into direct sums of cyclic
groups can be optimal in yielding lower bounds. Defining

D∗
{±1}(G) = max

{
t∑

i=1

�log2 ni� + 1 : G ∼= ⊕t
i=1Zni for positive integers t, ni

}

,

as a corollary of Theorem 2.3, it was first observed in [26] that

D∗
{±1}(G) ≤ D{±1}(G) ≤ D∗

{±1}(G) + r(G) − 1.

By careful analysis, the authors in [26], were able to obtain exact values of
D{±1}(G) for certain groups G; examples of groups were also given where the actual
value of D{±1}(G) is strictly bigger than D∗

{±1}(G).

3 Plus-minus weighted zero-sum constant s{±1}(G)

Here, when G is cyclic, Theorem 2.1 takes care of the problem and we have

s{±1}(Zn) = E{±1}(Zn) = n + �log2 n�.

In [2] it was proved that
s{±1}(Z2

n) = 2n − 1,

when n is odd.
Whereas from the above result, for G = Z

2
n , we have s{±1}(Z2

n) = 2 exp(G) − 1
if n is odd, for the group H = Z

2
2, the Kemnitz-Reiher Theorem [27] says that (it

can also be checked directly) s{±1}(Z2
2) = 5 = 2 exp(H) + 1.

However, in contrast to these results, in [6], the following asymptotic behavior of
s{±1}(G) when exp(G) is even, was established. It was shown in [6] that, for finite
abelian groups of even exponent and fixed rank,
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s{±1}(G) = exp(G) + log2 |G| + O(log2 log2 |G|) as exp(G) → ∞.

We remark that for the classical question corresponding to the weight A = {1},
the general upper bound of Alon and Dubiner [10] says that there is an absolute
constant c > 0 so that

s(Zd
n) ≤ (cd log2 d)dn, for all n,

which shows that the growth of s(Zd
n) is linear in n. However, this result of Alon and

Dubiner is far from the expected one; it has been conjectured [10] that there is an
absolute constant c such that

s(Zd
n) ≤ cdn, for all n and d.

For the plus-minus weight, the question of determining s{±1}(Zr
n), for odd n

remains open for r ≥ 3.

However, in [7], it has been proved that a sequence of length (9p−3)
2 over ele-

ments of the group Z
3
p, must have a plus-minus weighted zero-sum subsequence of

length 3p; here one expects a sequence of much smaller length to guarantee such a
subsequence.

4 Plus-minus weighted Harborth constant

If G is a finite abelian group with n = exp(G), the exponent of G, then the Harborth
constant g(G) is defined to be the least integer k such that any subset of G of
cardinality k has a subset of cardinality n whose terms sum to zero.

For the cyclic group, g(Zn), it is n or n + 1, according to n is odd or even; in the
second case when n is even, that the constant is n + 1 means that there is no set with
the desired property at all. More generally, it is known that g(G) = |G| + 1, if and
only if G is an elementary 2-group or a cyclic group of even order.

Gao and Thangadurai [17] have shown that g(Z2
p) = 2p − 1 for p ≥ 67 (later

in [16], it was shown to hold for p ≥ 47) and g(Z2
4) = 9 and have conjectured that

g(Z2
n) equals 2n − 1 or 2n + 1, according as n is odd or even.
Recently, Marchan et al. [24] have shown that for a positive integer n, one has

g(Z2 ⊕ Z2n) =
{
2n + 3, for n odd
2n + 2, for n even.

Coming to the corresponding weighted generalization, taking up the case where
the weight set A = {±1}, Marchan et al. [24] have obtained the following results.
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Theorem 4.1. For a positive integer n,

g{±1}(Zn) =
{
n + 1, for n ≡ 2 (mod 4)
n, otherwise.

Theorem 4.2. For a positive integer n ≥ 3,

g{±1}(Z2 ⊕ Z2n) = 2n + 2.

Moreover,
g{±1}(Z2 ⊕ Z4) = g{±1}(Z2 ⊕ Z2) = 5.

5 Applications

Halter-Koch [22] has shown that the plus-minus weighted Davenport constant is
related to questions on the norms of principal ideals in quadratic number fields.
More precisely, he has proved the following.

Theorem 5.1. Let K be a quadratic algebraic number field and we denote by OK

its ring of integers and by CK its ideal class group. Then D{±1}(CK ) is the smallest
positive integer l with the following property:

If q1, q2, . . . ql are pairwise coprime positive integers such that their product
q = q1 · · · ql is the norm of an ideal ofOK , then some divisor d > 1 of q is the norm
of a principal ideal of OK .

The above result related to the plus-minus weighted Davenport constant follows
from a more general result, for which we refer to the original paper [22]. The paper
of Halter-Koch [22] also has an interpretation of the plus-minus weighted Davenport
constant in terms of binary quadratic forms.

For interactions of someweighted zero-sum constants and coding theory, onemay
look into the recent article of Marchan et al. [25].
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1 Introduction
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F0(q) :=
∞∑

n=0

qn2

(qn+1; q)n
,

F1(q) :=
∞∑

n=0

q(n+1)2

(qn+1; q)n+1
,

F2(q) :=
∞∑

n=0

qn(n+1)

(qn+1, q)n+1
.

Herewehaveused the standardq-Pochhammernotation (a; q)n :=∏n−1
m=0(1 − aqm).

In Ramanujan’s lost notebook there are many identities which relate linear combi-
nations of mock theta functions to modular forms. Andrews and Garvan [2] named
ten of these identities, those which involved the fifth order mock theta functions, the
mock theta conjectures. Hickerson proved two of these identities in [11]; his proof,
together with the work of Andrews and Garvan [2], established the truth of the mock
theta conjectures. In a companion paper [10] immediately following [11], Hickerson
proved analogous identities for the seventh order mock theta functions, namely

F0(q) = 2qM

(
1

7
, q7

)
+ 2 − j (q3, q7)2

(q, q)∞
, (1.1)

F1(q) = 2qM

(
2

7
, q7

)
+ q

j (q, q7)2

(q, q)∞
, (1.2)

F2(q) = 2qM

(
3

7
, q7

)
+ j (q2, q7)2

(q, q)∞
. (1.3)

Here (following the notation of [9])

M(r, q) :=
∞∑

n=1

qn(n−1)

(qr ; q)n(q1−r ; q)n

and
j (qρ, q7) := (qρ, q7)∞(q7−ρ, q7)∞(q7, q7)∞.

We will refer to (1.1)–(1.3) as the seventh order mock theta conjectures.
Zwegers [14] showed that the mock theta functions can be completed to real

analytic modular forms of weight 1/2 by multiplying by a suitable rational power of
q and adding nonholomorphic integrals of certain unary theta series of weight 3/2.
This allows themock theta functions to be studied using the theory of modular forms.
Recently the author [1], building on Zwegers’ work and work of Bringmann–Ono
[5], proved the mock theta conjectures using the theory of vector-valued modular
forms. The purpose of this paper is to apply this method to prove the seventh order
mock theta conjectures.
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We begin by defining two nonholomorphic vectors F and G corresponding to
the left-hand and right-hand sides of (1.1)–(1.3), respectively, and we establish their
transformation properties using the results of [5, 8, 14]. Next, we construct a holo-
morphic vector-valued modular form H from the components of F − G which
transforms according to the Weil representation (see Lemma 4 below). There is a
natural isomorphism between the space of such forms and the space J1,42 of Jacobi
forms of weight 1 and index 42. The seventh order mock theta conjectures follow
from the result of Skoruppa that J1,m = {0} for all m ≥ 1.

2 Definitions and Transformations

In this section, we describe the transformation behavior for the functions M( a7 , q)

and j (qρ, q7) and the mock theta functions under the generators

T :=
( 1 1
0 1

)
and S :=

( 0 −1
1 0

)

of SL2(Z). We employ the usual
∣∣
k notation, defined for k ∈ R and γ = ( a b

c d

) ∈
SL2(Z) by

( f
∣∣
kγ )(z) := (cz + d)−k f

(
az + b

cz + d

)
.

We always take arg z ∈ (−π, π ]. It is not always the case that f
∣∣
k AB = f

∣∣
k A
∣∣
k B,

but for k ∈ 1
2Z we have

f
∣∣
k AB = ± f

∣∣
k A
∣∣
k B, (2.1)

(see [12, §2.6]). Much of the arithmetic here and throughout the paper takes place in
the splitting field of the polynomial x6 − 7x4 + 14x2 − 7, which has roots ±κ , ±λ,
±μ, where

κ := 2 sin
π

7
, λ := 2 sin

2π

7
, μ := 2 sin

3π

7
. (2.2)

The modular transformations satisfied by the mock theta functions F0, F1, and
F2 are given in Section4.3 of [14]. The nonholomorphic completions are written in
terms of the nonholomorphic Eichler integral (see [14, Proposition 4.2])

Ra,b(z) := −i
∫ i∞

−z̄

ga,−b(τ )√−i(τ + z)
dτ,

where ga,b (see [14, §1.5]) is the unary theta function
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ga,b(z) :=
∑

ν∈a+Z

νeπ iν2z+2π iνb.

Let q := exp(2π i z) and ζm := exp(2π i/m). Following §4.3 of [14] we define

F̃0(z) := q− 1
168F0(q) + ζ14

(
ζ−1
12 R− 1

42 , 12
+ ζ12R 13

42 , 12

)
(21z), (2.3)

F̃1(z) := q− 25
168F1(q) + ζ7

(
ζ−1
12 R 5

42 , 12
+ ζ12R 19

42 , 12

)
(21z), (2.4)

F̃2(z) := q
47
168F2(q) + ζ 3

14

(
ζ−1
12 R 11

42 , 12
+ ζ12R 25

42 , 12

)
(21z). (2.5)

Note that we have used Proposition 1.5 of [14] to slightly modify the components of
G7(τ ) on p. 75 of [14]. The following is Proposition 4.5 of [14] (we have rearranged
the order of the components of the vector F7 in that proposition).

Proposition 1. The vector

F(z) := (F̃0(z), F̃1(z), F̃2(z)
)ᵀ

(2.6)

satisfies the transformations

F
∣∣
1
2
T = MT F and F

∣∣
1
2
S = ζ−1

8

1√
7
MS F,

where

MT =
⎛

⎝
ζ−1
168 0 0
0 ζ−25

168 0
0 0 ζ 47

168

⎞

⎠ and MS =
⎛

⎝
κ λ μ

λ −μ κ

μ κ −λ

⎞

⎠ .

Following [5, 9], we define, for 1 ≤ a ≤ 6, the functions

M
(a
7
, z
)

:=
∞∑

n=1

qn(n−1)

(q
a
7 ; q)n(q1− a

7 ; q)n
, (2.7)

N
(a
7
, z
)

:= 1 +
∞∑

n=1

qn2

(ζ a
7 q; q)n(ζ

−a
7 q; q)n

. (2.8)

Clearly, we have M(1 − a
7 , z) = M( a7 , z) and N (1 − a

7 , z) = N ( a7 , z). Bringmann
and Ono [5] also define auxiliary functions M(a, b, 7, z) and N (a, b, 7, z) for 0 ≤
a ≤ 6 and 1 ≤ b ≤ 6. Together, the completed versions of these functions form a set
that is closed (up to multiplication by roots of unity) under the action of SL2(Z) (see
[5, Theorem 3.4]). Garvan [8] corrected the definitions of these functions and wrote
their transformation formulas more explicitly, so in what follows we reference his
paper.
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The nonholomorphic completions for M( a7 , z) and N ( a7 , z) are given in terms
of integrals of weight 3/2 theta functions Θ1(

a
7 , z) and Θ1(0,−a, 7, z) (defined in

Section2 of [8]). A straightforward computation shows that

Θ1(0,−a, 7, z) = 21
√
3 ζ a

14

(
ζ−1
12 g 6a−7

42 ,− 1
2
(3z) + ζ12 g 6a+7

42 ,− 1
2
(3z)
)

.

Following (2.5), (2.6), (3.5), and (3.6) of [8], we define

M̃
(a
7
, z
)

:= 2q
3a
14 (1− a

7 )− 1
24 M
(a
7
, z
)

+ ζ a
14

(
ζ−1
12 R 6a−7

42 , 12
+ ζ12R 6a+7

42 , 12

)
(3z) +

{
2q− 1

1176 if a = 1,

0 if a = 2, 3,
(2.9)

Ñ
(a
7
, z
)

:= csc
(aπ

7

)
q− 1

24 N
(a
7
, z
)

+ i√
3

∫ i∞

−z̄

Θ1(
a
7 , τ )√−i(τ + z)

dτ. (2.10)

The completed functions M̃(a, b, z) := G2(a, b, 7; z) and Ñ (a, b, z) := G1(a, b,
7; z) are defined in (3.7) and (3.8) of that paper. By Theorem 3.1 of [8] we have

M̃
(a
7
, z
) ∣∣

1
2
T 7 = M̃

(a
7
, z
)

×

⎧
⎪⎨

⎪⎩

ζ−1
168 if a = 1,

ζ−25
168 if a = 2,

ζ 47
168 if a = 3,

(2.11)

Ñ
(a
7
, z
) ∣∣

1
2
T = ζ−1

24 Ñ
(a
7
, z
)

, (2.12)

and

M̃
(a
7
, z
) ∣∣

1
2
S = ζ−1

8 Ñ
(a
7
, z
)

. (2.13)

The functions j (qρ, q7) are essentially theta functions of weight 1/2. It will be
more convenient to work with (following [4])

fρ(z) = f7,ρ(z) := q
(7−2ρ)2

56 j (qρ, q7). (2.14)

The transformation properties of theta functions are well-known; for fρ(z) we have
(see e.g. [9, pp. 217-218])

(
f1, f2, f3

)ᵀ∣∣
1
2
S = ζ−1

8

1√
7

⎛

⎝
λ −μ κ

−μ −κ λ

κ λ μ

⎞

⎠( f1, f2, f3
)ᵀ

. (2.15)

The mock theta conjectures (1.1)–(1.3) are implied by the corresponding com-
pleted versions:
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F̃0(z) = M̃

(
1

7
, 7z

)
− f 23 (z)

η(z)
, (2.16)

F̃1(z) = M̃

(
2

7
, 7z

)
+ f 21 (z)

η(z)
, (2.17)

F̃2(z) = M̃

(
3

7
, 7z

)
+ f 22 (z)

η(z)
. (2.18)

Motivated by (2.6) and (2.16)–(2.18), we define the vector

G(z) :=

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

M̃
(
1
7 , 7z
)− f 23 (z)

η(z)

M̃
(
2
7 , 7z
)+ f 21 (z)

η(z)

M̃
(
3
7 , 7z
)+ f 22 (z)

η(z)

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

. (2.19)

To prove that F = G we first show that they transform in the same way.

Proposition 2. The vector G(z) defined in (2.19) satisfies the transformations

G
∣∣
1
2
T = MT G and G

∣∣
1
2
S = ζ−1

8

1√
7
MS G, (2.20)

where MT and MS are as in Proposition 1.

In order to proveProposition 2we require the following three identities (equivalent
identities can be found on p. 220 of [9] without proof).

Lemma 1. Let κ , λ, and μ be as in (2.2). Then

Ñ

(
1

7
, z

)
−
(

κ M̃

(
1

7
, 49z

)
+ λ M̃

(
2

7
, 49z

)
+ μ M̃

(
3

7
, 49z

))

= 1

η(7z)

[
1√
7

(
κ f1(7z) + λ f2(7z) + μ f3(7z)

)2

− κ f 23 (7z) + λ f 21 (7z) + μ f 22 (7z)

]
. (2.21)

We defer the proof of Lemma 1 to Section5; here we deduce two immediate
consequences. Note that the right-hand side of (2.21) is holomorphic; this implies
that the nonholomorphic completion terms on the left-hand side sum to zero. By
(2.7), the coefficients of N ( a7 , z) lie inQ(ζ7 + ζ−1

7 ) = Q(κ2), and the automorphisms
κ2 �→ λ2 and κ2 �→ μ2 map N ( 17 , z) to N ( 27 , z) and N ( 37 , z), respectively. By (2.10)
it follows that the coefficients of both sides of (2.21) lie in Q(κ). Let τ1 and τ2 be
the automorphisms
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τ1 = (κ �→ λ, λ �→ −μ, μ �→ κ),

τ2 = (κ �→ μ, λ �→ κ, μ �→ −λ).

Since
√
7 = κλμ, we have τ1(

√
7) = τ2(

√
7) = −√

7. Applying τ1 and τ2 to
Lemma 1 gives the following identities.

Lemma 2. Let κ , λ, and μ be as in (2.2). Then

Ñ

(
2

7
, z

)
−
(

λ M̃

(
1

7
, 49z

)
− μ M̃

(
2

7
, 49z

)
+ κ M̃

(
3

7
, 49z

))

= 1

η(7z)

[
− 1√

7

(
λ f1(7z) − μ f2(7z) + κ f3(7z)

)2

− λ f 23 (7z) − μ f 21 (7z) + κ f 22 (7z)

]
. (2.22)

Lemma 3. Let κ , λ, and μ be as in (2.2). Then

Ñ

(
3

7
, z

)
−
(

μ M̃

(
1

7
, 49z

)
+ κ M̃

(
2

7
, 49z

)
− λ M̃

(
3

7
, 49z

))

= 1

η(7z)

[
− 1√

7

(
μ f1(7z) + κ f2(7z) − λ f3(7z)

)2

− μ f 23 (7z) + κ f 21 (7z) − λ f 22 (7z)

]
.

(2.23)

Proof of Proposition 2. The transformation with respect to T follows immediately
from (2.11). Let G j (z) denote the j-th component of G(z). By (2.13), (2.15), and
the fact that η

∣∣
1
2
S = ζ−1

8 η, we have

G1(z)
∣∣
1
2
S = ζ−1

8

1√
7

[
Ñ

(
1

7
,
z

7

)
− 1√

7

(
κ f1(z) + λ f2(z) + μ f3(z)

)2

η(z)

]
.

Applying Lemma 1 with z replaced by z
7 , we find that

G1(z)
∣∣
1
2
S = ζ−1

8

1√
7

[
κ M̃

(
1

7
, 7z

)
+ λ M̃

(
2

7
, 7z

)
+ μ M̃

(
3

7
, 7z

)

−κ f 23 (z) − λ f 21 (z) − μ f 22 (z)

η(z)

]

= ζ−1
8

1√
7

(
κG1(z) + λG2(z) + μG3(z)

)
.

The transformations for G2 and G3 are similarly obtained using Lemmas 2 and 3,
respectively.
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3 Vector-valued Modular Forms and the Weil
Representation

In this section, we define vector-valued modular forms which transform according
to the Weil representation, and we construct such a form from the components of
F − G. A good reference for this material is [6, Section1.1].

Let L = Z be the lattice with associated bilinear form (x, y) = −84xy and
quadratic form q(x) = −42x2. The dual lattice is L ′ = 1

84Z. Let {eh : h
84 ∈ 1

84Z/Z}
denote the standard basis for C[L ′/L]. Let Mp2(R) denote the metaplectic twofold
cover of SL2(R); the elements of this group are pairs (M, φ), where M = ( a b

c d

) ∈
SL2(R) and φ2(z) = cz + d. Let Mp2(Z) denote the inverse image of SL2(Z) under
the covering map; this group is generated by

T̃ := (T, 1) and S̃ := (S,
√
z).

The Weil representation can be defined by its action on these generators, namely

ρL(T, 1)eh := ζ−h2
168 eh, (3.1)

ρL(S,
√
z)eh := 1√−84i

∑

h′(84)

ζ hh′
84 eh′ . (3.2)

A holomorphic function F : H → C[L ′/L] is a vector-valued modular form of
weight 1/2 and representation ρL if

F (γ z) = φ(z)ρL(γ, φ)F (z) for all (γ, φ) ∈ Mp2(Z) (3.3)

and if F is holomorphic at ∞ (i.e. if the components of F are holomorphic at ∞
in the usual sense). The following lemma shows how to construct such forms from
vectors that transform as in Propositions 1 and 2.

Lemma 4. Suppose that H = (H1, H2, H3) satisfies

H
∣∣
1
2
T = MT H and H

∣∣
1
2
S = ζ−1

8

1√
7
MS H,

where MT and MS are as in Proposition 1, and define

H (z) :=
∑

h=1,13,29,41

a(h)H1(z)(eh − e−h)

−
∑

h=5,19,23,37

H2(z)(eh − e−h) −
∑

h=11,17,25,31

H3(z)(eh − e−h),
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where

ah =
{

+1 if h = 1, 41,

−1 if h = 13, 29.

Then H (z) satisfies (3.3).

Proof. The proof is a straightforward but tedious verification involving (3.1) and
(3.2) that is best carried out with the aid of a computer algebra system; the author
used mathematica.

4 Proof of the Mock Theta Conjectures

Let F and G be as in Section2. To prove (2.16)–(2.18) we will prove that H :=
F − G = 0. It is easy to see that the nonholomorphic parts of F and G agree, as do
the terms in the Fourier expansion involving negative powers of q. It follows that the
functionH defined in Lemma 4 is a vector-valued modular form of weight 1/2 with
representation ρL . By Theorem 5.1 of [7], the space of such forms is canonically
isomorphic to the space J1,42 of Jacobi forms of weight 1 and index 42. By a theorem
of Skoruppa [13, Satz 6.1] (see also [7, Theorem 5.7]), we have J1,m = {0} for allm;
therefore H = 0. The seventh order mock theta conjectures (1.1)–(1.3) follow. �

5 Proof of Lemma 1

We begin with a lemma which describes the modular transformation properties of
fρ(z). Let νη denote the multiplier system for the eta function (see [4, (2.5)]). For
γ = ( a b

c d

)
, define

γn :=
( a nb
c/n d

)
.

Lemma 5. Let ρ ∈ {1, 2, 3}. If

γ ∈ Γ (7) = {( a b
c d

) ∈ SL2(Z) : ( a b
c d

) ≡ ( 1 0
0 1

)
(mod 7)

}
,

then
fρ(γ z) = ν3

η(γ7)
√
cz + d fρ(z). (5.1)

Proof. Suppose that ρ ∈ {1, 2, 3} and that γ ∈ Γ (7). Lemma 2.1 of [4] gives

fρ(γ z) = (−1)ρb+�ρa/7� ζ
ρ2ab
14 ν3

η(γ7)
√
cz + d fρ(z).
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Writing a = 1 + 7r and b = 7b′, we find that

(−1)ρb+�ρa/7� ζ
ρ2ab
14 = (−1)ρ(b+r+ρbr+ρb′). (5.2)

Using the fact that br + r ≡ 0 (mod 2) we find that, in each case, the right-hand
side of (5.2) equals 1. This completes the proof.

We are now ready to prove Lemma 1. Let L(z) and R(z) denote the left-hand and
right-hand sides of (2.21), respectively. Let Γ denote the congruence subgroup

Γ = Γ0(49) ∩ Γ1(7) =
{( a b

c d

)
: c ≡ 0 mod 49 and a, d ≡ 1 mod 7

}
.

We claim that
η(z)L(z), η(z)R(z) ∈ M1(Γ ), (5.3)

where Mk(G) (resp. M !
k(G)) denotes the space of holomorphic (resp. weakly holo-

morphic) modular forms of weight k on G ⊆ SL2(Z). We have

1

12
[SL2(Z) : Γ ] = 14,

so once (5.3) is established it suffices to check that the first 15 coefficients of η(z)L(z)
andη(z)R(z) agree.A computation shows that the Fourier expansion of each function
begins

2

(
1

κ
− κ

)
+ 2κq − 2μq3 − 2

(
2

μ
− μ − 1

λ

)
q4 − 2κq5 + 2λq6 + 2

(
2

κ
− 2κ + 1

μ

)
q7

+ 4κq8 + 2

(
k − 2

κ
+ 2μ − 1

μ

)
q9 − 2μq10 + 2(μ + λ − 2κ)q14 + . . . .

To prove (5.3), we first note that Theorem 5.1 of [8] shows that η(49z)L(z) ∈
M !

1(Γ ); since η(z)/η(49z) ∈ M !
0(Γ0(49)) it follows that η(z)L(z) ∈ M !

1(Γ ). Using
Lemma 5 we find that η(z)R(z) ∈ M !

1(Γ ) provided that

νη(γ )ν6
η(γ49)

νη(γ7)
= 1. (5.4)

This follows from a computation involving the definition of νη [4, (2.5)].
It remains to show that η(z)L(z) and η(z)R(z) are holomorphic at the cusps.

Using magma we compute a set of Γ -inequivalent cusp representatives:
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{
∞, 0,

1

7
,

3

17
,

5

28
,

3

16
,

4

21
,

3

14
,

8

35
,

5

21
,

2

7
,

5

14
,
18

49
,
13

35
,

8

21
,
19

49
,
11

28
,
3

7
,
4

7
,
13

21
,

9

14
,
5

7
,
11

14
,
6

7

}
.

(5.5)

Given a cusp a ∈ P
1(Q) and a meromorphic modular form f of weight k with

Fourier expansion f (z) =∑n∈Q a(n)qn , the invariant order of f at a is defined as

ord( f,∞) := min{n : a(n) �= 0},
ord( f, a) := ord( f

∣∣
kδa,∞),

where δa ∈ SL2(Z) sends∞ to a. For N ∈ N, we have the relation (see e.g. [4, (1.7)])

ord( f (Nz), r
s ) = (N , s)2

N
ord( f, Nr

s ). (5.6)

We extend this definition to functions f in the set

S := {M̃( a7 , z), Ñ ( a7 , z) : a = 1, 2, 3
} ∪ {M̃(a, b, z), Ñ (a, b, z) : 0 ≤ a ≤ 6, 1 ≤ b ≤ 6

}

by defining the orders of these functions at ∞ to be the orders of their holomorphic
parts at ∞ (see Sects. 6.2, (2.1)–(2.4), and (3.5)–(3.8) of [8]); that is,

ord
(
M̃
(a
7
, z
)

,∞
)

= ord
(
M̃(a, b, z),∞) :=

⎧
⎪⎨

⎪⎩

− 1
24 if a = 0,

− 1
1176 if a = 1, 6,

3a
14

(
1 − a

7

)− 1
24 otherwise,

(5.7)

ord
(
Ñ
(a
7
, z
)

,∞
)

:= − 1

24
, (5.8)

ord
(
Ñ (a, b, z),∞) := b

7

(
1

2
+ k(b, 7)

)
− 3b2

98
− 1

24
,

(5.9)

where

k(b, 7) :=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0 if b = 1,

1 if b = 2, 3,

2 if b = 4, 5,

3 if b = 6.

Lastly, for f ∈ S we define

ord ( f, a) := ord( f
∣∣
1
2
δa,∞). (5.10)
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This is well-defined since S is closed (up to multiplication by roots of unity) under
the action of SL2(Z). By this same fact, we have

min
cusps a

ord ( f, a) ≥ min
g∈S ord(g,∞) = − 1

24
(5.11)

for all f ∈ S, from which it follows that

ord (η f, a) ≥ 0

for all cusps a and for all f ∈ S.
To determine the order of η(z)M̃( a7 , 49z) at the cusps of Γ , we write

η(z)M̃( a7 , 49z) = η(z)

η(49)
m(49z), where m(z) = η(z)M̃( a7 , z).

The cusps of Γ0(49) are ∞ and r
7 , 0 ≤ r ≤ 6. By (5.6) the function η(z)/η(49z) is

holomorphic at every cusp except for those which are Γ0(49)-equivalent to ∞ (the
latter are ∞, 18

49 , and
19
49 in (5.5)); there we have ord(η(z)/η(49z),∞) = −2. By

(5.11), to show that η(z)M̃( a7 , 49z) is holomorphic at every cusp, it suffices to verify
that ord(m(49z), r

49 ) ≥ 2 for r = 18, 19. By (5.6), [8, Theorems 3.1 and 3.2], the
fact that

(
r r−1
1 1

) = T r ST , and (2.1), we have

ord

(
m(49z),

18

49

)
= 49 ord (m(z), 18)

= 49

(
1

24
+ ord

(
M̃(4a mod 7, 4a mod 7, z),∞)

)

=

⎧
⎪⎨

⎪⎩

46 if a = 1,

2 if a = 2,

50 if a = 3.

A similar computation shows that ord(m(49z), 19
49 ) ≥ 2. Since L(z) is holomorphic

on H, we have, for each cusp a, the inequality

ord(η(z)L(z), a)

≥ min
{
ord (η(z) f (z), a) : f (z) = Ñ ( 17 , z) or f (z) = M̃( a7 , 49z), 1 ≤ a ≤ 3

}
≥ 0.

We turn to η(z)R(z). Using Lemma 3.2 of [4], we find that
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ord( fρ, r
s ) =

⎧
⎪⎨

⎪⎩

25
56 if 7 | s and ρ r ≡ ±2 (mod 7),
9
56 if 7 | s and ρ r ≡ ±3 (mod 7),
1
56 otherwise.

(5.12)

By (5.6) and (5.12) we have

ord
(
η(z)R(z), r

s

) ≥ 1

24
− (7, s)2

168
+ 2 min

ρ=1,2,3
ord
(
fρ(7z), r

s

) ≥ 0.

Therefore η(z)R(z) ∈ M1(Γ ), which proves (5.3) and completes the proof of
Lemma 1.
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Abstract K. Alladi first observed the following variant of I. Schur’s 1926 partition
theorem. Namely, the number of partitions of n in which all parts are odd and none
appears more than twice equals the number of partitions of n in which all parts differ
by at least 3 and more than 3 if one of the parts is a multiple of 3. Subsequently, the
theorem was refined to count also the number of parts in the relevant partitions. In
this paper, a surprising factorization of the related polynomial generating functions
is developed.
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26 G. E. Andrews

Theorem. Let A(n) denote the number of partitions of n into parts congruent to±1
(mod 6). Let B(n) denote the number of partitions of n into distinct nonmultiples
of 3. Let D(n) denote the number of partitions of n of the form b1 + b2 + · · · + bs
where bi − bi+1 ≥ 3 with strict inequality if 3|bi . Then

A(n) = B(n) = D(n).

K. Alladi [1] has pointed out (cf. [2, p. 46, eq. (1.3)]) that if we define C(n) to be the
number of partitions of n into odd parts with none appearing more than twice, then
also

C(n) = D(n).

Recently [3] it was shown that a refinement (in the spirit of Gleissberg’s refinement
[4] of Schur’s original theorem [6]) is valid:

Theorem. Let C(m, n) denote the number of partitions of n into m parts, all odd
and none appearing more than twice. Let D(m, n) denote the number of partitions
of n into parts of the type enumerated by D(n)with the added condition that the total
number of parts plus the number of even parts is m (i.e., m is the weighted count of
parts where each even is counted twice). Then

C(m, n) = D(m, n).

The proof relied on a study of the generating function of DN (m, n) the number of
partitions of the type enumerated by D(m, n) with the added restriction that each
part be ≤ N . Thus,

dN (x) =
∑

n,m≥0

DN (m, n)xmqn.

In fact, the above theorem was directly deduced from the functional equations

d6n+2(x) = (1 + xq + x2q2)d6n−1(xq
2), (1.1)

d6n−1(x) = (1 + xq + x2q2){d6n−4(xq
2) + xq6n−1(1 − qx)d6n−7(xq

2)}, (1.2)

where d−1(x) is defined to be 1.
It turns out that much more than this is true.

Theorem 1.1. For n ≥ 3, with d−1(x) = 1,

d2n(x) = (1 + xq + x2q2)d2n−3(xq
2), (1.3)

d2n−1(x) = (1 + xq + x2q2){d2n−4(xq
2) + xq2n−1(1 − qx)d2n−7(xq

2)}. (1.4)

From Theorem 1.1, it is possible to provide a factorization of the dn(x). We define
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pn(x) =
n∏

j=1

(1 + xq2 j−1 + x2q4 j−2). (1.5)

Theorem 1.2. If n �≡ 3 (mod 6), then p� n+4
6 �(x) divides dn(x). If n ≡ 3 (mod 6),

then p� n−2
6 �(x) divides dn(x).

Finally, it is possible to give a full account of the quotient arising in the division
given in Theorem 1.2.

Theorem 1.3.

d6n−1(x) = pn(x)
n∑

j=0

c(n, j)x j , (1.6)

where

c(n, j) =
j∑

r=0

∑

0≤3i≤r

(−1)i q4nj−2nr+ j+3i(i−1)(q2; q2)n

(q2; q2)n− j (q2; q2) j−r (q2; q2)r−3i (q6; q6)i
. (1.7)

From Theorem 1.3, one can deduce explicit formulas for the other d6n−i (x), and we
will discuss this in the conclusion.

The paper concludes with a discussion of other possible factorization theorems
in the theory of partitions.

It should be emphasized that, in some real sense, the intrinsic theorem is the
Alladi–Schur theorem. Not only do we see that

d∞(x) = p∞(x),

but also the partial products of p∞(x) as revealed in Theorems 1.2 and 1.3 are
naturally arising as n increases. None of the other variants of Schur’s theorem reveals
the successive appearance of the relevant partial products.

2 Proof of Theorem 1.1

Theorem 1.1 is actually an extension of Lemma 3 in [3] to its full generality, and the
proof builds upon what was proved there.

Proof of Theorem 1.1 Let

χ(n) =
{
1 if 3|n
0 otherwise,

(2.1)
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then the recurrences (2.2)–(2.4) of [3] can be rewritten as

d2n(x) = d2n−1(x) + x2q2nd2n−3−χ(2n)(x), (2.2)

d2n−1(x) = d2n−2(x) + xq2n−1d2n−4−χ(2n−1)(x). (2.3)

Next we define

F (n) = d2n+2(x) − (1 + xq + x2q2)d2n−1(xq
2), (2.4)

and

G (n) = d2n−1(x) − (1 + xq + x2q2)(d2n−4(xq
2) + xq2n−1(1 − xq)d2n−7(xq

2)).

(2.5)
To prove (1.3) and (1.4), we only need to show that for n ≥ 3,

F (n) = G (n) = 0.

Now

F (3) =d8(x) − (1 + xq + xq2)d5(xq
2)

=(1 + xq5 + xq7)(1 + xq + x2q2)(1 + xq3 + x2q6)

− (1 + xq + x2q2){(1 + xq3 + x2q6)(1 + xq5 + xq7)}
=0,

and

G (3) =d5(x) − (1 + xq + xq2){d2(xq2) + xq5(1 − xq)d−1(xq
2)}

=1 + xq + x2q2 + xq3 + x2q4 + xq5 + x3q5

+ x2q6 + x3q7 − (1 + xq + xq2)(1 + x2q3 + x2q6)

+ xq5(1 − xq)(1 + xq + xq2)

=0.

In the following, we write for simplicity

λ(x) = 1 + xq + x2q2.

Now Lemma 3 of [3] asserts that for n ≥ 1,

F (3n) = G (3n) = 0.
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Hence by (2.4) and (2.5)

F (3n − 1) =F (3n − 1) − G (3n) − x2q6nF (3n − 3)

=(d6n(x) − λ(x)d6n−3(xq
2))

− (d6n−1(x) − λ(x)d6n−4(xq
2) − λ(x)xq6n−1(1 − xq)d6n−7(xq

2))

− x2q6n(d6n−4(x) − λ(x)d6n−7(xq
2))

=(d6n(x) − d6n−1(x) − x2q6nd6n−4(x))

− λ(x)(d6n−3(xq
2) − d6n−4(xq

2) − xq6n−1d6n−7(xq
2))

=0,

by (2.2) and (2.3). SoF (3n − 1) is identically 0 for n ≥ 2.
Next

G (3n + 2) =G (3n + 2) − F (3n) − xq6n+3G (3n)

=(d6n+3(x) − λ(x)d6n(xq
2) − xq6n+3(1 − xq)λ(x)d6n−3(xq

2))

− (d6n+2(x) − λ(x)d6n−1(xq
2))

− xq6n+3(d6n−1(x) − λ(x)d6n−4(xq
2) − λ(x)xq6n−1(1 − xq)d6n−7(xq

2))

=(d6n+3(x) − d6n+2(x) − xq6n+3d6n−1(x))

− λ(x)(d6n(xq
2) − d6n−1(xq

2) − x2q6n+4d6n−4(xq
2))

− xq6n+3(1 − xq)λ(x)(d6n−3(xq
2) − d6n−4(xq

2)

− xq6n−1d6n−7(xq
2))

=0,

by (2.2) and (2.3). So G (3n + 2) is identically 0, for n ≥ 1.
Next,

F (3n − 2) = − (G (3n) − F (3n − 2) − xq6n−1F (3n − 3))

= − (d6n−1(x) − λ(x)d6n−4(xq
2) − xq6n−1(1 − xq)λ(x)d6n−7(xq

2))

+ (d6n−2(x) − λ(x)d6n−5(xq
2))

+ xq6n−1(d6n−4(x) − λ(x)d6n−7(xq
2))

= − (d6n−1(x) − d6n−2(x) − xq6n−1d6n−4(x))

+ λ(x)(d6n−4(xq
2) − d6n−5(xq

2) − x2q6nd6n−7(xq
2))

=0,

by (2.2) and (2.3). Thus F (3n − 2) is identically 0, for n ≥ 2.
Finally,
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G (3n + 1) = − (F (3n) − G (3n + 1) − x2q6n+2G (3n))

= − (d6n+2(x) − λ(x)d6n−1(xq
2))

+ (d6n+1(x) − λ(x)d6n−2(xq
2) − xq6n+1(1 − xq)λ(x)d6n−5(xq

2))

+ x2q6n+2(d6n−1(x) − λ(x)d6n−4(xq
2) − xq6n−1(1 − xq)λ(x)d6n−7(xq

2))

= − (d6n+2(x) − d6n+1(x) − x2q6n+2d6n−1(x))

+ λ(x)(d6n−1(xq
2) − d6n−2(xq

2) − xq6n+1d6n−4(xq
2))

+ xq6n+1λ(x)(1 − xq)(d6n−4(xq
2) − d6n−5(xq

2) − x2q6nd6n−7(xq
2))

=0,

by (2.2) and (2.3). Thus G (3n + 1) is identically 0 for n ≥ 1, and Theorem 1.1 is
proved. �

3 Proof of Theorem 1.2

This result is essentially a corollary of Theorem 1.1, but is of major significance in
Theorem 1.3 and is the factorization referred to in the title.

Proof of Theorem 1.2 The succinct assertion of Theorem 1.3 may be stated more
comprehensibly as follows. We are to prove that there exist polynomials

	(i, n) = 	(i, n, x, q),

such that

d6n+1(x) = pn(x)	(−1, n) (3.1)

d6n(x) = pn(x)	(0, n) (3.2)

d6n−1(x) = pn(x)	(1, n) (3.3)

d6n−2(x) = pn(x)	(2, n) (3.4)

d6n−3(x) = pn−1(x)	(3, n) (3.5)

d6n−4(x) = pn(x)	(4, n) (3.6)

Now by (1.3), note

d7(x) = p1(x)(1 + x(q3 + q5 + q7) + x2(q6 + q10)) (3.7)

d6(x) = p1(x)(1 + x(q3 + xq5) + x2q6) (3.8)

d5(x) = p1(x)(1 + xq3 + xq5) (3.9)

d4(x) = p1(x)(1 + xq3) (3.10)

d3(x) = p0(x)(1 + x(q + q3) + x2q2) (3.11)

d2(x) = p1(x) (3.12)
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so the case n = 1 is established.
Now assume (3.1)–(3.6) are proved up to but not including a given n. Then by

(2.2) and (2.3),

d6n+1(x) = d6n(x) + xq6n+1d6n−2(x)

= pn(x)(	(0, n) + xq6n+1	(2, n)),

d6n(x) = d6n−1(x) + x2q6nd6n−4(x)

= pn(x)(	(1, n) + x2q6n	(4, n))

d6n−1(x) = d6n−2(x) + xq6n−1d6n−4(x)

= pn(x)(	(2, n) + xq6n−1	(4, n))

d6n−2(x) = (1 + xq + x2q2)d6n−5(xq
2)

= pn(x)	(−1, n − 1, xq2, q),

d6n−3(x) = d6n−2(x) + xq6n−3d6n−7(x)

= pn(x)	(2, n) + xq6n−3 p(n − 1)	(1, n − 1)

= pn−1(x)((1 + xq2n−1 + x2q4n−2)	(2, n) + xq6n−3	(1, n − 1)),

and finally by (1.3),

d6n−4(x) = (1 + xq + xq2)d6n−5(xq
2)

= pn(x)	(−1, n − 1, xq2, q),

and our theorem is proved. �

4 Proof of Theorem 1.3

This result seems to require a rather elaborate proof. In order to make Theorem 1.3
comprehensible, we shall prove a number of preliminary lemmas.

We begin by defining

c(n, j) :=
j∑

r=0

∑

0≤3i≤r

(−1)i q4nj−2nr+ j+3i(i−1)(q2; q2)n

(q2; q2)n− j (q2; q2) j−r (q2; q2)r−3 j (q6; q6)i
. (4.1)

Clearly, Theorem 1.3 reduces to proving that, in fact, c(n, j) = c(n, j).
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We note that, of the partitions enumerated by d2n−1(x), the one that provides the
largest x-exponents is

4 + 7 + 10 + · · · + 6n − 2,

yielding x3n . Furthermore, by (3.3), and noting that p(n) is of degree 2n in x , we
must have 	(1, n) of degree n. So c(n, j) = 0 if j < 0 or j > n.

Lemma 4.1.

c(n, j) =
{
1 if n = j = 0

0 if n < 0, j ≤ 0; n ≤ 0, j < 0, j > n and for n > 0
(4.2)

c(n, j) = q4 j c(n − 1, j) + (q2n+4 j−3 + q6n+2 j−3)c(n − 1, j − 1) (4.3)

+ (q4 j+4n−6 − q6n+2 j−4)c(n − 1, j − 2).

Proof. By (1.3) with n replaced by 3n − 2

d6n−4(x) = pn(x)	(4, n, x, q) (4.4)

= pn(x)	(1, n − 1, xq2, q).

Therefore, by (1.4) with n replaced by 3n

d6n−1(x) = λ(x){d6n−4(xq
2)xq6n−1(1 − qx)d6n−7(xq

2)}. (4.5)

So

n∑

j=0

c(n, j)x j =
n∑

j=0

c(n − 1, j)(xq4) j (1 + xq2n+1 + x2q4n+2)

+ xq6n−1(1 − xq)

n∑

j=0

c(n − 1, j)x jq2 j .

Hence

c(n, j) =c(n − 1, j)q4 j + (q2n−3+4 j + q6n+2 j−3)c(n − 1, j − 1) (4.6)

+ (q4 j+4n−6 − q6n+2 j−4)c(n − 1, j − 2)

as desired. �
Lemma 4.2. For n ≥ 0,

c(n, j)(1 − q2 j ) =c(n, j − 1)q2n+2 j−1(1 − q4n−2 j+2) (4.7)

+ c(n, j − 2)q4n+2 j−2(1 − q2n−2 j+4)

− c(n − 1, j − 2)q6n+2 j−4(1 − q6n).
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Proof. By (2.7) of [3] rewritten twice, first with n replaced by n + 1, we see that

pn+1(x)
n∑

j=0

c(n, j)(xq2) j =(1 + xq6n+1 + x2q6n+2)pn(x)
n∑

j=0

c(n, j)x j

+ x2q6n(1 − q6n)pn(x)
n−1∑

j=0

c(n − 1, j)(xq2) j .

Now noting that pn+1(x)/pn(x) = 1 + xq2n+1 + x2q4n+2, and dividing this last
equation by pn(x), we obtain

(1 + xq2n+1 + x2q4n+2)

n∑

j=0

c(n, j)(xq2) j

=(1 + xq6n+1 + x2q6n+2)

n∑

j=0

c(n, j)x j

+ x2q6n(1 − q6n)

n−1∑

j=0

c(n − 1, j)(xq2) j .

Finally, comparing coefficients of x j on both sides, we deduce

q2 j c(n, j) + q2n+2 j−1c(n, j − 1) + q4n+2 j−2c(n, j − 2)

=c(n, j) + q6n+1c(n, j − 1) + q6n+2c(n, j − 2)

+ q6n+2 j−4(1 − q6n)c(n − 1, j − 2),

which is equivalent to (4.7). �
From Lemma 4.2, we shall deduce a recurrence for c(n, j) where only j varies.

Lemma 4.3.

0 =(q6 j − q4 j )c(n − 1, j) (4.8)

+ (q2n+6 j−3 − q6n+2 j−3 + q2n+6 j−5 + q2n+4 j−3)c(n − 1, j − 1)

+ (q4n+6 j−6 − q6n+4 j−6 − q6n+4 j−4

+ q4n+6 j−8 + q4n+6 j−10 − q4n+4 j−6)c(n − 1, j − 2)

+ q8n+2 j−16(q2n+4 − q2 j )(q2n+6 − q2 j )c(n − 1, j − 4).

Proof. By (4.3), we see that c(n, j) is equal to a combination of c(n − 1, j − i), i =
0, 1, 2. Thus substitute the expressions for c(n, j), c(n, j − 1) and c(n, j − 2) aris-
ing from (4.5) into the recurrence (4.7). Collect terms and simplify to obtain (4.8).

�
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We now require a more succinct recurrence for c(n, j).

Lemma 4.4.

0 =(q2 j − q2n)c(n, j) − q4 j (1 − q2n)c(n − 1, j) (4.9)

− q4n+2 j−3(q2n − q2 j )(1 − q2n)c(n − 1, j − 1).

Proof. Let us substitute for c(n, j) in the right-hand side of (4.9), the expression for
c(n, j) given in (4.3). Hence our assertion is equivalent to proving that

0 =(q6 j − q4 j )c(n − 1, j) + (q2n+6 j−3 − q6n+2 j−3)c(n − 1, j − 1) (4.10)

+ q4n+2 j−6(q2n − q2 j )(q2n+2 − q2 j )c(n − 1, j − 2).

Let us denote the right-hand side of (4.10) by T (n, j). Nowdirect substitution reveals
that (4.8) may be rewritten as

0 = T (n, j) − q2n+1T (n, j − 1) − q4n+2T (n, j − 2). (4.11)

Furthermore, we see from (4.10) that

T (n, 0) = 0.

Now from (4.7)

c(n, 1) = q2n+1(1 − q4n)

1 − q2
.

Hence

T (n, 1) = (q6 − q4)
q2n+1(1 − q4n−4)

1 − q2
+ q2n+3 − q6n−1

= −q2n+3(1 − q4n−4) + q2n+3 − q6n−1

= 0.

Therefore, by (4.11),
T (n, j) = 0

for all n and j . Thus (4.10) is proved, and (4.10) is equivalent to (4.9). �
Finally, we need a “diagonal” recurrence for the c(n, n).

Lemma 4.5. For n ≥ −1,

0 =c(n + 2, n + 2) − (q8n+11 + q8n+13)c(n + 1, n + 1) (4.12)

− (q10n+10 − q16n+16)c(n, n).



The Alladi–Schur Polynomials and Their Factorization 35

Proof. Setting j = n in (4.3), we find

c(n − 1, n − 2) = c(n, n) − (q6n−3 + q8n−3)c(n − 1, n − 1)

q8n−6(1 − q2)
. (4.13)

Next set j = n − 1 in (4.9)

0 =(q2n−2 − q2n)c(n, n − 1) − q4n−4(1 − q2n)c(n − 1, n − 1) (4.14)

− q6n−3(q2n − q2n−2)(1 − q2n)c(n − 1, n − 2).

Nowuse (4.13) twice (firstwithn replacedbyn + 1), to reduce (4.14) to an expression
that only involves instances of c(n − i, n − i). Thus, after simplification, we find

0 =c(n + 2, n + 2) − (q8n+11 + q8n+13)c(n + 1, n + 1) (4.15)

− (q10n+10 − q16n+16)c(n, n),

as desired. �

Lemma 4.6. For n ≥ −2,

0 = − c(n + 3, n + 3) (4.16)

+ q4n+11(1 − q2n+2 − q2n+4 + q4n+6 + q4n+8 + q4n+10)c(n + 2, n + 2)

+ q10n+20(1 − q2n+4)(1 − q2n+2 + q4n+4 + q4n+6 + q4n+8)c(n + 1, n + 1)

− q14n+21(1 − q2n+2)(1 − q2n+4)(1 − q6n+6)c(n, n).

Proof. Let us denote the right-hand side of (4.12) byU (n). Then it is easily verified
by algebraic simplification that the expression on the right side of (4.16) is

−U (n + 1) + q4n+11(1 − q2n+2)(1 − q2n+4)U (n),

we see by Lemma 8, that (4.16) is established for n ≥ −1, and inspection reveals
the truth for n = −2. �

We now move to recurrences for c(n, j) as defined by (4.1).

Lemma 4.7.

0 =(q2 j − q2n)c(n, j) − q4 j (1 − q2n)c(n − 1, j) (4.17)

− q4n+2 j−3(q2n − q2 j )(1 − q2n)c(n − 1, j − 1).

Proof. Here we require the assistance of qMultiSum [5]:
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In[20]= qFindRecurrence[
qPochhammer[qˆ2,qˆ2,n] *(-1)ˆi*qˆ(2*n*(2*j-r)+j+3*i*(i-1))/
(qPochhammer[qˆ2,qˆ2,n-j] *qPochhammer[qˆ2,qˆ2,j-r]*
qPochhammer[qˆ2,qˆ2,r-3*i] *qPochhammer[qˆ6,qˆ6,i]),
{n,j},{i,r},{1,1},{0,0},{0,0}]//qSR[#,2] &//Timing

Out[20] ={0.093601, {q3+2 j+4n(−q j + qn)

(q j + qn)(−1 + q1+n)(1 + q1+n)SUM[n, j]+
q2+4 j (−1 + q1+n)(1 + q1+n)SUM[n, 1 + j] − (−q j + qn)

(q j + qn)SUM[1 + n, 1 + j] = 0, ...

This is precisely the recurrence (4.17) with n replaced by n + 1. �

Lemma 4.8.

0 = − c(n + 3, n + 3) (4.18)

+ q4n+11(1 − q2n+2 − q2n+4 + q4n+6 + q4n+8 + q4n+10)c(n + 2, n + 2)

+ q10n+20(1 − q2n+4)(1 − q2n+2 + q4n+4 + q4n+6 + q4n+8)c(n + 1, n + 1)

− q14n+21(1 − q2n+2)(1 − q2n+4)(1 − q6n+6)c(n, n).

Proof. Again we employ qMultiSum:

In[40]= qFindRecurrence[qPochhammer[qˆ2,qˆ2,n]*(-1)ˆi*
qˆ(2*n*(2*n-r)+n+3*i*(i-1)) /(qPochhammer[qˆ2,qˆ2,n-r]*
qPochhammer[qˆ2,qˆ2,r-3*i]*qPochhammer[qˆ6,qˆ6,i]),
{n},{r,i},{2},{1,1}]//qSR[#,1] &// Timing

Out[40] ={1.060807,
{q21+14n(−1 + q1+n)2(1 + q1+n)2(−1 + q2+n)

(1 + q2+n)(1 − q1+n + q2+2n)(1 + q1+n + q2+2n)SUM[n]−
q20+10n(−1 + q2+n)

(1 + q2+n)(1 − q2+2n + q4+4n + q6+4n + q8+4n)SUM[1 + n]+
q11+4n(1 − q2+2n − q4+2n + q6+4n

+ q8+4n + q10+4n)SUM[2 + n] − SUM[3 + n] = 0, ...

This is precisely the recurrence (4.18). �

Finally, we are ready to deduce Theorem 1.3.
Proof of Theorem 3. First, it is easy to check by hand (tedious) or by computer

algebra system (rapid) that Theorem 1.3 is valid for each n ≤ 3. The fact that (4.18)
and (4.16) are identical fourth order linear recurrences then allows us to establish by
mathematical induction that for all n,
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c(n, n) = c(n, n). (4.19)

Finally, the identity of the recurrences (4.9) and (4.17) allows us to establish by
mathematical induction on n that

c(n, j) = c(n, j). (4.20)

We should note that (4.19) is necessarily established independently because (4.9)
and (4.17) reduce to 0 = 0 when j = n. �

5 Conclusion

It should be noted that while Theorem 1.3 only provides an exact formula for	(1, n),
formulas for the other 	(i, n) can easily be obtained from the recurrences for the
dn(x). Indeed, (2.3) implies immediately with n replaced by 3n − 2

	(4, n, x, q) = 	(1, n, xq2, q), (5.1)

and the remaining	’s are produced from the original recurrences for the dn(x) given
in (2.2) and (2.3).

It is not obvious from Theorem 1.3 that c(n, j) has nonnegative coefficients, but
there is adequate numerical evidence to suggest the following:

Conjecture. For all n and j , c(n, j) has nonnegative coefficients.

If the conjecture is true, it is natural to ask for a partition-theoretic interpretation
of them. Also if that could be accomplished, it would be truly interesting to have a
bijective proof of Theorem 1.3. Yee’s bijective, related work [7] suggests this may
well be possible.

Finally, we note that the Alladi–Schur version of Schur’s theorem seems most
fundamental in that the generating polynomials factor into increasing partial products
of the product side of the limiting identity. It is natural to askwhether this phenomenon
holds for other either classical or new partition identities.
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σ(q) :=
∞∑

n=0

q
n(n+1)

2

(−q)n
.

It is the generating function for the excess number of partitions of n into distinct
parts with an even rank over those of odd rank [6]. Note that the rank of a partition
is the largest part minus the number of parts.

On page 14 of the Lost Notebook [35], Ramanujan gave two surprising identities
involving σ(q):

∞∑

n=0

(S(q) − (−q)n) = S(q)D(q) + 1

2
σ(q), (1.1)

and ∞∑

n=0

(
S(q) − 1

(q; q2)n+1

)
= S(q)D(q2) + 1

2
σ(q), (1.2)

where

S(q) := (−q; q)∞,

D(q) = −1

2
+

∞∑

n=1

qn

1 − qn
.

Here, and throughout the sequel, we assume |q| < 1 and use the standard q-series
notation

(A)0 := (A; q)0 = 1,

(A)n := (A; q)n = (1 − A)(1 − Aq) · · · (1 − Aqn−1) for any positive integer n,

(A)∞ := (A; q)∞ = lim
n→∞(A; q)n, |q| < 1,

(A)n := (A)∞/(Aqn)∞ for any integer n.

Since the base of almost all of the q-shifted factorials occurring in our paper is q,
for simplicity, we also use the following notation:

(A1, A2, · · · , Am)n := (A1, A2, · · · , Am; q)n = (A1)n(A2)n · · · (Am)n,

(A1, A2, · · · , Am)∞ := (A1, A2, · · · , Am; q)∞ = (A1)∞(A2)∞ · · · (Am)∞.

We provide the associated base wherever there is a possibility of confusion.
The aforementioned identities involving σ(q)were first proved byAndrews in [6].

The function σ(q) enjoys many nice properties relevant to various fields of number
theory, namely, the theory of partitions, algebraic number theory, Maass waveforms,
quantum modular forms etc. We review these properties below.
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In [6], and later more explicitly in [7], Andrews conjectured that infinitely many
coefficients in the power series expansion of σ(q) are zero but that the coefficients
are unbounded. These two conjectures were later proved by Andrews, Dyson, and
Hickerson in a beautiful paper [9], where they found that the coefficients of σ(q)

have multiplicative properties determined by a certain Hecke character associated
to the real quadratic field Q(

√
6). Results similar to these were later found by [14],

Corson, Favero, Liesinger, and Zubairy [16], Lovejoy [27], [28], Lovejoy andOsburn
[29], Patkowski [31], and more recently by Xiong [37].

Cohen [20] showed that if we set

ϕ(q) := q1/24σ(q) + q−1/24σ ∗(q)

=
∑

n∈Z
n≡1 (mod 24)

T (n)q |n|/24,

where

σ ∗(q) := 2
∞∑

n=1

(−1)nqn2

(q; q2)n
,

then T (n) are the coefficients of a Maass waveform of eigenvalue 1/4. For another
example of such a Maass waveform associated with the pair (W1(q), W2(q)) studied
in [16], we refer the reader to Section 2 of a recent paper of Li, Ngo, and Rhoades
[25]. At the end of [25], the authors posed an open problem of relating 10 other pairs
of q-series to Maass waveforms or indefinite quadratic forms, which was recently
solved byKrauel, Rolen, andWoodbury [24]. The function σ(q) also occurs in one of
the first examples of quantummodular forms given by Zagier [40], that is, q1/24σ(q),
where q = e2π i x , x ∈ Q, is a quantum modular form.

The identities of the type (1.1) and (1.2) are known as ‘sum of tails’ identities.
After Ramanujan, Zagier [39, Theorem 2] was the next mathematician to discover a
‘sumof tails’ identity. This is associatedwith theDedekind eta-function and occurs in
his work on Vassiliev invariants. Using a new Abel-type lemma, Andrews, Jiménez-
Urroz, and Ono [10] obtained two general theorems involving q-series obtained
by summing the iterated differences between an infinite product and its truncated
products, and used them not only to prove (1.1) and (1.2) and similar other identities
but also to determine the values at negative integers of certain L-functions. Chan
[17, p. 78] gave a multiparameter ‘sum of tails’ identity which consists, as special
cases, the two general theorems in [10]. More ‘sum of tails’ identities were obtained
by Andrews and Freitas [13], Bringmann and Kane [15], and Patkowski [32], [33],
[34].

Andrews [6] asked for a ‘near bijection’ between the weighted counts of par-
titions given by the left-hand sides of (1.1) and (1.2), and the coefficients of the
corresponding first expressions obtained by the convolutions of the associated parti-
tion functions. Such a proof was supplied by Chen and Ji [18]. In [11, Theorem 3.3],
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the function σ(q) was found to be related to the generating function of the number
of partitions of n such that all even parts are less than or equal to twice the smallest
part.

Asmentioned before, identities (1.1) and (1.2)were proved byAndrews in [6]. His
proof was based on an application of a beautiful q-series identity of Ramanujan [35,
p. 40], [5, Equation (3.8)], now known as Ramanujan’s reciprocity theorem, which
was, in turn, proved earlier by Andrews himself in [5]. In [13], it was remarked that
the proofs of (1.1) and (1.2) in [6] are nearly as odd as the identities themselves. In [8,
p. 149] as well, it was remarked that ‘the proofs provide no significant insight into the
reasons for their existence’. While this may be true, the goal of this paper is to show
that the underlying idea in these proofs can be adapted to obtain new representations
for σ(q), which are of a type completely different than those previously known, for
example, [9, Equations (6.3), (6.4)] or (1.1) and (1.2). These two new representations
involve natural generalizations of σ(q) in one and two variables respectively.

These representations result from applying Andrews’ idea in [6] to the three-
variable reciprocity theorem of Kang [23, Theorem 4.1] which is equivalent to
Ramanujan’s 1ψ1 summation formula, and to the four-variable reciprocity theorem
[23, Theorem 1.2] which is equivalent to a formula of Andrews [5, Theorem 6].

For |c| < |a| < 1 and |c| < |b| < 1, Kang [23, Theorem 4.1] obtained the fol-
lowing three-variable reciprocity theorem:

ρ3(a, b, c) − ρ3(b, a, c) =
(
1

b
− 1

a

)
(c, aq/b, bq/a, q)∞

(−c/a,−c/b,−aq,−bq)∞
, (1.3)

where

ρ3(a, b, c) :=
(
1 + 1

b

) ∞∑

n=0

(c)n(−1)nqn(n+1)/2anb−n

(−aq)n(−c/b)n+1
.

Ramanujan’s reciprocity theorem is a special case c = 0 of the above theorem.
Using (1.3), we obtain the following new representation for σ(q). The surprising

thing about this representation is that it is valid for any complex c such that |c| < 1.

Theorem 1.1. For any complex c such that |c| < 1, we have

σ(q) = (−c)∞
∞∑

n=0

qn(n+1)/2

(−q)n(1 − cqn)
− 2

∞∑

m,n=0

(−q)m

(q)m(q)n

(−1)nqn(n+1)/2cm+n+1

(1 − qn+m+1)
.

(1.4)

For |c|, |d| < |a|, |b| < 1, the four-variable reciprocity theorem is given by [23,
Theorem 1.2]

ρ4(a, b, c, d) − ρ4(b, a, c, d) =
(
1

b
− 1

a

)
(d, c, cd/(ab), aq/b, bq/a, q)∞

(−d/a, −d/b, −c/a, −c/b, −aq, −bq)∞
,

(1.5)
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where

ρ4(a, b, c, d) :=
(
1 + 1

b

) ∞∑

n=0

(d, c, cd/(ab))n(1 + cdq2n/b)(−1)nqn(n+1)/2anb−n

(−aq)n(−c/b, −d/b)n+1
.

Using (1.5), we obtain the following new representation for σ(q) which consists of
two free complex parameters c and d:

Theorem 1.2. Let |c| < 1 and |d| < 1. Then

σ(q) = (−c,−d)∞
(−cd)∞

∞∑

n=0

(−cd)n(1 − cdq2n)qn(n+1)/2

(−q)n(1 − cqn)(1 − dqn)
+ Λ(c, d, q), (1.6)

where

Λ(c, d, q) = 1 − 3cd(−cq,−dq)∞
(−cd,−q)∞

∞∑

n=0

(c, d,−cd)n

(−cq,−dq, q)n
q

n(n+1)
2 +2n

− (−dq, c)∞
(−cd,−q)∞

∞∑

p=0

(−q)p(−1)pcp

(q)p

∞∑

k=0

(−q p+1)kck

(q p+1)k

×
∞∑

n=0

(−cd, d)n

(−dq, q)n
q

n(n+1)
2 +(p+k)n(1 + cdq2n(1 + q p)(1 + q p+1))

− (d, c)∞
(−cd,−q)∞

∞∑

p=1

(−q)p(−1)pd p

(q)p

∞∑

k=0

(−q)k(−q p)kck

(q)k

∞∑

j=0

(−q p+1) j d j

(q p+1) j

×
∞∑

n=0

(−cd)n

(q)n
q

n(n+1)
2 +(p+k+ j)n(1 + cdq2n(1 + q p+k)(1 + q p+k+1))

− 2(d, c)∞
∞∑

p=1

(−cd)p

(q)p

∞∑

j=0

(−q) j d j

(q) j

∞∑

k=0

(−q)kck

(q)k

×
∞∑

m=0

(−cd)m

(q p+1)m(−q p+k+ j )m+1

(
1 + cd

(1 + q p+k+ j )(1 + q p+k+ j+1)

(1 + q p+k+ j+m+1)(1 + q p+k+ j+m+2)

)
.

(1.7)

As in the case of Ramanujan’s reciprocity theorem [23, p. 18], the conditions for the
validity of (1.3) and (1.5) can be relaxed to allow the parameters a and b to be equal
to 1.

It will be shown later that letting d = 0 in Theorem 1.2 results in Theorem 1.1.
Still, pedagogically it is sound to first give a proof of Theorem 1.1 and then proceed
to that of Theorem 1.2, especially since the complexity involved in the former is
much lesser than that in the latter.

In order to obtain (1.6), we derive a new nine-parameter transformation contained
in the following theoremwhich generalizes previous transformations due to Agarwal
[1] (see Equation (2.5) below), and due to Andrews, Dixit, Schultz, and Yee [12] (see
Equation (2.6) below).
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Theorem 1.3. For β, δ, f, h, t �= q− j , j ≥ 0, the following identity is true:

∞∑

n=0

(α)n(γ )n(e)n(g)n

(β)n(δ)n( f )n(h)n
tn

= (g, e, γ,
β
α
, q, αt, q

αt ,
δq
β

,
f q
β

,
hq
β

)∞
(h, f, δ, q

α
, β,

β
αt ,

αtq
β

,
γ q
β

,
eq
β

,
gq
β

)∞
4φ3

(
αq
β

,
γ q
β

,
eq
β

,
gq
β

δq
β

,
f q
β

,
hq
β

; q, t

)

+
(
1 − q

β

)
(g, e, γ, t, δq

β
,

f q
β

,
hq
β

)∞
(h, f, δ, αt

β
,

γ q
β

,
eq
β

,
gq
β

)∞
4φ3

(
αq
β

,
γ q
β

,
eq
β

,
gq
β

δq
β

,
f q
β

,
hq
β

; q, t

) (
2φ1

(
q,

q
t
βq
αt

; q

α

)
− 1

)

+
(
1 − q

β

)
(g, e, γ, t, f q

β
,

hq
β

)∞
(h, f, δ, αt

β
,

eq
β

,
gq
β

)∞

∞∑

p=0

( δ
γ
)p( αt

β
)pγ p

(t)p(q)p

∞∑

k=0

(
δq p

γ
)k(

γ q
β

)k

(q p+1)k
3φ2

( αq
b ,

eq
β

,
gq
β

f q
β

,
hq
β

; q, tq p+k
)

+
(
1 − q

β

)
(g, e, γ, t, hq

β
)∞

(h, f, δ, αt
β

,
gq
β

)∞

×
∞∑

p=1

(
f
e )p( αt

β
)pep

(t)p(q)p

∞∑

k=0

( δ
γ
)k(

αtq p

β
)kγ

k

(q)k(tq p)k

∞∑

j=0

(
f q p

e ) j (
eq
β

) j

(q p+1) j
2φ1

( αq
β

,
gq
β
hq
β

; q, tq p+k+ j
)

+
(
1 − q

β

)
(g, e, γ )∞
(h, f, δ)∞

∞∑

p=1

( h
g )p g p

(q)p

∞∑

j=0

(
f
e ) j e j

(q) j

∞∑

k=0

( δ
γ
)kγ

k

(q)k

∞∑

m=0

(
hq p

g )m(tq p+k+ j )m

(q p+1)m(
αtq p+k+ j

β
)m+1

(
gq

β

)m

.

(1.8)

A version of the above formula, and also of (2.6), in terms of q-Lauricella functions,
was obtained by Gupta [22, p. 53] in his PhD thesis. However, his versions are not as
explicit as the ones in (1.8) and (2.6). We remark that Gupta has obtained a general
transformation of these results,with r q-shifted factorials in the numerator and r in the
denominator, in terms of q-Lauricella functions. However, one can easily anticipate
such general transformation by observing the pattern occurring in Agarwal’s identity
(2.5), (2.6) and (1.8). To avoid digression, we do not pursue it here.

This paper is organized as follows. In Section 2, we collect formulas from the
literature that are used in the sequel. Section 3 is devoted to proving Theorem 1.1
while Section 4 to proving Theorem 1.2, and for deriving Theorem 1.1 fromTheorem
1.2.We conclude this paper with Section 5 consisting of some remarks and directions
for further research.

2 Preliminaries

The q-binomial theorem [4, p. 17, Equation (2.2.1)] states that for |z| < 1,

∞∑

n=0

(a; q)nzn

(q; q)n
= (az; q)∞

(z; q)∞
. (2.1)
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For |z| < 1 and |b| < 1, Heine’s transformation [4, p. 38] is given by

2φ1

(
a, b

c
; q, t

)
= (b, at)∞

(c, t)∞
2φ1

(
c/b, t

at
; q, b

)
, (2.2)

whereas its second iterate [4, p. 38, last line] is

2φ1

(
a, b

c
; q, t

)
= (c/b, bt)∞

(c, t)∞
2φ1

(
b, abt/c

bt
; q, c/b

)
. (2.3)

Here r+1φr is the basic hypergeometric series defined by

r+1φr

(
a1, a2, . . . , ar+1

b1, b2, . . . , br
; q, z

)
:=

∞∑

n=0

(a1; q)n(a2; q)n · · · (ar ; q)n

(q; q)n(b1; q)n · · · (bs; q)n
zn.

We need the following identity [21, p. 17, Equation (15.51)]:

∞∑

n=0

tn

(bq)n
= (1 − b)

(t)∞

∞∑

n=0

(−t)nqn(n+1)/2

(q)n(1 − bqn)
. (2.4)

Agarwal [1, Equation (3.1)] obtained the following ‘mild’ extension/generalization
of an important identity of Andrews [5, Theorem 1] in the sense that we get Andrews’
identity from the following result when t = q:

∞∑

n=0

(α)n(γ )n

(β)n(δ)n
tn

= (q/(αt), γ, αt, β/α, q)∞
(β/(αt), δ, t, q/α, β)∞

2φ1

(
δ/γ, t

qαt/β
; q, γ q/β

)

+ (γ )∞
(δ)∞

(
1 − q

β

) ∞∑

m=0

(δ/γ )m(t)m

(q)m(αt/β)m+1
(qγ /β)m

(
2φ1

(
q, q/t

qβ/(αt)
; q, q/α

)
− 1

)

+ (γ )∞
(δ)∞

(
1 − q

β

) ∞∑

p=0

γ p(δ/γ )p

(q)p

∞∑

m=0

(δq p/γ )m(tq p)m

(q1+p)m(αtq p/β)m+1
(qγ /β)m . (2.5)

The following generalization of the above identity of Agarwal was recently obtained
in [12, Theorem 3.1] for β, δ, f, t �= q− j , j ≥ 0:

∞∑

n=0

(α)n(γ )n(e)n

(β)n(δ)n( f )n
tn

= (e, γ,
β
α
, q, αt, q

αt ,
δq
β

,
f q
β

)∞
( f, δ, q

α
, β,

β
αt ,

αtq
β

,
γ q
β

,
eq
β

)∞
3φ2

(
αq
β

,
γ q
β

,
eq
β

δq
β

,
f q
β

; q, t

)

+
(
1 − q

β

)
(e, γ, t, δq

β
,

f q
β

)∞
( f, δ, αt

β
,

γ q
β

,
eq
β

)∞
3φ2

( αq
β

,
γ q
β

,
eq
β

δq
β

,
f q
β

; q, t

)(
2φ1

(
q,

q
t
βq
αt

; q

α

)
− 1

)
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+
(
1 − q

β

)
(e, γ, t, f q

β
)∞

( f, δ, αt
β

,
eq
β

)∞

∞∑

p=0

( δ
γ
)p(

αt
β

)pγ
p

(t)p(q)p

∞∑

k=0

(
δq p

γ
)k(

qγ
β

)k

(q1+p)k
2φ1

( αq
β

,
eq
β
f q
β

; q, tqk+p
)

+
(
1 − q

β

)
(e, γ )∞
( f, δ)∞

∞∑

p=1

(
f
e )pep

(q)p

∞∑

k=0

( δ
γ
)kγ

k

(q)k

∞∑

m=0

(
f q p

e )m(tq p+k)m

(q1+p)m(
αtq p+k

β
)m+1

(
eq

β

)m

.

(2.6)

We will also make use of the ε-operator acting on a differentiable function f by [6]

ε( f (z)) = f ′(1).

3 The three-variable case

We prove Theorem 1.1 here. Letting a = −z and b = 1 in (1.3) gives

ρ3(1,−z, c) = ρ3(−z, 1, c) − (c,−zq,−z−1, q)∞
(cz−1,−c, zq,−q)∞

. (3.1)

Divide both sides by (1 − z−1) and let z → 1. It is easy to see that the left side

becomes
∞∑

n=0

qn(n+1)/2

(−q)n(1 − cqn)
, which we denote by σ(c, q). Denote the right-hand

side of the above equation by f (z). Note that

lim
z→1

f (z) = 2
∞∑

n=0

(c)nqn(n+1)/2

(q)n(−c)n+1
− 2

(−q)∞
(−c)∞

= 0,

since replacing c by −cq, substituting a = c, b = −q/τ, t = τ , and then letting
τ → 0 in (2.3) gives

∞∑

n=0

(c)nqn(n+1)/2

(q)n(−cq)n
= lim

τ→0
2φ1

(
c, −q/τ

−cq
; q, τ

)
= lim

τ→0

(cτ,−q)∞
(−cq, τ )∞

2φ1

( −q/τ, 1
−q

; q, cτ

)

= lim
τ→0

(cτ,−q)∞
(−cq, τ )∞

= (−q)∞
(−cq)∞

.

This result can also be found in [23, Corollary 7.5].
Hence using L’Hopital’s rule, we see that

lim
z→1

f (z)

1 − z−1
= f ′(1) = ε( f (z)),
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so that from (3.1),

∞∑

n=0

qn(n+1)/2

(−q)n(1 − cqn)
= ε

(
ρ3(−z, 1, c) − (c,−zq,−z−1, q)∞

(cz−1,−c, zq,−q)∞

)
. (3.2)

The idea now is to rightly transform ρ3(−z, 1, c) = 2
∞∑

n=0

(c)nznqn(n+1)/2

(zq)n(−c)n+1
into an

expression which is amenable to the ε-operator. To that end, we invoke (2.5), the
reasons for which will be clear soon. Let α = −q/τ, γ = c, β = zq, δ = −cq and
t = τ z in (2.5). Then,

∞∑

n=0

(−q/τ)n(c)n

(zq)n(−cq)n
(τ z)n

= (−z−1, c, −zq, −τ z, q)∞
(−1, −cq, τ z, −τ, zq)∞

∞∑

m=0

(τ z)m

(q)m

(
c

z

)m

+ (c)∞
2(−cq)∞

(
1 − 1

z

) ∞∑

m=0

(τ z)m( c
z )m

(q)m

∞∑

j=1

(
q
τ z

)

j

(−q) j
(−τ) j

+ (c)∞
(−cq)∞

(
1 − 1

z

) ∞∑

p=0

(−q)pcp

(q)p

∞∑

m=0

(τ zq p)m

(q p+1)m

(c/z)m

(1 + q p)
.

Now use (2.1) to evaluate sums over m in the first two expressions, then let τ → 0 on
both sides, separate the term corresponding to p = 0 in the double sum followed by
another application of (2.1), and finally multiply throughout by 2/(1 + c) to obtain

2
∞∑

n=0

(c)n znqn(n+1)/2

(zq)n(−c)n+1

= (−z−1, c,−zq, q)∞
(−q,−c, zq, c/z)∞

+ (c)∞
(−c, c/z)∞

(
1 − 1

z

) ∞∑

j=1

q j ( j+1)/2z− j

(−q) j

+ (c)∞
(−c, c/z)∞

(
1 − 1

z

)
+ 2

(c)∞
(−c)∞

(
1 − 1

z

) ∞∑

p=1

(−q)pcp

(q)p(1 + q p)

∞∑

m=0

(c/z)m

(q p+1)m

= (−z−1, c,−zq, q)∞
(−q,−c, zq, c/z)∞

+ (c)∞
(−c, c/z)∞

(
1 − 1

z

) ∞∑

j=1

q j ( j+1)/2z− j

(−q) j

+ (c)∞
(−c, c/z)∞

(
1 − 1

z

)
+ 2

(c)∞
(−c, c/z)∞

(
1 − 1

z

) ∞∑

p=1

(−q)p−1cp

(q)p−1

∞∑

n=0

(−c/z)nqn(n+1)/2

(q)n(1 − qn+p)
,

(3.3)

where in the last step we applied (2.4) with t = c/z and b = q p.
Now substitute (3.3) in (3.2) and then apply the ε-operator to deduce that

∞∑

n=0

qn(n+1)/2

(−q)n(1 − cqn)
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= (σ (q) − 1)

(−c)∞
+ 1

(−c)∞
+ 2

(−c)∞

∞∑

p=1

(−q)p−1cp

(q)p−1

∞∑

n=0

(−c)nqn(n+1)/2

(q)n(1 − qn+p)
,

which is nothing but (1.4). This completes the proof.

Remark 1. If we explicitly evaluate ε
(

(c,−zq,−z−1,q)∞
(cz−1,−c,zq,−q)∞

)
using the Jacobi triple prod-

uct identity [4, p. 28, Theorem 2.8], then, from (3.2), we obtain upon simplification

σ(c, q) = 2ε

( ∞∑

n=0

(c)n znqn(n+1)/2

(zq)n(−c)n+1

)
+ S(c, q) + 2S(c, q)

( ∞∑

n=0

cqn

1 − cqn
−

∞∑

n=1

qn

1 − qn

)
,

where S(c, q) = (−q)∞/(−c)∞. This is a one-variable generalization of [6, Equa-
tion (3.5)], as can be easily seen with the help of (1.1).

4 The four-variable case

We begin with a lemma that is used several times in the sequel.

Lemma 4.1. For |c| < 1, |d| < 1, we have

∞∑

n=0

(c, d,−cd)n

(−cq,−dq, q)n
(1 + cdq2n)qn(n+1)/2 = (−cd,−q)∞

(−cq,−dq)∞
.

Proof. By Proposition 8 in [19], which is, in fact, equal to (1.5), we see that

y
∞∑

n=0

(1 − q2n+1y/x)

( q
bx ,

q
cx ,

q
dx

)
n

(by, dy)n+1(cyq)n
(−bcdxy2/q)nqn(n+1)/2

− x(1 − cy)

∞∑

n=0

(1 − q2n+1x/y)

(
q
by ,

q
cy ,

q
dy

)

n

(bx, cx, dx)n+1
(−bcdx2y/q)nqn(n+1)/2

= (y − x)
(q,

qy
x ,

qx
y , bcxy, cdxy, bdxy)∞

(bx, by, cx, cyq, dx, dy)∞
.

Now let d = q/(ux), b = q/(vx), c = 1/y and y = −uvx/q in the above identity
to obtain upon simplification

∞∑

n=0

(u, v,−uv)n

(−uq,−vq, q)n
(1 + uvq2n)qn(n+1)/2 = (−uv,−q)∞

(−uq,−vq)∞
.

This completes the proof. �
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We now first prove Theorem 1.3 and then use it to prove Theorem 1.2. Since the
underlying idea in the proof of Theorem 1.3 is similar to that involved in the proof
of (2.5) (see [1]) and in the proof of (2.6) (see [12]), we will be very brief here.

Let S denote the sum on the left side of (1.8).Writing (g)n/(h)n = ((g)∞/(h)∞) ·
((hqn)∞/(gqn)∞), then representing ((hqn)∞/(gqn)∞) as a sum using (2.1), inter-
changing the order of summation, and then employing (2.6), we find that

S = X + Y, (4.1)

where

X := (g, e, β
α
, q,

δq
β

,
f q
β

)∞
(h, f, δ, q

α
, β,

γ q
β

,
eq
β

)∞

∞∑

m=0

( h
g )m(αtqm ,

q1−m

αt )∞gm

(q)m(
βq−m

αt ,
αtqm+1

β
)∞

3φ2

( αq
β

,
γ q
β

,
eq
β

δq
β

,
f q
β

; q, tqm
)

,

Y := (g, e, γ )∞(1 − q
β
)

(h, f, δ)∞

∞∑

m=0

( h
g )m gm

(q)m

∞∑

j=0

(
f
e ) j e j

(q) j (1 − αtqm+ j

β
)

∞∑

k=0

( δ
γ
,

αtqm+ j

β
)kγ

k

(q,
αtq j+1+m

β
)k

∞∑

r=0

(
q1−k− j−m

t )r (
q
α
)r

(
βq1−k− j−m

αt )r

.

To evaluate X , wewrite the 3φ2 in the form of series, interchange the order of summa-
tion, make use of the identity (βq−m/(αt))∞ = (−β/(αt))mq−m(m+1)/2(β/(αt))∞
(αtq/β)m , and then use (2.1) again to deduce

X = (g, e, γ,
β

α
, q, αt, q

αt ,
δq
β

,
f q
β

,
hq
β

)∞
(h, f, δ, q

α
, β,

β

αt ,
αtq
β

,
γ q
β

,
eq
β

,
gq
β

)∞
4φ3

(
αq
β

,
γ q
β

,
eq
β

,
gq
β

δq
β

,
f q
β

,
hq
β

; q, t

)
. (4.2)

Since

∞∑

r=0

(
q1−k−m− j

t )r

(
βq1−k−m− j

αt )r

( q

α

)r = (t)m+ j+k(
αt
β

)

m+ j+k

(
q

β

)m+ j+k ( ∞∑

p=1

( q
t

)
p(

βq
αt

)

p

( q

α

)p +
m+ j+k∑

p=0

( αt
β

)p

(t)p

(
β

q

)p )
,

(4.3)

we observe that

Y = Y1 + Y2, (4.4)

where Y1 is associated with the infinite sum on the right of (4.3) and Y2 is associated
with the finite sum. Even though the calculations for evaluating Y1 and Y2 are quite
tedious, they are fairly straightforward. Using (2.2), it can be seen that

Y1 =
(
1 − q

β

)
(g, e, γ, t, δq

β
,

f q
β

,
hq
β

)∞
(h, f, δ, αt

β
,

γ q
β

,
eq
β

,
gq
β

)∞
4φ3

(
αq
β

,
γ q
β

,
eq
β

,
gq
β

δq
β

,
f q
β

,
hq
β

; q, t

) (
2φ1

(
q,

q
t
βq
αt

; q

α

)
− 1

)
.

(4.5)
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Now write the finite sum on p in Y2 as

m+ j+k∑

p=0

=
k∑

p=0

+
k+ j∑

p=k+1

+
m+ j+k∑

p=k+ j+1

,

and let Y21, Y22 and Y23 denote the expressions associated with the first, second, and
third finite sums in the above equation respectively so that

Y2 = Y21 + Y22 + Y23. (4.6)

Now using (2.2) repeatedly, it can be see that

Y21 =
(
1 − q

β

)
(g, e, γ, t, f q

β
,

hq
β

)∞
(h, f, δ, αt

β
,

eq
β

,
gq
β

)∞

∞∑

p=0

( δ
γ
)p( αt

β
)pγ p

(t)p(q)p

∞∑

k=0

(
δq p

γ
)k(

γ q
β

)k

(q p+1)k
3φ2

( αq
b ,

eq
β

,
gq
β

f q
β

,
hq
β

; q, tq p+k
)

,

Y22 =
(
1 − q

β

)
(g, e, γ, t, hq

β
)∞

(h, f, δ, αt
β

,
gq
β

)∞

×
∞∑

p=1

(
f
e )p( αt

β
)pep

(t)p(q)p

∞∑

k=0

( δ
γ
)k(

αtq p

β
)kγ

k

(q)k(tq p)k

∞∑

j=0

(
f q p

e ) j (
eq
β

) j

(q p+1) j
2φ1

( αq
b ,

gq
β
hq
β

; q, tq p+k+ j
)

,

Y23 =
(
1 − q

β

)
(g, e, γ )∞
(h, f, δ)∞

∞∑

p=1

( h
g )p g p

(q)p

∞∑

j=0

(
f
e ) j e j

(q) j

∞∑

k=0

( δ
γ
)kγ

k

(q)k

∞∑

m=0

(
hq p

g )m(tq p+k+ j )m

(q p+1)m(
αtq p+k+ j

β
)m+1

(
gq

β

)m

.

(4.7)

Finally, from (4.1), (4.2), (4.4), (4.5), (4.6), and (4.7), we arrive at (1.8).

Proof. (Theorem 1.2) Let a = −z and b = 1 in (1.5) to obtain

ρ4(1,−z, c, d) = ρ4(−z, 1, c, d) − (d, c,−cd/z,−zq,−z−1, q)∞
(d/z,−d, c/z,−c, zq,−q)∞

.

Divide both sides by (1 − z−1) and let z → 1. Observe that using Lemma 4.1, the
resulting right side is of the form 0/0; hence employing L’Hopital’s rule, we see that

∞∑

n=0

(−cd)n(1 − cdq2n)qn(n+1)/2

(−q)n(1 − cqn)(1 − dqn)

= ε

(
2

∞∑

n=0

(d, c, −cd/z)n

(zq)n(−c, −d)n+1
(1 + cdq2n)znqn(n+1)/2 − (d, c, −cd/z, −zq, −z−1, q)∞

(d/z, −d, c/z, −c, zq, −q)∞

)

(4.8)

The big task now is to transform the first series on the right side before applying the
ε-operator. Note that
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2
∞∑

n=0

(d, c, −cd/z)n

(zq)n(−c, −d)n+1
(1 + cdq2n)znqn(n+1)/2

= 2

(1 + c)(1 + d)
lim
τ→0

∞∑

n=0

(− q
τ
, d, c,−cd/z)n

(τ, zq,−cq,−dq)n
(1 + cdq2n)(τ z)n

= 2

(1 + c)(1 + d)

{
lim
τ→0

∞∑

n=0

(− q
τ
, d, c,−cd/z)n

(τ, zq,−cq,−dq)n
(τ z)n + cd lim

τ→0

∞∑

n=0

(− q
τ
, d, c,−cd/z)n

(τ, zq,−cq,−dq)n
(τ zq2)n

}

=: 2

(1 + c)(1 + d)
(L1 + cd L2). (4.9)

To evaluate L1, let α = −q/τ, β = zq, γ = c, δ = −cq, e = d, f = −dq, g =
−cd/z, h = τ and t = τ z in Theorem 1.3. This results in

L1 = (− cd
z , d, c, q, − cq

z ,− dq
z ,−zq,− 1

z )∞
(−dq, −cq, zq,−1,−q, c

z , d
z ,− cd

z2
)∞

∞∑

n=0

( c
z , d

z ,− cd
z2

)n

(− cq
z ,− dq

z , q)n
q

n(n+1)
2

+ (− cd
z , d, c,− cq

z ,− dq
z )∞

(−dq, −cq, −1, c
z , d

z ,− cd
z2

)∞

(
1 − 1

z

) ∞∑

n=0

( c
z , d

z ,− cd
z2

)n

(− cq
z ,− dq

z , q)n
q

n(n+1)
2

∞∑

j=1

q j ( j+1)/2z− j

(−q) j

+ (− cd
z , d, c,− dq

z )∞
(−dq, −cq, −1, d

z ,− cd
z2

)∞

(
1 − 1

z

) ∞∑

p=0

(−q)p(−1)pcp

(q)p

∞∑

k=0

(−q p+1)k(c/z)k

(q p+1)k

×
∞∑

n=0

(− cd
z2

, d
z )n

(− dq
z , q)n

q
n(n+1)

2 +(p+k)n

+ (− cd
z , d, c)∞

(−dq, −cq, −1,− cd
z2

)∞

(
1 − 1

z

) ∞∑

p=1

(−q)p(−1)pd p

(q)p

∞∑

k=0

(−q)k(−q p)k ck

(q)k

×
∞∑

j=0

(−q p+1) j (d/z) j

(q p+1) j

∞∑

n=0

(− cd
z2

)n

(q)n
q

n(n+1)
2 +(p+k+ j)n

+ (− cd
z , d, c)∞

(−dq, −cq)∞

(
1 − 1

z

) ∞∑

p=1

(− cd
z )p

(q)p

∞∑

j=0

(−q) j d j

(q) j

∞∑

k=0

(−q)k ck

(q)k

∞∑

m=0

(−cd/z2)m

(q p+1)m(−q p+k+ j )m+1
.

(4.10)

Now let α = −q/τ, β = zq, γ = c, δ = −cq, e = d, f = −dq, g = −cd/z, h =
τ and t = τ zq2 in Theorem 1.3. This gives

L2 =
(− cd

z , d, c, q, − cq
z ,− dq

z ,−zq3,− 1
zq2 )∞

(−dq, −cq, zq, − 1
q2 ,−q3, c

z , d
z ,− cd

z2
)∞

∞∑

n=0

( c
z , d

z ,− cd
z2

)n

(− cq
z ,− dq

z , q)n
q

n(n+1)
2 +2n

+ (− cd
z , d, c,− cq

z ,− dq
z )∞

(−dq, −cq, −q2, c
z , d

z ,− cd
z2

)∞

(
1 − 1

z

) ∞∑

n=0

( c
z , d

z ,− cd
z2

)n

(− cq
z ,− dq

z , q)n
q

n(n+1)
2 +2n

∞∑

j=1

q j ( j−3)/2z− j

(−1/q) j

+ (− cd
z , d, c,− dq

z )∞
(−dq, −cq, −q2, d

z ,− cd
z2

)∞

(
1 − 1

z

) ∞∑

p=0

(−q)p(−q2)pcp

(q)p

∞∑

k=0

(−q p+1)k(c/z)k

(q p+1)k

×
∞∑

n=0

(− cd
z2

, d
z )n

(− dq
z , q)n

q
n(n+1)

2 +(p+k+2)n

+ (− cd
z , d, c)∞

(−dq, −cq, −q2,− cd
z2

)∞

(
1 − 1

z

) ∞∑

p=1

(−q)p(−q2)pd p

(q)p

∞∑

k=0

(−q)k(−q p+2)k ck

(q)k
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×
∞∑

j=0

(−q p+1) j (d/z) j

(q p+1) j

∞∑

n=0

(− cd
z2

)n

(q)n
q

n(n+1)
2 +(p+k+ j+2)n

+ (− cd
z , d, c)∞

(−dq, −cq)∞

(
1 − 1

z

) ∞∑

p=1

(− cd
z )p

(q)p

∞∑

j=0

(−q) j d j

(q) j

∞∑

k=0

(−q)k ck

(q)k

∞∑

m=0

(−cd/z2)m

(q p+1)m(−q p+k+ j+2)m+1
.

(4.11)

Substituting (4.10) and (4.11) in (4.9), we find that

2
∞∑

n=0

(d, c,−cd/z)n

(zq)n(−c,−d)n+1
(1 + cdq2n)znqn(n+1)/2

= 2

(1 + c)(1 + d)

{
(− cd

z , d, c, q,− cq
z ,− dq

z ,−zq,− 1
z )∞

(−dq,−cq, zq,−1,−q, c
z , d

z ,− cd
z2

)∞

∞∑

n=0

( c
z , d

z ,− cd
z2

)n

(− cq
z ,− dq

z , q)n

(
1 + cdq2n

z2

)
q

n(n+1)
2

+ (− cd
z , d, c,− cq

z ,− dq
z )∞

(−dq,−cq,−1, c
z , d

z ,− cd
z2

)∞

(
1 − 1

z

) ∞∑

n=0

( c
z , d

z ,− cd
z2

)n

(− cq
z ,− dq

z , q)n
q

n(n+1)
2

×
⎧
⎨

⎩

∞∑

j=1

q j ( j+1)/2z− j

(−q) j
+ 2(1 + q)cdq2n

∞∑

j=1

q j ( j−3)/2z− j

(−1/q) j

⎫
⎬

⎭

+ (− cd
z , d, c,− dq

z )∞
(−dq,−cq,−1, d

z ,− cd
z2

)∞

(
1 − 1

z

) ∞∑

p=0

(−q)p(−1)pcp

(q)p

∞∑

k=0

(−q p+1)k(c/z)k

(q p+1)k

×
∞∑

n=0

(− cd
z2

, d
z )n

(− dq
z , q)n

q
n(n+1)

2 +(p+k)n (
1 + cdq2n(1 + q p)(1 + q p+1)

)

+ (− cd
z , d, c)∞

(−dq,−cq,−1,− cd
z2

)∞

(
1 − 1

z

) ∞∑

p=1

(−q)p(−1)pd p

(q)p

∞∑

k=0

(−q)k(−q p)k ck

(q)k

×
∞∑

j=0

(−q p+1) j (d/z) j

(q p+1) j

∞∑

n=0

(− cd
z2

)n

(q)n
q

n(n+1)
2 +(p+k+ j)n

(
1 + cdq2n(1 + q p+k)(1 + q p+k+1)

)

+ (− cd
z , d, c)∞

(−dq,−cq)∞

(
1 − 1

z

) ∞∑

p=1

(− cd
z )p

(q)p

∞∑

j=0

(−q) j d j

(q) j

∞∑

k=0

(−q)k ck

(q)k

×
∞∑

m=0

(−cd/z2)m

(q p+1)m(−q p+k+ j )m+1

(
1 + cd

(1 + q p+k+ j )(1 + q p+k+ j+1)

(1 + q p+k+ j+m+1)(1 + q p+k+ j+m+2)

)}
.

Since

∞∑

n=0

( c
z ,

d
z ,− cd

z2 )n

(− cq
z ,− dq

z , q)n

(
1 + cdq2n

z2

)
q

n(n+1)
2 =

(− cd
z2 ,−q

)
∞(

− cq
z ,− dq

z

)

∞

,

by Lemma 4.1, and

∞∑

j=1

q j ( j+1)/2z− j

(−q) j
+ 2(1 + q)cdq2n

∞∑

j=1

q j ( j−3)/2z− j

(−1/q) j
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=
(
1 + cdq2n

z2

) ∞∑

j=1

q j ( j+1)/2z− j

(−q) j
+ cdq2n

z2
(1 + 2z),

we see that

2
∞∑

n=0

(d, c,−cd/z)n

(zq)n(−c,−d)n+1
(1 + cdq2n)znqn(n+1)/2

= (− cd
z , d, c, q,−zq,− 1

z )∞
(−d,−c, zq,−q, c

z , d
z )∞

+ (− cd
z , d, c)∞

(−d,−c, c
z , d

z )∞

(
1 − 1

z

) ∞∑

j=1

q j ( j+1)/2z− j

(−q) j

+ cd(1 + 2z)

z2

(
1 − 1

z

)
(− cd

z , d, c,− cq
z ,− dq

z )∞
(−d,−c,−q, c

z , d
z ,− cd

z2
)∞

∞∑

n=0

( c
z , d

z ,− cd
z2

)n

(− cq
z ,− dq

z , q)n
q

n(n+1)
2 +2n

+ (− cd
z , d, c,− dq

z )∞
(−d,−c,−q, d

z ,− cd
z2

)∞

(
1 − 1

z

) ∞∑

p=0

(−q)p(−1)pcp

(q)p

∞∑

k=0

(−q p+1)k(c/z)k

(q p+1)k

×
∞∑

n=0

(− cd
z2

, d
z )n

(− dq
z , q)n

q
n(n+1)

2 +(p+k)n (
1 + cdq2n(1 + q p)(1 + q p+1)

)

+ (− cd
z , d, c)∞

(−d,−c,−q,− cd
z2

)∞

(
1 − 1

z

) ∞∑

p=1

(−q)p(−1)pd p

(q)p

∞∑

k=0

(−q)k(−q p)k ck

(q)k

×
∞∑

j=0

(−q p+1) j (d/z) j

(q p+1) j

∞∑

n=0

(− cd
z2

)n

(q)n
q

n(n+1)
2 +(p+k+ j)n

(
1 + cdq2n(1 + q p+k)(1 + q p+k+1)

)

+ 2
(− cd

z , d, c)∞
(−d,−c)∞

(
1 − 1

z

) ∞∑

p=1

(− cd
z )p

(q)p

∞∑

j=0

(−q) j d j

(q) j

∞∑

k=0

(−q)k ck

(q)k

×
∞∑

m=0

(−cd/z2)m

(q p+1)m(−q p+k+ j )m+1

(
1 + cd

(1 + q p+k+ j )(1 + q p+k+ j+1)

(1 + q p+k+ j+m+1)(1 + q p+k+ j+m+2)

)
. (4.12)

Finally, we substitute (4.12) in (4.8) and then apply the ε-operator to obtain (1.6)
after simplification. This completes the proof. �

Remark 2. Let S(c, d, q) := (−cd,−q)∞/(−d,−c)∞ and denote the left-hand

side of (4.8) by σ(c, d, q). If we explicitly evaluate ε
(

(−cd/z,d,c,q,−zq,−z−1,q)∞
(−d,−c,zq,−q,c/z,d/z)∞

)
using

the Jacobi triple product identity, then (4.8) leads us to

σ(c, d, q) = ε

(
2

∞∑

n=0

(d, c,−cd/z)n(1 + cdq2n)

(zq)n(−c,−d)n+1
znq

n(n+1)
2

)
+ S(c, d, q)

(
1 + 2

∞∑

n=0

cdqn

1 + cdqn

)

+ 2S(c, d, q)

( ∞∑

n=0

dqn

1 − dqn
+

∞∑

n=0

cqn

1 − cqn
−

∞∑

n=1

qn

1 − qn

)
.

This gives a two-variable generalization of [6, Equation (3.5)], as can be seen with
the help of (1.1).
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4.1 Theorem 1.1 as a special case of Theorem 1.2

In this subsection, we deduce Theorem 1.1 from Theorem 1.2.
Let d = 0 in (1.6). Then

σ(q) = (−c)∞
∞∑

n=0

qn(n+1)/2

(−q)n(1 − cqn)
+ Λ(c, 0, q).

Thus we need only show that

Λ(c, 0, q) = −2
∞∑

m,n=0

(−q)m

(q)m(q)n

(−1)nqn(n+1)/2cm+n+1

(1 − qn+m+1)
.

To that end, note that the two quadruple sums in (1.7) just collapse to 0 so that

Λ(c, 0, q) = 1 − (c)∞
(−q)∞

∞∑

p=0

(−q)p(−1)pcp

(q)p

∞∑

k=0

(−q p+1)kck

(q p+1)k

∞∑

n=0

q
n(n+1)

2 +(p+k)n

(q)n
.

Now use Euler’s formula [4, p. 19, Corollary 2.2]

∞∑

n=0

wnq
n(n−1)

2

(q)n
= (−w)∞, |w| < ∞,

to evaluate the sum over n in the above triple sum so that

Λ(c, 0, q) = 1 − (c)∞
(−q)∞

∞∑

p=0

(−q)p(−1)pcp

(q)p

∞∑

k=0

(−q p+1)k

(q p+1)k
ck(−q p+k+1)∞

= 1 − (c)∞
∞∑

k=0

ck

(q)k
− (c)∞

∞∑

p=1

(−1)p

(q)p
cp

∞∑

k=0

ck

(q p+1)k

= −2
∞∑

p,n=0

(−q)p

(q)p(q)n

(−1)nqn(n+1)/2cp+n+1

(1 − q p+n+1)
,

where we used (2.1) to evaluate the first sum in the penultimate expression, and (2.4
to evaluate the sum over k in the double sum over p and k. This completes the proof.
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5 Concluding Remarks

The two series, namely

∞∑

n=0

qn(n+1)/2

(−q)n(1 − cqn)
, and

∞∑

n=0

(−cd)n(1 − cdq2n)qn(n+1)/2

(−q)n(1 − cqn)(1 − dqn)
,

occurring in Theorems 1.1 and 1.2, are respectively one- and two-variable general-
izations of σ(q) as can be seen from remarks 1 and 2 after the proofs of Theorems
1.1 and 1.2 respectively. It may be fruitful to see which properties of σ(q) hold
for these generalizations as well. Also, it may be important to see if there are any
partition-theoretic interpretations of these generalizations of σ(q).

As demonstrated in this paper, there are a number of advantages of using Agar-
wal’s identity (2.5) and its generalization (1.8) for transforming ρ3(−z, 1, c) and
ρ4(−z, 1, c, d) respectively. First of all, the infinite product expressions occur-
ring in the specializations of the three- and the four-variable reciprocity theo-
rems used in our proofs get canceled completely. Secondly, these identities contain

2φ1

(
q, q/t

qβ/(αt)
; q, q/α

)
, which is what leads to σ(q) after appropriately special-

izing the parameters. Thirdly, all of the other expressions in these identities contain
the factor 1 − q/β, or after letting β = zq, the factor 1 − 1/z, which is extremely
useful since all other factors involving z in an expression which contains 1 − 1/z get
annihilated when we differentiate them with respect to z and then let z → 1.

There are further generalizations of Ramanujan’s reciprocity theorem, namely,
the five-variable generalization due to Chu and Zhang [19] and Ma [30, Theorem
1.3], the six-variable generalization given in [30], the seven-variable generalization
due to Wei, Wang and Yan [38, Theorem 3, Corollary 4] and a different one by Liu
[26, Theorem 1.9], and finally the multiparameter generalization in [38, Theorem 7].
While there is no reason a prioriwhy the ideas used in this papermay not be applicable
to obtain further identities of the type we have established, the complexity of the
computations involved in the proof of Theorem 1.2 suggests that the computations
involved while applying the reciprocity theorems in more than four variables may
be quite unwieldy.

That being said, we believe that one can further simplify Λ(c, d, q) to the effect
of at least having the 1 on the right-hand side of (1.7) canceled. First of all, note that
the second expression in (1.7) admits further simplification, namely,

3cd(−cq, −dq)∞
(−cd, −q)∞

∞∑

n=0

(c, d, −cd)n

(−cq,−dq, q)n
q

n(n+1)
2 +2n

= 3(−cq,−dq)∞
(−cd, −q)∞

{ ∞∑

n=0

(c, d, −cd)n

(−cq, −dq, q)n
(1 + cdq2n)q

n(n+1)
2 −

∞∑

n=0

(c, d, −cd)n

(−cq,−dq, q)n
q

n(n+1)
2

}

= 3 − 3
(−cq,−dq)∞
(−cd, −q)∞

∞∑

n=0

(c, d, −cd)n

(−cq,−dq, q)n
q

n(n+1)
2 ,
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by another application of Lemma 4.1. However, we are unable to represent the last
series or the other multi-sums occurring in (1.7) in a convenient form. Note that the
following special case of the q-analog of Kummer’s theorem [3, Equation (1.7)],
known as Lebesgue’s identity, is well-known [4, Corollary 2.7]:

∞∑

n=0

(a)n

(q)n
qn(n+1)/2 = (−q)∞(aq; q2)∞.

This prompts us to ask if there are higher level analogs of Lebesgue’s identity which

could possibly be used to represent the sum
∞∑

n=0

(c, d,−cd)n

(−cq,−dq, q)n
q

n(n+1)
2 . A general-

ization of Lebesgue’s identity in a different direction is given by Alladi [2, Equation
(2.10), Section 4]. More importantly, does there exist a simpler representation for
Λ(c, d, q) as a whole?

The finite forms of Ramanujan’s reciprocity theorem and its three- and four-
variable generalizations are obtained in [36]. It may be of interest to see if something
along the lines of (1.1), (1.2), and Theorems 1.1 and 1.2 could be obtained starting
with these finite analogs.
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1 Introduction

The Riemann zeta-function is defined as

ζ(s) :=
∞∑

n=1

1

ns
, (σ > 1),

where s = σ + i t and σ and t are real numbers, and then it can be continued ana-
lytically to the whole complex plane (with a simple pole at s = 1 with residue 1),
satisfying the functional equation

ζ(s) = χζ (s)ζ(1 − s),

where

χζ (s) : = π s− 1
2
Γ

(
1−s
2

)

Γ
(
s
2

) .

Apart from the trivial zeros at s = −2,−4, . . ., ζ(s) has non-real (nontrivial) zeros
in the critical strip 0 < σ < 1. The number of nontrivial zeros with 0 < t < T is
T
2π log T

2πe + O(log T ), as T → ∞. For such basic knowledge about the Riemann
zeta-function and Dirichlet L-functions, we refer the reader to [4] or [9].

Let ρζ,k denote a non-real zero of the k th derivative ζ (k)(s) of ζ(s) and γζ,k :=
�ρζ,k . Berndt [2] showed that the number of ρζ,k with γζ,k ∈ (0, T ) is T

2π log T
4πe +

Ok(log T ), as T → ∞.
Similarly, a Dirichlet L-function is defined as

L(s, ψ) :=
∞∑

n=1

ψ(n)

ns
, (σ > 1),

where ψ is a Dirichlet character modulo q. We will take q fixed (i.e., not depending
on T ) and for the results below we will consider only odd prime values of q. In case
ψ is a primitive character, L(s, ψ) satisfies the functional equation

L(s, ψ) = χψ(s)L(1 − s, ψ),

where

χψ(s) :=

⎧
⎪⎨

⎪⎩

τ(ψ)

q
1
2

(
π
q

)s− 1
2 Γ ( 1−s

2 )
Γ ( s

2 )
if ψ(−1) = 1,

τ(ψ)

iq
1
2

(
π
q

)s− 1
2 Γ (1− s

2 )
Γ ( 1+s

2 )
if ψ(−1) = −1,
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and

τ(ψ) =
q∑

m=1

ψ(m)e
2π im
q

is theGaussian sum associatedwithψ . Apart from the trivial zeros on the nonpositive
real axis, L(s, ψ) has nontrivial zeros in the critical strip. The number of nontrivial
zeros of L(s, ψ) in 0 < σ < 1, |t | < T is T

π
log qT

2πe + O(log qT ), as T → ∞.
Let ρψ,k denote a nontrivial zero of L(k)(s, ψ) and γψ,k := �ρψ,k . Yıldırım [10]

showed that the number of zeros of L(k)(s, ψ)with |γψ,k | < T in a wide enough strip
outside of which there are no nontrivial zeros is T

π
log qT

2πem + Oq(log T ), where m
is the smallest prime not dividing q (so, for an odd prime q, m = 2).

It is known after the works of Conrey and Ghosh [3] (assuming RH, the Riemann
Hypothesis) and Karabulut and Yıldırım [7] (unconditionally) that, for k ∈ Z

+,

∑

0<γζ,k<T

χζ (ρζ,k) = Ak
T

2π
+ Ok

(
T

log T

)
, (T → ∞), (1)

where

Ak := −
∞∑

u=0

(−1)u
k∑

v=1

(
k

v

) ∑

i1+...+ik=u
i1,...,ik�0

(
u

i1, ...ik

)

×
k∏

w=1

(−1)ww!
(
k

w

)iw (−1)v(v + 1)!
(i1 + 2i2 + ... + kik + v)!

=
k∑

r=1

e−zr − k − 1, (k ≥ 1), (2)

with the zr (r = 1, ..., k) being the zeros of Pk(z) :=
k∑

j=0

z j

j ! .
One of the aims of the paper of Conrey and Ghosh was to prove that for any ε > 0

there are �ε T zeros of ζ (k)(s) in the region 1
2 ≤ σ < 1

2 + (1+ε) log log T
log T , 0 < t < T ,

and they used (1) for this purpose. That Karabulut and Yıldırım made (1) uncon-
ditional did not change the fact that this result of Conrey and Ghosh is dependent
on RH because along the way one needs to know that ζ (k)(s) has at most a finite
number of non-real zeros in σ < 1

2 and that depends on RH essentially as the work
of Levinson and Montgomery [8] showed.
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2 Statement of the Results

In this paper, assuming theGeneralized RiemannHypothesis (GRH) for the Riemann
zeta-function and Dirichlet L-functions, we give results of the calculation of some
generalizations of the sum in (1).

Let k ≥ 0 be a fixed integer, A0 := −1, q1, q2 be fixed odd prime numbers. Let
ψ1(mod q1) and ψ2(mod q2) be non-principal Dirichlet characters.

If q1 = q2, then we have

∑

0<γψ1 ,k≤T

χψ2(ρψ1,k) = τ
(
ψ2

)
τ(ψ1)

ϕ(q1)
Ak

T

2π
+ Ok,q1

(
T

log T

)
, (T → ∞).

(3)

On the other hand, if q1 	= q2, then

∑

0<γψ1 ,k≤T

χψ2(ρψ1,k) 
k,q1,q2 T
1− 1

log log T log T log log T, (T → ∞). (4)

Furthermore, for a fixed odd prime q, let ψ be a non-principal Dirichlet character
(mod q). We have

∑

0<γψ,k≤T

χζ (ρψ,k) 
k,q T 1− 1
log log qT log T log log T, (T → ∞). (5)

and

∑

0<γζ,k≤T

χψ(ρζ,k) = −τ(ψ)

ϕ(q)
Ak

T

2π
+ Ok,q

(
T

log T

)
, (T → ∞). (6)

3 Remarks about the Proofs

For the purpose of gaining some insight into the interaction between two Dirichlet
L-functions, we were interested in the value of the sums (3)–(6) above. We assumed
the GRH to keep the calculations shorter, but as in [7], the results may be obtained
without this assumption. The restriction of the Dirichlet characters to fixed prime
moduli (in which case all non-principal characters are primitive) was made in order
to avoid some minor complications in the calculations.

The proofs begin by expressing the sum under consideration as a contour integral
of the form
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∑

A<γ≤B

f (ρ) = 1

2π i

∫

R

f (s)
g(k+1)(s)

g(k)(s)
ds,

where ρ is a zero of g(k)(s)with imaginary part γ , and R is an appropriate rectangular
contour with vertices at σk + i A, σk + i B,−δ + i B and−δ + i A, with σk and δ > 0
suitably chosen so as to avoid having any poles of the integrand on the contour. The
existence of such suitable contours is given by well-known results on the zeros
of derivatives of ζ(s) and L(s, ψ). For such a contour R, the integrals along the
horizontal parts and the right side of the contour R can be bounded easily. The
results are obtained by careful consideration of the integral along the left vertical
segment of the rectangle R, from−δ + i B to−δ + i A. As an example, here we give
a sketch of the proof of (3) for q := q1 = q2. Upon bounding the integrals over the
three sides of R (for which we take A = T

2 , B = T ), except for the left vertical side,
we have

∑

T
2 <γψ1 ,k≤T

χψ2(ρψ1,k) = 1

2π i

−δ+i T2∫

−δ+iT

χψ2(s)
L(k+1)

L(k)
(s, ψ1) ds + Ok,q(T

1
2 +δ log2 T ).

(7)

The integral here can be re-expressed as

− 1

2π i

1+δ+iT∫

1+δ+i T2

χψ2
(1 − s)

L(k+1)

L(k)
(1 − s, ψ1) ds. (8)

Now, using

χ
(m)
ψ

χψ

(s) =
(

−� + O

(
1

|t |
))m

, (� = log
q|t |
2π

, m ∈ N, |t | ≥ 1),

for s lying in a fixed vertical strip, k-fold differentiation of the functional equation
of L(s, ψ1) gives

L(k)(s, ψ1) = χψ1(s)

(
1 + O

(
1

|t |
)) (

−� + d

ds

)k

L(1 − s, ψ1).

From this we have

L(k+1)

L(k)
(1 − s, ψ1) = −

(
� + G ′

k

Gk
(s, �, ψ1)

) (
1 + O

(
1

|t |
))

, (9)
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for σ ′ ≤ σ ≤ σ ′′ (with σ ′, σ ′′ fixed real numbers), where

Gk(s, z, ψ1) :=
(
z + d

ds

)k
L(s, ψ1) = zk L(s, ψ1) + kzk L ′(s, ψ1) + ... + L(k)(s, ψ1)

(10)

and the differentiation in G ′
k is with respect to s. We will substitute (8) and (9) in

(7), and use the following generalization of Lemma 5 of [6] and Lemma 2.2 of [7]:
For m ∈ Z with |m| = o(log T ) as T → ∞, we have

1

2π

T∫

T/2

χψ(1 − (a + i t))

(
log

qt

2π

)m ∞∑

n=1

bn
na+i t

dt = τ(ψ)

q

∑

qT
4π <n� qT

2π

bn (log n)m e−
2π in
q

+ Oq (K |m|
0 T a− 1

2 (log T )m).

(11)

Here a > 1 is fixed, ψ is a primitive Dirichlet character modulo q ≥ 3, (bn)n≥1 is a
sequence of complex numbers such that bn 
 nε for any ε > 0, and K0 is any fixed
number > 1.

But in order to apply this result to our calculation, we have to approximate
G

′
k

Gk
(s, z, ψ1), which is not a Dirichlet series for k ≥ 1, by a Dirichlet series (for

k = 0, we just take the Dirichlet series and the calculation is simpler). From (10) we
have

G
′
k

Gk
(s, z, ψ1) =

k∑

v=0

(
k

v

)
1

zv
L(v+1)

L
(s, ψ1)

1 +
k∑

w=1

(
k

w

)
1

zw
L(w)

L
(s, ψ1)

. (12)

Since L(w)

L (s, ψ1) 
w 1 for σ ≥ 1 + δ, we see

k∑

w=1

(
k

w

)
1

�w

L(w)

L
(s, ψ1) 
k

1

log T
,

so that we can expand the denominator of the right-hand side of (12) in a geometric
series and write
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(
1 +

k∑

w=1

(
k

w

)
1

zw
L(w)

L
(s, ψ1)

)−1

(13)

=
∑

u≤ log T
log log T

(−1)u
(

k∑

w=1

(
k

w

)
1

�w

L(w)

L
(s, ψ1)

)u

+ O

(
1

T

)
.

Thus we obtain

∑

T
2 <γψ1 ,k≤T

χψ2(ρψ1,k) =
∑

u≤ log T
log log T

k∑

v=0

(−1)u
(
k

v

) ∑

i1+...+ik=u
i1,...,ik≥0

(
u

i1, ..., ik

) k∏

w=1

(
k

w

)iw

× τ
(
ψ2

)

q

∑

qT
4π <n≤ qT

2π

bn(i1, ..., ik; v;ψ1)e
− 2π in

q

(log n)K
+ Ok,q(T

1
2 +δ+ε), (14)

where K := i1 + 2i2 + ... + kik + v, and

∞∑

n=1

bn(i1, ..., ik; v;ψ1)

ns
:= L(v+1)

L
(s, ψ1)

k∏

w=1

(
L(w)

L
(s, ψ1)

)iw

. (15)

The sum over n in (14) can be re-expressed as

1

ϕ(q)

∑

a(mod q)
(a,q)=1

e− 2π ia
q

∑

ψ(mod q)

ψ(a)
∑

qT
4π <n≤ qT

2π

bn(i1, ..., ik; v;ψ1)ψ(n)

(log n)K
.

Here the sum over ψ is split into two parts. The term ψ = ψ1 (which will lead to
the main term), and the terms ψ 	= ψ1 the contribution of which will be denoted by
Eψ 	=ψ1 (which turns out to be an error term). So now we have

∑

T
2 <γψ1 ,k≤T

χψ2(ρψ1,k) = (16)

τ
(
ψ2

)
τ(ψ1)

qϕ(q)

∑

u≤ log T
log log T

k∑

v=0

(−1)u
(
k

v

) ∑

i1+...+ik=u
i1,...,ik≥0

(
u

i1, ..., ik

) k∏

w=1

(
k

w

)iw

×
∑

qT
4π <n≤ qT

2π

bn(i1, ..., ik; v;ψ1)ψ1(n)

(log n)K
+ Eψ 	=ψ1 + Ok,q(T

1
2 +δ+ε).
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The proof is then completed upon using (2) and the following result:
Assume GRH. Let q be a fixed odd prime number and ψ1 be a primitive Dirichlet

charactermoduloq; k, i1, i2, ..., ik ∈ N, v ∈ {0, 1, ..., k}. Ifψ is aDirichlet character
modulo q such that ψ 	= ψ1, then we have

∑

n≤x

bn(i1, ..., ik; v;ψ1)ψ(n) = O(x1−
1

log log q(x+4) (log x)(A(k) log log q(x + 4))K+1).

(17)

If also i1 + ... + ik � log x
log log x , then we have

∑

n≤x

bn(i1, ..., ik; v;ψ1)ψ1(n) = S(i1, ..., ik; v)x(log x)K + Eb(i1, ..., ik; v), (18)

where

S(i1, ..., ik; v) := (−1)K+1(v + 1)!∏k
w=1(w!)iw

K ! , (19)

and

Eb(i1, ..., ik; v) := Oq

(
(A(k)K )

(
(log x)K+2 + x(log x)K−1

(K − 1)! + x (log x)(
2
3 +ε)(K+3)

eδ1(k)(log x)
1
3 −ε

))
.

(20)

The other results, (4)–(6), are proved along similar lines. The detailed proofs of
the above results can be found in [1] and in [5].
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The elements λi that appear in the list π are called parts of the partition π . The sum
of all parts of a partition is called the norm of a partition π . We call a partition π a
partition of n if its norm is n.

We list some useful statistics/notations that will be used in the paper. Given a
partition π ,

|π | :=norm of the partition π,

s(π) :=smallest part of the partition π,

νe(π) :=number of even parts in π,

νo(π) :=number of odd parts in π,

ν(π) :=νe(π) + νo(π) = number of parts inπ,

νd(π) :=number of different parts in π.

For example, π = (10, 9, 5, 5, 4, 1, 1) is a partition of 35 with s(π) = 1, ν(π) = 7,
and νd(π) = 5.

Alladi studied the weighted partition identities methodically. In 1997, among
many interesting results, he noted the general identity:

Theorem 1.1 (Alladi [1], 1997). Let a, b and q be variables.

(a(1 − b)q; q)n

(aq; q)n
= 1 +

∑

π∈U n

aν(π)bνd (π)q |π |, (1.1)

where Un is the set of non-empty ordinary partitions into parts ≤ n.

In (1.1) and in the rest of the paper we use the standard q-Pochhammer symbol
notations defined in [4], [12]. Let L be a nonnegative integer, then

(a; q)L :=
L−1∏

i=0

(1 − aqi ) and (a; q)∞ := lim
L→∞(a; q)L .

We now discuss a special case of the Theorem 1.1 that plays an important role
in the study of overpartitions. We define an overpartition to be a partition where the
last appearance of a part may come with a mark (usually put as an overhead bar on
the part, hence the name). Any partition is an oof the same number. One nontrivial
example is π̄ = (10, 9̄, 5, 5, 4, 1, 1̄). All the statistics defined above translate in the
obvious manner to overpartitions. The definition, the interpretation of overpartitions
and the generating function for the number of overpartitions are given by Corteel
and Lovejoy in their influential paper [11].

We would like to define the following sets:

U := the set of all non-empty ordinary partitions,

O := the set of all non-empty overpartitions.
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The connection of the identity (1.1) and overpartitions can be seen by setting
a = 1 and b = 2,

(−q; q)n

(q; q)n
= 1 +

∑

π∈U n

2νd (π)q |π |. (1.2)

The left side of the identity (1.2) is interpreted as the generating function for the
number of overpartitions into parts ≤ n. The right-hand side of (1.2) is the weighted
connection of overpartitions with ordinary partitions. We can write the weighted
connection between ordinary partitions and overpartitions abstractly

∑

π∈On

q |π | =
∑

π∈U n

2νd (π)q |π |, (1.3)

where On is the set of non-empty overpartitions into parts ≤ n.
The equation (1.3) is an example of a weighted partition identity between sets

of partitions. In this paper, we prove new weighted partition identities involving
statistics other than 2νd (π).

Section 2 has necessary definitions and identities to follow the results in the
paper. The weighted partition identities for ordinary partitions and overpartitions
with emphasis on the smallest part, s(π), are given in Section 3. A weighted count
of overpartitions’ relation with the number of representations of a number as a sum
of two squares will be given in Section 4. Section 5 has weighted partition identities
related to partitions with distinct even parts. In Section 6 we provide a more involved
weighted identity involving overpartitions into parts not divisible by 3.

2 Definition and Background Information

Partitions can be represented in the frequency notation π = (1 f1 , 2 f2 , . . . ) by writ-
ing parts of π in a finite sequence format with exponents, where the exponents
fi (π) of the natural numbers denote the number of appearances of that part
in π . We abuse the notation and write fi , frequency of i , when the partition
is understood from the context. Similarly, we drop the zero frequencies in our
notation to keep the notations neat. A zero frequency may still be used to indi-
cate and stress an integer not being a part of a partition. For example, the par-
tition π = (10, 9, 5, 5, 4, 1, 1) can be represented in the frequency notation as
(12, 20, 30, 41, 52, 60, 70, 80, 91, 101, 110, . . . ) = (12, 4, 52, 70, 9, 10). Here π is a
partition of 35 where the frequency of 1, f1(π) = f1 = 2, f4 = 1, f5 = 2 . . . and
the integer 7 is not a part of π .

One can also extend the frequency notation to overpartitions by allowing sequence
elements with a positive frequency to have an overhead bar meaning that the first
appearance of that part is marked. The norm of overpartitions and ordinary parti-
tions are defined the same way. In the frequency notation, we can represent π̄ as
(1̄2, 4, 52, 9̄, 10).
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Other representations of partitions include the Ferrers diagrams and 2-modular
Ferrers diagrams [4, §1.3]. The Ferrers diagram and the 2-modular Ferrers diagram
are formed by drawing rows of boxes where the row sum (count of boxes or the
sum of the contents, respectively) adds up to the corresponding part of the partition.
It should be reminded to the reader that in the 2-modular diagrams, only the boxes
at the end of a row may be filled by 1 or 2; all the other boxes are filled with 2’s.
An example of the Ferrers diagram and a 2-modular Ferrers diagram is given in
Figure. 1.

2 2 2 2 2

2222

2 2

2

2

2

2

1

1

1

1

1

,

Fig. 1 The Ferrers Diagram and the 2-modular Ferrers Diagram of the partition
π = (10, 9, 5, 5, 4, 1, 1)

Note that the conjugate of a Ferrers diagram (drawing a Ferrers diagram column-
wise and reading it row-wise) is also a partition. The conjugate ofπ is (7, 5, 5, 5, 4, 2,
2, 2, 2, 1). Conjugation does not extend to 2-modular graphs directly. A partition’s
2-modular diagram yields another 2-modular diagram under conjugation only when
the original partition has distinct odd parts. The conjugate of the 2-modular graph of
the example in Figure 1 does not yield a permissible 2-modular diagram.

Ferrers diagrams can be extended to overpartitions. One can easily mark the rows
of the Ferrers diagrams by coloring the box at the end of the row to indicate that the
related part of the partition is overlined. Conjugation of the ordinary Ferrers diagrams
carry over for overpartitions without a hitch. It is easy to check that the conjugate of
π̄ = (10, 9̄, 5, 5, 4, 1, 1̄) is (7̄, 5, 5, 5, 4, 2, 2, 2, 2̄, 1).

We define the basic q-hypergeometric series as they appear in [12]. Let r and s be
nonnegative integers and a1, a2, . . . , ar , b1, b2, . . . , bs, q, and z be variables. Then

rφs

(
a1, a2, . . . , ar
b1, b2, . . . , bs

; q, z

)
:=

∞∑

n=0

(a1; q)n(a2; q)n . . . (ar ; q)n

(q; q)n(b1; q)n . . . (bs; q)n

[
(−1)nq(n2)

]1−r+s
zn.

Let a, b, c, q, and z be variables. The q-binomial theorem [12, II.4, p. 236] is
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1φ0

(
a

−; q, z

)
= (az; q)∞

(z; q)∞
, (2.1)

and the q-Gauss sum [12, II.8, p. 236] is

2φ1

(
a, b

c
; q, c/ab

)
= (c/a; q)∞(c/b; q)∞

(c; q)∞(c/ab; q)∞
. (2.2)

The Jackson 2φ1 to 2φ2 transformation [12, III.4, p. 241] is

2φ1

(
a, b

c
; q, z

)
= (az; q)∞

(z; q)∞
2φ2

(
a, c/b

c, az
; q, bz

)
. (2.3)

We would also like to recall the definition of the classical theta functions ϕ and ψ

ϕ(q) :=
∞∑

n=−∞
qn2 , and ψ(q) :=

∞∑

n=0

qn(n+1)/2.

The Gauss identities [4, Cor 2.10, p. 23] for these functions will be of use:

ϕ(−q) =
∞∑

n=−∞
(−1)nqn2 = (q; q)∞

(−q; q)∞
, (2.4)

ψ(q) = (q2; q2)∞
(q; q2)∞

. (2.5)

3 Weighted Identities with respect to the Smallest
Part of a Partition

Let U ∗ be the subset of U such that for every π ∈ U ∗, f1(π) ≡ 1 mod 2. Next,
we introduce a new partition statistic t (π) to be the number defined by the properties

i. fi ≡ 1 mod 2, for 1 ≤ i ≤ t (π),
ii. and ft (π)+1 ≡ 0 mod 2.

Note that for any π ∈ U with an even frequency of 1 (which could be 0) we have
t (π) = 0. Then we have the weighted partition identity between the set of ordinary
partitions and its subset U ∗ as follows.

Theorem 3.1. ∑

π∈U
(−1)s(π)+1q |π | =

∑

π∈U ∗
t (π)q |π |. (3.1)

The left side identity is the weighted count of partitions of a given norm n where
every partition with an odd smallest part gets counted with +1 and the partitions of
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n with an even smallest part gets counted with −1. There are 42 partitions of 10 in
total. From this number, 9 partitions, (25), (23, 4), (22, 32), (22, 6), (2, 3, 5), (2, 42),
(2, 8), (4, 6), (10), have an even smallest part. Therefore, from the count of the left-
hand side of (3.1), the coefficient of the q10 is 24 = 42 − 2 · 9. The right-hand side
count and the weights can be found in Table 1.

Table 1 Example of Theorem 3.1 with |π | = 10

π ∈ U ∗ t (π) π ∈ U ∗ t (π)

(1, 2, 3, 4) 4 (1, 4, 5) 1

(1, 23, 3) 3 (1, 22, 5) 1

(15, 2, 3) 3 (15, 5) 1

(1, 2, 7) 2 (13, 3, 4) 1

(13, 2, 5) 2 (1, 33) 1

(1, 9) 1 (13, 22, 3) 1

(13, 7) 1 (17, 3) 1

(1, 3, 6) 1

The sum of the weights is 24, which is the same as the count of partitions with the altering sign
with respect to their smallest part’s parity.

The proof of Theorem 3.1 will be given as the combinatorial interpretation of the
following analytic identity.

Theorem 3.2.

∑

n≥1

qn

1 + qn

1

(q; q)n−1
=

∑

n≥1

qn(n+1)/2

(q2; q2)n(qn+1; q)∞
. (3.2)

Proof. Recall that (0; q)n = 1 for any integer n ≥ 0. Also, note that

1 + q

1 + qn
= (−q; q)n−1

(−q2; q)n−1
, (3.3)

for positive n. We start by writing the left–hand side of (3.2) as a q-hypergeometric
function. Multiplying and dividing by 1 + q and using (3.3), shifting the sum with
n 	→ n + 1, and finally factoring out q/(1 + q) yields

∑

n≥1

qn

1 + qn

1

(q; q)n−1
= q

1 + q
2φ1

(
0,−q

−q2
; q, q

)
. (3.4)

We now apply Jackson’s transformation (2.3) to (3.4). This gives us

q

1 + q
2φ1

(
0,−q

−q2
; q, q

)
= q

1 + q

1

(q; q)∞
2φ2

(
0, q

−q2, 0
; q,−q2

)
. (3.5)
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Distributing the front factor to each summand on the right-hand side of (3.5), doing
the necessary simplifications, and finally shifting the summation index n 	→ n − 1
finishes the proof. 
�

Theorem 3.2 is the analytical version of Theorem 3.1. We will now move on to
the generating function interpretations of both sides of (3.2). This study will in-turn
prove Theorem 3.1.

We start with the left-hand side sum

∑

n≥1

qn

1 + qn

1

(q; q)n−1
, (3.6)

of (3.2). For a positive integer n, the summand

qn

1 + qn
=

∑

k≥1

(−1)k+1qnk = qn − q2n + q3n . . . (3.7)

is the generating function for the number of partitions of the form (kn) where the
partition gets counted with the weight+1 if the part k is odd and it gets counted with
the weight −1 if the part k is even. The factor

1

(q; q)n−1
(3.8)

is the generating function for the number of partitions into parts less than n.With con-
jugation in mind, another equivalent interpretation of (3.8) is that it is the generating
function for the number of partitions into less than n parts.

We put the partitions counted by the factors in the summand into a single partition
bijectively by part-by-part addition. For the same positive integer n, let π1 be a
partition counted by (3.7) and a partitionπ2 counted by (3.8).Weknow thatπ1 = (kn)
for some positive integer k. Starting from the largest part of π2, we add a part of π2

to a part of π1 and put the outcome as a part of a new partition π . Recall that a part
of a partition is a positive integer that is an element of that partition. The partition
π2 has less than n parts. Therefore, there is at least one part of π1 that does not get
anything added to it. We add these leftover parts of π1 to π after the additions. This
way we know that the new partition π has exactly n parts, where the smallest part is
exactly k. This can be easily demonstrated using Ferrers diagrams in Figure 2.

Moreover, the partition π gets counted with the weight +1 if the smallest part is
odd and it gets counted with the weight −1 if the smallest part is even. The sum of
all these terms gives us the generating function for the weighted count of ordinary
partitions from U . Hence,

∑

n≥1

qn

1 + qn

1

(q; q)n−1
=

∑

π∈U
(−1)s(π)+1q |π |, (3.9)
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Fig. 2 Demonstration of putting together partitions in the summand of (3.6)

where s(π) is the smallest part of the partition π .
The right-hand side summation

∑

n≥1

qn(n+1)/2

(q2; q2)n(qn+1; q)∞
(3.10)

of (3.2) can also be interpreted as a weighted count of partitions. For some positive
integer n, the term qn(n+1)/2 can be thought of as the generating function of the
partition π∗

1 = (1, 2, 3, 4, . . . , n) where every part less than or equal to n appears
exactly one time. The factor

1

(q2; q2)n
(3.11)

is the generating function for partitions into parts ≤ n where every part appears with
an even frequency. Let π∗

2 be a partition counted by (3.11). By adding the frequencies
of π∗

1 and π∗
2 we get another partition

π∗ = (1 f1 , 2 f2 , . . . , n fn ),

where all fi ≡ 1 mod 2. The quotient
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1

(qn+1; q)∞
(3.12)

is the generating function for the number of partitions into parts > n. Therefore, for
a partition π ′ that is counted by (3.12) one can put together π∗ and π ′ without the
need of adding any frequencies. Call the outcome partition of merging π∗ and π ′, π .

With this interpretation, the partitions countedby (3.10) have the frequency restric-
tion that f1(π) ≡ 1 mod 2. Also, let i be the first positive integer where fi (π) is
even (maybe zero). It is obvious that the partition π might be the final outcome of
the merging procedure explained above for any summand in (3.10) as long as the
index of the summand is < i . Therefore, the partition π is weighted by the number
of the parts in its initial chain of odd frequencies of parts. This proves

∑

n≥1

qn(n+1)/2

(q2; q2)n(qn+1; q)∞
=

∑

π∈U ∗
t (π)q |π |, (3.13)

where t (π) is as defined in Theorem 3.1. The identities (3.9) and (3.13) together
prove Theorem 3.1.

Now we move on to another analytical identity similar to (3.2). This identity will
later prove a weighted partition identity for overpartitions.

Theorem 3.3.

∑

n≥1

2qn

1 + qn

(−q; q)n−1

(q; q)n−1
=

∑

n≥0

qn(n+1)/2

(q; q)n

2qn+1

1 − q2(n+1)

(−qn+2; q)∞
(qn+2; q)∞

(3.14)

Proof. Multiply and divide the left-hand side of (3.14) by (1 + q), use (3.3), and
write it as a q-hypergeometric series:

∑

n≥1

2qn

1 + qn

(−q; q)n−1

(q; q)n−1
= 2q

1 + q
2φ1

(−q,−q

−q2
; q, q

)
. (3.15)

Now we apply the transformation (2.3) to (3.15). This yields,

2q

1 + q
2φ1

(−q,−q

−q2
; q, q

)
= 2q

1 + q

(−q2; q)∞
(q; q)∞

2φ2

( −q, q

−q2,−q2
; q,−q2

)
.

(3.16)
Distributing the front factor to each summand, doing the necessary simplifications,
and regrouping terms show that the right-hand sides of identities (3.14) and (3.16)
are equal. 
�

Identities (3.2) and (3.14) are z = 1 and 2 special cases of the more general result,
respectively.
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Theorem 3.4.

∑

n≥1

qn

1 + qn

( (1 − z)q; q)n−1

(q; q)n−1
= ( (1 − z)q; q)∞

(q; q)∞

∑

n≥1

qn(n+1)/2

(−q)n(1 − (1 − z)qn)
.

This identity can be proven using the same Jackson transformation (2.3) with
(a, b, c, q, z) 	→ ( (1 − z)q, −q, −q2, q, q).

The combinatorial interpretation of (3.14) is similar to the one of (3.2). Consider
the left-hand side sum ∑

n≥1

2qn

1 + qn

(−q; q)n−1

(q; q)n−1

of (3.14). For a given n the summand factor

2qn

1 + qn

is the generating function of the number of overpartitions into exactly n parts of the
same size, where the partitions are counted with weight+1 if the part is odd and with
−1 if the part is even. In other words, it is the generating function for the number
of partitions (kn) and (k̄n) for any integer k ≥ 1, where these partitions are counted
with the weight (−1)k+1. The other factor

(−q; q)n−1

(q; q)n−1
, (3.17)

(by (1.2)) is the generating function for the number of overpartitions with strictly
less than n parts. As we did in the proof of Theorem 3.1, we put the parts of these
partitions together. This part-by-part addition gives an overpartition in exactly n parts
with the smallest part k. And coming from the first factor we count these partitions
with weight +1 if the smallest part k is odd and with weight −1 if k is even. Hence,

∑

n≥1

2qn

1 + qn

(−q; q)n−1

(q; q)n−1
=

∑

π∈O
(−1)s(π)+1q |π |. (3.18)

The right-hand side of (3.14) can be interpreted in a way similar to that of (3.10).
For some nonnegative integer n, the factor

qn(n+1)/2

(q; q)n
(3.19)

is the generating function for a number of partitions of the type (1 f1 , 2 f2 , . . . , n fn ),
where fi ≥ 1 for all 1 ≤ i ≤ n, as n(n + 1)/2 = 1 + 2 + · · · + n. The rest of the
factors
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2qn+1

1 − q2(n+1)

(−qn+2; q)∞
(qn+2; q)∞

(3.20)

can be interpreted as the generating function for the number of overpartitions where
the smallest part (which definitely appears in the partition) is n + 1 and that part has
an odd frequency.

There is no overlapping in the size of the parts in the partitions counted by (3.19)
and (3.20) for a fixed n. One can merge these partitions into a single partition without
any need of nontrivial addition of frequencies. On the other hand, an outcome over-
partition may be coming from different merged couples of partitions/overpartitions.
Given an outcome overpartition, there is no clean cut point that would indicate where
the overpartition counted by (3.20) started. The only indication is the odd frequency
of the smallest part of overpartitions. Also, we know that every part below the small-
est part of overpartition in the combined partition is coming from a partition counted
by the generating function (3.19). In particular, 1 appears as a part in any outcome
of this merging process. Therefore, we need to keep account of all these possible
connection points when we are finding the count of a partition coming from the
right-hand side of (3.14). By going through only the odd frequencies in a given par-
tition and counting the number of larger parts with the overpartition weights, we can
find the total count of combinations that would yield the same merged overpartition
images.

Given a partition π , let m(π) be the smallest positive integer that is not a part of
π . Let νd(π, n) be the number of different parts ≥ n in partition π . Let

χ(statement) =
{
1, if the statement is true,
0, otherwise,

(3.21)

be the truth function.
Then, the right-hand side of (3.14) can be written as a weighted count of partitions

as ∑

n≥0

qn(n+1)/2

(q; q)n

2qn+1

1 − q2(n+1)

(−qn+2; q)∞
(qn+2; q)∞

=
∑

π∈U
τ(π)q |π |, (3.22)

where

τ(π) =
m(π)∑

i=1

χ( fi ≡ 1(mod 2))2νd (π,i). (3.23)

This study proves the combinatorial version of Theorem 3.3. We put (3.18) and
(3.22) together, and get the following theorem.

Theorem 3.5. ∑

π∈O
(−1)s(π)+1q |π | =

∑

π∈U
τ(π)q |π |, (3.24)

where τ(π) is defined as in (3.23).
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There are 100 overpartitions of 8. There are 18 overpartitions of 8 with an even
smallest part. Hence, in the weighted count of the left-hand side of (3.24) the coeffi-
cient of q8 term is 100 − 2 · 18 = 64. We exemplify the right-hand side weights of
Theorem 3.5 for the same norm in Table 2.

Table 2 Example of Theorem 3.5 with |π | = 8.

π ∈ U τ(π) π ∈ U τ(π)

(13, 2, 3) 8 + 4 + 2 = 14 (12, 2, 4) 4

(1, 2, 5) 8 + 4 = 12 (13, 5) 4

(1, 22, 3) 8 + 2 = 10 (1, 7) 4

(1, 3, 4) 8 (16, 2) 2

(15, 3) 4 (12, 23) 2

The sum of the weights is 64, which is the same as the count of overpartitions with the alternating
sign with respect to their smallest part’s parity.

4 A Weighted Identity with respect to the Smallest Part
and the Number of Parts of a Partition in relation
with Sums of Squares

We start with a short proof of an analytic identity.

Lemma 4.1. ∑

n≥1

(−1)nqn(n+1)/2

(1 + qn)(q; q)n
=

∑

n≥1

(−1)nqn2 . (4.1)

Proof. It is easy to see that

1 + 2
∑

n≥1

(−1)nqn(n+1)/2

(1 + qn)(q; q)n
= lim

ρ→∞ 2φ1

(−1, ρq

−q
; q, 1/ρ

)
= (q; q)∞

(−q; q)∞
,

where we used q-Gauss sum (2.2). Rewiriting the sum in (2.4) as

1 + 2
∑

n≥1

(−1)nqn2 (4.2)

proves the claim. 
�
The identity (4.1) is a special case of a more general identity of Ramanujan [6,

E. 1.6.2, p. 25] which even has a combinatorial proof [9]. But, more relevant to this
paper, Alladi [2, Thm2, p. 330] is the first one to give a combinatorial interpretation to



New Weighted Partition Theorems with the Emphasis … 81

the left-hand side of Lemma 4.1 in the spirit of the Euler pentagonal number theorem.
In his study, he interpreted the left-hand side sum as the number of partitions into
distinct parts with the smallest part being odd weighted with+1 or−1 depending on
the number of parts of the partition being even or odd, respectively. In our notations:

Theorem 4.1 (Alladi [2], 2009). Let N be a positive integer. Then,

∑

π∈Do,|π |=N

(−1)ν(π) = (−1)Nχ(N = � ),

whereDo is the set of non-empty partitions into distinct parts where the smallest part
is odd, χ is as defined in (3.21), and � represents the statement “a perfect integer
square.”

It is easy to check that
|π | ≡ νo(π) mod 2,

for any partition π . Hence,

ν(π) − |π | ≡ νe(π) mod 2. (4.3)

This enables us to rewrite Theorem 4.1 as in [10].

Theorem 4.2 (Bessenrodt, Pak [10], 2004). Let N be a positive integer. Then,

∑

π∈Do,|π |=N

(−1)νe(π) = χ(N = � ).

There, they also discussed a refinement of Theorem 4.2.

Theorem 4.3 (Bessenrodt, Pak [10], 2004).

∑

π∈Do,|π |=N ,
νo(π)=k

(−1)νe(π) = χ(N = k2).

Theorems 4.1 – 4.3 connect the weighted count of the partitions into distinct parts,
where the smallest part is necessarily odd and the number of representations of an
integer as a perfect square. Our next theorem will be connecting the weighted count
of partitions and the number of representations of a number as a sum of two squares.
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Theorem 4.4.

∑

n≥1

(−1)n2qn

1 + qn

(−q; q)n−1

(q; q)n−1
= ϕ(−q)2 − ϕ(−q) (4.4)

Proof. Similar to the proof of Theorem 3.2, we would like to write the left-hand side
of (4.4) as a hypergeometric function first. On the left-hand side of (4.4) we multiply
and divide the summand by (1 + q), use (3.3), factor out the terms −2q/(1 + q),
and finally shift the summation variable n 	→ n + 1 to write the expression as a 2φ1

hypergeometric series.Applying the Jackson’s transformation (2.3) to this expression
yields

−2q

1 + q
2φ1

(−q,−q

−q2
; q,−q

)
= −2q

1 + q

(q2; q)∞
(−q; q)∞

2φ2

( −q, q

−q2, q2
; q, q2

)
.

Writing the 2φ2 explicitly, distributing the factor q/(1 + q), performing the sim-
ple cancelations, shifting the summation variable n 	→ n − 1 and multiplying and
dividing with 1 − q we get

−2q

1 + q

(q2; q)∞
(−q; q)∞

2φ2

( −q, q

−q2, q2
; q, q2

)
= 2

(q; q)∞
(−q; q)∞

∑

n≥1

(−1)nqn(n+1)/2

(1 + qn)(q; q)n
. (4.5)

Applying Lemma 4.1 to the right-hand side of (4.5) and rewriting the identity we
see that

∑

n≥1

(−1)n2qn

1 + qn

(−q; q)n−1

(q; q)n−1
= 2

(q; q)∞
(−q; q)∞

(
−1 +

∑

n≥0

(−1)nqn2

)
. (4.6)

Using observations (4.2) and (2.4) on the right-hand side of (4.6) we complete the
proof. 
�

The combinatorial interpretation of Theorem 4.4 combines a weighted partition
count with a representation of numbers by the sum of two squares. Moreover, we
can provide an explicit formula for the weighted count of partitions with respect to
the norm.

Let n be a positive integer. The summand

(−1)n2qn

1 + qn

of (4.4) is the generating function for the number of partitions of the form (kn)
(keeping (3.7) in mind) gets counted with the weight (−1)k+n+12. Here it should be
noted that k is the smallest part and n is the number of parts of this partition. After
the needed addition of partitions (similar to the ones we did for Theorems (3.1 and
(3.5)) these two variables are going to stay the same for the outcome partition. To
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have a uniform notation, recall that ν(π) denotes the number of parts, and νd(π) is
the number of different parts of a partition π . The second summand

(−q; q)n−1

(q; q)n−1
3.17

that appears in (4.4) is the generating function for the number of overpartitions into
strictly less than n parts as mentioned before. We know that this is the same as
counting the number of ordinary partitions π in less than n parts counted with the
weight 2νd (π) by (1.3).

Putting together the partition π1 = (kn) and a partition π2 counted by (3.17)
(similar to the way we did in Figure 2) gives us an outcome overpartition π , which
we will treat as a partition and count with the related weight at first. The partition π

has the properties s(π) = k, ν(π) = n, and νd(π) = νd(π1) + νd(π2) = νd(π2) + 1.
This partition is counted with the weight

ω(π) := (−1)s(π)+ν(π)+12νd (π), (4.7)

(the multiplication of weights of π ’s generators) by the right-hand side of (4.4). This
proves

∑

n≥1

(−1)n2qn

1 + qn

(−q; q)n−1

(q; q)n−1
=

∑

π∈U
ω(π)q |π |. (4.8)

On the other side of the equation (4.4) we have the difference of two theta series.
The summation of (2.4) is enough to see that

ϕ(−q)2 − ϕ(−q) =
∑

x,y∈Z
(−1)x+yqx2+y2 −

∞∑

n=−∞
(−1)nqn2 . (4.9)

Let r2(N ) be the number of representations of N as a sum of two squares. Any
positive integer N has the unique prime factorization

N = 2e
∏

i≥1

pvii
∏

j≥1

q
wj

j ,

where e, vi , and wj are nonnegative integers, and pi and q j are primes 1 and 3 mod
4, respectively. It is known [13, Thm 14.13, p. 572] that

r2(N ) = 4
∏

i≥1

(1 + vi )
∏

j≥1

1 + (−1)wj

2
.

Writing the first series organized with respect to r2, rewriting the second series, and
finally canceling the constant terms of both series we get
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∑

x,y∈Z
(−1)x+yqx2+y2 −

∞∑

n=−∞
(−1)nqn2 =

∑

N≥1

(−1)Nr2(N )qN − 2
∑

n≥1

(−1)nqn2 .

(4.10)
On the right-hand side of (4.10) one can collect the termswith respect to the exponents
of q. Writing the two series together with the use of a truth function and comparing
(4.9) and (4.10) yields the identity

ϕ(−q)2 − ϕ(−q) =
∑

N≥1

(−1)N (r2(N ) − 2χ(N = �) )qN , (4.11)

where χ is defined as in (3.21) and � represents “a perfect integer square.”
Now we put the right-hand sides of (4.7), (4.8) and (4.11) together and get an

explicit expression for the sum of weights ω(π) of partitions for a fixed positive
norm N :

∑

π∈U ,
|π |=N

(−1)s(π)+ν(π)+12νd (π) = (−1)N (r2(N ) − 2χ(N = �) ). (4.12)

We can employ the observation (4.3) to simplify (4.12).

Theorem 4.5. ∑

π∈U ,
|π |=N

ω∗(π) = r2(N ) − 2χ(N = �),

where
ω∗(π) = (−1)s(π)+νe(π)+12νd (π).

Two examples of Theorem 4.5 are given in Table 3.
Another equivalent statement of Theorem 4.5 can be given over the set of over-

partitions by evaluating (4.7) and (1.3).

Table 3 Examples of Theorem 4.5 with |π | = 4 and 5.

π ∈ U , |π | = 4 ω∗(π) π ∈ U , |π | = 5 ω∗(π)

(4) 2 (5) 2

(22) −2 (2, 3) 22

(1, 3) 22 (1, 4) −22

(12, 2) −22 (12, 3) 22

(14) 2 (1, 22) 22

(13, 2) −22

(15) 2

Total: 2 8

and the explicit formula of (4.12) suggests:
(r2(4) − 2 · 1) = 4 − 2 = 2, (r2(5) − 2 · 0) = 8.
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Theorem 4.6.

∑

π∈O ,
|π |=N

(−1)s(π)+νe(π)+1 = r2(N ) − 2χ(N = �).

5 Some Weighted Identities for Partitions with Distinct
Even Parts

Let P denote the set of non-empty partitions with distinct even parts. A partition
π ∈ P may still have repeated odd parts. This set has been studied before in [3, §
5], [5] and [7].

We start with the analytic identity:

Theorem 5.1.

∑

n≥1

(−1)nq2n

1 − q2n

(−q; q2)n−1

(q2, q2)n−1
qn−1 = ψ(−q) − 1

1 + q
. (5.1)

Proof. We multiply both sides of (5.1) with 1 + q and add 1. The resulting iden-
tity becomes a special case of the q-binomial theorem (2.1) with (a, q, z) =
(−1/q, q2, −q3) provided that we use (2.5) with q 	→ −q. 
�

The combinatorial interpretation of the left-hand side summand,

(−1)nq2n

1 − q2n

(−q; q2)n−1

(q2, q2)n−1
qn−1, (5.2)

for some positive n is really similar to the previous constructions. The main dif-
ference is the use of 2-modular Ferrers diagrams, which has been introduced in
Section 2, instead. We will be following similar steps that we followed in finding the
combinatorial interpretation of Theorem 3.2.

Let n be a fixed positive integer. The factor

(−1)nq2n

1 − q2n
=

∑

k≥1

(−1)nq2kn

is the generating function of partitions of the type π1 = ( (2k)n ) for some positive
integer k, where these partitions get counted with a weight +1 if the number of parts
of the partition n is even and with −1 if n is odd. The second factor

(−q; q2)n−1

(q2, q2)n−1
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is the generating function for the number of partitions with distinct odd parts ≤
2n − 2. We can express these partitions in 2-modular Ferrers diagrams and take their
conjugates. The outcome would show that the same factor is the generating function
for the number of partitions π2 with distinct odd parts where the number of parts is
< n. Finally, the term qn−1 can be thought as the generating function of the partitions
π3 = (1n−1).

We would like to add the partitions π1, π2, and π3 to make up a new partition. This
will be done similar to the example of Figure 2. We start by putting partitions π1, π2,
and π3 and add them up row-wise. When doing so, the possible boxes filled with 1’s
coming from π2 are combined with the 1’s of π3 and turned into a row ending of a
box with a 2 in it. There being n − 1 parts in π3 and the row-wise addition of these
partitions also makes sure that the outcome partition is a partition π with distinct
even parts where the smallest part is necessarily even. An illustration is given in
Figure 3.

Fig. 3 Demonstration of putting together partitions in the summand of (5.2)

Let Pe be the subset of P where the smallest part is necessarily a positive even
integer. The above construction proves that the left-hand side of (5.1) is the generating
function for the weighted count of partitions from Pe counted by the weight +1 or
−1 depending on the number of parts in the partition being even or odd, respectively:
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∑

π∈P e

(−1)ν(π)q |π | =
∑

n≥1

(−1)nq2n

1 − q2n

(−q; q2)n−1

(q2, q2)n−1
qn−1. (5.3)

The right-hand side of (5.1), by looking at the geometric series, can easily be inter-
preted combinatorially. This study proves

∑

π∈P e,|π |=N

(−1)ν(π) = (−1)N+1χ(N 
= � ). (5.4)

where N is a positive integer and � represents “a triangular number.” The simple
observation (4.3) can be used on (5.4) to simplify the equation.

Theorem 5.2. Let N be a positive integer. Then,

∑

π∈P e,|π |=N

(−1)νe(π)+1 = χ(N 
= � ).

where � represents “a triangular number.”

Moreover, it is easy to see that the generating function for the weighted count
of partitions from P counted by the weight +1 or −1 depending on the number of
parts is clearly

∑

π∈P
(−1)ν(π)q |π | = (q2; q2)∞

(−q; q2)∞
− 1 = ψ(−q) − 1. (5.5)

Hence, (5.1), (5.3), and (5.5) together yields

∑

π∈P o

(−1)ν(π)q |π | = 1

1 + q
− 1,

where Po is the subset of P where the smallest part is necessarily a positive odd
integer.

We note that the above study can be easily generalized by inserting an extra
parameter z. The identities (5.1) and (5.3) turn into

∑

n≥1

(−1)nq2n

1 − q2n

(−q/z; q2)n−1

(q2, q2)n−1
(zq)n−1 = (q2; q2)∞

(−qz; q2)∞
− 1

1 + zq

and ∑

π∈P e

(−1)ν(π)zνo(π)q |π | = (q2; q2)∞
(−qz; q2)∞

− 1

1 + zq
, (5.6)
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respectively. We also get the generalization of (5.5)

∑

π∈P
(−1)ν(π)zνo(π)q |π | = (q2; q2)∞

(−qz; q2)∞
− 1. (5.7)

Combining (5.6) and (5.7) and replacing z by −z we get the result

∑

π∈P o

(−1)νe(π)zνo(π)q |π | = 1

1 − zq
− 1, (5.8)

which can also be found in [10, Cor 4, p.1146]. The equation (5.8) implies

Theorem 5.3. ∑

π∈P o,|π |=N ,
νo(π)=k

(−1)νe(π) = χ(N = k).

We can step up our study on the set P by putting more restrictive conditions on
the smallest part. LetP2,4 be the subset ofPe where the smallest part of a partition
is necessarily 2 mod 4. Knowing the argument behind the generating function inter-
pretation forP , the generating function ofP2,4 with the ±1 weight with respect to
the number of parts can easily be written as

∑

π∈P 2,4

(−1)ν(π)q |π | =
∑

n≥1

(−1)nq2n

1 − q4n

(−q; q2)n−1

(q2, q2)n−1
qn−1. (5.9)

We write the related analytic equality.

Theorem 5.4.

∑

n≥1

(−1)nq2n

1 − q4n

(−q; q2)n−1

(q2; q2)n−1
qn−1 = 1

1 − q

∑

n≥0

(−1)nqn2 − 1

1 − q2
. (5.10)

Proof. By multiplying both sides of (5.10) with 2(1 + q) and adding 1 to both
sides, we see that one can apply the q-Gauss sum (2.2) where (a, b, c, q, z) =
(−1, −1/q, −q2, q2, −q3) to the left-hand side. Showing the equality of the right-
hand side to the outcome product of the q-Gauss sum is a simple task of combining
like terms and using the Gauss identity (2.4). 
�

The right-hand side of (5.10) can be studied further to get exact formulas.
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1

1 − q

∑

n≥0

(−1)nqn2 =
∑

k≥0

qk
∑

n≥0

(−1)nqn2

= 1 + q4 + q5 + q6 + q7 + q8 + q16 + q17 + q18 + q19 . . .

= 1 +
∑

N≥1

∑

j≥1

χ((2 j)2 ≤ N < (2 j + 1)2 )qN , (5.11)

where χ is as defined in (3.21). Also from the geometric series

1

1 − q2
= 1 + q2 + q4 + q6 + q8 + q10 + . . . . (5.12)

Therefore, combining (5.11) and (5.12), we get

1

1 − q

∑

n≥0

(−1)nqn2 − 1

1 − q2
= −q2 + q5 + q7 − q10 − q12 − q14 + q17 + . . .

=
∑

N≥1

∑

j≥1

(χ(N is odd)χ((2 j)2 < N < (2 j + 1)2) (5.13)

− χ(N is even)χ((2 j − 1)2 < N < (2 j)2) )qN .

Combining (5.9), (5.10), and (5.13) we get the interesting explicit formula for the
weighted count of partitions from the set P2,4.

Theorem 5.5.

∑

π∈P 2,4,|π |=N

(−1)ν(π)=
∑

j≥1

(χ(N is odd)χ((2 j)2 < N < (2 j + 1)2)

− χ(N is even)χ((2 j − 1)2 < N < (2 j)2))

=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1, if N is odd and in between an even square
and the following odd square,

−1, if N is even and in between an odd square
and the following even square,

0, otherwise.

LetP3,4, similar to P2,4, be the subset ofPo where the smallest part of a partition
is necessarily 3 mod 4. Adding a single 1 to the smallest part of a partition from
P2,4 is a bijective map from the setP2,4 toP3,4. Therefore, writing the analogous
generating function of weighted count of partitions fromP3,4 is rather easy and only
requires multiplying (5.9) with and extra q. This proves the following theorem.



90 A. Berkovich and A. K. Uncu

Theorem 5.6.

∑

π∈P 3,4,|π |=N

(−1)ν(π)=
∑

j≥1

(χ(N is even)χ((2 j)2 < N < (2 j + 1)2)

− χ(N is odd)χ((2 j − 1)2 < N < (2 j)2) )

=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1, if N is even and in between an even square
and the following odd square,

−1, if N is odd and in between an odd square
and the following even square,

0, otherwise.

The combination of the weighted generating functions accounts for every number
that is not a perfect square. This interesting relation can be represented as follows.

Theorem 5.7.

∑

π∈P 3,4,|π |=N

(−1)ν(π) −
∑

π∈P 2,4,|π |=N

(−1)ν(π) = (−1)Nχ(N 
= �). (5.14)

This result, in a sense, is complementary to Alladi’s identity, Theorem 4.1. Also,
the right-hand side formula also appears in the recent study of Andrews and Yee [8,
Thm 3.2, p.10] as the same weighted count with respect to the number of parts of
bottom-heavy partitions (a specific subset of overpartitions). The interested reader
is invited to examine the relation between the set of bottom-heavy partitions, P2,4,
and P3,4.

Once again one can simplify the argument of (5.14) with the observation (4.3).

Theorem 5.8.

∑

π∈P 3,4,|π |=N

(−1)νe(π) −
∑

π∈P 2,4,|π |=N

(−1)νe(π) = χ(N 
= �).

6 Overpartitions with no parts divisible by 3

In this section, we treat the weighted interpretation of an identity of Ramanujan [6, E.
4.2.8, p. 85].Wewrite this identity in an equivalent form for the ease of interpretation
purposes.

Theorem 6.1 (Ramanujan [6]).

(−q; q3)∞(−q2; q3)∞
(q; q3)∞(q2; q3)∞

− 1 =
∑

n≥1

(−q; q)n−1

(q; q)n−1

2qn

1 − qn

qn2−n

(q; q2)n
. (6.1)
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Identity (6.1) also appears in the Slater’s list [14, 6, p. 152] with a misplaced
exponent type typo.

It is clear that the left-hand side of (6.1) is the generating function for the number
of overpartitionswhere no part is 0mod 3. LetC be the set of all non-empty partitions
with no parts divisible by 3. We focus our interest in the combinatorial interpretation
of the right-hand side of (6.1). Let n be a fixed positive integer. The factors

(−q; q)n−1

(q; q)n−1

2qn

1 − qn

of the right-hand side of (6.1) is the generating function for the number of overpar-
titions, π̄1, into parts ≤ n where the part n appears at least once. When counting the
total number of overpartitions of this type of partitions, we can instead count the
partitions π1 into parts ≤ n where the part n appears at least once with the weight
2νd (π1) as in (1.3). The remaining factor

qn2−n

(q; q2)n

can be split into two in the interpretation. The term qn2−n is the generating function
of the partitions of type π2 = (2, 4, 6, . . . , 2(n − 1)) in frequency notation as n2 − n
is double a triangle number. The term (q; q2)−1

n is the generating function for the
number of partitions, π3, into odd parts ≤ 2n − 1.

It is clear that among the parts of π1, π2, and π3 the largest possible part-size is
2n − 1. Even if 2n − 1 is not a part of π3, the second largest possible part 2n − 2 is a
part of π2. Therefore, given π1, π2, and π3 we can directly find the respective n. We
merge (add the parts’ frequencies of) these three partitions into a new partition and
look at the number of possible sources for different part sizes. The partition π has
one appearance of all the even parts≤ 2n − 2 coming from π2, any extra appearance
of an even number (which is necessarily ≤ n) must be coming from the partition π1

and should be counted with the overpartition weights. The odd parts ≤ n can either
be coming from the partition π1 or π3. These parts need to be counted with both the
overpartition weights and normally to account for both possibilities. All the other
parts’ source partitions can uniquely be identified so they would be counted with
trivial weight 1.

Let R be the set of partitions, where

i. all parts ≤ 2n − 1 for some integer n > 0,
ii. all even integers ≤ 2n − 2 appears as parts,
iii. n appears with the frequency fn ≥ 1 + χ(n is even),
iv. no even part > n repeats.

Clearly,

n := n(π) = largest even part of π

2
+ 1.
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Define the statistics

δ(π) =
n−1∑

j=1

χ( f2 j > 1),

γ (π) = (χ(n is even) + 2 · fn · χ(n is odd))
∏

2 j+1<n

(2 f2 j+1 + 1),

and
μ(π) = 2δ(π) · γ (π),

for π ∈ R. We have the following identity.

Theorem 6.2. ∑

π∈C
2νd (π)q |π | =

∑

π∈R
μ(π)q |π |.

One example of Theorem 6.2 will be given in Table 4.
In Ramanujan’s entry [6, E. 4.2.9, p. 86],

(−q; q3)∞(−q2; q3)∞
(q; q3)∞(q2; q3)∞

=
∑

n≥0

qn2(−q; q)n

(q; q)n(q; q2)n+1
, (6.2)

we see the same product of (6.1). The sum on the right-hand side of (6.2) can also
be interpreted as a weighted partition count for a special subset of partitions. This is
rather analogous toR. Let the setQ be the set of partitions π , where

i. the largest part is = 2n − 1 for some integer n > 0,
ii. all odd integers ≤ 2n − 1 appear as a part,
iii. and no even parts > n appear.

Clearly here

n := largest part of π + 1

2
.

A similar weight to μ can be defined on Q as follows

η(π) :=
2νd,e(π)(χ(n is even) · (1 + χ( fn = 0) ) + 2 fn · χ(n is odd) )

∏

2 j+1<n

(2 f2 j+1 − 1),

where νd,e(π) is the number of different even parts of π . Hence, we have the identity

Theorem 6.3.

∑

π∈C
2νd (π)q |π | =

∑

π∈R
μ(π)q |π | =

∑

π∈Q
η(π)q |π |.
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The example of this result is included in Table 4. From that table, it appears that
there exists a weight, norm, and n-value preserving bijection fromR toQ.Wewould
like to leave the discovery of this bijection for a motivated reader.

Table 4 Example of Theorem 6.3 with |π | = 7.

s π ∈ C 2νd (π) π ∈ R n μ(π) π ∈ Q n η(π)

(1, 2, 4) 23 (17) 1 14 (17) 1 14

(2, 5) 22 (13, 22) 2 14 (14, 3) 2 14

(12, 5) 22 (1, 23) 2 6 (12, 2, 3) 2 6

(13, 4) 22 (22, 3) 2 2 (1, 32) 2 2

(15, 2) 22

(13, 22) 22

(1, 23) 22

(7) 2

(17) 2

Total: 36 36 36
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Abstract Those attending the meeting at the University of Florida celebrating
Krishna Alladi’s 60th birthday had the privilege of enjoying an advanced showing of
“TheManWhoKnew Infinity,” a screen adaptation of Robert Kanigel’s biography of
Srinivasa Ramanujan with the same title. We explain the background of a brief scene
in which H. F. Baker and E. W. Hobson verbally cast their votes for Ramanujan’s
election as a Fellow of the Royal Society.
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G. H. Hardy was not the first English mathematician to receive a letter from
Ramanujan before he departed for England inMarch 1914.We know that Ramanujan
wrote to Sir Francis Spring’s mathematics teacher, M. J. M. Hill, at the University of
London in late 1912 [1, pp. 13–15]. Ramanujan also wrote to two Cambridge math-
ematicians before writing to Hardy, but their identities were kept secret for many
years to save them embarrassment. However, Kanigel [2, pp. 106–107] offers their
names, H. F. Baker and E.W. Hobson. In preparing to write his book, Kanigel visited
the present author for a couple days in the mid-1980s. Neither he nor I can recall if I
had informed him of these names, or if he had discovered them himself. But at any
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rate, to the best of my knowledge, there is only one available source for these names,
which I now relate.

Sometimes, we learn in unusual ways. One evening in the early 1980s, my wife
Helen and I were invited to dinner at the home of close friends, who had also invited
a friend from their graduate student days at Indiana University. Since my mind had
been totally immersed in the mathematics of Ramanujan since February 1974, our
early conversation focused on Ramanujan. Our host’s friend told me that he recently
read a psychological study of Ramanujan in the journal, Psychoanalytic Review [3].
On the following day, I located the article in the University of Illinois Library and
discovered that the author, Ashis Nandy, had incorporated his article in a lengthier
study of Ramanujan in a book [4], published 1 year later. In preparing to write his
article, Nandy had fortuitously interviewed J. E. Littlewood shortly before he died in
1977. In a footnote [4, pp. 146–147],Nandywrites, “Littlewood sayswith some relish
that these two mathematicians [who had received letters from Ramanujan], whom
he identifies only as Baker and Popson, felt rather foolish afterwards.” It is clear that
Littlewood was speaking of Baker and Hobson and that Nandy had misunderstood
Littlewood’s pronunciation of Hobson.

Since Hobson and Baker were famous Cambridge mathematicians, it was natu-
ral for Ramanujan to write them about his mathematical discoveries. Hobson was
Sadleirian Professor at Cambridge and in 1913 had published a very popular book,
Squaring the Circle, which possibly had reached Madras before Ramanujan wrote
his letter to him. Baker was Cayley Lecturer at Cambridge and in 1907 had pub-
lished a book, Abel’s Theorem and the Allied Theory of Theta Functions. Ramanujan
made many contributions to the theory of theta functions, but his work is not in the
same spirit as that of Baker. We do not know if Ramanujan was acquainted with
Baker’s treatise, but if he had been, it seems doubtful that it would have influenced
Ramanujan to write Baker.

Ramanujan became the second Indian to be elected Fellow of the Royal Society,
and in the film, “The Man Who Knew Infinity,” in a very short scene, Baker and
Hobson are shown voicing their approval for Ramanujan’s election. The film score
does not divulge why these two Royal Society Fellows were chosen for their votes,
but their choice should now be clear.

Nandy is not a mathematician, and so many of his statements about Ramanujan’s
mathematics in his book [4] are without merit. As an example, he writes [4, p. 149],
“One wonders that if it ever struck Ramanujan that out of the roughly eight areas
in which he worked (hypergeometric series, partitions, definite integrals, elliptical
integrals, highly composite numbers, fractional differentiation, and number theory) it
was hisworkon fractional differentiationwhichperhaps cameclosest to being amajor
breakthrough in mathematics.” (Indeed, Nandy recorded seven, NOT eight, areas of
Ramanujan’s interests.) We would not choose these compartments for Ramanujan’s
mathematics, andmoreover,Ramanujan did notmake any earthshaking discoveries in
fractional differentiation. But nonetheless, we can thank Nandy for his conversation
with Littlewood, and we can thank Littlewood for “letting his guard down.”
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and Ramanujan’s 2φ1 Transformations
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Dedicated to Krishnaswami Alladi on his 60th birthday

Abstract We study Andrews and Berndt’s organization of Ramanujan’s transfor-
mation formulas in Chapter 1 of their book Ramanujan’s Lost Notebook, Part II. In
the process, we rediscover a bibasic Heine’s transformation, which follows from a
Fundamental Lemma given by Andrews in 1966, and obtain identities proximal to
Ramanujan’s entries. We also provide a multibasic generalization of Andrews’ 1972
theorem concerning a q-analog of the Lauricella function. Our results only require
the q-binomial theorem, and are an application of what Andrews and Berndt call
‘Heine’s Method’.
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1 Introduction

In Chapter 1, Part II of their edited version of Ramanujan’s [15] Lost Notebook,
Andrews and Berndt [5] have organized Ramanujan’s transformation formulas
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related to Heine’s 2φ1 transformations. While studying their work, we discovered
a large number of formulas that are proximal to Ramanujan’s own entries.

For example, one of Ramanujan’s formulas is [5, Entry 1.6.6]: for |q| < 1,

1

1 − q
+

∞∑

j=1

(−1) j q j2+ j

(
1 − q2 j+1

) [
(1 − q2)(1 − q4)(1 − q6) · · · (1 − q2 j )

]

=
∞∑

k=0

q
k(k+1)

2

= 1 + q1 + q3 + q6 + q10 + q15 + · · · .

The right-hand side is the well-known theta function which Ramanujan denoted as
ψ(q). It has the product representation (see Berndt [7, p. 11])

ψ(q) :=
∞∑

k=0

q
k(k+1)

2 =
∞∏

k=0

(1 − q2k+2)

(1 − q2k+1)
.

We recover Ramanujan’s Entry 1.6.6 and, in the same breath, obtain the formula

1

1 + q
+

∞∑

j=i

(−1) j q( j+1
2 )

(
1 + q j+1

) [
(1 − q)(1 − q2)(1 − q3) · · · (1 − q j )

]

=
∞∑

k=−∞
(−1)kqk2

= 1 − 2q + 2q4 − 2q9 + · · · .

Now the right-hand side is (in Ramanujan’s notation) φ(−q), with product repre-
sentation given by [5, Eq. (1.4.10)]

φ(−q) :=
∞∑

k=−∞
(−1)kqk2 =

∞∏

k=1

(1 − qk)

(1 + qk)
.

For our next example, we require some notation. The q-rising factorial is defined
as (A; q)0 := 1, and when k is a positive integer,

(A; q)k := (1 − A)(1 − Aq) · · · (1 − Aqk−1).

Notice that it is a product of k terms. The parameter q is called the ‘base’. The infinite
q-rising factorial is defined, for |q| < 1, as
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(A; q)∞ :=
∞∏

r=0

(1 − Aqr ).

Observe that, for |q| < 1 [10, Eq. (I.5)],

(A; q)k = (A; q)∞(
Aqk; q)

∞
. (1.1)

This is used to define q-rising factorials when k is a complex number.
With this notation, consider Ramanujan’s formula [5, Entry 1.4.17]

(−aq; q)∞
∞∑

j=0

b jq( j+1
2 )

(q; q) j (−aq; q)t j

=(−bq; q)∞
∞∑

k=0

akq(k+1
2 )

(q; q)k(−bq; q)tk

and compare with the identity

(−aqh; qh
)
∞

∞∑

j=0

b jqt( j+1
2 )

(qt ; qt ) j
(−aqh; qh

)
t j

=(−bqt ; qt
)
∞

∞∑

k=0

akqh(k+1
2 )

(
qh; qh

)
k(−bqt ; qt )hk

,

obtained in our study. Here |q| < 1 and |qt | < 1 in the first formula, and |qh | < 1,
|qt | < 1 and |qht | < 1 in the second. The reader may enjoy recovering Entry 1.4.17
from this formula.

The objective of this paper is to report on our study of [5, Ch. 1]. We are able to
obtain 14 of Ramanujan’s entries as immediate special cases of a particular transfor-
mation formula, and a large number of identities that are proximal to Ramanujan’s
own entries. In addition, we give a multibasic generalization of Andrews’ 1972 for-
mula for a q-Lauricella function and obtain a few interesting special cases, which
again extend formulas of Ramanujan.

During the course of our study, we stumbled upon the transformation formula

∞∑

k=0

(
a; qh

)
k(

qh; qh
)
k

(
b; qt

)
hk

(c; qt )hk
zk =

(
b; qt

)
∞

(c; qt )∞

(
az; qh

)
∞(

z; qh
)
∞

∞∑

j=0

(
c/b; qt

)
j

(qt ; qt ) j

(
z; qh

)
t j(

az; qh
)
t j

b j ,

(1.2)

where |z| < 1, |b| < 1, and h and t are complex numbers such that |qh | < 1, |qt | < 1
and |qht | < 1. Andrews and Berndt [5] use the t = 1 case of this result (a formula
due to Andrews [2, Lemma 1]) often combined with the h = 1 and t = 1 case (a
famous transformation of Heine, see Gasper and Rahman [10, Eq. 1.4.1]). But these
authors seem to have missed writing down (1.2) explicitly, even though it can be
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proved in the same manner as Heine’s result, and indeed follows from a very general
approach to Heine’s ideas, which Andrews [1] calls his ‘Fundamental Lemma’. This
useful and simple identity may be a special case of a 50-year-old identity, but it has
not shown up in the standard textbook by Gasper and Rahman [10], and perhaps
deserves to be highlighted. And so, in §2, we attempt a brief introduction.

The plan for the rest of the paper is as follows. In §3 and §4, we report on our study
of Ramanujan’s transformation formulas. This part of our work can be considered to
be an addendum to Chapter 1 of Andrews and Berndt [5]. In §5, we closely follow
ideas from Andrews [3] to extend our work to multiple series that extend q-analogs
of the Lauricella functions.We give a multibasic generalization of Andrews’ formula
[3, Eq. (4.1)], and give several generalizations of two of Ramanujan’s identities.

Before proceeding to Ramanujan’s 2φ1 transformations, we consider (1.2) again
from the perspective of Heine’s original ideas, an approach that Andrews and Berndt
[5] have dubbed ‘Heine’s method’.

2 Heine’s method: Transformations of Heine, Ramanujan,
and Andrews

This section is an introduction to Identity (1.2). We begin with a famous transfor-
mation formula of Heine that he found in 1847. Heine’s transformation formula [13,
Eq. 78] is

(cx; q)∞
(bx; q)∞

∞∑

k=0

(a; q)k(bx; q)k

(q; q)k(cx; q)k
zk = (az; q)∞

(z; q)∞

∞∑

j=0

(c/b; q) j (z; q) j

(q; q) j (az; q) j
(bx) j . (2.1)

This is almost as Heine himself wrote it, except that he wrote qα , qβ and qγ in place
of a, b and c. Usually, this formula is stated with x = 1, see Gasper and Rahman
[10, eq. (1.4.1)].

Heine’s formula was rediscovered by Ramanujan. It appears as Entry 6 in Chapter
16 of his second notebook, see Berndt [6, p. 15]. In addition, there is another transfor-
mation formula of Ramanujan resembling (2.1). It appeared on Page 3 of the famous
Lost Notebook [15] (see [5, Entry 1.4.1]), and is dated circa 1919, going by Andrews
and Berndt’s [4, p. 4] remarks on the likely timing of work presented in the Lost
Notebook.

(aq; q)∞
(
cq; q2

)
∞

(−bq; q)∞
(
dq2; q2

)
∞

∞∑

j=0

(−bq/a; q) j

(q; q) j

(
dq2; q2

)
j(

cq; q2
)
j+1

(aq) j

=
∞∑

k=0

(
cq/d; q2

)
k(

q2; q2
)
k

(aq; q)2k

(−bq; q)2k+1
(dq2)k . (2.2)

This is Ramanujan’s Entry 1.4.1 and it resembles Heine’s transformation (coinciden-
tally, eq. (1.4.1) of [10]). Both the series have two products each in the numerator and
denominator, and there are four infinite products outside the sums. However, some

http://dx.doi.org/10.1007/978-3-319-68376-8_1
http://dx.doi.org/10.1007/978-3-319-68376-8_16
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of the factors in the sums have base q2 rather than q, and the number of terms in
some of the factors of the summands are different. For example, notice the product
(aq; q)2k , a product of 2k factors in the summand on the right-hand side of (2.2).

Andrews and Berndt [5] study many of Ramanujan’s transformation formulas (in
particular (2.2)) in Chapter 1, Part II of their series of books on Ramanujan’s Lost
Notebook. A key component of their study is Andrews’ 1966 transformation formula
[2, Lemma 1]:

∞∑

k=0

(
a; qh

)
k(

qh; qh
)
k

(b; q)hk

(c; q)hk
zk = (b; q)∞

(c; q)∞

(
az; qh

)
∞(

z; qh
)
∞

∞∑

j=0

(c/b; q) j

(q; q) j

(
z; qh

)
j(

az; qh
)
j

b j , (2.3)

where h = 1, 2, 3, . . . . Andrews’ formula contains both (2.1) and (2.2). This can be
seen by taking h = 1 and h = 2, respectively. Andrews’ transformation can also be
found in [5, Th. 1.2.1, p. 6] and [10, Ex. 3.35, p. 111].

Now, inspired by Heine’s formulation (2.1), we write Andrews’ transformation
more symmetrically as follows.

(bw; q)∞
(w; q)∞

∞∑

k=0

(
a; qh

)
k(

qh; qh
)
k

(w; q)hk

(bw; q)hk
zk =

(
az; qh

)
∞(

z; qh
)
∞

∞∑

j=0

(b; q) j

(q; q) j

(
z; qh

)
j(

az; qh
)
j

w j .

This form suggests a further generalization of (2.3), where now we have terms
involving two bases qh and qt (and hence the adjective bibasic).

Theorem 2.1 (A bibasicHeine transformation) Let q, a, b, h, and t be complex num-
bers such that |qh | < 1, |qt | < 1, and |qht | < 1, and suppose that the denominators
in (2.4) are not zero. Then for |w| < 1 and |z| < 1,

(
bw; qt

)
∞

(w; qt )∞

∞∑

k=0

(
a; qh

)
k(

qh; qh
)
k

(
w; qt

)
hk

(bw; qt )hk
zk =

(
az; qh

)
∞(

z; qh
)
∞

∞∑

j=0

(
b; qt

)
j

(qt ; qt ) j

(
z; qh

)
t j(

az; qh
)
t j

w j .

(2.4)

Remark Replace w by b and b by c/b in (2.4) to obtain the form (1.2) of the identity.

Before heading into the proof of Theorem 2.1, we make a few comments on the
convergence of the series and products appearing in this identity.

Observe that we require the conditions |qt | < 1 and |qh | < 1 for the convergence
of the infinite products

(
w; qt

)
∞ and

(
z; qh

)
∞. In view of (1.1), we require these

conditions for the definition of products such as
(
w; qt

)
hk too.

Next, note that the function f (w) := (w; q)∞ is a continuous function of w in a
neighborhood of w = 0, and f (0) = 1. This follows from the fact that for fixed q,
with 0 < |q| < 1, the sequence of partial products

fk(w) =
k−1∏

r=0

(
1 − wqr

)

http://dx.doi.org/10.1007/978-3-319-68376-8_1
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converges absolutely to f (w), and the convergence is uniform in a closed disk around
w = 0 contained in the unit disk {w ∈ C : |w| < 1}.

Now we consider a factor such as
(
w; qt

)
hk , and show that if |qht | < 1, then for

large enough k, |(w; qt
)
hk | is approximately equal to |(w; qt

)
∞|.

By definition, we have

(
w; qt

)
hk =

(
w; qt

)
∞(

wqthk; qt
)
∞

.

Now since |qht | < 1, we must have |qhtk | → 0 as k → ∞, and thus, by the continu-
ity of f (w),

(
wqthk; qt

)
∞ → (

0; qt
)
∞ = 1. Thus for large enough k, |(w; qt

)
hk | is

approximately |(w; qt
)
∞|.

Using the above remarks, we can consider the absolute convergence of the series
appearing on either side of (2.4). Consider first the left-hand side of (2.4).We replace
all the q-rising factorials in the summand by ratios of infinite products, using (1.1).
Then we find that for large enough k, the absolute value of the summand is bounded
by a constant times the factor |z|k . Since the geometric series

∞∑

k=0

zk

converges absolutely for |z| < 1, the sum on the left-hand side of (2.4) converges
absolutely for |z| < 1. Similarly, the sum on the right-hand side converges absolutely
for |w| < 1.

To summarize, we have the conditions |qh | < 1, |qt | < 1, |qht | < 1, |z| < 1 and
|w| < 1 for the convergence of the products and series.

We now proceed with the proof of the theorem. Theorem 2.1 can be obtained as
a very special case of Andrews’ [1] Fundamental Lemma (see our remark below).
But we prove it on the lines of the proof of Heine’s own proof of his transformation
formula, which Andrews and Berndt [5] call Heine’s method. We only require the
identity (1.1) and the q-binomial theorem [10, eq. (1.3.2)]: For |z| < 1, |q| < 1

(az; q)∞
(z; q)∞

=
∞∑

k=0

(a; q)k

(q; q)k
zk . (2.5)

Proof (Proof of Theorem 2.1) We begin with the left-hand side of (2.4).

(
bw; qt

)
∞

(w; qt )∞

∞∑

k=0

(
a; qh

)
k(

qh; qh
)
k

(
w; qt

)
hk

(bw; qt )hk
zk

=
∞∑

k=0

(
a; qh

)
k(

qh; qh
)
k

zk
(
bwqhtk; qt

)
∞(

wqhtk; qt
)
∞

(using (1.1))
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=
∞∑

k=0

(
a; qh

)
k(

qh; qh
)
k

zk
∞∑

j=0

(
b; qt

)
j

(qt ; qt ) j
(wqhtk) j (using (2.5))

=
∞∑

j=0

(
b; qt

)
j

(qt ; qt ) j
w j

∞∑

k=0

(
a; qh

)
k(

qh; qh
)
k

(zqht j )k

=
∞∑

j=0

(
b; qt

)
j

(qt ; qt ) j
w j

(
azqht j ; qh

)
∞(

zqht j ; qh
)
∞

(using (2.5) again)

=
(
az; qh

)
∞(

z; qh
)
∞

∞∑

j=0

(
b; qt

)
j

(qt ; qt ) j

(
z; qh

)
t j(

az; qh
)
t j

w j .

Observe that |w| < 1 and |qht | < 1 implies |wqhtk | < 1. Similarly, we must have
|zqht j | < 1. These conditions are required for the absolute convergence of the
q-binomial series used here, and to justify the interchange of summation. �

Remark Andrews [2, Lemma 1] (see also [10, Ex. 3.35]) mentions that the formula
(2.3) is valid when h = 1, 2, 3, . . . . However, as we have seen, with sufficient con-
ditions, we can take h to be a complex number in (2.3).

Observe that the b = c case of Heine’s transformation is (2.5), the q-binomial
theorem.When b = c, the summand contains the factor (1; q) j that is 1 when j = 0,
and 0 when j > 0. Thus the sum on the right-hand side of (2.1) reduces to 1, and we
obtain (2.5).

A key property of Heine’s transformation is that it can be iterated, and the process
of iteration leads to symmetries of the sum which are useful in many contexts. See
Gasper and Rahman [10, eqs. (1.4.2) and (1.4.5)]. Unfortunately, equation (2.4)
cannot be iterated, making it less useful than Heine’s transformation. However, there
is a bibasic version of a special case of Heine’s second iterate due to Guo and Zeng
[11, Th. 2.2].

There are also bibasic transformation formulas due toGasper [9, eq. (1.12)] (repro-
duced in [10, Ex. 3.20]). These consist of four sums that are equal to each other.
By equating the second and fourth sum, we get a formula equivalent to Andrews’
transformation formula. Replace p by qh in Gasper’s transformation to obtain an
equivalent form of (2.3).

Remark Andrews stated and used (2.3) in [2], and derived it using Theorem A of
[1], which in turn is derived from his ‘Fundamental Lemma’. This lemma is really
a most general approach to Heine’s method, and should be better known. Andrews’
[1] Fundamental Lemma can be stated as:
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∞∑

k=0

(a; q)rk+s

(q; q)rk+s

(b; p)uk+v

(c; p)uk+v
zk = 1

r

(b; p)∞
(c; p)∞

r−1∑

t=0

ω−st
r z−s/r

×
∞∑

j=0

(c/b; p) j
(p; p) j

(
aωt

r z
1/r pu j/r ; q)

∞(
ωt
r z

1/r pu j/r ; q)
∞

(
bpv−us/r

) j
,

(2.6)

where ωr = e2π i/r or some other primitive r th root of unity, and we assume the
parameters satisfy suitable conditions to guarantee convergence of the two series.

Equation (1.2) can be obtained as a special case of (2.6). Take r = 1, u = h,
s = 0 = v, q �→ qh , and p �→ qt to obtain the second last step (suitably re-labeled)
in our proof of Theorem 2.1. Professor Krattenthaler has remarked that, in fact,
(2.6) follows from (1.2) by ‘sectioning’ the series on the left (a process described in
our remark in §4). In other words, Andrews Fundamental Lemma is equivalent to
(1.2). This involves recognizing that we can write the factors in the sums with two
independent bases q and p, since h and t are complex numbers. Indeed, with these
considerations, we can rewrite (1.2) as the r = 1 case of (2.6).

The reader may enjoy proving (2.6) directly using Heine’s method and sectioning.

This completes our introduction to (1.2). We now consider special cases related
to Ramanujan’s transformations. In the rest of the paper, when stating special cases
of (2.4), we do not always explicitly state all the applicable convergence conditions
mentioned in Theorem 2.1.

3 Special cases inspired by Ramanujan’s 2φ1
transformations

While studyingAndrews andBerndt [5, ch. 1], we realized thatmany of Ramanujan’s
transformations in [5, §1.4] are immediate special cases of Ramanujan’s transforma-
tion (2.2), where one takes limits or special cases such as a → 0, b = 0, c = 0, and
d → 0 and combinations of these. So we first rewrite the bibasic Heine transforma-
tion in the form of Ramanujan’s Entry 1.4.1, with a view to study its special cases.We
will find that several of Ramanujan’s entries in Chapter 1 of [5] are immediate special
cases. In addition, we note new identities that resemble Ramanujan’s formulas.

Entry 1.4.1

First, we write (1.2) in the form of Ramanujan’s formula, by taking a �→ cq/d,
b �→ aqt , c �→ −bqt+1, and z �→ dqh . Nowdivide both sides by 1 + bq andmultiply
and divide the RHS by 1 − cq and interchange the sides to obtain

http://dx.doi.org/10.1007/978-3-319-68376-8_1
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(
aqt ; qt

)
∞

(
cq; qh

)
∞

(−bq; qt )∞
(
dqh; qh

)
∞

∞∑

j=0

(−bq/a; qt
)
j

(qt ; qt ) j

(
dqh; qh

)
t j(

cq; qh
)
t j+1

(aqt ) j

=
∞∑

k=0

(
cq/d; qh

)
k(

qh; qh
)
k

(
aqt ; qt

)
hk

(−bq; qt )hk+1
(dqh)k . (3.1)

Again, h and t are complex numbers, and we have the conditions |qh | < 1, |qt | < 1
and |qht | < 1. Further, for the series to converge, we require |aqt | < 1 and |dqh | < 1.

Note that when h = 2 and t = 1, this reduces to (2.2), Ramanujan’s Entry 1.4.1.
The rest of Ramanujan’s entries presented below are also special cases of (3.1).

Entry 1.4.2

In equation (3.1) take a = d = 1, replace c by a, and bring the product
(−bq; qt

)
∞

to the other side. In this manner, we obtain a generalization of Entry 1.4.2:

(
qt ; qt

)
∞

(
aq; qh

)
∞(

qh; qh
)
∞

∞∑

j=0

(−bq; qt
)
j

(qt ; qt ) j

(
qh; qh

)
t j(

aq; qh
)
t j+1

qt j

=(−bq; qt
)
∞

∞∑

k=0

(
aq; qh

)
k(

qh; qh
)
k

(
qt ; qt

)
hk

(−bq; qt )hk+1
qhk . (3.2)

To take special cases, we use the following elementary identities fromGasper and
Rahman [10, eq. (I.27)]:

(a; q)rk = (
a, aq, aq2, . . . , aqr−1; qr )k, (3.3)

and [10, eq. (I.30)]

(
ar ; qr )k = (

a, aωr , aω2
r , . . . , aωr−1

r ; q)
k, (3.4)

where ωr = e2π i/r or some other primitive r th root of unity; here, we use the short-
hand notation

(a1, a2, . . . , an; q)k = (a1; q)k(a2; q)k · · · (an; q)k .

When t = 1, and h is a natural number bigger than 1, then (3.2) reduces to

(
q, q2, . . . , qh−1; qh

)
∞

(
aq; qh

)
∞

∞∑

j=0

(−bq; q) j(
aq; qh

)
j+1

(qωh, qω2
h, . . . , qωh−1

h ; q) j q
j

= (−bq; q)∞
∞∑

k=0

(
aq; qh

)
k

(−bq; q)hk+1
(q, q2, . . . , qh−1; qh)kq

hk,

(3.5)
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where ωh = e2π i/h or some other primitive hth root of unity. We have used (3.3) and
(3.4) to write this expression.

When h = 2, the primitive hth root of unity reduces to−1, andwe obtainRamanu-
jan’s transformation [5, Entry 1.4.2]:

(
q; q2

)
∞

(
aq; q2

)
∞

∞∑

j=0

(−bq; q) j (−q; q) j(
aq; q2

)
j+1

q j

= (−bq; q)∞
∞∑

k=0

(
aq; q2

)
k(q; q2)k

(−bq; q)2k+1
q2k . (3.6)

Observe that the denominator of the sum on the left does not contain the (usually)
mandatory term (q; q) j . This term is required to terminate the series naturally from
below, because

1

(q; q) j
= 0 whenever j < 0.

The same is true for the right-hand side. This seems to be the motive for considering
this special case. See also (3.14), (3.16), and Entry 1.6.5 (and related identities)
below.

Entry 1.4.5

If we set a = 0 in (3.2), replace b by a, and bring all the infinite products to the right,
we obtain a generalization of Entry 1.4.5:

∞∑

j=0

(−aq; qt
)
j

(
qh; qh

)
t j

(qt ; qt ) j
qt j

=
(−aq; qt

)
∞

(
qh; qh

)
∞

(qt ; qt )∞

∞∑

k=0

(
qt ; qt

)
hk(

qh; qh
)
k(−aq; qt )hk+1

qhk . (3.7)

When t = 1, and h > 1 is a positive integer, this reduces to

∞∑

j=0

(−aq; q) j (qωh, qω2
h , . . . , qωh−1

h ; q) j q
j = (qωh, qω2

h , . . . , qωh−1
h ; q)∞(−aq; q)∞

×
∞∑

k=0

1

(−aq; q)hk+1
(q, q2, . . . , qh−1; qh)kq

hk , (3.8)

where ωh = e2π i/h or some other primitive hth root of unity. Further take h = 2 to
obtain Ramanujan’s formula [5, Entry 1.4.5]:
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∞∑

j=0

(−aq; q) j (−q; q) j q
j = (−q; q)∞ (−aq; q)∞

∞∑

k=0

(
q; q2

)
k

(−aq; q)2k+1
q2k . (3.9)

Instead, when t = 2 and h = 1 in (3.7), we obtain the formula

∞∑

j=0

(−aq; q2
)
j

(
q; q2

)
j q

2 j = (
q; q2

)
∞

(−aq; q2
)
∞

∞∑

k=0

(−q; q)k(−aq; q2
)
k+1

qk .

(3.10)
Entry 1.4.3 and Entry 1.4.4

There is a common generalization of Entry 1.4.3 and Entry 1.4.4. Take b = 0, d → 0
in (3.1), replace c by b/qh and cancel 1 − b/qh−1 on the LHS. Bring the products
to the RHS to obtain, for |aqt | < 1,

∞∑

j=0

(
aqt

) j

(qt ; qt ) j
(
bq; qh

)
t j

= 1

(aqt ; qt )∞
(
bq; qh

)
∞

∞∑

k=0

(
aqt ; qt

)
hk(

qh; qh
)
k

(−bq)kqh(k2).

(3.11)
When h = 2 and t = 1, (3.11) reduces to [5, Entry 1.4.3]:

∞∑

j=0

a jq j

(q; q) j
(
bq; q2

)
j

= 1

(aq; q)∞
(
bq; q2

)
∞

∞∑

k=0

(aq; q)2k(
q2; q2

)
k

(−b)kqk2 . (3.12)

When h = 1 and t = 2, (3.11) reduces to [5, Entry 1.4.4]:

∞∑

j=0

a jq2 j

(
q2; q2

)
j (bq; q)2 j

= 1(
aq2; q2

)
∞(bq; q)∞

∞∑

k=0

(
aq2; q2

)
k

(q; q)k
(−b)kq(k+1

2 ).

(3.13)
The case a → 0 and c = 0 case of (3.1) is equivalent to (3.11), up to re-labeling

of parameters.

Entry 1.4.10 and Entry 1.4.11

Both these entries immediately follow from h = 1 = t case of (3.11). In this case,
when a = 1 = b in (3.11), we obtain [5, Entry 1.4.10]

∞∑

j=0

q j

(q; q)2j
= 1

(q; q)2∞

∞∑

k=0

(−1)kq(k+1
2 ). (3.14)

Next, take a = qt and b = qh−1 in (3.11) to obtain

∞∑

j=0

q2t j

(qt ; qt ) j
(
qh; qh

)
t j

= 1

(qt ; qt )∞
(
qh; qh

)
∞

∞∑

k=0

(
qt ; qt

)
hk+1(

qh; qh
)
k

(−1)kqh(k+1
2 ).

(3.15)
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Now take h = 1 = t and simplify as follows.

∞∑

j=0

q2 j

(q; q)2j
= 1

(q; q)2∞

∞∑

k=0

(−1)kq(k+1
2 )

(
1 − qk+1

)

= 1

(q; q)2∞

[ ∞∑

k=0

(−1)kq(k+1
2 ) +

∞∑

k=0

(−1)k+1q(k+2
2 )

]

= 1

(q; q)2∞

[
1 + 2

∞∑

k=1

(−1)kq(k+1
2 )

]
.

Ramanujan’s Entry 1.4.11 is the first sum equated with the last in this chain of
equalities [5, Entry 1.4.11]:

∞∑

j=0

q2 j

(q; q)2j
= 1

(q; q)2∞

[
1 + 2

∞∑

k=1

(−1)kq(k+1
2 )

]
. (3.16)

Entry 1.4.12, Entry 1.4.17, Entry 1.4.9, and a part of Entry 1.5.1

Consider the case a → 0, d → 0 of (3.1). In the resulting identity, bring the infinite
product

(−bq; qt
)
∞ to the other side, and cancel (1 − cq) on the LHS and (1 + bq)

on the RHS. Then replace c by −a/q and b by b/q to obtain the appealing identity

(−aqh; qh
)
∞

∞∑

j=0

b jqt( j+1
2 )

(qt ; qt ) j
(−aqh; qh

)
t j

=(−bqt ; qt
)
∞

∞∑

k=0

akqh(k+1
2 )

(
qh; qh

)
k(−bqt ; qt )hk

. (3.17)

Many special cases of this symmetric identity have been found useful, some noted
below, and one considered in §4.

When h = 1, (3.17) reduces to [5, Entry 1.4.12]

(−aq; q)∞
∞∑

j=0

b jqt( j+1
2 )

(qt ; qt ) j (−aq; q)t j

=(−bqt ; qt
)
∞

∞∑

k=0

akq(k+1
2 )

(q; q)k(−bqt ; qt )k
. (3.18)

Take h = t in (3.17), and then replace q by q1/t to obtain [5, Entry 1.4.17]
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(−aq; q)∞
∞∑

j=0

b jq( j+1
2 )

(q; q) j (−aq; q)t j

=(−bq; q)∞
∞∑

k=0

akq(k+1
2 )

(q; q)k(−bq; q)tk
, (3.19)

one ofRamanujan’s formulas highlighted in the introduction. Takea = −1 and b = 1
in Ramanujan’s Entry 1.4.17 (eq. (3.19)) to obtain

∞∑

j=0

q( j+1
2 )

(q; q) j (q; q)t j
= (−q; q)∞

(q; q)∞

∞∑

k=0

(−1)kq(k+1
2 )

(q; q)k(−q; q)tk
. (3.20)

This further reduces to [5, Entry 1.4.9] when t = 1:

∞∑

j=0

q( j+1
2 )

(q; q)2j
= (−q; q)∞

(q; q)∞

∞∑

k=0

(−1)kq(k+1
2 )

(
q2; q2

)
k

, (3.21)

where we use [10, eq. (I.28)]

(a; q)k(−a; q)k = (
a2; q2

)
k

in the denominator of the RHS.
In Entry 1.4.17 (eq. (3.19)) replace q by q2 and take t = 1 to obtain an assertion

equivalent to an observation of M. Soros (see [5, eq. (1.5.1)]):

(−aq2; q2
)
∞

∞∑

j=0

b jq j2+ j

(
q2; q2

)
j

(−aq2; q2
)
j

=(−bq2; q2
)
∞

∞∑

k=0

akqk2+k

(
q2; q2

)
k

(−bq2; q2
)
k

. (3.22)

When we take a �→ a/q and b �→ b/q in (3.22), we obtain [5, eq. (1.5.1)]. Instead,
if we take the special case b �→ a/q in (3.22), we obtain the second equality of [5,
Entry 1.5.1]:

(−aq2; q2
)
∞

∞∑

j=0

a jq j2

(
q2; q2

)
j

(−aq2; q2
)
j

=(−aq; q2
)
∞

∞∑

k=0

akqk2+k

(
q2; q2

)
k

(−aq; q2
)
k

. (3.23)
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Entry 1.4.18

Entry 1.4.18 is due to Andrews, Berndt, and Ramanujan [5], and follows from the
a → 0 case of Ramanujan’s transformation (2.2).

Take a → 0 in (3.1), cancel the factor (1 − cq) from the LHS, and (1 + bq) from
both sides. In the resulting identity take b �→ b/q, c �→ a/q, and d �→ −c/qh , and
bring the infinite products to the other side, we obtain: for |c| < 1,

∞∑

j=0

(−c; qh
)
t j

(qt ; qt ) j
(
aqh; qh

)
t j

b jqt( j+1
2 )

=
(−bqt ; qt

)
∞

(−c; qh
)
∞(

aqh; qh
)
∞

∞∑

k=0

(−aqh/c; qh
)
k(

qh; qh
)
k(−bqt ; qt )hk

(−c)k . (3.24)

When c = a/b, h = 2 and t = 1, this reduces to [5, Entry 1.4.18]:

∞∑

j=0

(−a/b; q2
)
j

(q; q) j
(
aq2; q2

)
j

b jq( j+1
2 )

= (−bq; q)∞
(−a/b; q2

)
∞(

aq2; q2
)
∞

∞∑

k=0

(−bq2; q2
)
k(

q2; q2
)
k(−bq; q)2k

(
−a

b

)k
. (3.25)

Perhaps the c = a/b, h = 1 and t = 2 case of (3.24) is equally pretty.

∞∑

j=0

(−a/b; q)2 j(
q2; q2

)
j (aq; q)2 j

b jq j2+ j

=
(−bq2; q2

)
∞(−a/b; q)∞

(aq; q)∞

∞∑

k=0

(−bq; q)k

(q; q)k
(−bq2; q2

)
k

(
−a

b

)k
. (3.26)

To get other transformations of a similar nature, consider the b = 0 case of (3.1).
Take b = 0 in (3.1), cancel the factor (1 − cq) from the LHS. In the resulting

identity take a �→ −b, c �→ a/q, and d �→ −c/qh , and bring the infinite products to
the other side. We obtain: for |bqt | < 1, |c| < 1,

∞∑

j=0

(−c; qh
)
t j

(qt ; qt ) j
(
aqh; qh

)
t j

(−bqt ) j

=
(−c; qh

)
∞(

aqh; qh
)
∞(−bqt ; qt )∞

∞∑

k=0

(−aqh/c; qh
)
k

(−bqt ; qt
)
hk(

qh; qh
)
k

(−c)k . (3.27)

Take the c = a/b, h = 2, t = 1 case of (3.27) to obtain
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∞∑

j=0

(−a/b; q2
)
j

(q; q) j
(
aq2; q2

)
j

(−bq) j

=
(−a/b; q2

)
∞(

aq2; q2
)
∞(−bq; q)∞

∞∑

k=0

(−bq2; q2
)
k(−bq; q)2k(

q2; q2
)
k

(
−a

b

)k
. (3.28)

An equivalent form of Entry 1.6.5

Consider the case a → 0 of (3.1). Replace c by dqh−1, and then take b �→ b/q and
d �→ −a to obtain, for |aqh | < 1,

∞∑

j=0

b jqt( j+1
2 )

(qt ; qt ) j
(
1 + aqh(t j+1)

) = (−bqt ; qt
)
∞

∞∑

k=0

(−1)k
(
aqh

)k

(−bqt ; qt )hk
. (3.29)

In the case that h = 1, t = 2, and b = a this reduces to an equivalent form of Entry
1.6.5, the second last equation in the proof of [5, Entry 1.6.5]:

∞∑

j=0

a jq j2+ j

(
q2; q2

)
j

(
1 + aq2 j+1

) = (−aq2; q2
)
∞

∞∑

k=0

(−aq)k(−aq2; q2
)
k

. (3.30)

This identity has a combinatorial proof, given by Berndt, Kim and Yee [8, Th. 5.7]. A
very similar identity is obtained when h = 2, t = 1, a �→ a/q, and b = a in (3.29):

∞∑

j=0

a jq( j+1
2 )

(q; q) j
(
1 + aq2 j+1

) = (−aq; q)∞
∞∑

k=0

(−aq)k

(−aq; q)2k
. (3.31)

Similar identities are obtained when b = 0 in (3.1). Set d = c/qh−1 and in the
resulting identity, relabel parameters by replacing c by −aqh−1 and a by −b, to
obtain, for |aqh | < 1, |bqt | < 1,

∞∑

j=0

(−bqt
) j

(qt ; qt ) j
(
1 + aqh(t j+1)

) = 1

(−bqt ; qt )∞

∞∑

k=0

(−bqt ; qt
)
hk

(−aqh
)k

. (3.32)

Now take b = a, h = 1 and t = 2 to find that

∞∑

j=0

(−aq2) j(
q2; q2

)
j

(
1 + aq2 j+1

) = 1(−aq2; q2
)
∞

∞∑

k=0

(−aq2; q2)
k (−aq)k . (3.33)

The b = 0 = c case of (3.1)

Take b = 0 = c in (3.1), replace d by b and take
(
aqt ; qt

)
∞ on the other side to obtain

an extremely symmetric transformation formula; for |aqt | < 1 and |bqh | < 1,
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1(
bqh; qh

)
∞

∞∑

j=0

(
bqh; qh

)
t j

(qt ; qt ) j
(aqt ) j = 1

(aqt ; qt )∞

∞∑

k=0

(
aqt ; qt

)
hk(

qh; qh
)
k

(bqh)k . (3.34)

There is no corresponding formula in Ramanujan’s list appearing in Chapter 1 of
[5], but it is related to [5, Cor. 1.2.2], a result originally due to Andrews [2]. When
h = 2 and t = 1, then (3.34) reduces to

1(
bq2; q2

)
∞

∞∑

j=0

(
bq2; q2

)
j

(q; q) j
(aq) j = 1

(aq; q)∞

∞∑

k=0

(aq; q)2k(
q2; q2

)
k

(bq2)k . (3.35)

Compare the sumon the left-hand sidewith that of [5,Cor. 1.2.2]. ToobtainCor. 1.2.2,
Andrews and Berndt apply Heine’s transformation once again on the right-hand side
of (3.35).

Summary of special cases

So far, we have listed 13 entries that are immediate special or limiting cases of (3.1).
One more will appear in §4. The main special case is Entry 1.4.1 (eq. (2.2)) which
is the h = 2 and t = 1 case of (3.1). The others are:

1. The case a = 1 = d. This leads to Entry 1.4.2 and Entry 1.4.5.
2. The case b = 0 and d → 0 of (3.1). This leads to Entry 1.4.3 and Entry 1.4.4.

Note that the case a → 0 and c = 0 leads to the same identities. Other special
cases include Entry 1.4.10 and Entry 1.4.11.

3. Taking a → 0 (without changing c) leads to Entry 1.4.18, and an equivalent form
of Entry 1.6.5. See also Entry 1.6.6 in §4 below. We have also taken b = 0 for
the sake of completeness. (The d → 0 and c = 0 cases are equivalent due to the
symmetry of (3.1).)

4. The case a → 0 and d → 0. This leads to Entry 1.4.12, Entry 1.4.17, Entry 1.4.9,
and a part of Entry 1.5.1.

5. The case b = 0 = c. This leads to a new transformation formula. A special case
is closely related to a useful transformation formula of Andrews in [5, Cor. 1.2.2].

By examining the above summary carefully, one can ask about the cases when b = 0
followed by a = 0, or c = 0 followed by d = 0 in (3.1). However, in both these
cases, the resulting identity reduces to the q-binomial theorem.

It is apparent that most of Ramanujan’s identities considered here are simple
limiting cases of (3.1) where one or more parameters go to 0. However, there are a
few that are motivated by getting a q-series (such as Entry 1.4.10 and Entry 1.4.11),
or in getting an ‘unnatural’ identity, where the factor that naturally terminates the
series from below is missing. See Entry 1.4.2 (eq. (3.6)), Entry 1.4.5 (eq. (3.9)) and
(3.30).

http://dx.doi.org/10.1007/978-3-319-68376-8_1
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4 Entry 1.6.6 and related summations

Entry 1.6.6 is also a special case of (3.29), our generalization of Entry 1.6.5 above,
and so of (3.1). What is different here is that one can employ a special case of the
q-binomial theorem to sum one of the series. The special case we need is [10, eq.
(II.1)]: for |z| < 1,

1

(z; q)∞
=

∞∑

k=0

zk

(q; q)k
. (4.1)

Observe that when b = −1 and h = 1 in (3.29), then using (4.1), we obtain

∞∑

j=0

(−1) j qt( j+1
2 )

(qt ; qt ) j
(
1 + aqt j+1

) = (
qt ; qt

)
∞

∞∑

k=0

(−1)k (aq)k

(qt ; qt )k

=
(
qt ; qt

)
∞

(−aq; qt )∞
.

Replace a by aqs−1 to rewrite this identity in the form

∞∑

j=0

(−1) j qt( j+1
2 )

(qt ; qt ) j
(
1 + aqt j+s

) =
(
qt ; qt

)
∞

(−aqs; qt )∞
. (4.2)

In the case where a = −1, s = 1 and t = 2, this reduces to Ramanujan’s [5, Entry
1.6.6], an identity we highlighted in the introduction:

∞∑

j=0

(−1) j q j2+ j

(
q2; q2

)
j

(
1 − q2 j+1

) =
(
q2; q2

)
∞(

q; q2
)
∞

, (4.3)

where the ratio of infinite products on the right-hand side is equal to Ramanujan’s
theta function ψ(q), defined as

ψ(q) :=
∞∑

k=0

q
k(k+1)

2 .

However, if we take a = 1, t = 1 and s = 1 in (4.2), we obtain

∞∑

j=0

(−1) j q( j+1
2 )

(q; q) j
(
1 + q j+1

) = (q; q)∞
(−q; q)∞

, (4.4)

where now the products on the right-hand side are (in Ramanujan’s notation) φ(−q),
defined by
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φ(−q) :=
∞∑

k=−∞
(−1)kqk2 .

So in (4.2) we have a common generalization of (4.3) and (4.4).
More generally, when b = −1, a �→ −ah , then (3.29) reduces to

∞∑

j=0

(−1) j qt( j+1
2 )

(qt ; qt ) j
(
1 − ahqh(t j+1)

) = (
qt ; qt

)
∞

∞∑

k=0

(aq)hk

(qt ; qt )hk
.

When h is a positive integer, the sum on the right consists of every hth term of the
summand in (4.1). There is a simple trick to compute such a sum. It uses the fact that

1

h

h−1∑

r=0

ωrk
h =

{
1 if h|k
0 otherwise

,

for ωh = e2π i/h or some other primitive hth root of unity. Using this trick, we find
that

∞∑

k=0

(aq)hk

(qt ; qt )hk
=

∞∑

k=0

(aq)k

(qt ; qt )k

1

h

h−1∑

r=0

ωrk
h

= 1

h

h−1∑

r=0

∞∑

k=0

(
aqωr

h

)k

(qt ; qt )k

= 1

h

h−1∑

r=0

1(
aqωr

h; qt
)
∞

.

So we obtain

∞∑

j=0

(−1) j qt( j+1
2 )

(qt ; qt ) j
(
1 − ahqh(t j+1)

) = 1

h

h−1∑

r=0

(
qt ; qt

)
∞(

aqωr
h; qt

)
∞

. (4.5)

In particular when h = 2, then ωh = −1, and

∞∑

j=0

(−1) j qt( j+1
2 )

(qt ; qt ) j
(
1 − a2q2(t j+1)

) = 1

2

( (
qt ; qt

)
∞

(aq; qt )∞
+

(
qt ; qt

)
∞

(−aq; qt )∞

)
. (4.6)

When a = 1 and t = 2, this reduces to
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∞∑

j=0

(−1) j q j2+ j

(
q2; q2

)
j

(
1 − q2(2 j+1)

) = 1

2

((
q2; q2

)
∞(

q; q2
)
∞

+
(
q2; q2

)
∞(−q; q2
)
∞

)

= 1

2
(ψ(q) + ψ(−q)) . (4.7)

The right-hand side is the even part of ψ(q).

Remark Letωr = e2π i/r or some other primitive r th root of unity. Then we can show
that, formally,

1

r

r−1∑

ν=0

ω−νs
r

∞∑

n=0

f (n)ωνn
r =

∞∑

k=0

f (rk + s)
1

r

r−1∑

ν=0

ωνrk
r =

∞∑

k=0

f (rk + s).

This ‘sectioning’ process allows us to compute the sum
∑∞

k=0 f (rk + s)zrk+s, if we
know the sum

∑∞
k=0 f (k)zk .

This trick is used in the proof ofAndrews’ Fundamental Lemma, given in equation
(2.6).

We have seen an example where we can sum a series after applying Heine’s method.
Next, we obtain a result for multiple series by iterating Heine’s method.

5 Multibasic Andrews q-Lauricella transformation

We now apply Heine’s method to obtain a multibasic generalization of Andrews’ [3,
(eq. (4.1)] transformation formula for the q-Lauricella function. As special cases,
we obtain some generalizations of Entry 1.4.10 and of equation (3.17). These results
transform a multiple series to a multiple of a single series.

For h and k vectors, we use the following notations. The notation |k| is used
to denote the sum of the components of the vector k1 + k2 + · · · + km . We use the
symbol for the dot product

h · k = h1k1 + h2k2 + · · · + hmkm .

We also use the vector δ to denote the vector (1, 2, . . . ,m). Thus,

δ · k =
m∑

r=1

rkr .

Theorem 5.1 Suppose m = 1, 2, . . . is a nonnegative integer. Let a1, a2, . . . , am
and b be complex numbers, and suppose that the denominators in (5.1) are not
zero. Further, let q, t , h1, h2, . . . hm be complex numbers, satisfying |qt | < 1,
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|qhr | < 1 and |qthr | < 1, for r = 1, 2, . . . ,m. Then, for |w| < 1, and |zr | < 1 (for
r = 1, 2, . . . ,m),

∑

kr≥0
r=1,2,...,m

m∏

r=1

(
ar ; qhr

)
kr(

qhr ; qhr
)
kr

(
w; qt

)
h·k

(bw; qt )h·k

m∏

r=1

zkrr (5.1)

=
(
w; qt

)
∞

(bw; qt )∞

m∏

r=1

(
ar zr ; qhr

)
∞(

zr ; qhr
)
∞

∞∑

j=0

(
b; qt

)
j

(qt ; qt ) j

m∏

r=1

(
zr ; qhr

)
t j(

ar zr ; qhr
)
t j

w j .

Remark Whenm = 1, then (5.1) reduces to (2.4).When ar �→ br , b �→ c/a,w �→ a,
and h1 = h2 = · · · hm = 1 = t , then (5.1) reduces to a transformation of Andrews
for q-Lauricella functions [3, (eq. (4.1)].

Proof The proof of (5.1) is a direct extension of the proof of (2.4). For m = 1, it
reduces to Theorem (2.1). When m > 1, we apply Heine’s method m times. Expand
the relevant products using the q-binomial theorem and interchange the sums one at
a time. The first few steps of the proof are as follows.

∑

kr≥0
r=1,2,...,m

m∏

r=1

(
ar ; qhr

)
kr(

qhr ; qhr
)
kr

(
w; qt

)
h·k

(bw; qt )h·k

m∏

r=1

zkrr

=
(
w; qt

)
∞

(bw; qt )∞

∑

kr≥0
r=1,2,...,m

m∏

r=1

(
ar ; qhr

)
kr(

qhr ; qhr
)
kr

(
bwqt(h1k1+···+hmkm ); qt

)
∞(

wqt(h1k1+···+hmkm ); qt
)
∞

m∏

r=1

zkrr

=
(
w; qt

)
∞

(bw; qt )∞

∑

kr≥0
r=1,2,...,m

m∏

r=1

(
ar ; qhr

)
kr(

qhr ; qhr
)
kr

m∏

r=1

zkrr

∞∑

j=0

(
b; qt

)
j

(qt ; qt ) j
w jqt j(h1k1+···+hmkm )

=
(
w; qt

)
∞

(bw; qt )∞

∑

kr≥0
r=1,2,...,m−1

m−1∏

r=1

(
ar ; qhr

)
kr(

qhr ; qhr
)
kr

m−1∏

r=1

zkrr

×
∞∑

j=0

(
b; qt

)
j

(qt ; qt ) j
w jqt j(h1k1+···+hm−1km−1)

∑

km≥0

(
am; qhm

)
km(

qhm ; qhm
)
km

(
zmq

t jhm
)km

=
(
w; qt

)
∞

(bw; qt )∞

∑

kr≥0
r=1,2,...,m−1

m−1∏

r=1

(
ar ; qhr

)
kr(

qhr ; qhr
)
kr

m−1∏

r=1

zkrr

×
∞∑

j=0

(
b; qt

)
j

(qt ; qt ) j
w jqt j(h1k1+···+hm−1km−1)

(
amzmqt jhm ; qhm

)
∞(

zmqt jhm ; qhm
)
∞
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=
(
w; qt

)
∞

(bw; qt )∞

(
amzm; qhm

)
∞(

zm; qhm
)
∞

∑

kr≥0
r=1,2,...,m−1

m−1∏

r=1

(
ar ; qhr

)
kr(

qhr ; qhr
)
kr

m−1∏

r=1

zkrr

×
∞∑

j=0

(
b; qt

)
j

(qt ; qt ) j

(
zm; qhm

)
t j(

amzm; qhm
)
t j

w jqt j(h1k1+···+hm−1km−1).

So far, the steps are identical to the proof of Theorem 2.1, with the sum indexed by
km replacing the sum indexed by k in the earlier proof. Repeating these steps m − 1
times, we obtain the required single sum indexed by j on the right-hand side of (5.1).

The convergence considerations in §2 extend to both the series in this theorem,
and to the interchange of summations required in the proof. �

Next, we indicate generalizations of a few special cases of results from §3, to hint
at the many possibilities available.

First take ar �→ crq/dr , b �→ −bq/a,w �→ aqt and zr �→ drqhr in (5.1) to obtain
a generalization of (3.1):

(
aqt ; qt )∞(−bqt+1; qt )∞

m∏

r=1

(
cr qhr+1; qhr

)

∞(
drqhr ; qhr

)
∞

∞∑

j=0

(−bq/a; qt ) j(
qt ; qt ) j

m∏

r=1

(
drqhr ; qhr

)

t j(
cr qhr+1; qhr )t j

(
aqt

) j

=
∑

kr≥0
r=1,2,...,m

m∏

r=1

(
cr q/dr ; qhr

)

kr(
qhr ; qhr )kr

(
aqt ; qt )h·k(−bqt+1; qt )h·k

qh·k
m∏

r=1

dkrr . (5.2)

Next, we obtain four generalizations of Ramanujan’s Entry 1.4.10, equation
(3.14).

First take b = 0 and dr → 0, for r = 1, 2, . . . ,m in (5.2). Further, replace cr by
1/q for each r , and take a = 1. In the resulting identity, take t = 1, and hr = r for
r = 1, 2, . . . ,m to obtain

∞∑

j=0

q j

(q; q) j

m∏

r=1

1

(qr ; qr ) j
= 1

(q; q)∞

m∏

r=1

1

(qr ; qr )∞

×
∑

kr≥0
r=1,2,...,m

m∏

r=1

1

(qr ; qr )kr
(q; q)δ·k(−1)|k|q

m∑
r=1

r(kr+1
2 )

. (5.3)

Next, again take b = 0 and dr → 0, for r = 1, 2, . . . ,m in (5.2). But now take
m = n, and replace hr by n for all r . Further, set cr = cqr−2 for r = 1, 2, . . . , n, and
invoke (3.3) to simplify some of the products. Finally, take a = c = 1 to obtain the
following generalization of Entry 1.4.10:
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∞∑

j=0

qt j

(qt ; qt ) j (qn; q)nt j
= 1

(qt ; qt )∞(qn; q)∞

×
∑

kr≥0
r=1,2,...,n

n∏

r=1

1

(qn; qn)kr

(
qt ; qt

)
n|k|(−1)|k|q

n∑
r=1

(r−1)kr+n
n∑

r=1
(kr+1

2 )
. (5.4)

The third generalization of Entry 1.4.10 is obtained as follows. In equation (5.2),
take a → 0 and cr = 0 for r = 1, 2, . . . ,m. Now take b �→ −1/q, dr = 1, for r =
1, 2, . . . ,m. In the resulting transformation, once again take t = 1, and hr = r , for
r = 1, 2, . . . ,m, and obtain

∑

kr≥0
r=1,2,...,m

1

(q; q)δ·k

m∏

r=1

1

(qr ; qr )kr
qδ·k

= 1

(q; q)∞

m∏

r=1

1

(qr ; qr )∞
∞∑

j=0

(−1) j q( j+1
2 )

m∏

r=2

(
qr ; qr ) j . (5.5)

The fourth generalization of Entry 1.4.10 is as follows. Again, take a → 0 and
cr = 0 for r = 1, 2, . . . ,m. But now take m = n, and replace hr by n for all r .
Further, replace b by −b/q, and set dr = dqr−1 for r = 1, 2, . . . , n. Again, we
invoke (3.3) to simplify some of the products, and take b = d = 1 to obtain the
following generalization of Entry 1.4.10.

∑

kr≥0
r=1,2,...,n

1

(qt ; qt )n|k|

n∏

r=1

1

(qn; qn)kr
q
n|k|+

n∑
r=1

(r−1)kr

= 1

(qt ; qt )∞(qn; q)∞

∞∑

j=0

(qn; q)nt j

(qt ; qt ) j
(−1) j qt( j+1

2 ). (5.6)

Next, we give a generalization of the generalization of Entry 1.4.12 given in
equation (3.17). To this end take the limit as a → 0 and dr → 0, for r = 1, 2, . . . ,m
in (5.2). Now replace cr by −ar/q and b by b/q to obtain

m∏

r=1

(−arq
hr ; qhr

)
∞

∞∑

j=0

1

(qt ; qt ) j

m∏

r=1

1(−arqhr ; qhr
)
t j

b jqt( j+1
2 )

= (−bqt ; qt
)
∞

∑

kr≥0
r=1,2,...,m

m∏

r=1

akrr(
qhr ; qhr

)
kr

1

(−bqt ; qt )h·k
q

m∑
r=1

hr(kr+1
2 )

. (5.7)
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Finally, we present a special case of (5.7) with m = n and where hr = n, for all r .
Take ar = aqr−1 for all r and simplify some of the products using (3.3) to obtain the
following generalization of Entry 1.4.12:

(−aqn; q)
∞

∞∑

j=0

b j

(qt ; qt ) j (−aqn; q)nt j
qt( j+1

2 ) = (−bqt ; qt
)
∞

×
∑

kr≥0
r=1,2,...,n

n∏

r=1

1

(qn; qn)kr

a|k|

(−bqt ; qt )n|k|
q

n∑
r=1

(r−1)kr+n
n∑

r=1
(kr+1

2 )
. (5.8)

Perhaps this is a suitable place to close our study, at equation number 60 of this
paper.

6 Closing remarks

We have seen that a minor modification of Andrews’ earlier identity led to so many
identities similar to Ramanujan’s entries. Clearly, it is a good idea to study Ramanu-
jan’s Notebooks, edited by Berndt, and the Lost Notebook, edited by Andrews and
Berndt. We conclude with a few remarks regarding Ramanujan’s transformations
and possible directions of further study.

Entry 1.4.1 is a key identity of Ramanujan, and deserves more importance than
given in [5]. Recall that Entry 1.4.1 is the h = 2 and t = 1 case of (3.1). Many
of Ramanujan’s transformations considered here are immediate corollaries of Entry
1.4.1. These include Entries 1.4.2, 1.4.3, 1.4.4, 1.4.5, and 1.4.18. The special cases
considered are the obvious ones, by letting one or more parameters equal to 0, or if
necessary, taking limits to 0. Even the equivalent case of Entry 1.6.5 can be derived
from Entry 1.4.1, by taking d → 0.

Entries 1.4.9, 1.4.10, 1.4.11, and 1.5.1 follow from the h = 1 = t case of (1.2)
or in other words, from Heine’s transformation (2.1). Since Heine’s transformation
formula appears in earlier notebooks of Ramanujan, why do these formulas show up
here, in his later work? An explanation is that Ramanujan was searching for identities
for series that look like or involve theta functions. So these entries, and Entry 1.6.6
fit in well here.

Next note that Entry 1.4.12 is obtained from the h = 1 case of (1.2), while Entry
1.4.17 requires the the h = t case of (1.2). Of the entries studied here, these two are
the only ones that require something more than (2.1) and (2.2) (the two identities
noted by Ramanujan in his notebooks).

Many of Ramanujan’s identities have been studied from a partition theoretic
perspective by Berndt, Kim and Yee [8], including (3.18), (3.19), (3.21), (3.23)
and (3.30). We expect that many of the identities considered here have a similar
interpretation.
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Finally, we note that Heine’s method generalizes to multiple series related to root
systems. We can combine the multidimensional q-binomial theorems (given by, for
example, Milne [14] and Gustafson and Krattenthaler [12]) to obtain extensions of
(1.2) and (5.1). We hope to present these elsewhere.
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Adventures with the OEIS

Jonathan M. Borwein

Abstract This paper is a somewhat expanded companion to a talk (Available at
http://www.carma.newcastle.edu.au/jon/OEIStalk.pdf) with the same title presented
in December 2015 at a 2015workshop celebrating TonyGuttmann’s seventieth birth-
day. My main intention is to further advertise the wonderful resource that the Online
Encyclopedia of Integer Sequences (OEIS) has become.

Keywords Experimental mathematics · Integer sequences · Sloane’s encyclopedia
2010 Mathematics Subject Classification 97I30 · 33C90

1 Introduction

What began in 1964 with a small set of personal file cards has grown over half
a century into the current wonderful online resource: the Online Encyclopedia of
Integer Sequences (OEIS).

1.1 Introduction to Sloane’s online and off-line encyclopedia

I shall describe five encounters over nearly 30 years with Neil Sloane’s (Online)
Encyclopedia of Integer Sequences. Its brief chronology is as follows:

• In 1973 a published book (Sloane) with 2, 372 entries appeared. This was based
on file cards kept since 1964.

Editorial Note: Jon Borwein passed away August 2, 2016.
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Fig. 1 The OIES in action.

• In 1995 a revised and expanded book (by Sloane & Simon Plouffe) with 5, 488
entries appeared.

—See the book review in SIAM Review by Rob Corless and me of the 1995 book
at https://carma.newcastle.edu.au/jon/sloane/sloane.htm.

• Soon after the World Wide Web went public, between 1994–1996, the OEIS went
online with approximately 16, 000 entries.

• As of Nov 15 21:28 EST 2015 OEIS had 263,957 entries

—all sequences used in this paper/talk were accessed between Nov 15–22, 2015.

1.2 The OEIS in action

As illustrated in Figure 1 taken fromhttps://oeis.org/, theOEIS is easy to use, entering
an integer sequence which it recognizes, one is rewarded with meanings, generating
functions, computer code, links and references, and other delights.

1.3 OEIS has some little known features

The OEIS also now usefully recognizes numbers: entering 1.4331274267223117
583... yields the following answer.

https://carma.newcastle.edu.au/jon/sloane/sloane.htm
https://oeis.org/
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Answer 1.1 (A060997). Decimal representation of continued fraction
1, 2, 3, 4, 5, 6, 7, …
(as a ratio of Bessel functions I0(2)/I1(2)).

The OEIS currently has excellent search facilities, by topic or author, and so
on. For instance, entering “Bell numbers” returned over 850 results while entering
“Alladi” yielded 23 sequences. The third sequence listed on the page is:

Answer 1.2 (A000700). Expansion of product (1 + x2k+1), k = 0..∞; number of
partitions of n into distinct odd parts; number of self-conjugate partitions; number
of symmetric Ferrers graphs with n nodes.

The sequence begins

1, 1, 0, 1, 1, 1, 1, 1, 2, 2, 2, 2, 3, 3, 3, 4, 5, 5, 5, 6, 7, 8, 8, 9, 11, 12, 12, 14, 16, 17, 18, 20

In the page we are told Krishna Alladi showed this is also the number of partitions
of n into parts �= 2 and differing by � 6 with strict inequality if a part is even.

Alladi’s paper “A variation on a theme of Sylvester—a smoother road toGöllnitz’s
(Big) theorem”, Discrete Math., 196 (1999), 1–11, through a link to http://www.
sciencedirect.com/science/article/pii/S0012365X98001939 is also provided.

The OEIS also has an email-based “super-seeker” facility.

1.4 Stefan Banach (1892–1945) ... the OEIS notices
analogies

The MacTutor website, see www-history.mcs.st-andrews.ac.uk/Quotations/
Banach.html, quotes Banach (Fig. 2) as saying:

A mathematician is a person who can find analogies between theorems; a better mathemati-
cian is one who can see analogies between proofs and the best mathematician can notice
analogies between theories.

In a profound way the OEIS helps us—greater or lesser mathematicians—find
analogies between theories.

2 1988: James Gregory (1638–1675) (Fig. 3) & Leonard
Euler (1707–1783)

Sequence 2.1 (A000364 (1/2)).

2,−2, 10,−122, 2770 . . .

http://www.sciencedirect.com/science/article/pii/S0012365X98001939
http://www.sciencedirect.com/science/article/pii/S0012365X98001939
www-history.mcs.st-andrews.ac.uk/Quotations/Banach.html
www-history.mcs.st-andrews.ac.uk/Quotations/Banach.html
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Fig. 2 A fine biography of Banach. Roman Kaluza, Through a Reporter’s Eyes: The Life of Stefan
Banach, Birkhäuser 1995.

Fig. 3 James Gregory (1638–1675).

Answer 2.2 (A011248). Twice A0003641 Euler (or secant or “Zig”) numbers:
e.g.f. (even powers only) sech(x) = 1/ cosh(x).

1Two sequences are found which we flag via (1/2). It is interesting to see how many terms are
needed to uniquely define well-known sequences. We indicate the same information in the next two
examples.
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Story 2.3. In 1988 Roy North observed that Gregory’s series for π ,

π = 4
∞∑

k=1

(−1)k+1

2k − 1
= 4

(
1 − 1

3
+ 1

5
− 1

7
+ · · ·

)
, (1)

when truncated to 5,000,000 terms, gives a value differing strangely from the true
value of π . Here is the truncated Gregory value and the true value of π :

3.14159245358979323846464338327950278419716939938730582097494182230781640 . . .

3.14159265358979323846264338327950288419716939937510582097494459230781640 . . .

Errors: 2 − 2 10 − 122 2770

The series value differs, as one might expect from a series truncated to 5, 000, 000
terms, in the seventh decimal place—a “4” where there should be a “6”. But the next
13 digits are correct!

Then, following another erroneous digit, the sequence is once again correct for
an additional 12 digits. In fact, of the first 46 digits, only four differ from the corre-
sponding decimal digits of π .

Further, the “error” digits appear to occur in positions that have a period of 14,
as shown above.

We note that each integer is even; dividing by two, we obtain (1,−1, 5,−122,
1385). Sloane has told us we have the Euler numbers defined in terms of Taylor’s
series for sec x :

sec x =
∞∑

k=0

(−1)k E2k x2k

(2k)! . (2)

Indeed, we see the asymptotic expansion base 10 on the screen:

π

2
− 2

N/2∑

k=1

(−1)k+1

2k − 1
≈

∞∑

m=0

E2m

N 2m+1
(3)

This works in hex (!!), and log 2 instead of π yields the tangent numbers.
In 1988 we only had recourse to the original printed book and had to decide to

divide the sequence by two before finding it. Now this sort of preprocessing and other
such transformations are typically done for one by the OEIS. But it does not hurt
to look for variants of one’s sequence—such as considering the odd or square-free
parts—if the original is not found.
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Nico Temme’s 1995 Wiley book Special Functions: An Introduction to the Clas-
sical Functions of Mathematical Physics starts with this motivating example.

References 2.4. The key references are

1. J.M. Borwein, P.B. Borwein, and K. Dilcher, “Euler numbers, asymptotic expan-
sions and pi,” MAA Monthly, 96 (1989), 681–687.

2. See also Mathematics by Experiment [1, §2.10] and “I prefer Pi,” MAA Monthly,
March 2015.

3 1999: Siméon Poisson (1781–1840) & E.T. Bell (1883–1960)

Sequence 3.1 (A000110 (1/10)).

1, 1, 2, 5, 15, 52, 203, 877, 4140 . . .

Answer 3.2. Bell or exponential numbers: number of ways to partition a set of n
labeled elements.

Story 3.3 (MAA Unsolved Problem). For t > 0, let

mn(t) =
∞∑

k=0

kn exp(−t)
t k

k!

be the n-th moment of a Poisson distribution (Fig. 4) with parameter t . Let cn(t) =
mn(t)/n! . Show

(a) {mn(t)}∞n=0 is log-convex for all t > 0.

(b) {cn(t)}∞n=0 is not log-concave for t < 1.

(c*) {cn(t)}∞n=0 is log-concave for t � 1.

Proof. (b) As

mn+1(t) = t
∞∑

k=0

(k + 1)n exp(−t)
t k

k! ,

on applying the binomial theorem to (k + 1)n , we see that

mn+1(t) = t
n∑

k=0

(
n

k

)
mk(t), m0(t) = 1.
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Fig. 4 Siméon Poisson (1781–1840).

In particular for t = 1, we obtain the sequence

1, 1, 2, 5, 15, 52, 203, 877, 4140, . . .

These we have learned are the Bell numbers.
TheOEISA001861 also tells us that for t = 2,wehavegeneralized Bell numbers,

and gives us the exponential generating functions. [The Bell numbers—as with many
other discoveries—were known earlier to Ramanujan.]

Now an explicit computation shows that

t
1 + t

2
= c0(t) c2(t) � c1(t)

2 = t2

exactly if t � 1. Also, preparatory to the next part, a simple calculation shows that

∑

n�0

cn(t)u
n = exp

(
t (eu − 1)

)
. (4)

(c∗) (The * indicates this was unsolved.) We appeal to a then recent theorem
due to Canfield. A search in 2001 on MathSciNet for “Bell numbers” since 1995
turned up 18 items. Canfield showed up as paper #10. Later, Google found the paper
immediately!

Theorem 3.4 (Canfield). If a sequence 1, b1, b2, · · · is nonnegative and log-
concave, then so is 1, c1, c2, · · · determined by the generating function equation

∑

n�0

cnun = exp

⎛

⎝
∑

j�1

b j
u j

j

⎞

⎠ .
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Our desired application has b j ≡ 1 for j � 1. Can the theorem be adapted to deal
with eventually log-concave sequences?

References 3.5. The key references are

1. Experimentation in Mathematics [2, §1.11].
2. E. A. Bender and R. E. Canfield, “Log-concavity and related properties of the

cycle index polynomials,” J. Combin. Theory Ser. A 74 (1996), 57–70.
3. Solution to “Unsolved Problem 10738.” posed by Radu Theodorescu in the 1999

American Mathematical Monthly.

4 2000: Erwin Madelung (1881–1972) & Richard Crandall
(1947–2012)

Sequence 4.1 (A055745 (1/3)).

1, 2, 6, 10, 22, 30, 42, 58, 70, 78, 102, 130190, 210, 330, 462 . . .

Answer 4.2. Square-free numbers not of form ab + bc + ca for 1 � a � b � c
(probably the list is complete).

A034168 Disjoint discriminants (one form per genus) of type 2 (doubled).

Story 4.3. A lovely 1986 formula for θ3
4 (q) due to Andrews is

θ3
4 (q) = 1 + 4

∞∑

n=1

(−1)nqn

1 + qn
− 2

∞∑

n=1,| j |<n

(−1) j qn2− j2 1 − qn

1 + qn
. (5)

From (5) Crandall obtained

∞∑

n,m,p>0

(−1)n+m+p

(n2 + m2 + p2)s
= −4

∞∑

n,m,p>0

(−1)n+m+p

(nm + mp + pn)s
− 6α2(s). (6)

Here α(s) = (
1 − 21−s

)
ζ(s) is the alternating zeta function.

Crandall used Andrew’s formula (6) to find representations for Madelung’s con-
stant, M3(1), where

M3(2s) :=
∞∑

n,m,p>0

(−1)n+m+p

(n2 + m2 + p2)s
.

The nicest integral consequence of (6) is
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M3(1) = − 1

π

∫ 1

0

∫ 2π

0

1 + 3 r sin(2θ)−1

(
1 + r sin(2θ)−1

) (
1 + r cos2 θ

) (
1 + r sin

2 θ
) dθ dr.

A beautiful evaluation due to Tyagi also follows:

M3(1) = −1

8
− log 2

4π
− 4π

3
+ 1

2
√
2

+ �( 18 )�( 38 )

π3/2
√
2

(7)

− 2
∑′

m,n,p

(−1)m+n+p(m2 + n2 + p2)−1/2

exp
[
8π

√
m2 + n2 + p2

] − 1
, (8)

Here the “closed form” part (7)—absent the rapidly convergent series (8)—is already
correct to ten places of the total: −1.747564594633182190636212 . . .. No fully
closed form for M3(1) is known.

Although not needed for his work, the ever curious Crandall then asked me what
natural numbers were not of the form

ab + bc + ca.

Itwas bedtime inVancouver so I askedmy ex-postdoctoral fellowRolandGirgensohn
in Munich. When I woke up, Roland had used matlab to send all 18 solutions up
to 50, 000. Also 4, 18 are the only non-square-free solutions.

I recognized the square-free numbers as exactly the singular values of type II
(Dickson), discussed in [3, §9.2]. One more 19th solution s > 1011 might exist but
only without GRH.

4.0.1 Ignorance can be bliss

Luckily, we only looked at the OEIS after the paper was written. In this unusual
case, the entry was based only on a comment supplied by two correspondents. Had
we seen it originally, we should have told Crandall and left the subject alone. As it
is, two other independent proofs appeared around the time of our paper.

4.1 The Newcastle connection

…Born decided to investigate the simple ionic crystal-rock salt (sodium chloride)—using
a ring model. He asked Lande to collaborate with him in calculating the forces between
the lattice points that would determine the structure and stability of the crystal. Try as they
might, the mathematical expression that Born and Lande derived contained a summation
of terms that would not converge. Sitting across from Born and watching his frustration,
Madelung offered a solution. His interest in the problem stemmed from his own research
in Goettingen on lattice energies that, 6 years earlier, had been a catalyst for Born and von
Karman’s article on specific heat.
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The new mathematical method he provided for convergence allowed Born and Lande to
calculate the electrostatic energy between neighboring atoms (a value now known as the
Madelung constant). Their result for lattice constants of ionic solids made up of light metal
halides (such as sodium and potassium chloride), and the compressibility of these crystals
agreed with experimental results.

Actually, soon after, Born and Lande discovered that they had forgotten to divide
by two in the compressibility analysis. This ultimately led to the abandonment of the
Bohr–Sommerfeld planar model of the atom.

Max Born was singer-and-actress Olivia Newton John’s maternal grandfather.
Newton John’s father Brinley (1914–1992) was the first Provost of the University
of Newcastle. He was a fluent German speaker who interrogated Hess after his mad
flight to Scotland in 1941. So Olivia has a fine academic background.

References 4.4. The key references are

1. J. M. Borwein and K-K. S. Choi, “On the representations of xy + yz + zx ,”
Experimental Mathematics, 9 (2000), 153–158.

2. J. M. Borwein, L. Glasser, R. McPhedran, J. Wan, and J. Zucker, Lattice
Sums: Then and Now. Encyclopedia of Mathematics and its Applications, 150,
Cambridge University Press, 2013.

5 2015: Cyril Domb (1920–2012) & Karl Pearson (1857–1936)

Sequence 5.1 (A002895 & A253095).

1, 4, 28, 256, 2716, 31504, 387136, 4951552 . . .

and

1, 4, 22, 148, 1144, 9784, 90346, 885868, 9115276 . . .

Answer 5.2. Respectively:

(a) Domb numbers: number of 2n-step polygons on diamond lattice.
(b) Moments of 4-step random walk in two and four dimensions.

Story 5.3. We developed the following expression for the even moments. It is only
entirely integer for d = 2 and d = 4.

In two dimensions, it counts abelian squares. What does it count in four space?

Theorem 5.4 (Multinomial sum for themoments). The even moments of an n-step
random walk in dimension d = 2ν + 2 are given by
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Wn(ν; 2k) = (k + ν)!ν!n−1

(k + nν)!
∑

k1+···+kn=k

(
k

k1, . . . , kn

)(
k + nν

k1 + ν, . . . , kn + ν

)
.

Story 5.5 (Generating function for three steps in four dimensions). For d = 4,
so ν = 1, the moments are sequence A103370. The OEIS also records a hypergeo-
metric form of the generating function, as the linear combination of a hypergeometric
function and its derivative, added byMark vanHoeij. On using linear transformations
of hypergeometric functions, we have more simply that

∞∑

k=0

W3(1; 2k)xk = 1

2x2
− 1

x
− (1 − x)2

2x2(1 + 3x)
2F1

( 1
3 ,

2
3

2

∣∣∣∣
27x(1 − x)2

(1 + 3x)3

)
,

which we are able to generalize (the planar o.g.f has the same “form”)—note the
Laurent polynomial.

Theorem 5.6 (Generating function for even moments with three steps). For
integers ν � 0 and |x | < 1/9, we have

∞∑

k=0

W3(ν; 2k)xk = (−1)ν
(2ν

ν

)
(1 − 1/x)2ν

1 + 3x
2F1

( 1
3 ,

2
3

1 + ν

∣∣∣∣
27x(1 − x)2

(1 + 3x)3

)

− qν

(
1

x

)
, (9)

where qν(x) is a polynomial (that is, qν(1/x) is the principal part of the hypergeo-
metric term on the right-hand side). In particular,

∞∑

k=0

W3(0; 2k)xk = 1

1 + 3x
2F1

( 1
3 ,

2
3

1

∣∣∣∣
27x(1 − x)2

(1 + 3x)3

)
.

References 5.7 The key references are

1. J.M.Borwein,A. Straub andC.Vignat, “Densities of short uniform randomwalks
in higher dimensions,” JMAA, to appear 2016. See http://www.carma.newcastle.
edu.au/jon/dwalks.pdf.

2. J. Borwein, A. Straub, J. Wan and W. Zudilin, with an Appendix by Don Zagier,
“Densities of short uniform random walks,” Canadian. J. Math. 64 (5), (2012),
961–990.

We finish with another recent example that again illustrates Richard Crandall’s
nimble mind.

http://www.carma.newcastle.edu.au/jon/dwalks.pdf
http://www.carma.newcastle.edu.au/jon/dwalks.pdf
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6 2015: Poisson (1781–1840) & Crandall (1947–2012)

Sequence 6.1 (A218147).
2,2,4,4,12,8,18,8,30,16,36,24,32,32,64,36,90,32,96,60,132,64,100,72...

Notice that this is the first non-monotonic positive sequence we have studied.

Answer 6.2. We are told it is the:

(a) Conjectured degree of polynomial satisfied by

m(n) := exp(8πφ2(1/n, 1/n)

(as defined in (10) below).
(b) A079458: 4m(n) is the number of Gaussian integers in a reduced system mod-

ulo n.

Story 6.3. The lattice sums in question are defined by

φ2(x, y) := 1

π2

∑

m,n odd

cos(mπx) cos(nπy)

m2 + n2
. (10)

Crandall conjectured while developing a deblurring algorithm—and I then proved—
that when x, y are rational

φ2(x, y) = 1

π
log A, (11)

where A is algebraic. Again, this number-theoretic discovery plays no role in the
performance of the algorithm. Both computation and proof exploited the Jacobian
theta-function representation [3, §2.7]:

φ2(x, y) = 1

2π
log

∣∣∣∣
θ2(z, q)θ4(z, q)

θ1(z, q)θ3(z, q)

∣∣∣∣ , (12)

where q = e−π and z = π
2 (y + i x).

In Table 1 we display the recovered polynomial for x = y = 35. Note how much
structure the picture reveals and how far from “random” it is.

Story 6.4. Remarkably, in 2012, Jason Kimberley (University of Newcastle)
observed that the degree m(s) of the minimal polynomial for x = y = 1/s appears
to be as follows. Set m(2) = 1/2. For primes p congruent to 1 mod 4, set m(p) =
int2(p/2), where int denotes greatest integer, and for p congruent to 3 mod 4, set
m(p) = int (p/2)(int (p/2) + 1). Then with prime factorization s = pe1

1 pe2
2 · · · per

r ,
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Table 1 Visualizing big data: 192-degree minimal polynomial with up to 85-digit coefficients,
found by the multipair PSLQ algorithm for the case x = y = 1/35.
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m(s) = 4r−1
r∏

i=1

p2(ei −1)
i m(pi ). (13)

• 2015. By employing large-scale computations with precision levels as high as
64,000 digits, (13) was shown to hold numerically for all tested cases where s
ranges up to 50 (except s = 41, 43, 47, 49, which were too costly to test) and
also for s = 60 and 64.

• 2016. After aGoogle search for 387221579866, a coefficient of the polynomial P11

for s = 11, we learned that Gordan Savin and David Quarfoot (2010) had defined
a sequence of polynomials ψs(x, y) with ψ0 = ψ1 = 1, while ψ2 = 2y, ψ3 =
3x4 + 6x2 + 1, ψ4 = 2y(2x6 + 10x4 − 10x2 − 2), and

ψ2n+1 = ψn+2ψ
3
n − ψn−1ψ

3
n+1 (n � 2) (14)

2yψ2n = ψn
(
ψn+2ψ

2
n−1 − ψn−2ψ

2
n+1

)
(n � 3). (15)

This led Kimberly to the following:

Conjecture 6.5 (Kimberley).

(a) For each integer s � 1, Ps(−x2) is a prime factor of ψs(x). In fact, it is the
unique prime factor of degree 2 × A218147(s).

(b) The algebraic quantity is the largest real root of Ps .
(c) (Divisibility) For integer m, n > 1 when m | n, then ψm | ψn .
(d) (Irreducibility) For primes of form 4n + 3, ψs(x) is irreducible over Q(i).

• 2016. Conjecture (a) was confirmed for s = 52 and (b) was checked up to s = 40.
Parts (c) and (d) have been confirmed for n � 120.

• 2016. In March 2016, David H. Bailey presented a summary of these results in a
number theory seminar at the University of California, Berkeley. After listening to
the presentation, Watson Ladd, a Berkeley graduate student, contacted Bailey and
myself saying that he believed that he could prove Kimberley’s conjecture (13)
on the degree of the polynomials. Subsequently he sent a proof (involving theta
functions, ideals, and Galois theory) and also a proof of the empirically observed
fact that when s is even, the resulting polynomial is palindromic. These results
were added to the published paper—see reference 2 immediately below.
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1. D. H. Bailey, J. M. Borwein, R. E. Crandall and I. J. Zucker, “Lattice sums arising
from the Poisson equation,” Journal of Physics A, 46 (2013) #115201 (31pp).

2. D. H. Bailey, J.M. Borwein, J. Kimberley andW. Ladd, “Computer discovery and
analysis of large Poisson polynomials,” Experimental Mathematics, 27 August
2016, http://www.tandfonline.com/doi/abs/10.1080/10586458.2016.1180565.

3. G. Savin and D. Quarfoot, “On attaching coordinates of Gaussian prime torsion
points of y2 = x3 + x to Q(i),” March 2010. http://www.math.utah.edu/~savin/
EllipticCurvesPaper.pdf.
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7 Conclusion

When I started showing the OEIS in talks 20 years ago, only a few hands would go
up when asked who had heard of it. Now often half the audience will claim some
familiarity. So there has been much progress but there is still work to be done to
further advertise the OEIS.

• The OEIS is an amazing instrumental resource. I recommend everyone read
Sloane’s 2015 interview in Quanta

– https://www.quantamagazine.org/20150806-neil-sloane-oeis-interview/

It is now a fifty year old model both for curation and for moderation of a web
resource.

– Since Neil Sloane retired from ATT, the OEIS has moved to an edited and
wiki-based resource run by the OEIS foundation.

• As with all tools, the OEIS can help (very often) as in the examples of Section 2
and Section 3, and it can hinder (much less often) as in the Example of Section 4.

• If a useful sequence occurs in your work, please contribute to the OEID as we did
with the examples of Section 4 and Section 6.

– Many of the underlying issues of technology and mathematics are discussed in
[4] andmore fully in: J.Monaghan, L. Troché and JMB, Tools and Mathematics,
Springer (Mathematical Education), 2015.

We finish with another quotation.

Algebra is generous; she often gives more than is asked of her. (Jean d’Alembert, 1717–
1783).

As generous as algebra is, the OEIS usually has something more to add.

Acknowledgements The author wishes to thank all of his coauthors, living and dead, who worked
on one or more of these examples.
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1 Introduction and statement of results

This paper continues the study of Capparelli’s partition identities [7] from the per-
spective of hypergeometric q-series, automorphic forms, and the combinatorial the-
ory of integer partitions. Capparelli’s identities are notable because they were the
first new examples that were discovered using Lepowsky and Wilson’s vertex oper-
ator algebras, which were famously introduced in [13] as a method for explicitly
constructing affine Lie algebras. This framework was further developed in [14] to
include Z -algebras. Our current investigation combines ideas from [1, 3, 5] in order
to prove new generalized identities that relate Capparelli’s work to false theta func-
tions, Jacobi forms, and multi-colored partitions.

Capparelli’s identities first arose conjecturally in [7] (see also his Ph.D. thesis
[6]), where he used Lepowsky andWilson’s Z -algebra program [14] to construct the
level 3 standard modules for A(2)

2 . The identities were proven shortly thereafter in a
number of independent works; Andrews [3] and Andrews, Alladi, and Gordon [1]
gave proofs using the theory of hypergeometric q-series, while the proofs of Tamba
and Xie [20] and Capparelli himself [8] used Z -algebras. Subsequently, there has
been a great deal of additional progress on the combinatorial implications of vertex-
operator-theoretic techniques; for example, see [12, 15, 17] for a small sampling.

Indeed, as our present focus is on multi-parameter generalizations and/or dilated
identities, we do not state Capparelli’s identities as originally presented in [7], but
rather a generalization due to Meurman and Primc [15], which also follows from
Alladi, Andrews, and Gordon’s results in [1]. For an integer partition λ, define indi-
cator functions ψ j such that ψ j (λ) = 1 if j is a part of λ, and ψ j (λ) = 0 otherwise.
We frequently suppress the argument unless it is important to distinguish a particular
partition. Suppose that d ≥ 3 and 1 ≤ � < d/2. Loosely following the terminology
and notation from [5, 7, 15], we say that a partition λ satisfies the (d, �)-dilated gap
condition if for all j ∈ N,

ψ( j+1)d−� + ψ jd + ψ jd−� ≤ 1, (1.1)

ψ jd+� + ψ jd + ψ( j−1)d−� ≤ 1,

ψ jd−� + ψ( j−1)d+� ≤ 1,

and ψn = 0 if n �≡ 0,±� (mod d). This system of inequalities is the special case
k = 1, s0 = �, and s1 = d − � of (11.2.6) in [15], which describes the partition ideals
that arise from root lattices. Note that (11.2.6) of [15] is actually a system of four
inequalities, but in the special case k = 1 it is overdetermined and reduces to the
above. Capparelli’s original identities correspond to (d, �) = (3, 1), and in that case
the conditions in (1.1) are equivalently characterized by requiring that the successive
parts in a partition differ by at least 2, and two parts differ by 2 or 3 only if their sum
is a multiple of 3.

In order to state the identities of Capparelli and Meurman–Primc, we also require
enumeration functions for the partitions described above. For α, β ∈ {0, 1}, let
cd,�
α,β(n) denote the number of partitions of n that satisfy the (d, �)-gap condition



Three-Colored Partitions and Dilated Companions of Capparelli’s Identities 141

with the further restriction that ψ� ≤ α and ψd−� ≤ β. We write the corresponding
generating functions as

C d,�
α,β (q) :=

∑

n≥0

cd,�
α,β(n)qn =

∑

λ satisfies (d,�)-gap condition
λ�≤α, λd−�≤β

q |λ|.

Here |λ| denotes the size of a partition λ, which is the sum of its parts. Meurman and
Primc’s generalized identity is now stated as follows.

Theorem (Lemma 2 in [1]; equations (11.1.5)–(11.1.6) in [15]). For d ≥ 3, we
have

C d,�
0,1 (q) =

∏
n≥0

(
1 + q(2n+1)d−�

) (
1 + q(2n+1)d+�

)
∏

n≥0

(
1 − q(2n+1)d

) , (1.2)

C d,�
1,0 (q) =

∏
n≥0

(
1 + q2(n+1)d−�

) (
1 + q2nd+�

)

∏
n≥0

(
1 − q(2n+1)d

) . (1.3)

Remarks. 1. In fact, there is a version of Meurman and Primc’s result that also holds
for d = 1 or 2, although the partition combinatorics from (1.1) are no longer the
correct formulation, and instead require multiple colors. This becomes clearer from
the statement of our main results below.

2. The results in [1] are more general than the theorem statement, as they include
additional parameters that distinguish between parts based on residue classes mod-
ulo d. Equation (1.2) follows from (5.2) in [1] by setting q �→ qd , a �→ q−d+�, and
b �→ q−d−�, and (1.3) from q �→ qd , a �→ q−�, and b �→ q−2d+�. These parameters
are discussed further in the sequel.

3. The above theorem is not the original combinatorial formulation of Capparelli’s
identities, but it is straightforward to show that the product expression forC 3,1

0,1 (q) also
enumerates the number of partitions of n into parts congruent to ±2,±3 (mod 12),
as in Theorem 21 A of [7]. Note that this product is also equivalently stated in the
unnumbered equation following (5.2) in [1].

Our investigation in [5] was motivated by the observation that (1.2) and (1.3) are
modular identities, in the sense that the right-hand sides are (essentially) weakly
holomorphic modular forms. Furthermore, the refinements of Capparelli’s results
in [1] and [3] are of additional number-theoretic interest due to the presence of an
additional parameter. In order to describe the refined identities, let νd, j (λ) be the
number of parts of λ that are congruent to j modulo d, and define the generating
functions

C d,�
α,β (t; q) :=

∑

λ satisfies (d,�)-gap condition
λ�≤α, λd−�≤β

tνd,�(λ)−νd,d−�(λ)q |λ|. (1.4)
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Throughout the remainder of the paper, we adopt the standard q-factorial nota-
tion for a ∈ C and n ∈ N0 ∪ {∞}, namely (a; q)n := ∏n−1

j=0(1 − aq j ). We also use
the additional shorthand (a1, . . . , ar ; q)n := (a1; q)n · · · (ar ; q)n . The Jacobi theta
function is defined by

θ(z; q) := (−z,−z−1q, q; q)
∞ =

∑

k∈Z
zkq

k(k−1)
2 , (1.5)

where the final equality follows from Jacobi’s Triple Product identity ((2.2.10) in
[4]). This function is essentially a holomorphic Jacobi form, as described in the
seminal work of Eichler and Zagier [9]. Finally, define the shifted Dirichlet character
χ3(m) := (m+1

3 ), and let

T1(t; q) :=
∑

n≥0

χ3(n)t−nq
n(n+2)

3 ,

T2(t; q) :=
∑

n≥0

χ3(n)tnq
n(n−1)

3 .

There has been a great deal of recent work illuminating the connections between
“false” theta functions such as the Tj and classical automorphic forms, particularly
through the theory of quantum modular forms, as in [11] and [21].

The main result in [5] demonstrates the role of these functions in identities related
to Capparelli’s results.

Theorem 1.1 ([5], Theorem 3.1). If α, β ∈ {0, 1}, then

C 3,1
α,β (t; q) =(α + β − 1)

(
− q3; q3

)

∞
θ

(−t2q2; q6)

+ θ
(
tq4; q6

)
(
q3; q3

)
∞

(
β + (1 − α − β)T1

(
tq; q3

))

+ θ
(
tq; q6

)
(
q3; q3

)
∞

(
α + (1 − α − β)T2

(
tq; q3

))
. (1.6)

Remark.This theorem includes Capparelli’s original identities [7], which correspond
to the two cases where α + β = 1. In particular, in these cases (1.6) simplifies to the
products (1.2) and (1.3) with d = 3 and � = 1.

Remark. We note that in [19] Sills proved a one-parameter generalization of an
“analytic counterpart” to Capparelli’s identities, using Bailey chains to obtain inter-
esting hypergeometric q-series representations for infinite products related to the
case (d, �) = (3, 1) in (1.2) and (1.3).

The main automorphic result of this paper extends (1.6) to an arbitrary modulus,
providing a general family of identities that imply (1.2) and (1.3).
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Theorem 1.2. For α, β ∈ {0, 1},

C d,�
α,β (t; q) =(α + β − 1)θ

(−t2q2�; q2d
) (−qd; qd

)
∞

+ θ
(
tqd+�; q2d

)

(qd; qd)∞

(
β + (1 − α − β)T1

(
tq�; qd

))

+ θ
(
tq�; q2d

)

(qd; qd)∞

(
α + (1 − α − β)T2

(
tq�; qd

))
.

In fact, this theorem statement is a specialization of a more general result that we
prove for three-colored partitions with gap restrictions; see Theorem 4.1. The general
result is inspiredbySection5of [1],where the authors studied three-coloredpartitions
using the “method of weighted words” to obtain multi-parameter generalizations of
(1.2) and (1.3). Our generalizations are of a different shape, as we instead use the
analytic theory of q-difference equations and hypergeometric q-series. Identities for
three-colored partitions also arise in [16], where the basic A(1)

2 -module is constructed
using vertex operator methods.

The remainder of the paper is structured as follows. Section 2 consists of a brief
review of classical results from the theory of hypergeometric q-series. This is fol-
lowed by proofs of combinatorial results and finite generating series for three-colored
partitions in Section 3. We conclude in Section 4 by evaluating the infinite limiting
cases, thereby proving Theorem 1.2.

2 Hypergeometric q-series identities

In this section, we record a number of identities that are useful in the evaluation
of the generating functions that are the main topic of this paper. If 0 ≤ m ≤ n, the
q-binomial coefficient is denoted by

[
n

m

]

q

:= (q; q)n

(q; q)m(q; q)n−m
.

We also need the limiting case

lim
n→∞

[
n

m

]

q

= 1

(q; q)m
. (2.1)

Next, we recall two identities due to Euler, which state (see (2.2.5) and (2.2.6) in [4])
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1

(x; q)∞
=

∑

n≥0

xn

(q; q)n
, (2.2)

(x; q)∞ =
∑

n≥0

(−1)nxnq
n(n−1)

2

(q; q)n
. (2.3)

A related summation formula is

∑

n≥0
n even

q
n(n−1)

2

(q; q)n
= 1(

q; q2
)
∞

= (−q; q)∞ ; (2.4)

the first equality follows from Cauchy’s identity, which is (2.2.8) in [4].
We also need a result from Ramanujan’s famous “Lost Notebook”, which appears

as (4.1) in [2]:

∑

n≥0

qn

(−aq; q)n(−bq; q)n
=

(
1 + a−1

) ∑

n≥0

(−1)nq
n(n+1)

2
(
b
a

)n

(−bq; q)n

− a−1 ∑
n≥0(−1)nq

n(n+1)
2

(
b
a

)n

(−aq,−bq; q)∞
. (2.5)

Finally, in order to derive expressions involving false theta functions, we recall a
related identity of Rogers [18] (equation (3) on page 335), which states that

∑

n≥0

(−1)n y2nq
n(n+1)

2

(yq; q)n
=

∑

n≥0

(−1)n y3nq
n(3n+1)

2

(
1 − y2q2n+1

)
.

In fact, we need a one-parameter generalization of Rogers’ identity, which follows
from Fine’s systematic study of hypergeometric functions in [10].

Lemma 2.1. We have

∑

n≥0

(−1)n(bx)nq
n(n+1)

2

(bq; q)n
=

∑

n≥0

(xq; q)n

(bq; q)n

(
− xb2

)n
q

n(3n+1)
2

(
1 − bxq2n+1

)
.

Proof. We use Fine’s notation for the basic hypergeometric series, namely

F(a, b; t) :=
∑

n≥0

(aq; q)ntn

(bq; q)n
.

The left-hand side of the lemma statement may be expressed as a limit of Fine’s
function, since
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∑

n≥0

(−1)n(bx)nq
n(n+1)

2

(bq; q)n
= lim

a→∞ F
(
ab, b; x

a

)
.

By (6.3) of [10], this expression transforms to

lim
a→∞ F

(
ab, b; x

a

)
= lim

a→∞
1 − b

1 − x
a

F
(
x,

x

a
; b

)
= (1 − b)F (x, 0; b) . (2.6)

By the Rogers-Fine identity (see (14.1) of [10]), (2.6) becomes

(1 − b) lim
w→0

F(x,w; b) =
∑

n≥0

(xq; q)n

(bq; q)n

(
1 − xbq2n+1

)
bnqn2 lim

w→0

(
xbq

w
; q

)

n

wn.

Evaluating the limit completes the proof.

3 Three-colored partitions and finite recurrences

In this section, we combine ideas from [1, 3, 5] and introduce certain three-colored
partitions with gap restrictions that are related to generalizations of Capparelli’s
identities. The combinatorics of the partition colorings are inspired by Sections 5
and 6 of [1], where the method of weighted words was used in order to evaluate the
corresponding generating functions. However, we instead use techniques from [3],
which were further adapted in [5] in order to find hypergeometric q-series solutions
to the appropriate q-difference equations.

3.1 Colored partitions

For an integer partition, we write the parts of a partition in nonincreasing order, λ1 ≥
λ2 ≥ · · · ≥ λm . For the remainder of the paper we consider three-colored partitions
into distinct parts with gap restrictions. In particular, if j is a part of a partition λ,
then it is given one of three colors, a, b, or c; a part of size j and color k is denoted
by jk . When writing the parts of a partition they are ordered by both size and color,
according to the sequence

1a ≺ 1b ≺ 1c ≺ 2a ≺ 2b ≺ 2c ≺ . . . . (3.1)

Note that this is slightly different than the ordering in Section 5 of [1]; to compare
the two, we have effectively shifted all of the parts with color b by 1.

We say that a three-colored partition satisfies the Capparelli gap conditions if it
is in the subset
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R :=
{
λ � n | distinct parts λ j , with color kλ j ∈ {a, b, c},
and for consecutive integer parts ( j + 1), j ∈ λ, k j+1k j �= aa, bb, ac, or bc

}
.

In other words, a 3-colored partition into distinct parts λ is inR if

λr − λr+1 ≥ A
(
kλr+1 , kλr

)
, (3.2)

where A is the following matrix (indexed in order by rows and columns; note that
λr+1 is smaller than λr ).

kλr

A a b c
a 2 1 1

kλr+1 b 1 2 1
c 2 2 1

For example, the second row implies that if jb ∈ λ, then the next largest part cannot
be jc or ( j + 1)b, but any of ( j + 1)a, ( j + 1)c, ( j + 2)a, ( j + 2)b, or larger, are
allowed.

3.2 Finite generating functions

Extending the notation from Section 1 to include colored parts, we define indicator
functions

ψmk (λ) :=
{
1 if mk ∈ λ,

0 otherwise.

Furthermore, let νk(λ) count the number of parts of λ with color k; we see below
that the νd,� from Section 1 (see (1.4)) corresponds to certain specializations.

For α, β ∈ {0, 1}, M ≥ 1, and k ∈ {a, b, c}, define the bounded generating func-
tions

F(Mk) = Fα,β (Mk; A, B; q) (3.3)

:=
∑

λ∈R
λ j≤Mk for all j

(
1 − (1 − α)ψ1a (λ)

) (
1 − (1 − β)ψ1b(λ)

)
Aνa(λ)Bνb(λ)q |λ|.

Note that the indicator functions have the effect of limiting the number of occurrences
of 1a to at most α, and the occurrences of 1b to at most β. It also important to note
that there is no variable associated with the color c; to our knowledge, none of the
known results related to Capparelli’s identities generalize to this degree.
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Following Sections 4 of [3] and [1], by conditioning on the largest part, we easily
find the recurrences

F (nb) = F (na) + BqnF ((n − 1)a) , (3.4)

F (nc) = F (nb) + qnF ((n − 1)c) , (3.5)

F ((n + 1)a) = F (nc) + Aqn+1
(
F ((n − 1)c) + BqnF ((n − 1)a)

)
. (3.6)

For example, on the right-side of (3.4), the first term corresponds to the case that nb
does not occur, so the largest part is at most na , and the second term the case that nb
does occur, so that the next part is at most (n − 1)a .

Moreover, by writing down the first several partitions inR, we directly calculate
the initial values

F (1a) = 1 + αAq, (3.7)

F (1b) = 1 + αAq + βBq,

F (1c) = 1 + αAq + βBq + q,

F (2a) = 1 + αAq + βBq + q + Aq2(1 + βBq).

Furthermore, it is convenient to have a value for F(0a), which can be obtained in a
consistent manner by plugging n = 1 in to (3.4) and working in reverse. In particular,
combined with (3.7), this implies that F(0a) = β.

We now manipulate the system (3.4)–(3.6) in order to obtain a recurrence involv-
ing only one color. Isolating F(nb) in (3.4) and (3.5) yields

F (nc) − qnF ((n − 1)c) = F (na) + BqnF ((n − 1)a) , (3.8)

and rearranging the terms of (3.6) gives

F (nc) + Aqn+1F ((n − 1)c) = F ((n + 1)a) − ABq2n+1F ((n − 1)a) . (3.9)

Taking Aq times (3.8) and adding it to (3.9) then results in

(Aq + 1)F (nc) (3.10)

= AqF (na) + ABqn+1F ((n − 1)a) + F ((n + 1)a) − ABq2n+1F ((n − 1)a) .

Similarly, subtracting (3.8) from (3.9) gives

qn(Aq + 1)F ((n − 1)c)

= F ((n + 1)a) − ABq2n+1F ((n − 1)a) − F (na) − BqnF ((n − 1)a) . (3.11)



148 K. Bringmann and K. Mahlburg

We now shift n �→ n − 1 in (3.10) and plug this in to (3.11), which yields an
equality involving only the color a, namely

qn
(
AqF ((n − 1)a)+F (na) + ABqn

(
1 − qn−1

)
F ((n − 2)a)

)

= F ((n + 1)a) − F (na) − Bqn
(
1 + Aqn+1

)
F ((n − 1)a) .

Regrouping terms, we finally have the single recurrence

F ((n + 1)a) = (
1 + qn

)
F (na) +

(
Aqn+1 + Bqn + ABq2n+1

)
F ((n − 1)a)

(3.12)

+ ABq2n
(
1 − qn−1

)
F ((n − 2)a) .

By introducing an auxiliary variable and constructing a generating function for the
F(na), the problem can now be translated to a q-difference equation, which is then
amenable to techniques from the theory of hypergeometric q-series. The details are
carried out in the sequel.

3.3 Hypergeometric q-series solution

We close this section by solving the recurrence (3.12), thereby finding a hyperge-
ometric q-series expression for the three-colored partitions satisfying Capparelli’s
gap condition. We begin by setting

γn := F (na)

(q; q)n
, (3.13)

and then shift n �→ n − 1 in (3.12), which implies that, for n ≥ 3,

γn = 1 + qn−1

1 − qn
γn−1 + Aqn + Bqn−1 + ABq2n−1

(
1 − qn−1

)(
1 − qn

) γn−2 + ABq2n−2

(
1 − qn−1

)(
1 − qn

)γn−3.

(3.14)
Note that the initial conditions are given by

γ0 = β, γ1 = 1 + αAq

1 − q
, γ2 = 1 + αAq + βBq + q + Aq2

(
1 + βBq

)
(
1 − q

)(
1 − q2

) .

(3.15)
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We then further rewrite (3.14) as

(
1 − qn−1

)(
1 − qn

)
γn

=
(
1 − q2n−2

)
γn−1 +

(
Aqn + Bqn−1 + ABq2n−1

)
γn−2 + ABq2n−2γn−3,

(3.16)

from which we next derive a q-difference equation.
In order to convert the above recurrence to a series relation, form ∈ N0 we define

the (shifted) generating functions

G(m)(z) :=
∑

n≥m

γnz
n, (3.17)

and we also set G := G(0). Multiplying (3.16) by zn and summing over n ≥ 3, we
obtain

G(3)(z) − G(3)(zq) − q−1G(3)(zq) + q−1G(3)
(
zq2

)

= z
(
G(2)(z) − G(2)

(
zq2

) )
+ z2

((
Aq2 + Bq

)
G(1)(zq) + ABq3G(1)

(
zq2

))

+ z3ABq4G
(
zq2

)
. (3.18)

A short calculation shows that after adding back in the boundary terms and plugging
in (3.15), (3.18) simplifies to

(1 − z)G(z) =
(
1 + q−1 + z2

(
Aq2 + Bq

))
G(zq)

− q−1(1 + zq)
(
1 − z2q4AB

)
G

(
zq2

)
+ z2q2A(1 − α − β).

The order of this q-difference equation is reduced by re-normalizing the generating
function, so we set

H(z) := G(z)

(−z; q)∞
. (3.19)

Then we have

(
1 − z2

)
H(z) =

(
1 + q−1 + Aq2z2 + Bqz2

)
H(zq) − q−1

(
1 − z2q4AB

)
H

(
zq2

)

+ A (1 − α − β)
∑

n≥0

(−1)nzn+2qn+2

(q; q)n
,

where the final term follows from (2.2).
We nowfind a hypergeometric solution to this q-difference equation by expanding

the series as
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H(z) =:
∑

k≥0

δk z
k . (3.20)

Then for k ≥ 2 we have

δk − δk−2 =qk
(
1 + q−1

)
δk + qk−1(Aq + B)δk−2 − q2k−1δk + q2k−1ABδk−2

+ A(1 − α − β)(−1)kqk

(q; q)k−2
,

which can be rewritten as the (nonhomogeneous) recurrence

δk =
(
1 + Aqk

)(
1 + Bqk−1

)

(
1 − qk−1

)(
1 − qk

) δk−2 + A(1 − α − β)(−1)kqk

(q; q)k
. (3.21)

The initial conditions are found by recalling (3.15), (3.17), and (3.20), which imply
that

δ0 = γ0 = β, δ1 = γ1 − γ0

1 − q
= 1 − β + αAq

1 − q
.

A short proof by induction using (3.21) then gives the solutions

δ2k =
(

− Aq2; q2
)

k

(
− Bq; q2

)

k

(q; q)2k

(
A(1 − α − β)

k∑

�=1

q2�( − Aq2; q2)
�

( − Bq; q2)
�

+ β

)

(3.22)
for the even indices, and similarly, for the odd indices,

δ2k+1 =
(

− Aq3; q2
)

k

( − Bq2; q2)k
(q; q)2k+1

(3.23)

×
⎛

⎝−A(1 − α − β)q
k∑

�=1

q2�( − Aq3; q2)
�

( − Bq2; q2)
�

+ 1 − β + αAq

⎞

⎠ .

It is now possible to combine (3.13), (3.17), (3.19), (3.20), (3.22), and (3.23)
in order to write down closed-form expressions for F(na) (cf. Lemma 3.2 in [5]).
However, our primary interest is on the limiting case n → ∞, as this then implies
Theorem 1.2. We evaluate this limit in the next section.
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4 Infinite series evaluation and the proof of Theorem 1.2

In this section,we take the infinite limits of the bounded expressions from the previous
section in order to find the full generating functions for three-colored partitions
satisfying Capparelli’s gap condition. We denote the limiting functions by

Fα,β (A, B; q) := lim
n→∞ Fα,β (na; A, B; q) , (4.1)

Fα,β (t; q) := Fα,β

(
tq−1, t−1; q)

.

The dilated identities in Theorem 1.2 are then immediate consequences of the fol-
lowing result for colored partitions.

Theorem 4.1. For α, β ∈ {0, 1}, we have

Fα,β (t; q) = θ
(
tq; q2)

(q; q)∞
(
β + (1 − α − β)T1(t; q)

)

+ θ
(
t; q2)

(q; q)∞
(
α + (1 − α − β)T2(t; q)

) − (1 − α − β)θ
(

− t2; q2
)
(−q; q)∞.

Proof of Theorem 1.2. The theorem statement follows from letting q �→ qd and
t �→ tq� in Theorem 4.1. Recalling (1.4), (3.3), and (4.1), it is a short combinatorial
exercise to show that under this specialization the colored gap condition (3.2) is
equivalent to (1.1).

Remark. This specialization is slightly different from the one in [1], which we pre-
viously described in Remark 2 following (1.3). This is again due to the fact that the
coloring we specify in (3.1) differs from that of Andrews, Alladi, and Gordon.

4.1 Limits separated by parity

The calculations are most convenient if the odd and even indices for the δn are
separated. For j ∈ {0, 1} we therefore set

Hj (z) :=
∑

n≡ j (mod 2)

δk z
k,

G j (z) := (−z)∞Hj (z).

Then, by (2.3) and (3.22),
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G0(z) =
∑

m≥0

zmq
m(m−1)

2

(q)m

∑

k≥0

δ2k z
2k

=
∑

n≥0

zn

(q)n

∑

m+2k=n

[
n

m

]

q

q
m(m−1)

2

(
− Aq2; q2

)

k

(
− Bq; q2

)

k

×
(

β + (1 − α − β)A
k∑

�=1

q2�

( − Aq2; q2
)
�

( − Bq; q2
)
�

)
,

and similarly by (3.23),

G1(z) =
∑

n≥0

zn

(q)n

∑

m+2k+1=n

[
n

m

]

q

q
m(m−1)

2

(
− Aq3; q2

)

k

(
− Bq2; q2

)

k

×
(
1 − β + αAq − q(1 − α − β)A

k∑

�=1

q2�

( − Aq3; q2
)
�

( − Bq2; q2
)
�

)
.

Written in the above form we can finally isolate the generating functions from
Section 3,

G j (z) =:
∑

n≥0

zn

(q)n
C j,n.

Then F(na) = C0,n + C1,n , and thus

Fα,β = lim
n→∞

(
C0,n + C1,n

)
. (4.2)

We begin with the even case, using (2.1) to calculate

C0 := lim
n→∞
n even

C0,n = lim
n→∞
n even

n∑

m=0
m even

q
m(m−1)

2

[
n

m

]

q

(
− Aq2; q2

)
n−m
2

(
− Bq; q2

)
n−m
2

×
⎛

⎝β + (1 − α − β)A

n−m
2∑

�=1

q2�

( − Aq2; q2
)
�

( − Bq; q2
)
�

⎞

⎠

=
∑

m≥0
m even

q
m(m−1)

2

(q; q)m

(
− Aq2; q2

)

∞

(
− Bq; q2

)

∞
(4.3)

×
(

β + (1 − α − β)A
∑

�≥1

q2�

( − Aq2; q2
)
�

( − Bq; q2
)
�

)
.

The sum on m evaluates to (−q; q)∞ by (2.4), so it remains to compute the sum on
�. For this, we first shift the summation index to obtain
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q2

(
1 + Aq2

)
(1 + Bq)

∑

�≥0

q2�

( − Aq4; q2
)
�

( − Bq3; q2
)
�

.

Then we apply (2.5) with q �→ q2, a = Aq2, and b = Bq, yielding the equivalent
expression

q2

(
1 + Aq2

)
(1 + Bq)

⎛

⎜⎝
(
1 + A−1q−2

) ∑

�≥0

(−1)�q�(�+1)
(

B
Aq

)�

( − Bq3; q2
)
�

−A−1q−2

∑
�≥0(−1)�q�(�+1)

(
B
Aq

)�

( − Aq4,−Bq3; q2
)
∞

⎞

⎟⎠

= A−1
∑

�≥0

(−1)�q�2
(
B
A

)�

( − Bq; q2
)
�+1

− A−1 ∑
�≥0(−1)�q�2

(
B
A

)�

( − Aq2,−Bq; q2
)
∞

.

(4.4)

Shifting the summation index of the first sum in (4.4), we have

∑

�≥0

(−1)�q�2
(
B
A

)�

( − Bq; q2
)
�+1

= −
∑

�≥1

(−1)�q�2−2�+1
(
B
A

)�−1

( − Bq; q2
)
�

.

Applying Lemma 2.1 with q �→ q2, b = −Bq−1, and x = −A−1q−2, the above
expression equals

Aq

B
− Aq

B

∑

�≥0

(
− A−1; q2

)

�( − Bq; q2
)
�

(
B2

A

)�

q3�(�−1)

(
1 − B

A
q4�−1

)
. (4.5)

Combining (4.4)–(4.5) and plugging in to (4.3), we, therefore, have

C0 = (−q; q)∞
(

− Aq2; q2
)

∞

(
− Bq; q2

)

∞ (4.6)

×
⎡

⎢⎣β + (1 − α − β)

⎛

⎜⎝
Aq

B
− Aq

B

∑

�≥0

(
− A−1; q2

)

�( − Bq; q2)
�

(
B2

A

)�

q3�(�−1)
(
1 − B

A
q4�−1

)
⎞

⎟⎠

⎤

⎥⎦

− (1 − α − β)(−q; q)∞
∑

�≥0

(−1)�
(
B

A

)�

q�2 .

Wenow calculate the contribution from F1, which proceeds similarly to the above.
Again using (2.1) and (2.4), we have
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C1 := lim
n→∞
n odd

C1,n = lim
n→∞
n odd

n−1∑

m=0
m even

q
m(m−1)

2

[
n

m

]

q

(
− Aq3; q2

)
n−m−1

2

(
− Bq2; q2

)
n−m−1

2

×
⎛

⎜⎝1 − β + αAq − q(1 − α − β)A

n−m−1
2∑

�=1

q2�

(
− Aq3; q2

)

�

( − Bq2; q2
)
�

⎞

⎟⎠

= (−q; q)∞
(

− Aq3; q2
)

∞

(
− Bq2; q2

)

∞
(4.7)

×
(
1 − β + αAq − q(1 − α − β)A

∑

�≥1

q2�

( − Aq3; q2
)
�

( − Bq2; q2
)
�

)
.

By Ramanujan’s identity (2.5) with q �→ q2, b = Aq, and a = B, the sum on �

becomes

−1 + (
1 + B−1

) ∑

�≥0

(−1)�q�(�+1)
(

Aq
B

)�

( − Aq3; q2
)
�

− B−1

∑
�≥0(−1)�q�(�+1)

(
Aq
B

)�

( − Aq3,−Bq2; q2
)
∞

. (4.8)

Lemma 2.1 with q �→ q2, b = −Aq, and x = −B−1 then implies that the first sum
from (4.8) equals

∑

�≥0

(−1)�q�2+2�
(
A
B

)�

( − Aq3; q2
)
�

=
∑

�≥0

(
− B−1q2; q2

)

�( − Aq3; q2
)
�

(
A2

B

)�

q3�(�+1)

(
1 − A

B
q4�+3

)
.

(4.9)
Plugging in (4.8) and (4.9) to (4.7), we obtain

C1 = (−q; q)∞
(

− Aq3; q2
)

∞

(
− Bq2; q2

)

∞

[
1 − β + αAq − q A(1 − α − β)

(
−1 +

(
1 + B−1

) ∑

�≥0

( − B−1q2; q2
)
�( − Aq3; q2

)
�

(
A2

B

)�

q3�(�+1)

(
1 − A

B
q4�+3

))) ]

+ (1 − α − β)(−q; q)∞AB−1
∑

�≥0

(−1)�q�(�+2)+1

(
A

B

)�

. (4.10)

For a final simplification, note that the last term in (4.10) can be rewritten, since

−AB−1
∑

�≥0

(−1)�q�(�+2)+1

(
A

B

)�

=
∑

�≤−1

(−1)�q�2
(
B

A

)�

.

This combines with the last term from (4.6) to give the single summation
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− (1 − α − β)(−q; q)∞
∑

�∈Z
(−1)�

(
B

A

)�

q�2 . (4.11)

Our calculation is now complete, as (4.2), (4.6), and (4.10) give a hypergeometric
formula for Fα,β .

4.2 The modular case and the proof of Theorem 4.1

Many of the expressions from above simplify quite drastically under the specializa-
tion A = tq−1 and B = t−1, and in this case we can further identify components in
terms of theta functions. Adding (4.6) and (4.10) (and recalling (4.11)), and writing
ω := 1 − α − β to save space, we have

C0 + C1

(−q; q)∞
=

(
− tq,−t−1q; q2

)

∞

[
β + ω t2

(
1 −

∑

�≥0

t−3�q3�2−2�
(
1 − t−2q4�

)
)

+
(

− t,−t−1q2; q2
)

∞

(
1 − β − tω

∑

�≥0

t3�q3�2+�
(
1 − t2q4�+2

) )]

−ω
∑

�∈Z
(−1)�q�2+�t−2�. (4.12)

To obtain the theorem statement, we first apply the following cases of (1.5):

(
− tq,−t−1q; q2

)

∞
= θ

(
tq; q2

)
(
q2; q2

)
∞

,

(
− t,−t−1q2; q2

)

∞
= θ

(
t; q2

)

(1 + t)
(
q2; q2

)
∞

,

∑

�∈Z
(−1)�q�2+�t−2� = θ

(
− t2; q2

)
.

We further simplify the first sum in (4.12) as

t2
(
1 −

∑

�≥0

t−3�q3�2−2�
(
1 − t−2q4�

)
)

=
∑

�≥0

(
t−3�q3�2+2� − t−3�−1q(�+1)(3�+1)

)
= T1(t; q).

Moreover, the fact that 1 − β = α + ω implies that all of the terms in the inner
parentheses from the secondand third lines of (4.12) combine and simplify as follows:
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α + ω − ω t
∑

�≥0

t3�q3�2+�
(
1 − t2q4�+2) = α + (1 − α − β)T2(t; q).

Plugging back in to (4.12) completes the proof of Theorem 4.1.
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Nearly Equal Distributions of the Rank
and the Crank of Partitions

William Y. C. Chen, Kathy Q. Ji and Wenston J. T. Zang

Dedicated to Professor Krishna Alladi on the occasion of his
sixtieth birthday

Abstract Let N (≤ m, n) denote the number of partitions of n with rank not greater
thanm, and letM(≤ m, n) denote the number of partitions of nwith crank not greater
than m. Bringmann and Mahlburg observed that N (≤ m, n) ≤ M(≤ m, n) ≤ N (≤
m + 1, n) for m < 0 and 1 ≤ n ≤ 100. They also pointed out that these inequali-
ties can be restated as the existence of a reordering τn on the set of partitions of
n such that | crank(λ) | −| rank(τn(λ)) | = 0 or 1 for all partitions λ of n, that
is, the rank and the crank are nearly equal distributions over partitions of n. In
the study of the spt-function, Andrews, Dyson, and Rhoades proposed a conjec-
ture on the unimodality of the spt-crank, and they showed that it is equivalent
to the inequality N (≤ m, n) ≤ M(≤ m, n) for m < 0 and n ≥ 1. We proved this
conjecture by combinatorial arguments. In this paper, we show that the inequality
M(≤ m, n) ≤ N (≤ m + 1, n) is true form < 0 and n ≥ 1. Furthermore, we provide
a description of such a reordering τn and show that it leads to nearly equal distri-
butions of the rank and the crank. Using this reordering, we give an interpretation
of the function ospt(n) defined by Andrews, Chan, and Kim, which yields an upper
bound for ospt(n) due to Chan and Mao.
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1 Introduction

The objective of this paper is to confirm an observation of Bringmann and Mahlburg
[9] on the nearly equal distributions of the rank and the crank of partitions. Recall
that the rank of a partition was introduced by Dyson [12] as the largest part minus
the number of parts. The crank of a partition was defined by Andrews and Garvan
[5] as the largest part if the partition contains no ones, and otherwise as the number
of parts larger than the number of ones minus the number of ones.

Let m be an integer. For n ≥ 1, let N (m, n) denote the number of partitions of n
with rank m, and for n > 1, let M(m, n) denote the number of partitions of n with
crank m. For n = 1, set

M(0, 1) = −1, M(1, 1) = M(−1, 1) = 1,

and for n = 1 and m �= −1, 0, 1, set

M(m, 1) = 0.

Define the rank and the crank cumulation functions by

N (≤ m, n) =
∑

r≤m

N (r, n), (1.1)

and
M(≤ m, n) =

∑

r≤m

M(r, n). (1.2)

Bringmann and Mahlburg [9] observed that for m < 0 and 1 ≤ n ≤ 100,

N (≤ m, n) ≤ M(≤ m, n) ≤ N (≤ m + 1, n). (1.3)

For m = −1, an equivalent form of the inequality N (≤ −1, n) ≤ M(≤ −1, n) for
n ≥ 1 was conjectured by Kaavya [17]. Bringmann and Mahlburg [9] pointed out
that this observation may also be stated as follows. For 1 ≤ n ≤ 100, there must be
some reordering τn of partitions λ of n such that

| crank(λ) | − | rank(τn(λ)) |= 0 or 1. (1.4)
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Moreover, they noticed that using (1.4), one can deduce the following inequality on
the spt-function spt(n):

spt(n) ≤ √
2n p(n), (1.5)

where spt(n) is the spt-function defined by Andrews [2] as the total number of
smallest parts in all partitions of n and p(n) is the number of partitions of n.

In the study of the spt-crank, Andrews, Dyson, and Rhoades [4] conjectured that
the sequence {NS(m, n)}m is unimodal for n ≥ 1, where NS(m, n) is the number of
S-partitions of size n with spt-crank m, see Andrews, Garvan and Liang [6]. They
showed that this conjecture is equivalent to the inequality N (≤ m, n) ≤ M(≤ m, n)

for m < 0 and n ≥ 1. They obtained the following asymptotic formula for M(≤
m, n) − N (≤ m, n), which implies that the inequality holds for fixed m < 0 and
sufficiently large n.

Theorem 1.1 (Andrews, Dyson, and Rhoades). For any given m < 0,

M(≤ m, n) − N (≤ m, n) ∼ − (1 + 2m)π2

96n
p(n) as n → ∞. (1.6)

By constructing a series of injections [11], we proved the conjecture of Andrews,
Dyson, and Rhoades.

Theorem 1.2. For m < 0 and n ≥ 1,

N (≤ m, n) ≤ M(≤ m, n). (1.7)

Mao [18] obtained an asymptotic formula for N (≤ m + 1, n) − M(≤ m, n),
which implies that the inequality M(≤ m, n) ≤ N (≤ m + 1, n) holds for any fixed
m < 0 and sufficiently large n.

Theorem 1.3. (Mao). For any given m < 0,

N (≤ m + 1, n) − M(≤ m, n) ∼ π

4
√
6n

p(n) as n → ∞. (1.8)

It turns out that our constructive approach in [11] can also be used to deduce the
following assertion.

Theorem 1.4. For m < 0 and n ≥ 1,

M(≤ m, n) ≤ N (≤ m + 1, n). (1.9)

If we list the set of partitions of n in two ways, one by the ranks, and the other
by the cranks, then we are led to a reordering τn of the partitions of n. Using the
inequalities (1.3) form < 0 and n ≥ 1, we show that the rank and the crank are nearly
equidistributed over partitions of n. Since there may be more than one partition with
the same rank or crank, the aforementioned listings may not be unique. Nevertheless,
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Table 1 The reordering τ4

λ crank(λ) τ4(λ) rank(τ4(λ)) crank(λ) −
rank(τ4(λ))

(1, 1, 1, 1) −4 (1,1,1,1) −3 −1

(2,1,1) −2 (2,1,1) −1 −1

(3,1) 0 (2,2) 0 0

(2,2) 2 (3,1) 1 1

(4) 4 (4) 3 1

this does not affect the required property of the reordering τn . It should be noted that
the above description of τn relies on the two orderings of partitions of n, it would be
interesting to find a definition of τn explicitly on a partition λ of n.

Theorem 1.5. For n ≥ 1, let τn be a reordering on the set of partitions of n as
defined above. Then for any partition λ of n,

crank(λ) − rank(τn(λ)) =

⎧
⎪⎨

⎪⎩

0, if crank(λ) = 0,

0 or 1, if crank(λ) > 0,

0 or − 1, if crank(λ) < 0.

(1.10)

Clearly, the above theorem implies relation (1.4). For example, for n = 4, the
reordering τ4 is illustrated in Table 1.

We find that the map τn is related to the function ospt(n) defined by Andrews,
Chan, and Kim [3] as the difference between the first positive crank moment and the
first positive rank moment, namely,

ospt(n) =
∑

m≥0

mM(m, n) −
∑

m≥0

mN (m, n). (1.11)

Andrews, Chan, andKim [3] derived the following generating function of ospt(n).

Theorem 1.6 (Andrews, Chan, and Kim).We have

∑

n≥0

ospt(n)qn

= 1

(q; q)∞

∞∑

i=0

⎛

⎝
∞∑

j=0

q6i2+8i j+2 j2+7i+5 j+2(1 − q4i+2)(1 − q4i+2 j+3)

+
∞∑

j=0

q6i2+8i j+2 j2+5i+3 j+1(1 − q2i+1)(1 − q4i+2 j+2)

⎞

⎠ .
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Based on the above generating function, Andrews, Chan, and Kim [3] proved the
positivity of ospt(n).

Theorem 1.7 (Andrews, Chan, and Kim). For n ≥ 1, ospt(n) > 0.

They also found a combinatorial interpretation of ospt(n) in terms of even strings
and odd strings of a partition. The following theorem shows that the function ospt(n)

is related to the reordering τn .

Theorem 1.8. For n > 1, ospt(n) equals the number of partitions λ of n such that
crank(λ) − rank(τn(λ)) = 1.

It can be seen that τn((n)) = (n) for n > 1, since the partition (n) has the largest
rank and the largest crank among all partitions of n. It follows that crank((n)) −
rank(τn((n))) = 1 when n > 1. Thus Theorem 1.8 implies that ospt(n) > 0
for n > 1.

The following upper bound for ospt(n) can be derived from Theorem 1.5 and
Theorem 1.8.

Theorem 1.9. For n > 1,

ospt(n) ≤ p(n)

2
− M(0, n)

2
. (1.12)

It is easily seen that M(0, n) ≥ 1 for n ≥ 3 since crank((n − 1, 1)) = 0 when
n ≥ 3. Hence Theorem 1.9 implies the following inequality due to Chan and Mao
[10]: For n ≥ 3,

ospt(n) <
p(n)

2
. (1.13)

This paper is organized as follows. In Section 2, we give a combinatorial proof
of Theorem 1.4 with the aid of m-Durfee rectangle symbols as introduced in [11].
In Section 3, we demonstrate that Theorem 1.5 follows from Theorem 1.4. Proofs of
Theorem 1.8 and Theorem 1.9 are given in Section 4. For completeness, we include
a derivation of inequality (1.5).

2 Proof of Theorem 1.4

In this section, we give a proof of Theorem 1.4. To this end, we first reformulate the
inequality M(≤ m, n) ≤ N (≤ m + 1, n) for m < 0 and n ≥ 1 in terms of the rank-
set. Let λ = (λ1, λ2, . . . , λ�) be a partition. Recall that the rank-set of λ introduced
by Dyson [14] is the infinite sequence

[−λ1, 1 − λ2, . . . , j − λ j+1, . . . , � − 1 − λ�, �, � + 1, . . .].
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Let q(m, n) denote the number of partitions λ of n such that m appears in the
rank-set of λ. Dyson [14] established the following relation: For n ≥ 1,

M(≤ m, n) = q(m, n), (2.1)

see also Berkovich and Garvan [8, (3.5)].
Let p(m, n) denote the number of partitions of n with rank at least m, namely,

p(m, n) =
∞∑

r=m

N (r, n).

By establishing the relation

M(≤ m, n) − N (≤ m, n) = q(m, n) − p(−m, n), (2.2)

for m < 0 and n ≥ 1, we see that M(≤ m, n) ≥ N (≤ m, n) is equivalent to the
inequality q(m, n) ≥ p(−m, n). This was justified by a number of injections in
[11].

Similarly, to prove N (≤ m + 1, n) ≥ M(≤ m, n) for m < 0 and n ≥ 1, we need
the following relation.

Theorem 2.1. For m < 0 and n ≥ 1,

N (≤ m + 1, n) − M(≤ m, n) = q(−m − 1, n) − p(m + 2, n). (2.3)

Proof. Since

N (≤ m + 1, n) =
m+1∑

r=−∞
N (r, n)

and

p(m + 2, n) =
∞∑

r=m+2

N (r, n),

we get

N (≤ m + 1, n) =
∞∑

r=−∞
N (r, n) − p(m + 2, n). (2.4)

In fact,
∞∑

r=−∞
N (r, n) = p(n),

so that (2.4) takes the form
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N (≤ m + 1, n) = p(n) − p(m + 2, n). (2.5)

On the other hand, owing to the symmetry

M(m, n) = M(−m, n),

due to Dyson [14], (2.1) becomes

q(−m − 1, n) =
∞∑

r=m+1

M(r, n).

Hence

M(≤ m, n) =
m∑

r=−∞
M(r, n) =

∞∑

r=−∞
M(r, n) − q(−m − 1, n). (2.6)

But ∞∑

r=−∞
M(r, n) = p(n),

so we arrive at
M(≤ m, n) = p(n) − q(−m − 1, n). (2.7)

Subtracting (2.7) from (2.5) gives (2.3). This completes the proof. 	

In view of Theorem 2.1, we see that Theorem 1.4 is equivalent to the following

assertion.

Theorem 2.2. For m ≥ 0 and n ≥ 1,

q(m, n) ≥ p(−m + 1, n). (2.8)

Let P(−m + 1, n) denote the set of partitions counted by p(−m + 1, n), that is,
the set of partitions of n with rank at least −m + 1, and let Q(m, n) denote the set of
partitions counted by q(m, n), that is, the set of partitions λ of n such that m appears
in the rank-set of λ. Then Theorem 2.2 can be interpreted as the existence of an
injection Θ from the set P(−m + 1, n) to the set Q(m, n) for m ≥ 0 and n ≥ 1.

In [11], we have constructed an injectionΦ from the set Q(m, n) to P(−m, n) for
m ≥ 0 and n ≥ 1. It turns out that the injectionΘ in this paper is less involved than the
injection Φ in [11]. More specifically, to construct the injection Φ, the set Q(m, n)

is divided into six disjoint subsets Qi (m, n) (1 ≤ i ≤ 6) and the set P(−m, n) is
divided into eight disjoint subsets Pi (−m, n) (1 ≤ i ≤ 8). For m ≥ 1, the injection
Φ consists of six injections φi from the set Qi (m, n) to the set Pi (−m, n), where
1 ≤ i ≤ 6. When m = 0, the injection Φ requires considerations of more cases. For
the purpose of this paper, the set P(−m + 1, n) will be divided into three disjoint



164 W. Y. C. Chen et al.

subsets Pi (−m + 1, n) (1 ≤ i ≤ 3) and the set Q(m, n) will be divided into three
disjoint subsets Qi (m, n) (1 ≤ i ≤ 3). For m ≥ 0, the injection Θ consists of three
injections θ1, θ2 and θ3, where θ1 is the identitymap, and for i = 2, 3, θi is an injection
from Pi (−m + 1, n) to Qi (m, n).

To describe the injection Θ , we shall represent the partitions in Q(m, n) and
P(−m + 1, n) in terms of m-Durfee rectangle symbols. As a generalization of a
Durfee symbol defined by Andrews [1], anm-Durfee rectangle symbol of a partition
is defined in [11]. Let λ be a partition of n and let �(λ) denote the number of parts
of λ. The m-Durfee rectangle symbol of λ is defined as follows:

(α, β)(m+ j)× j =
(

α1, α2, . . . , αs

β1, β2, . . . , βt

)

(m+ j)× j

, (2.9)

where (m + j) × j is them-Durfee rectangle of the Ferrers diagram of λ and α con-
sists of columns to the right of the m-Durfee rectangle and β consists of rows below
them-Durfee rectangle, see Fig. 1. For the partition λ = (7, 7, 6, 4, 3, 3, 2, 2, 2), the
2-Durfee rectangle symbol of λ is

(
4, 3, 3, 2
3, 2, 2, 2

)

5×3

.

Clearly, we have

m + j ≥ α1 ≥ α2 ≥ · · · ≥ αs, j ≥ β1 ≥ β2 ≥ · · · ≥ βt ,

Fig. 1 The 2-Durfee
rectangle representation of
(7, 7, 6, 4, 3, 3, 2, 2, 2).
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and

n = j (m + j) +
s∑

i=1

αi +
t∑

i=1

βi .

When m = 0, an m-Durfee rectangle symbol reduces to a Durfee symbol.
Notice that for a partition λ with �(λ) ≤ m, it has no m-Durfee rectangle. In this

case, we adopt the convention that the m-Durfee rectangle has no columns, that is,
j = 0, and so the m-Durfee rectangle symbol of λ is defined to be (λ′,∅)m×0, where
λ′ is the conjugate of λ. For example, the 3-Durfee rectangle symbol of λ = (5, 5, 1)
is (

3, 2, 2, 2, 2
)

3×0

.

The partitions in P(−m + 1, n) can be characterized in terms of m-Durfee rect-
angle symbols.

Proposition 2.3. Assume that m ≥ 0 and n ≥ 1. Let λ be a partition of n and let
(α, β)(m+ j)× j be the m-Durfee rectangle symbol of λ. Then the rank of λ is at least
−m + 1 if and only if either j = 0 or j ≥ 1 and �(β) + 1 ≤ �(α).

Proof. The proof is substantially the same as that of [11, Proposition 3.2]. Assume
that the rank of λ is at least−m + 1. We are going to show that either j = 0 or j ≥ 1
and �(β) + 1 ≤ �(α). There are two cases:
Case 1: �(λ) ≤ m. We have j = 0.
Case 2: �(λ) ≥ m + 1. We have j ≥ 1, λ1 = j + �(α) and �(λ) = m + j + �(β). It
follows that

λ1 − �(λ) = ( j + �(α)) − ( j + m + �(β)) = �(α) − �(β) − m.

Under the assumption that λ1 − �(λ) ≥ −m + 1, we see that �(α) − �(β) ≥ 1, that
is, �(β) + 1 ≤ �(α).

Conversely, we assume that j = 0 or j ≥ 1 and �(β) + 1 ≤ �(α). We proceed to
show that the rank of λ is at least −m + 1. There are two cases:
Case 1: j = 0. Clearly, �(λ) ≤ m, which implies that the rank of λ is at least−m + 1.
Case 2: j ≥ 1 and �(β) + 1 ≤ �(α). Note that λ1 = j + �(α) and �(λ) = j + m +
�(β). It follows that

λ1 − �(λ) = ( j + �(α)) − ( j + m + �(β)) = −m + �(α) − �(β). (2.10)

Under the assumption that �(α) − �(β) ≥ 1, (2.10) implies that λ1 − �(λ) ≥ −m +
1. This completes the proof. 	


The following proposition will be used to describe the partitions in Q(m, n) in
terms of m-Durfee rectangle symbols.
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Proposition 2.4. [11, Proposition 3.1] Assume that m ≥ 0 and n ≥ 1. Let λ be a
partition of n and let (α, β)(m+ j)× j be the m-Durfee rectangle symbol of λ. Then m
appears in the rank-set of λ if and only if either j = 0 or j ≥ 1 and β1 = j.

If no confusion arises, we do not distinguish a partition λ and its m-Durfee
rectangle symbol representation. We shall divide the set of the m-Durfee rectangle
symbols (α, β)(m+ j)× j in P(−m + 1, n) into three disjoint subsets P1(−m + 1, n),
P2(−m + 1, n) and P3(−m + 1, n). More precisely,

(1) P1(−m + 1, n) is the set of m-Durfee rectangle symbols (α, β)(m+ j)× j in
P(−m + 1, n) for which either of the following conditions holds:
(i) j = 0;
(ii) j ≥ 1 and β1 = j ;

(2) P2(−m + 1, n) is the set of m-Durfee rectangle symbols (α, β)(m+ j)× j in
P(−m + 1, n) such that j ≥ 1 and β1 = j − 1;

(3) P3(−m + 1, n) is the set of m-Durfee rectangle symbols (α, β)(m+ j)× j in
P(−m + 1, n) such that j ≥ 2 and β1 ≤ j − 2.

The set Q(m, n) will be divided into the following three subsets Q1(m, n),
Q2(m, n) and Q3(m, n):

(1) Q1(m, n) is the set of m-Durfee rectangle symbols (γ, δ)(m+ j ′)× j ′ in Q(m, n)

such that either of the following conditions holds:
(i) j ′ = 0;
(ii) j ′ ≥ 1 and �(δ) − �(γ ) ≤ −1;

(2) Q2(m, n) is the set of m-Durfee rectangle symbols (γ, δ)(m+ j ′)× j ′ in Q(m, n)

such that j ′ ≥ 1, �(δ) − �(γ ) ≥ 0 and γ1 < m + j ′;
(3) Q3(m, n) is the set of m-Durfee rectangle symbols (γ, δ)(m+ j ′)× j ′ in Q(m, n)

such that j ′ ≥ 1, �(δ) − �(γ ) ≥ 0 and γ1 = m + j ′.

We are now ready to define the injections θi from the set Pi (−m + 1, n) to the set
Qi (m, n), where 1 ≤ i ≤ 3. Since P1(−m + 1, n) coincides with Q1(m, n), we set
θ1 to be the identity map. The following lemma gives an injection θ2 from P2(−m +
1, n) to Q2(m, n).

Lemma 2.5. For m ≥ 0 and n > 1, there is an injection θ2 from P2(−m + 1, n) to
Q2(m, n).

Proof. To define the map θ2, let

λ =
(

α

β

)

(m+ j)× j

=
(

α1, α2, . . . , αs

β1, β2, . . . , βt

)

(m+ j)× j

be anm-Durfee rectangle symbol in P2(−m + 1, n). From the definition of P2(−m +
1, n), we see that s − t ≥ 1, j ≥ 1, α1 ≤ m + j and β1 = j − 1.

Set
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θ2(λ) =
(

γ

δ

)

(m+ j ′)× j ′
=

(
α1 − 1, α2 − 1, . . . , αs − 1
β1 + 1, β2 + 1, . . . , βt + 1, 1s−t

)

(m+ j)× j

.

Clearly, θ2(λ) is an m-Durfee rectangle symbol of n. Furthermore, j ′ = j , �(δ) −
�(γ ) ≥ 0. Since α1 ≤ m + j , we see that γ1 = α1 − 1 ≤ m + j − 1 < m + j ′. Not-
ing thatβ1 = j − 1,weget δ1 = β1 + 1 = j = j ′.Moreover, δs = 1 since s − t ≥ 1.
This proves that θ2(λ) is in Q2(m, n).

To prove that θ2 is an injection, define

H(m, n) = {θ2(λ) : λ ∈ P2(−m + 1, n)}.

Let

μ =
(

γ

δ

)

(m+ j ′)× j ′
=

(
γ1, γ2, . . . , γs ′

δ1, δ2, . . . , δt ′

)

(m+ j ′)× j ′

be anm-Durfee rectangle symbol in H(m, n). Since μ ∈ Q2(m, n), we have t ′ ≥ s ′,
γ1 < m + j ′ and δ1 = j ′. According to the construction of θ2, δt ′ = 1. Define

σ(μ) =
(

α

β

)

(m+ j)× j

=
(

γ1 + 1, γ2 + 1, . . . , γs ′ + 1, 1t
′−s ′

δ1 − 1, δ2 − 1, . . . , δt ′ − 1

)

(m+ j ′)× j ′
.

Clearly, �(β) < t ′ since δt ′ = 1, so that �(α) − �(β) ≥ 1. Moreover, since δ1 = j ′
and j ′ = j , we see that β1 = δ1 − 1 = j ′ − 1 = j − 1. It is easily checked that
σ(θ2(λ)) = λ for any λ in P2(−m + 1, n). Hence the map θ2 is an injection from
P2(−m + 1, n) to Q2(m, n). This completes the proof. 	


For example, for m = 2 and n = 35, consider the following 2-Durfee rectangle
symbol in P2(−1, 35):

λ =
(
5, 5, 3, 1, 1
2, 2, 1

)

5×3

.

Applying the injection θ2 to λ, we obtain

μ = θ2(λ) =
(
4, 4, 2
3, 3, 2, 1, 1

)

5×3

,

which is in Q2(2, 35). Applying σ to μ, we recover λ.
The following lemma gives an injection θ3 from P3(−m + 1, n) to Q3(m, n).

Lemma 2.6. For m ≥ 0 and n > 1, there is an injection θ3 from P3(−m + 1, n) to
Q3(m, n).

Proof. Let

λ =
(

α

β

)

(m+ j)× j

=
(

α1, α2, . . . , αs

β1, β2, . . . , βt

)

(m+ j)× j
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be anm-Durfee rectangle symbol in P3(−m + 1, n). By definition, s − t ≥ 1, j ≥ 2
and β1 ≤ j − 2.

Define

θ3(λ) =
(

γ

δ

)

(m+ j ′)× j ′

=
(
m + j − 1, α1 − 1, α2 − 1, . . . , αs − 1

j − 1, β1 + 1, β2 + 1, . . . , βt + 1 , 1s−t+1

)

(m+ j−1)×( j−1)

.

Evidently, �(δ) = s + 2 and �(γ ) ≤ s + 1, and so �(δ) − �(γ ) ≥ 1. Moreover, we
have γ1 = m + j − 1 = m + j ′, δ1 = j − 1 = j ′ and

j ′(m + j ′) +
s+1∑

i=1

γi +
s+2∑

i=1

δi

= (m + j − 1)( j − 1) +
(
m + j − 1 +

s∑

i=1

(αi − 1)

)

+
(
j − 1 + s − t + 1 +

t∑

i=1

(βi + 1)

)

= j (m + j) +
s∑

i=1

αi +
t∑

i=1

βi = n.

This yields that θ3(λ) is in Q3(m, n). In particular, since s − t ≥ 1, we see that

δs+2 = δs+1 = 1. (2.11)

To prove that the map θ3 is an injection, define

I (m, n) = {θ3(λ) : λ ∈ P3(−m + 1, n)}.

Let

μ =
(

γ

δ

)

(m+ j ′)× j ′
=

(
γ1, γ2, . . . , γs ′

δ1, δ2, . . . , δt ′

)

(m+ j ′)× j ′

be an m-Durfee rectangle symbol in I (m, n). Since μ ∈ Q3(m, n), we have t ′ ≥ s ′,
γ1 = m + j ′ and δ1 = j ′. By the construction of θ3, t ′ − s ′ ≥ 1. Define

π(μ) =
(

α

β

)

(m+ j)× j

=
(

γ2 + 1, . . . , γs ′ + 1, 1t
′−s ′−1

δ2 − 1, . . . , δt ′ − 1

)

(m+ j ′+1)×( j ′+1)

.

It follows from (2.11) that �(β) ≤ t ′ − 3 and �(α) = t ′ − 2. Therefore, �(α) ≥
�(β) + 1 and β1 = δ2 − 1 ≤ j ′ − 1 = j − 2, so that π(μ) is in P3(−m + 1, n).



Nearly Equal Distributions of the Rank and the Crank of Partitions 169

Moreover, it can be checked that π(θ3(λ)) = λ for any λ in P3(−m + 1, n). This
proves that the map θ3 is an injection from P3(−m + 1, n) to Q3(m, n). 	


For example, for m = 3 and n = 63, consider the following 3-Durfee rectangle
symbol in P3(−2, 63):

λ =
(
7, 7, 4, 3, 3, 2, 1
2, 2, 2, 1, 1

)

7×4

.

Applying the injection θ3 to λ, we obtain

μ = θ3(λ) =
(
6, 6, 6, 3, 2, 2, 1
3, 3, 3, 3, 2, 2, 1, 1, 1

)

6×3

,

which is in Q3(3, 63). Applying π to μ, we recover λ.
Combining the bijection θ1 and the injections θ2 and θ3, we are led to an injection

Θ from P(−m + 1, n) to Q(m, n), and hence the proof of Theorem 2.2 is complete.
More precisely, for a partition λ,

Θ(λ) =

⎧
⎪⎨

⎪⎩

θ1(λ), if λ ∈ P1(−m + 1, n),

θ2(λ), if λ ∈ P2(−m + 1, n),

θ3(λ), if λ ∈ P3(−m + 1, n).

3 Proof of Theorem 1.5

In this section, we show that it is indeed the case that the reordering τn leads to the
nearly equal distributions of the rank and the crank, with the aid of the inequalities
in Theorem 1.2 and Theorem 1.4. For the sake of presentation, the inequalities in
Theorem 1.2 and Theorem 1.4 for m < 0 can be recast for m ≥ 0.

Theorem 3.1. For m ≥ 0 and n ≥ 1,

N (≤ m, n) ≥ M(≤ m, n) ≥ N (≤ m − 1, n). (3.1)

To see that the inequalities (3.1) for m ≥ 0 can be derived from (1.7) in Theorem
1.2 and (1.9) in Theorem 1.4 for m < 0, we assume that m ≥ 0, so that (1.7) and
(1.9) can be stated as follows:

N (≤ −m − 1, n) ≤ M(≤ −m − 1, n) ≤ N (≤ −m, n), (3.2)

and hence
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p(n) − N (≤ −m − 1, n) ≥ p(n) − M(≤ −m − 1, n) ≥ p(n) − N (≤ −m, n).

(3.3)
It follows that

∞∑

r=−m

N (r, n) ≥
∞∑

r=−m

M(r, n) ≥
∞∑

r=−m+1

N (r, n). (3.4)

Now, by the symmetry N (m, n) = N (−m, n), see [13], we have

∞∑

r=−m

N (r, n) = N (≤ m, n) and
∞∑

r=−m+1

N (r, n) = N (≤ m − 1, n). (3.5)

Similarly, the symmetry M(m, n) = M(−m, n), see [14], leads to

∞∑

r=−m

M(r, n) = M(≤ m, n). (3.6)

Substituting (3.5) and (3.6) into (3.4), we obtain (3.1). Conversely, one can reverse
the above steps to derive (1.7) and (1.9) form < 0 from (3.1) form ≥ 0. This means
that the inequalities (3.1) for m ≥ 0 are equivalent to the inequalities (1.7) and (1.9)
for m < 0.

We can now prove Theorem 1.5.

Proof of Theorem 1.5. Let λ be a partition of n, and let τn(λ) = μ. Suppose that λ

is the i-th partition of n when the partitions of n are listed in the increasing order
of cranks used in the definition of τn . Meanwhile, μ is also the i-th partition in the
list of partitions of n in the increasing order of ranks used in the definition of τn . Let
crank(λ) = a and rank(μ) = b, so that

M(≤ a, n) ≥ i > M(≤ a − 1, n), (3.7)

and
N (≤ b, n) ≥ i > N (≤ b − 1, n). (3.8)

We now consider three cases:
Case 1: a = 0. We aim to show that b = 0. Assume to the contrary that b �= 0. There
are two subcases:

Subcase 1.1: b < 0. From (3.7) and (3.8), we have

N (≤ −1, n) ≥ N (≤ b, n) ≥ i > M(≤ −1, n),

which contradicts the inequality N (≤ m, n) ≤ M(≤ m, n) in Theorem 1.2 withm =
−1.

Subcase 1.2: b > 0. From (3.7) and (3.8), we see that
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M(≤ 0, n) ≥ i > N (≤ b − 1, n) ≥ N (≤ 0, n),

which contradicts the inequality M(≤ m, n) ≤ N (≤ m, n) in (3.1) withm = 0. This
completes the proof of Case 1.
Case 2: a < 0. We proceed to show that b = a or a + 1. By (3.7) and the inequality
M(≤ m, n) ≤ N (≤ m + 1, n) in Theorem 1.4 with m = a, we see that

N (≤ a + 1, n) ≥ i. (3.9)

Combining (3.8) and (3.9), we deduce that

N (≤ a + 1, n) > N (≤ b − 1, n),

and thus
a + 1 ≥ b. (3.10)

On the other hand, by (3.7) and the inequality N (≤ m, n) ≤ M(≤ m, n) in Theorem
1.2 with m = a − 1, we find that

N (≤ a − 1, n) < i.

Together with (3.8), this gives

N (≤ a − 1, n) < N (≤ b, n),

so that a ≤ b. In view of (3.10), we obtain that b = a or a + 1. This completes the
proof of Case 2.
Case 3:a > 0.Weclaim thatb = a ora − 1.Combining the inequalityM(≤ m, n) ≥
N (≤ m − 1, n) in (3.1) with m = a − 1 and the inequality M(≤ a − 1, n) < i in
(3.7), we get

N (≤ a − 2, n) < i. (3.11)

By means of (3.8) and (3.11), we find that

N (≤ b, n) > N (≤ a − 2, n),

whence
a − 1 ≤ b. (3.12)

On the other hand, combining the inequality N (≤ m, n) ≥ M(≤ m, n) in (3.1)
with m = a and the inequality M(≤ a, n) ≥ i in (3.7), we are led to

N (≤ a, n) ≥ i, (3.13)

which together with (3.8) yields that
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N (≤ a, n) > N (≤ b − 1, n),

and hence a ≥ b. But it has been shown that b ≥ a − 1, whence b = a − 1 or a.
This completes the proof of Case 3. 	


4 Proofs of Theorem 1.8 and Theorem 1.9

In this section, we give a proof of Theorem 1.8 concerning an interpretation of the
ospt-function in terms of the reordering τn . Then we use Theorem 1.8 to deduce
Theorem 1.9, which gives an upper bound of the ospt-function. Finally, for com-
pleteness, we include a derivation of (1.5) from (1.4).

Proof of Theorem 1.8. Let P(n) denote the set of partitions of n. By the definition
(1.11) of ospt(n), we see that

ospt(n) =
∑

λ∈P (n)

crank(λ)>0

crank(λ) −
∑

λ∈P (n)

rank(λ)>0

rank(λ). (4.1)

We claim that ∑

λ∈P (n)

rank(λ)>0

rank(λ) =
∑

λ∈P (n)

crank(λ)>0

rank(τn(λ)). (4.2)

From Theorem 1.5, we see that if crank(λ) > 0, then rank(τn(λ)) ≥ 0. This implies
that

{λ ∈ P(n) : crank(λ) > 0} ⊆ {λ ∈ P(n) : rank(τn(λ)) ≥ 0}. (4.3)

Therefore, ∑

λ∈P (n)

crank(λ)>0

rank(τn(λ)) ≤
∑

λ∈P (n)

rank(τn (λ))≥0

rank(τn(λ)). (4.4)

From Theorem 1.5, we also see that if crank(λ) = 0, then rank(τn(λ)) = 0, and if
crank(λ) < 0, then rank(τn(λ)) ≤ 0. Now,

{λ ∈ P(n) : rank(τn(λ)) > 0} ⊆ {λ ∈ P(n) : crank(λ) > 0}. (4.5)

Hence by (4.3), ∑

λ∈P (n)

rank(τn (λ))>0

rank(τn(λ)) ≤
∑

λ∈P (n)

crank(λ)>0

rank(τn(λ)). (4.6)

Since



Nearly Equal Distributions of the Rank and the Crank of Partitions 173

∑

λ∈P (n)

rank(τn (λ))≥0

rank(τn(λ)) =
∑

λ∈P (n)

rank(τn (λ))>0

rank(τn(λ)),

from (4.4) and (4.6), we infer that

∑

λ∈P (n)

rank(τn (λ))>0

rank(τn(λ)) =
∑

λ∈P (n)

crank(λ)>0

rank(τn(λ)). (4.7)

But ∑

λ∈P (n)

rank(τn (λ))>0

rank(τn(λ)) =
∑

λ∈P (n)

rank(λ)>0

rank(λ), (4.8)

thus we arrive at (4.2), and so the claim is justified.
Substituting (4.2) into (4.1), we get

ospt(n) =
∑

λ∈P (n)

crank(λ)>0

crank(λ) −
∑

λ∈P (n)

crank(λ)>0

rank(τn(λ))

=
∑

λ∈P (n)

crank(λ)>0

(crank(λ) − rank(τn(λ))). (4.9)

Appealing to Theorem 1.5, we see that if crank(λ) > 0, then

crank(λ) − rank(τn(λ)) = 0 or 1.

By (4.9),

ospt(n) = #{λ ∈ P(n) : crank(λ) > 0 and crank(λ) − rank(τn(λ)) = 1}. (4.10)

Also, by Theorem1.5, we see that if crank(λ) − rank(τn(λ)) = 1, then crank(λ) > 0.
Consequently,

ospt(n) = #{λ ∈ P(n) : crank(λ) − rank(τn(λ)) = 1}, (4.11)

as required. 	

Theorem 1.9 can be easily deduced from Theorem 1.5 and Theorem 1.8.

Proof of Theorem 1.9. From the symmetry M(m, n) = M(−m, n), we see that

p(n) =
∞∑

m=−∞
M(m, n) = M(0, n) + 2

∑

m≥1

M(m, n). (4.12)

Hence
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∑

m≥1

M(m, n) = p(n)

2
− M(0, n)

2
. (4.13)

In virtue of Theorem 1.5, if crank(λ) − rank(τn(λ)) = 1, then crank(λ) > 0, and
hence

#{λ ∈ P(n) : crank(λ) − rank(τn(λ)) = 1} ≤ #{λ ∈ P(n) : crank(λ) > 0}.
(4.14)

This, combined with Theorem 1.8, leads to

ospt(n) ≤ #{λ ∈ P(n) : crank(λ) > 0} =
∑

m≥1

M(m, n). (4.15)

Substituting (4.13) into (4.15), we obtain that

ospt(n) ≤ p(n)

2
− M(0, n)

2
,

as required. 	

We conclude this paper with a derivation of inequality (1.5), that is, spt(n) ≤√
2n p(n). Recall that the k-th moment Nk(n) of ranks and the k-th moment Mk(n)

of cranks were defined by Atkin and Garvan [7] as follows:

Nk(n) =
∞∑

m=−∞
mkN (m, n), (4.16)

Mk(n) =
∞∑

m=−∞
mkM(m, n). (4.17)

Andrews [2] showed that the spt-function can be expressed in terms of the second
moment N2(n) of ranks,

spt(n) = np(n) − 1

2
N2(n). (4.18)

Employing the following relation due to Dyson [14],

M2(n) = 2np(n), (4.19)

Garvan [15] observed that the following expression

spt(n) = 1

2
M2(n) − 1

2
N2(n) (4.20)
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which implies that M2(n) > N2(n) for n ≥ 1. In general, he conjectured and later
proved that M2k(n) > N2k(n) for k ≥ 1 and n ≥ 1, see [16].

Bringmann and Mahlburg [9] pointed out that inequality (1.5) can be derived by
combining the reordering τn and the Cauchy–Schwarz inequality. By (4.20), we see
that

2 spt(n) =
∞∑

m=−∞
m2M(m, n) −

∞∑

m=−∞
m2N (m, n)

=
∑

λ∈P (n)

crank2(λ) −
∑

λ∈P (n)

rank2(λ). (4.21)

Since ∑

λ∈P (n)

rank2(λ) =
∑

λ∈P (n)

rank2(τn(λ)),

(4.21) can be rewritten as

2 spt(n) =
∑

λ∈P (n)

(
crank2(λ) − rank2(τn(λ))

)

=
∑

λ∈P (n)

(| crank(λ) | − | rank(τn(λ)) |) · (| crank(λ) | + | rank(τn(λ)) |).

(4.22)

By (1.4), we find that

| crank(λ) | + | rank(τn(λ)) |≤ 2 | crank(λ) |

and
0 ≤| crank(λ) | − | rank(τn(λ)) |≤ 1.

Thus (4.22) gives

spt(n) ≤
∑

λ∈P (n)

| crank(λ) | . (4.23)

Applying the inequality on the arithmetic and quadratic means

x1 + x2 + · · · + xn
n

≤
√
x21 + x22 + · · · + x2n

n
(4.24)

for nonnegative real numbers to the numbers | crank(λ) |, where λ ranges over par-
titions of n, we are led to
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∑
λ∈P (n) | crank(λ) |

p(n)
≤

√∑
λ∈P (n) | crank(λ) |2

p(n)

=
√

M2(n)

p(n)
. (4.25)

In light of Dyson’s identity (4.19), this becomes

∑

λ∈P (n)

| crank(λ) | ≤ √
2n p(n). (4.26)

Combining (4.23) and (4.26) completes the proof. 	
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1 Introduction

The theory of Ramanujan’s series for 1/π received a boost with the announcement of
a large number of conjectures byZ.-W.Sun [19]. Thatwork,whichwasfirst published
on arXiv.org on Feb. 28, 2011, has been expanded through 47 versions at the
time of writing. The conjectures have stimulated the development of new ideas, e.g.,
see [6, 11, 17, 21, 22, 24]. Despite the strong interest, a large number of conjectures
remain open.

One of the goals of this work is to use a variety of methods to prove many of
Sun’s conjectures. In particular, we use translation techniques to convert several of
the conjectures into known series that have already been classified.We also offer short
and alternative proofs for some of the conjectures that have already been resolved,
e.g., the “$520 challenge” [19, Eq. (3.24)] that was first proved by M. Rogers and
A. Straub [17].

All of the underlying generating functions that we shall encounter are holonomic.
That is, they are solutions of linear differential equations with polynomial coeffi-
cients. We provide fairly full detail for the examples in the next two sections. In
subsequent sections, we are more brief and just communicate the main results, as it
is a matter of routine to verify the computational details. In particular, we make fre-
quent use, normally without explanation, of the standard algorithms for holonomic
functions and their computer implementations, e.g., Maple’s gfun package and the
Wilf–Zeilberger algorithm.

Another goal is to classify the conjectures. Although our work provides an iden-
tification of several of the conjectured series with known series, a full classification
remains elusive. Table 2 provides a summary of the underlying series. As a degree
of mystery is still present, the topic is somewhat “alchemical” in nature.

2 Conjectures (5.1)–(5.8): Level 10

Conjectures (5.1)–(5.8) in [19] involve series of the form

∞∑

n=0

∞∑

k=0

(an + b) h(n, k) xn+k (2.1)

for particular values of a, b, and x , where

h(n, k) =
(
2n

n

)(
2k

k

)(
n + 2k

n

)(
n

k

)
.

Observe that h(n, k) = 0 if k > n. We will prove three lemmas and use them to
convert the series (2.1) to an equivalent series that can be parameterized by level 10
modular forms.
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Lemma 2.1. The following identity holds:

n∑

k=0

(
n

k

)4

=
n∑

k=0

(
2k

k

)(
2n − 2k

n − k

)(
n + k

n − k

)(
n − k

k

)
.

Proof. It is routine to use a computer algebra system and apply (for instance) Zeil-
berger’s algorithm [13] to show that each sequence satisfies the same three-term
recurrence relation and initial conditions. Alternatively, make the specialization

b = c = −n, d = −n

2
, e = 1

2
− n

2

in Whipple’s identity [1, Theorem 3.4.5]

7F6

(
a, 1 + a

2 , b, c, d, e, −n
a
2 , 1 + a − b, 1 + a − c, 1 + a − d, 1 + a − e, 1 + a + n

; 1
)

= (1 + a − d − e)n(1 + a)n

(1 + a − d)n(1 + a − e)n
4F3

(
1 + a − b − c, d, e, −n

1 + a − b, 1 + a − c, d + e − a − n
; 1

)

and then take the limit as a → −n. ��
The next result will be used to compute derivatives.We call it a satellite identity—

the term we coin from [24]; for details of why such identities exist and how to find
them in a general situation see Remark 3.3 below.

Lemma 2.2. The following identity holds in a neighborhood of x = 0:

∞∑

n=0

∞∑

k=0

h(n, k)xn+k {4x − 2n(1 − x) + 3k(1 + 4x)} = 0.

Proof. Each of the power series

∑

n

∑

k

h(n, k)xn+k,
∑

n

∑

k

nh(n, k)xn+k and
∑

n

∑

k

kh(n, k)xn+k

satisfies a fourth-order linear differential equation with coefficients from Z[x]. Such
a differential equation can be produced by the multiple Wilf–Zeilberger algorithm.
It is routine to use a computer algebra system to verify that the desired number of
leading coefficients in the x-expansion of the left-hand side of the required equality
are zero, thus giving the result. ��
Lemma 2.3. Let

f (x) =
∞∑

n=0

{
n∑

k=0

(
n

k

)4
}

xn,
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and let D be the differential operator D = x
d

dx
. Then,

∞∑

n=0

∞∑

k=0

h(n, k)xn+k = f (x),

and

∞∑

n=0

∞∑

k=0

n h(n, k)xn+k = 1

5(1 + 2x)
(4x f (x) + 3(1 + 4x) D f (x)) .

Proof. On putting n + k = m and applying Lemma 2.1, we have

∞∑

n=0

∞∑

k=0

h(n, k)xn+k =
∞∑

m=0

{
m∑

k=0

h(m − k, k)

}
xm

=
∞∑

m=0

{
m∑

k=0

(
2k

k

)(
2m − 2k

m − k

)(
m + k

m − k

)(
m − k

k

)}
xm

=
∞∑

m=0

{
m∑

k=0

(
m

k

)4
}

xm

= f (x).

To prove the second result of this lemma, start with the satellite identity in Lemma 2.2
in the form

2(1 − x)

∞∑

n=0

∞∑

k=0

n h(n, k)xn+k

= 4x
∞∑

n=0

∞∑

k=0

h(n, k)xn+k + 3(1 + 4x)

∞∑

n=0

∞∑

k=0

k h(n, k)xn+k .

Add 3(1 + 4x)

∞∑

n=0

∞∑

k=0

n h(n, k)xn+k to both sides, and then apply the first result of

this lemma to get

5(1 + 2x)

∞∑

n=0

∞∑

k=0

n h(n, k)xn+k

= 4x
∞∑

n=0

∞∑

k=0

h(n, k)xn+k + 3(1 + 4x)

∞∑

n=0

∞∑

k=0

(n + k) h(n, k)xn+k
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= 4x
∞∑

n=0

∞∑

k=0

h(n, k)xn+k + 3(1 + 4x) D
∞∑

n=0

∞∑

k=0

h(n, k)xn+k

= 4x f (x) + 3(1 + 4x)D f (x).

Divide both sides by 5(1 + 2x) to complete the proof. ��
Theorem 2.4. The identities (5.1)–(5.8) in Sun’s Conjecture 5 in [19] are equivalent
to the eight series for 1/π in Theorem 5.3 of [8].

Proof. From Lemma 2.3, we deduce that

∞∑

n=0

∞∑

k=0

(an + b) h(n, k)xn+k =
∞∑

n=0

{
n∑

k=0

(
n

k

)4
}

(An + B)xn,

where

A = 3a(1 + 4x)

5(1 + 2x)
and B = 4ax

5(1 + 2x)
+ b.

For example, taking (a, b, x) = (95, 13, 1/36) gives

∞∑

n=0

∞∑

k=0

(95n + 13) h(n, k)
1

36n+k
= 60

∞∑

n=0

{
n∑

k=0

(
n

k

)4
}(

n + 1

4

)
1

36n
. (2.2)

The series on the left occurs in [19, Conjecture (5.3)], whereas the series on the right
is due to Y. Yang and its value is known to be (e.g., see [5, Eq. (2.2)])

60 × 3
√
15

10π
= 18

√
15

π
.

This proves Conjecture (5.3) in [19].
The series on the right-hand side of (2.2) corresponds to the data associated with

yA = 1/36 in [8, Table 1]. In fact, the arguments of sk(x) in each ofConjectures (5.1)–
(5.8) are in one to one correspondence with the eight values1 of 1/yA in [8, Table 1].
In the case of Conjecture (5.1), the series corresponding to yA = −1/9 in [8, Table 1]
diverges. This can be handled by using the value of yC in that table and the associated
convergent series given by [8, Eq. (63)]. This accounts for all of the Conjectures
(5.1)–(5.8) in [19]. ��
Remark 2.5. Conjectures (5.2)–(5.8) in [19] were first proved in the second named
author’s PhD dissertation [20, Sections 12.3.4, 12.4.1, and 12.4.2], using the tech-
niques outlined here.

1The entry 4/196 in [8, Table 1] is a misprint and should be 1/196.
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3 Conjectures (3.1)–(3.10): Level 24

The Conjectures (3.1)–(3.10) in [19] are based on series of the form

∞∑

m=0

m∑

k=0

(
m + k

2k

)(
2k

k

)2(2m − 2k

m − k

)
xm+k =

∞∑

n=0

t (n)xn, (3.1)

where

t (n) =
�n/2�∑

k=0

(
n

2k

)(
2k

k

)2(2n − 4k

n − 2k

)
. (3.2)

Zeilberger’s algorithm can be used to show that the sequence {t (n)} satisfies the
four-term recurrence relation

(n + 1)3t (n + 1) = 2(2n + 1)(2n2 + 2n + 1)t (n) + 4n(4n2 + 1)t (n − 1)

− 64n(n − 1)(2n − 1)t (n − 2). (3.3)

The single initial condition t (0) = 1 is enough to start the sequence.
There is a modular parameterization of the series {t (n)}. To state it, we will need

Dedekind’s eta function η(τ) and the weight two Eisenstein series P(q); they are
defined by

η(τ) = q1/24
∞∏

j=1

(1 − q j ), where q = exp(2π iτ) and Im τ > 0,

and

P(q) = 24 q
d

dq
log η(τ) = 1 − 24

∞∑

j=1

jq j

1 − q j
.

Theorem 3.1. Let

z = 1

4

(
6P(q12) − 3P(q6) + 2P(q4) − P(q2)

) + 2η(2τ)η(4τ)η(6τ)η(12τ)

and

x = η(2τ)η(4τ)η(6τ)η(12τ)

z
.

Let {t (n)} be the sequence defined by equation (3.2). Then in a neighborhood of
x = 0,

z =
∞∑

n=0

t (n)xn. (3.4)
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Proof. Consider the level 6 functions Z and X defined by

Z = 1

4

(
6P(q6) − 3P(q3) + 2P(q2) − P(q)

)

and

X =
(

η(τ)η(2τ)η(3τ)η(6τ)

Z

)2

.

It is known, e.g., [5, Theorem 3.1], that in a neighborhood of X = 0,

Z =
∞∑

n=0

(
2n

n

)
u(n)Xn,

where the coefficients u(n) are given by the formula

u(n) =
n∑

j=0

(
n

j

)2(2 j

j

)
,

or equivalently by the three-term recurrence relation

(n + 1)2u(n + 1) = (10n2 + 10n + 3)u(n) − 9n2u(n − 1)

and initial condition u(0) = 1. It follows from the recurrence relation that Z satisfies
a third-order linear differential equation

X2(1 − 4X)(1 − 36X)
d3Z

dX3
+ 3X (1 − 60X + 288X2)

d2Z

dX2

+ (1 − 132X + 972X2)
dZ

dX
= 6(1 − 18X)Z .

(3.5)

By using the definitions of z, x , Z , and X given above, it is routine to check that

x =
√

X

1 + 2
√

X

∣∣∣∣
q→q2

and z = (
1 + 2

√
X

)
Z
∣∣∣
q→q2

. (3.6)

On making this change of variables in the differential equation (3.5), we find that

x2(1 + 4x)(1 − 4x)(1 − 8x)
d3z

dx3
+ 3x(1 − 12x − 32x2 + 320x3)

d2z

dx2

+ (1 − 28x − 116x2 + 1536x3)
dz

dx
= 2(1 + 10x − 192x2)z.

(3.7)
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Substitution of the series expansion (3.4) into this differential equation produces the
recurrence relation (3.3). ��

We also have the following differentiation formula.

Theorem 3.2. Let x and z be as for Theorem 3.1. Then,

q
dx

dq
= z x

√
(1 + 4x)(1 − 4x)(1 − 8x). (3.8)

Proof. With X and Z as in the proof of Theorem3.1, it is known, e.g., [5, Section 5.2],
that

q
dX

dq
= Z X

√
(1 − 4X)(1 − 36X).

The required formula follows by the change of variables given by (3.6). ��
The differential equation (3.7) and the differentiation formula (3.8) were obtained

independently using a different method by D. Ye [23].
Theorems 3.1 and 3.2 can be used in a theorem of H. H. Chan, S. H. Chan, and

Z.-G. Liu [3, Theorem 2.1] to produce a family of series for 1/π of the form

1

2π
×

√
24

N
= √

(1 + 4xN )(1 − 4xN )(1 − 8xN )

∞∑

n=0

(n + λN ) t (n) xn
N , (3.9)

where N is a positive integer and

xN = x
(
±e−2π

√
N/24

)
.

The formula for λN is given in [3] but it is more complicated so we do not reproduce
it here. In practice, since λN is an algebraic number, its value can be recovered
symbolically by computing a sufficiently precise approximation. A list of values for
which xN is rational, together with the corresponding values of N and λN , is given
in Table 1. The obvious symmetry in the table between x(q) and x(−q) is explained
by the identity

1

x(q)
+ 1

x(−q)
= 4,

which is a trivial consequence of the definition of x(q) and properties of even and
odd functions.

The values in Table 1 appear to be the only positive integers N that give rise to
rational values of x . Other algebraic values can be determined, e.g., N = 11 and
q = exp(−2π

√
11/24) gives x11 = 1/(38 + 6

√
33) and λ11 = 58/(165 + 19

√
33).

The values in the table corresponding to N = 1 give rise to divergent series and are
not part of the conjectures.
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Table 1 Data to accompany the series (3.9)

N q = exp(−2π
√

N/24) q = − exp(−2π
√

N/24)

xN λN xN λN

1 1/8 does not converge −1/4 does not converge

3 1/12 1/4 −1/8 1/2

5 1/20 1/4 −1/16 2/5

7 1/32 5/21 −1/28 1/3

13 1/104 1/5 −1/100 3/13

17 1/200 143/238 −1/196 67/340

Conjectures (3.1)–(3.10) in [19] can be explained by the values corresponding to
N = 3, 5, 7, 13, and 17 in Table 1 and the series (3.9). To complete the proof of these
conjectures, we require the satellite identity

∞∑

m=0

m∑

k=0

(
m + k

2k

)(
2k

k

)2(2m − 2k

m − k

)
xm+k

[
x + k(1 + x) + m

(
x − 1

2

)]
= 0

(3.10)
that holds in a neighborhood of x = 0, to produce an analog of Lemma 2.3. We omit
the details, as they are similar.

Remark 3.3. Wenote that satellite identities such (3.10)may, in fact, be first guessed,
then proved using multiple Wilf–Zeilberger. The idea is to assume that the function
inside the square brackets takes the form

(a0 + a1x + a2x2 + · · · ) + k(b0 + b1x + b2x2 + · · · ) + m(c0 + c1x + c2x2 + · · · ),

where ai , bi , ci are undetermined rational coefficients (for i less than some chosen
M). The coefficients ai , bi , ci can be found by expanding in powers of x and equating
coefficients to obtain a linear system. Alternatively, by replacing x with a sufficiently
small irrational number, evaluating the sum to high precision and equating it to 0,
ai , bi , ci may then be determined using an integer relations algorithm, such as PSLQ.
See [20, Section 12.4.2].

4 Conjectures (2.4)–(2.9): Level 4

Conjectures (2.4)–(2.9) in [19] are based on series of the form

∞∑

n=0

(
2n

n

)
zn

∞∑

k=0

(
n

k

)(
2k

k

)(
2n − 2k

n − k

)
xk .
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The numerical data given in [19] suggest that z = x/(1 + 4x)2 for Conjectures (2.4),
(2.7), and (2.8), and z = −x/(1 − 8x) forConjectures (2.5), (2.6), and (2.9). Expand-
ing in powers of x leads to:

Theorem 4.1. The following identities hold in a neighborhood of x = 0:

3F2

( 1
2 ,

1
2 ,

1
2

1, 1
; 64x2

)
=

∞∑

n=0

(
2n

n

)3

x2n

=
∞∑

n=0

(
2n

n

)
xn

(1 + 4x)2n+1

n∑

k=0

(
n

k

)(
2k

k

)(
2n − 2k

n − k

)
xk

=
∞∑

n=0

(
2n

n

)
(−1)n xn

(1 − 8x)n+1/2

n∑

k=0

(
n

k

)(
2k

k

)(
2n − 2k

n − k

)
xk .

The first equality in Theorem 4.1 is trivial. The substance of the theorem is in the
other equalities, which first appeared in [20, Theorem 12.3], and proved using the
multiple Wilf–Zeilberger algorithm.

The corresponding satellite identities can be determined, and these give rise to:

Theorem 4.2. The following identities hold in a neighborhood of x = 0:

∞∑

n=0

(
2n

n

)
(an + b)

xn

(1 + 4x)2n

n∑

k=0

(
n

k

)(
2k

k

)(
2n − 2k

n − k

)
xk

=
∞∑

n=0

(
2n

n

)3

(An + B)x2n (4.1)

and

∞∑

n=0

(
2n

n

)
(cn + d)

(−x)n

(1 − 8x)n

n∑

k=0

(
n

k

)(
2k

k

)(
2n − 2k

n − k

)
xk

=
∞∑

n=0

(
2n

n

)3

(Cn + D)x2n, (4.2)

where A, B, C, and D are given by

A = 3a

2

(1 + 4x)2

1 − 4x
, B = (1 + 4x)

(
b + 4ax

1 − 4x

)
,

C = 3c

2

(1 − 8x)3/2

(1 − 16x2)
and D = √

1 − 8x

(
d − 4cx(1 − 2x)

1 − 16x2

)
.

Conjectures (2.4), (2.7), and (2.8) in [19] are obtained by taking
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(a, b, x) =
(
12, 1,

1

16

)
,

(
476, 103,

−1

64

)
,

(
140, 19,

1

64

)

respectively, in (4.1). The first set of parameter values produces a constant multiple
of the series ∞∑

n=0

(
2n

n

)3 (
n + 1

6

)
1

256n
= 2

3π
, (4.3)

which is originally due to Ramanujan [14, Eq. (28)]. The other two sets of parameter
values give constant multiples of the series

∞∑

n=0

(
2n

n

)3 (
n + 5

42

)
1

4096n
= 8

21π
(4.4)

which is also due to Ramanujan [14, Eq. (29)]. The series (4.3) and (4.4) correspond
to the values N = 3 and N = 7 in [4, Table 6].

In a similar way, Conjectures (2.5), (2.6), and (2.9) in [19] are obtained by taking

(c, d, x) =
(
10, 1,

−1

16

)
,

(
170, 37,

1

64

)
,

(
1190, 163,− 1

64

)

respectively, in (4.2). The first set of parameter values gives a constant multiple of
Ramanujan’s series (4.3), while the other two sets of values both lead to multiples
of (4.4).

The parameter values

(a, b, x) =
(
20, 7,

−1

16

)
and (c, d, x) =

(
30, 11,

1

16

)

also lead to multiples of Ramanujan’s series (4.3). However, the respective series on
the left-hand sides of (4.1) and (4.2) are divergent, hence they are not listed among
the conjectures in [19].

5 Conjectures (2.1)–(2.3): Level 6

Conjectures (2.1)–(2.3) of [19] are based on series of the form

∞∑

n=0

(
2n

n

)
zn

n∑

k=0

(
n

k

)2(n + k

k

)
xk .

Numerical data suggest that z = x/(1 − 4x) and this leads to:
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Theorem 5.1. The following identity holds in a neighborhood of x = 0:

∞∑

n=0

(
2n

n

)
xn

(1 − 4x)n+1/2

n∑

k=0

(
n

k

)2(n + k

k

)
xk =

∞∑

n=0

u(n)xn (5.1)

where

(n + 1)3u(n + 1) = (2n + 1)(10n2 + 10n + 4)u(n) − 64n3u(n − 1), u(0) = 1,

or equivalently,

u(n) =
n∑

j=0

(
n

j

)2(2 j

j

)(
2n − 2 j

n − j

)
.

The numbers u(n) are called Domb numbers. They are the sequence A002895 in
Sloane’s database [18]. The series for 1/π that arise from the Domb numbers were
first studied in [3]; see also the classification in [4, Table 9].

Conjectures (2.1), (2.2), and (2.3) in [19] involve the values x = −1/8, x =
−1/32, and x = 1/64, respectively. However, the series on the right-hand side
of (5.1) converges for |x | < 1/16, so Conjecture (2.1) cannot be handled by this
formula. To obtain a formula that is convergent for all three conjectures, we recall
the identity [16, Theorem 3.1] that holds in a neighborhood of x = 0:

∞∑

n=0

u(n)xn =
∞∑

n=0

(
3n

n

)(
2n

n

)2 x2n

(1 − 4x)3n+1
. (5.2)

The identities (5.1) and (5.2) can be combined and used to produce the following:

Theorem 5.2. The following identity holds in a neighborhood of x = 0:

∞∑

n=0

(
2n

n

)
(an + b)

xn

(1 − 4x)n

n∑

k=0

(
n

k

)2(n + k

k

)
xk

=
∞∑

n=0

(
3n

n

)(
2n

n

)2

(An + B)
x2n

(1 − 4x)3n
,

(5.3)

where A and B are given by

A = 4a(1 + 2x)(1 − x)

3(1 − 4x + 8x2)
√
1 − 4x

and B = 1√
1 − 4x

(
2ax(1 − 2x)

1 − 4x + 8x2
+ b

)
.

The series on the right-hand side of (5.3) converges for −1/2 < x < 1/16. Con-
jectures (2.1), (2.2), and (2.3) correspond to the parameter values
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(a, b, x) =
(
13, 4,

−1

8

)
,

(
290, 61,

−1

32

)
and

(
962, 137,

1

64

)
,

respectively. These values produce multiples of the series

∞∑

n=0

(
3n

n

)(
2n

n

)2 (
n + 1

6

)
1

63n
=

√
3

2π
, (5.4)

∞∑

n=0

(
3n

n

)(
2n

n

)2 (
n + 2

15

)
1

2n × 36n
= 9

20π
(5.5)

and ∞∑

n=0

(
3n

n

)(
2n

n

)2 (
n + 4

33

)
1

153n
= 5

√
3

22π
. (5.6)

The last two of these series are originally due to Ramanujan [14, Eqs. (31) and (32)]
and the other series is due to J. M. Borwein and P. M. Borwein [2, p. 190]. These
series correspond to the values N = 2, 4, and 5 in [4, Table 5]. This completes our
discussion of Conjectures (2.1)–(2.3) in [19].

6 Conjectures (2.12)–(2.14), (2.18) and (2.20)–(2.22)

Conjectures (2.10)–(2.28) in [19] involve series of the form

∞∑

n=0

(
2n

n

)
zn

n∑

k=0

(
2k

k

)2(2n − 2k

n − k

)
xk .

We present two cases where the data allow z to be identified as a function of x .

6.1 Conjectures (2.13), (2.18), and (2.22): Level 6

The data for these conjectures satisfy the relation z = −x/(1 − 16x). This leads us
to discover:

Theorem 6.1. The following identity holds in a neighborhood of x = 0:

∞∑

n=0

(
2n

n

)
(−x)n

(1 − 16x)n+1/2

n∑

k=0

(
2k

k

)2(2n − 2k

n − k

)
xk =

∞∑

n=0

u(n)xn, (6.1)

where {u(n)} are the Domb numbers introduced in Theorem 5.1.
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Just as for Theorem 5.1, the radius of convergence of the series on the right-hand
side of (6.1) is not large enough to handle all of the Conjectures (2.13), (2.18),
and (2.22) in [19]. Therefore, we use (6.1) in conjunction with (5.2) to produce the
identity

∞∑

n=0

(
2n

n

)
(an + b)

(−x)n

(1 − 16x)n

n∑

k=0

(
2k

k

)2(2n − 2k

n − k

)
xk

=
∞∑

n=0

(
3n

n

)(
2n

n

)2

(An + B)
x2n

(1 − 4x)3n
,

(6.2)

where A and B are given by

A = 4a(1 − 16x)3/2(1 + 2x)

3(1 − 4x)(1 − 8x)
and B =

√
1 − 16x

1 − 4x

(
b − 4ax

1 − 8x

)
.

The series on the right-hand side of (6.2) converges for −1/2 < x < 1/16. Conjec-
tures (2.13), (2.18), and (2.22) in [19] correspond to the parameter values

(a, b, x) =
(
1, 0,

−1

8

)
,

(
10, 1,

−1

32

)
and

(
14, 3,

1

64

)
,

respectively. These values produce multiples of the series (5.4), (5.5), and (5.6),
respectively. This completes our discussion of Conjectures (2.13), (2.18), and (2.22)
in [19].

6.2 Conjectures (2.12), (2.14), (2.20), and (2.21): Level 6

The data for these conjectures satisfy the relation z = x/(1 + 4x)2. Expanding in
powers of x leads to:

Theorem 6.2. The following identity holds in a neighborhood of x = 0:

∞∑

n=0

(
2n

n

)
xn

(1 + 4x)2n+1

n∑

k=0

(
2k

k

)2(2n − 2k

n − k

)
xk =

∞∑

n=0

t (n)xn, (6.3)

where the sequence {t (n)} is defined by the four-term recurrence relation

(n + 1)3t (n + 1) = −2n(n + 1)(2n + 1)t (n) + 16n(5n2 + 1)t (n − 1)

− 96n(n − 1)(2n − 1)t (n − 2) (6.4)
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and initial condition t (0) = 1. The series on the left-hand side of (6.3) converges for
−1/12 < x < 1/4, while the series on the right-hand side converges for |x | < 1/12.

In order to gain access to properties of the sequence {t (n)}, we recall the following
result of Chan et al. [3, Eq. (4.13)].

Lemma 6.3. Let z and y be the level 6 modular forms defined by

z =
∞∏

j=1

(1 − q j )4(1 − q3 j )4

(1 − q2 j )2(1 − q6 j )2
and y = q

∞∏

j=1

(1 − q2 j )6(1 − q6 j )6

(1 − q j )6(1 − q3 j )6
. (6.5)

Let {u(n)} be the Domb numbers, which were defined in Theorem 5.1. Then in a
neighborhood of y = 0,

z =
∞∑

n=0

(−1)nu(n)yn . (6.6)

The next result gives a modular parameterization for the sequence {t (n)}. It also
provides a connection with the Domb numbers.

Theorem 6.4. Let z and y be the level 6 modular forms defined by (6.5) and let
{u(n)} be the Domb numbers, which were defined in Theorem 5.1. Let Z and x be
defined by

Z = (1 + 4y)z and x = y

1 + 4y
. (6.7)

Then in a neighborhood of q = 0,

Z = 1

2

(
3P(q6) − P(q2)

)
(6.8)

=
∞∑

n=0

t (n)xn (6.9)

=
∞∑

n=0

(−1)nu(n)
xn

(1 − 4x)n+1
(6.10)

=
∞∑

n=0

(
3n

n

)(
2n

n

)2

x2n(1 − 4x)n . (6.11)

Proof. By (6.5) and [10, Eqs. (32.66) and (33.2)], we have

Z = (1 + 4y)z

=
∞∏

j=1

(1 − q j )4(1 − q3 j )4

(1 − q2 j )2(1 − q6 j )2
+ 4q

∞∏

j=1

(1 − q2 j )4(1 − q6 j )4

(1 − q j )2(1 − q3 j )2
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= 1

6

(
12P(q6) − 3P(q3) − 4P(q2) + P(q)

)

+ 1

6

(−3P(q6) + 3P(q3) + P(q2) − P(q)
)

= 1

2

(
3P(q6) − P(q2)

)
.

This proves (6.8).
Next, Chan et al. [3, Eq. (4.10)] showed that z satisfies a third-order differential

equation with respect to y:

y2(1 + 4y)(1 + 16y)
d3z

dy3
+ 3y(1+30y + 128y2)

d2z

dy2

+ (1 + 168y + 448y2)
dz

dy
+ 4(1 + 16y)z = 0.

On making the change of variables given by (6.7), we deduce that

x2(1 − 4x)2(1 + 12x)
d3Z

dx3
+ 3x(1 − 4x)(1 + 10x − 120x2)

d2Z

dx2

+ (1 + 12x − 576x2 + 2304x3)
dZ

dx
+ 96x(6x − 1)Z = 0.

On expanding Z in powers of x and substituting into the differential equation, we
obtain the recurrence relation (6.4). The proof of (6.9) may be completed by noting
that Z = 1 and x = 0 when q = 0, therefore t (0) = 1.

To prove (6.10), use (6.6) and (6.7) to get

Z = (1 + 4y)z = (1 + 4y)

∞∑

n=0

(−1)nu(n)yn =
∞∑

n=0

(−1)nu(n)
xn

(1 − 4x)n+1
.

Finally, (6.11) can be obtained by applying (5.2) to (6.10). ��
Combining (6.3) with (6.9) and (6.11) gives the identity

∞∑

n=0

(
2n

n

)
xn

(1 + 4x)2n+1

n∑

k=0

(
2k

k

)2(2n − 2k

n − k

)
xk

=
∞∑

n=0

(
3n

n

)(
2n

n

)2

x2n(1 − 4x)n . (6.12)

Equation (6.12) can be used to produce:
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Theorem 6.5. The following identity holds in a neighborhood of x = 0:

∞∑

n=0

(an + b)

(
2n

n

)
xn

(1 + 4x)2n

n∑

k=0

(
2k

k

)2(2n − 2k

n − k

)
xk

=
∞∑

n=0

(An + B)

(
3n

n

)(
2n

n

)2

x2n(1 − 4x)n,

(6.13)

where

A = 4a(1 + 4x)2(1 − 6x)

3(1 − 4x)2
and B = (1 + 4x)

(
4ax

1 − 4x
+ b

)
.

The series on the right-hand side of (6.13) converges for −1/12 < x < 1/6.

Conjectures (2.14), (2.20), and (2.21) in [19] correspond to the data

(a, b, x) =
(
6,−1,

1

12

)
,

(
12, 1,

1

36

)
and

(
24, 5,

−1

60

)
,

respectively. These values lead tomultiples of the series (5.4), (5.5), and (5.6), respec-
tively.

Conjecture (2.12) in [19] corresponds to the values x = 1/6, in which case the
series on the right-hand side of (6.13) is divergent. Therefore, we proceed by a
different method. By [12, Theorem 1], we have

lim
w→1−

√
1 − w

∞∑

n=0

(
3n

n

)(
2n

n

)2

n
( w

108

)n =
√
3

2π
.

Make the change of variables w = 108x2(1 − 4x) and observe that w → 1− as x →
(1/6)−. It follows that

√
3

2π
= lim

x→(1/6)−

√
(1 − 6x)2(1 + 12x)

∞∑

n=0

(
3n

n

)(
2n

n

)2

n (x2(1 − 4x))n .

Nowapply (6.13)witha = 1 and b = −2, and note that 4x/(1 − 4x) − 2 vanishes
at x = 1/6. This produces

√
3

2π
= lim

x→(1/6)−

√
1 + 12x · 3(1 − 4x)2

4(1 + 4x)2

∞∑

n=0

(
3n

n

)(
2n

n

)2

×
(
4(1 + 4x)2(1 − 6x)

3(1 − 4x)2
n + (1 + 4x)

(
4x

1 − 4x
− 2

))
(x2(1 − 4x))n
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= lim
x→(1/6)−

√
1 + 12x · 3(1 − 4x)2

4(1 + 4x)2

×
∞∑

n=0

(n − 2)

(
2n

n

)
xn

(1 + 4x)2n

n∑

k=0

(
2k

k

)2(2n − 2k

n − k

)
xk

= 3
√
3

100

∞∑

n=0

(n − 2)

(
2n

n

)(
3

50

)n n∑

k=0

(
2k

k

)2(2n − 2k

n − k

)(
1

6

)k

.

This gives us a proof of Conjecture (2.12) in [19].
Equation (6.12) was deduced via a different path in [20, Theorem 12.4]: a Heun-

type differential equation was obtained for the left-hand side, which was then explic-
itly solved and the solution transformed into the right-hand side. Conjecture (2.12)
was also proved in [20], by first applying Clausen’s theorem to convert the right-hand
side of (6.12) into the square of a 2F1, followed by evaluating the 2F1’s with Gauss’
second summation theorem and one of its contiguous versions.

There is also a companion result to Theorem 6.4:

Theorem 6.6. Let z and y be the level 6 modular forms defined by (6.5). Let Z∗ and
x∗ be defined by

Z∗ = (1 + 16y)z and x∗ = y

1 + 16y
.

Then in a neighborhood of q = 0,

Z∗ = 1

2

(
3P(q3) − P(q)

)

=
∞∑

n=0

v(n)(x∗)n

=
∞∑

n=0

(−1)nu(n)
(x∗)n

(1 − 16x∗)n+1

=
∞∑

n=0

(
3n

n

)(
2n

n

)2

(x∗)n(1 − 16x∗)2n,

where the sequence {v(n)} satisfies the recurrence relation

(n + 1)3v(n + 1) = (2n + 1)(22n2 + 22n + 12)v(n) − 128n(5n2 + 1)v(n − 1)

+ 1536n(n − 1)(2n − 1)v(n − 2),

and {u(n)} are the Domb numbers.

It would be interesting to have an analog of Theorem6.2 that involves the sequence
{v(n)}.
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7 Conjectures (6.3)–(6.13)

Conjectures (6.3)–(6.13) in [19] are based on the generating function

∑

n=0

(
2n

n

)
zn

n∑

k=0

(
2k

k

)2( k

n − k

)
xk . (7.1)

The numerical data for Conjectures (6.3)–(6.7) fit the relation

z = x

(1 − x)2
,

while for Conjectures (6.8)–(6.13), we have

z = − 1

2(1 + 4x)
.

We consider each case separately.

7.1 Conjectures (6.3)–(6.7): Level 14

Expanding in powers of x gives

∞∑

n=0

(
2n

n

)
xn

(1 − x)2n+1

n∑

k=0

(
2k

k

)2( k

n − k

)
xk =

∞∑

n=0

a(n)xn (7.2)

where

(n + 1)3a(n + 1) = (2n + 1)(3n2 + 3n + 1)a(n)

+ n(47n2 + 4)a(n − 1) + 14n(n − 1)(2n − 1)a(n − 2)

and a(0) = 1. The series expansion of a function in [24, Eq. (5)] involves the same
coefficients, that is,

∞∑

n=0

(
2n

n

)
xn

(1 + x)2n+1

n∑

k=0

(
n

k

)(
n + k

n

)(
2k

k

)
xk =

∞∑

n=0

a(n)xn . (7.3)

The identities (7.2) and (7.3) can be used to establish the interesting result
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∞∑

n=0

(
(1 − x)2n + (λ − 1)

) (
2n

n

)
xn

(1 + x)2n+1

n∑

k=0

(
n

k

)(
n + k

n

)(
2k

k

)
xk

=
∞∑

n=0

(
(1 + x)2n + (λ + 1)

) (
2n

n

)
xn

(1 − x)2n+1

n∑

k=0

(
2k

k

)2( k

n − k

)
xk (7.4)

which holds for any constant λ. This, in turn, can be used with the results in [24]
to show that Conjectures (6.3)–(6.7) are equivalent to Conjectures (VII5), (VII1),
(VII3), (VII4), and (VII6) in [19], respectively. To see the correspondence, compare
the values of x in [24, Table 1] with the arguments of Pk in [19, Eqs. (6.3)–(6.7)].
Since Conjectures (VII1) and (VII3)–(VII6) have been proved in [24], the truth of
Conjectures (6.3)–(6.7) follows from (7.4).

Before continuing to the next set of conjectures, we offer the following additional
comments about the sequence {a(n)}. Equating coefficients of xn in (7.2) and (7.3)
leads to the following formulas for a(n) as sums of binomial coefficients, respec-
tively:

a(n) =
∑

j,k

(
n + j

2 j + 2k

)(
2 j + 2k

j + k

)(
2k

k

)2(k

j

)

=
∑

j,k

(−1)n− j

(
n + j

2 j + 2k

)(
2 j + 2k

j + k

)(
2k

k

)(
j + 2k

k

)(
j + k

k

)
. (7.5)

It can be shown that

∞∑

n=0

a(n)

(
x

1 + 5x + 8x2

)n+1

=
∞∑

n=0

A(n)

(
x

1 + 9x + 8x2

)n+1

, (7.6)

where

(n + 1)3A(n + 1) = (2n + 1)(11n2 + 11n + 5)A(n)

− n(121n2 + 20)A(n − 1) + 98n(n − 1)(2n − 1)A(n − 2)

and A(0) = 1. The sequence {A(n)} was first studied in [12, Example 6]. It was
shown in [9] that the sequence {A(n)} can be parameterized by level 14 modular
forms. The modular parameterization for {a(n)} is inherited from this by (7.6). Both
{a(n)} and {A(n)} possess many remarkable arithmetic properties that are beyond
the scope of this work; we plan to discuss them in a forthcoming project in detail.
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7.2 Conjectures (6.8)–(6.13): Level 2

The data for Conjectures (6.8)–(6.13) in [19] suggest that z and x in the generating
function (7.1) are related by z = −1/(2(1 + 4x)). We replace x with 4x throughout,
and consider the function

g(x) =
∞∑

n=0

(
2n

n

)
(−1)n

2n(1 + 16x)n+1/2

n∑

k=0

(
2k

k

)2( k

n − k

)
(4x)k .

The series g can be seen to converge in a neighborhood of x = 0 by noting that the
nonzero terms in the inner sum occur only when 
n/2� ≤ k ≤ n, and so the series
may be written in the form

g(x) =
∞∑

n=0

(
2n

n

)
(−1)n(4x)
n/2�

2n(1 + 16x)n+1/2

n∑

k=
n/2�

(
2k

k

)2( k

n − k

)
(4x)k−
n/2�.

Expanding in powers of x gives

g(x) =
∞∑

n=0

(
4n

2n

)(
2n

n

)2

x2n .

This can be used to produce the identity

∞∑

n=0

(
2n

n

)
(an + b)

(−1)n

2n(1 + 16x)n

n∑

k=0

(
2k

k

)2( k

n − k

)
(4x)k

=
∞∑

n=0

(
4n

2n

)(
2n

n

)2

(An + B)x2n,

(7.7)

where

A = 4a(1 + 16x)3/2

1 − 48x
and B = (1 + 16x)1/2

(
b + 32ax

1 − 48x

)
.

Conjectures (6.8)–(6.13) in [19] correspond to the data2

2Multiply the argument of Pk in each of the Conjectures (6.8)–(6.13) in [19] by 4, and then take
the reciprocal to get the values of x in the data.
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(a, b, x) =
(
130, 41,

−1

784

)
,

(
46, 13,

1

784

)
,

(
510, 143,

−1

1584

)
,

(
42, 11,

1

1584

)

and
(
1848054, 309217,

−1

3962

)
,

(
171465, 28643,

1

3962

)
,

respectively. If either of the two data sets corresponding to ±1/784 are inserted
in (7.7), the results are multiples of the series

∞∑

n=0

(
4n

2n

)(
2n

n

)2 (
n + 3

40

)
1

284n
= 49

√
3

360π
.

Similarly, the data corresponding to ±1/1584 produce multiples of the series

∞∑

n=0

(
4n

2n

)(
2n

n

)2 (
n + 19

280

)
1

15842n
= 9

√
11

140π
,

while the data corresponding to ±1/3962 lead to

∞∑

n=0

(
4n

2n

)(
2n

n

)2 (
n + 1103

26390

)
1

3964n
= 9801

√
2

105560π
.

These are Ramanujan’s series [14, Eqs. (42)–(44)]. They correspond to the values
N = 9, 11, 29, and q > 0 in [4, Table 4].

8 Further examples: the $520 series

We mention one further set of examples for which the techniques of this paper can
be used. The following identity holds in a neighborhood of x = 0:

∞∑

n=0

(
2n

n

)
(an + b)

xn

(1 + 2x)2n

n∑

k=0

(
n

k

)2(2n − 2k

n − k

)
xk

=
∞∑

n=0

(An + B)

{ ∞∑

k=0

(
n

k

)4
}

xn, (8.1)
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Table 2 Specialization of the two-variable special series

Underlying series Specialization Reference Level

∑

n

(
2n

n

)
zn

∑

k

(
n

k

)(
2k

k

)(
2n − 2k

n − k

)
xk z = x

(1 + 4x)2
Eq. (4.1) 4

z = −x

1 − 8x
Eq. (4.2) 4

∑

n

(
2n

n

)
zn

∑

k

(
n

k

)2(n + k

k

)
xk z = x

1 − 4x
Eq. (5.1) 6

x = 1

t + 1
, z = t2 [24] 3

∑

n

(
2n

n

)
zn

∑

k

(
2k

k

)2(2n − 2k

n − k

)
xk z = x

(1 + 4x)2
Eq. (6.3) 6

z = −x

1 − 16x
Eq. (6.1) 6

∑

n

(
2n

n

)
zn

∑

k

(
2k

k

)2( k

n − k

)
xk z = x

(1 − x)2
Eq. (7.2) 14

z = −1

2(1 + 4x)
Eq. (7.7) 2

∑

n

(
2n

n

)
zn

∑

k

(
n

k

)2(2n − 2k

n − k

)
xk z = x

(1 + 2x)2
Eq. (8.1) 10

∑

n

(
2n

n

)
zn

∑

k

(
n

k

)2(2n − 2k

n

)
xk x = t2, z = t

(1 + 3t)2
Eq. (8.3) 14

z = x

1 + 4x
Eq. (9.1) 10

∑

n

(
2n

n

)
zn

∑

k

(
n

k

)(
n + k

n

)(
2k

k

)
xk z = x

(1 + x)2
[24, Eq. (5)] 7

where

A = 4a(1 − x)(1 + 2x)2

5(1 − 4x)
and B = (1 + 2x)

(
b + 6ax(2 − x)

5(1 − 4x)

)
.

Taking a = 5440, b = 1201, and x = −1/64 gives

∞∑

n=0

(
2n

n

)
(5440n + 1201)

(−4

31

)2n n∑

k=0

(
n

k

)2(2n − 2k

n − k

)(−1

64

)k

= 62465

16

∞∑

n=0

(
n + 1

4

) {
n∑

k=0

(
n

k

)4
}(−1

16

)n

. (8.2)
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The series on the left-hand side is [19, Eq. (3.24′)], which is equivalent to another
identity [19, Eq. (3.24)] forwhich a $520 prizewas offered to the first correct solution.
That solution was given by Rogers and Straub [17]. The value of the series on the
right is given by [8, Theorem 5.3, N = 9]. Hence, we obtain another proof of the
“$520 challenge” series.

The identity (8.1) also provides alternative proofs of (3.28), (3.11′), (3.13′), (3.15′),
(3.17′), and (3.25′) in [19], that were proved by Rogers and Straub [17]. We note
here that proofs for (3.11′), (3.13′), and (3.15′), as well as (3.16′), (3.18′), and (3.19′),
were given in [20].

The identities (3.12′), (3.14′), and (3.18′) are equivalent to (3.12), (3.14), and
(3.18). They can be handled using

∞∑

n=0

(
2n

n

)
xn

(1 + 3x)2n+1

∞∑

k=0

(
n

k

)2(2n − 2k

n

)
x2k =

∞∑

n=0

a(n)xn (8.3)

where a(n) is the level 14 sequence that appears in (7.2) and (7.3). Equating coeffi-
cients of xn gives yet another formula for a(n) as a sum of binomial coefficients, to
go along with (7.5), namely

a(n) =
∑

j,k

(
n + j − k

2 j + 2k

)(
2 j + 2k

j + k

)(
j + k

k

)2( 2 j

j + k

)
(−3)n− j−3k .

9 Summary and afterthoughts

Table 2 summarizes the specializations of the two-variable special series used in this
work: the resulting single-variable series are solutions of third-order linear differen-
tial equations, for which formulas for 1/π are already established in the literature.
Most of the entries in Table 2 were originally guessed on the basis of Sun’s conjec-
tural identities in [19], but we also performed an independent computer investigation
to search for other linear and quadratic specializations of the underlying series. The
only additional series produced by the search is

∞∑

n=0

(
2n

n

)
xn

(1 + 4x)n+1/2

∞∑

k=0

(
n

k

)2(2n − 2k

n

)
xk =

∞∑

n=0

{
n∑

k=0

(
n

k

)4
}

xn . (9.1)

One of the big surprises of our project is a solid presence, in modular parameter-
izations of third-order linear differential equations, of level 14 modular forms and
functions (cf. Sections 7 and 8); at the same time, the similarly exotic level 15 [9]
does not show up at all.

We note that the nonspecialized generating functions from [19] are expected to
be representable as products of two power series, each satisfying a second-order
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equation; e.g., see the final Question in [24]. This expectation is shown to be true in
many cases and it is the driving force behind the universal methods of establishing
Sun’s conjectures and similar identities in [6, 11, 17, 21, 22]. Two further examples
of such factorizations follow from the two-variable identities

∑

n

(
z

y

)n ∑

k

(
n − k

k

)(
2k

k

)(
2n − 2k

n − k

)2( y(y2 − 1)

4z

)k

=
∞∑

m=0

(
2m

m

)2

Pm

(
y2 + 1

2y

)
zm, (9.2)

∑

n

(
2n

n

)(
y2 − 1

4y2

)n ∑

k

(
n

k

)2(2k

k

)(
4z

y2 − 1

)k

= y
∞∑

m=0

(
2m

m

)2

P2m(y)zm (9.3)

and the corresponding factorizations [6, 22] of generating functions of Legendre
polynomials

Pn(x) =
n∑

k=0

(
n

k

)(
n + k

k

)(
x − 1

2

)k

.

The former transformation (9.2) allows one to deal with [19, Conjecture (3.29)]
(namely, by making it equivalent to [19, Eq. (I3)] established in [6]), while the latter
one (9.3) paves the ground for proving the family of conjectures (3.N′) on Sun’s
list [19] in exactly the same way as in [17].

A drawback of using such two-variable factorizations in the proofs of the formulas
for 1/π is the relatively cumbersome analysis: compare our proof of Sun’s Conjec-
ture (3.24′) from Section 8 with the proof of his (equivalent) Conjecture (3.24) given
in [17]. An advantage is that transformations are also available for the two-variable
series. One such example,

n∑

k=0

(2k
k

)2(2n−2k
n−k

)2
(n

k

) yk =
(

− 16y

1 + y

)n n∑

k=0

(
k

n − k

)(
2k

k

)2(
− (1 + y)2

16y

)k

,

follows from the classical Whipple’s quadratic transformation and reduces the veri-
fication of Sun’s [19, Conjecture (6.14)] to one related to the generating function

∞∑

n=0

(
2n

n

)
zn

n∑

k=0

(
2k

k

)2( k

n − k

)
xk
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considered in Section 7. Unfortunately, the corresponding values x = −9/20 and
z = −1/216 or z = −5/216 (depending on whether y = 1/5 or y = 5) do not match
the patterns we have discovered.

Acknowledgements We thank the referee for helpful comments and suggestions.
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1 Introduction

In 1926, V. Jarník [2] started the study of integral points on general strictly convex
curves in the euclidean plane, showing that the number of points of such a curve of
length � cannot be larger than (C + o(1))�2/3 (where C = 3(16π)−1/3) and that this
bound is optimal. The second named author [1] considered in 1988 the case of flat
curves, i.e. curves with a radius of curvature significantly larger than their length.
Let us present the results of [1], starting with some definitions.

We let Γ be a C 2 strictly convex curve in the euclidean plane R2. More precisely

Γ = {M(t) = (x(t), y(t)) ∈ R
2 : 0 ≤ t ≤ 1}, (1)

where x and y are two C 2 functions on [0, 1], such that

∀t ∈ [0, 1] : x ′(t)y′′(t) − x ′′(t)y′(t) �= 0. (2)

We denote the length of Γ by �(Γ ); to each point M on Γ , we associate the radius of
curvature of Γ at M , denoted by R(M), and define the minimal radius of curvature
of Γ by the relation

r(Γ ) = min{R(M) : M ∈ Γ }; (3)

notice that (2) implies r(�) > 0.
Thenumber of “integral points” onΓ , i.e. pointswith coordinates inZ2, is denoted

by N (Γ ).
Finally, the quantity α is defined by

α = log �(Γ )

log r(Γ )
. (4)

Themain results of [1] (Théorème1 andThéorème2) can be rephrased asTheorem
1.1 and Theorem 1.2 below.

Theorem 1.1. If r ≥ 1 and � ≥ r1/3, then, for any curveΓ with length � andminimal
radius of curvature r , we have

N (Γ ) ≤ 2�r−1/3. (5)

The second result shows that this result is best possible, up to the numerical value
of the constant, but moreover, that one can impose any value for the tangent at the
origin of the curve Γ , determined by the vector

T0(Γ ) = (
x ′(0), y′(0)

)
.
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Theorem 1.2. Let T be a nonzero vector in R
2 and α ∈ (2/3, 1). For any r ≥

r0(T, α) there exists a curve Γ with T0(Γ ) = T , �(Γ ) = 105rα such that

N (Γ ) ≥ 10−6�r−1/3. (6)

The first consequence of Theorem 1.1 is that for r ≥ 1 and � ≤ r1/3 one has
N (Γ ) ≤ 2 : simply prolongate the curve with a suitable arc of a circle until its length
is r1/3. This implies that the case α ∈ [0, 1/3] is essentially trivial.

But Theorem 1.2 only deals with the case α ∈ (2/3, 1), hence a natural question
arises: what happens when α ∈ (1/3, 2/3]? It is conjectured in [1] that in this case
one has

N (Γ ) = O
(
�(Γ )2/r(Γ )

)
. (7)

Notice that l2/r < l/r−1/3 exactly when α < 2/3.

The aim of this note is to show that this conjecture is partially correct, but partially
false. More precisely, we have

Theorem 1.3. Let Γ be a strictly convex curve such that y′(0) = 0 and �(Γ ) ≤
r(Γ ). We have

N (Γ ) ≤ (
�(Γ )2/r(Γ )

) + 1. (8)

On the other hand, if we do not fix T0, Theorem 1.2 can be extended to any
α > 1/3; moreover, we may ask the radius of curvature to keep the same size, up to
factor (1 + o(1)), all over the curve.

Theorem 1.4. For any α ∈ (1/3, 2/3), c1 > 1 and c2 < 2−1/3 there exists r0 =
r0(α, c1, c2) such that for any r ≥ r0, there exists a strictly convex curve Γ such
that

∀M ∈ Γ : r(Γ ) = r ≤ R(M) ≤ c1r (9)

�(Γ ) = rα, (10)

N (Γ ) ≥ c2�(Γ )/r(Γ )1/3. (11)

2 Proof of Theorem 1.3

We first introduce a technical tool. Lemma 2.1 is true without assuming the second
part of (iii); however we do not see how to prove it without using some clumsy
limiting process; in our case of interest, the case of the circle, this limiting process
can be easily performed as it is done in Corollary 2.2.
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Lemma 2.1. Let a < b be two real numbers and f and g be in C 2
R
[a, b] with the

properties

(i) f (a) ≤ g(a) and f ′(a) = g′(a),

(ii) ∀x ∈ [a, b] : f ′′(x) > 0 and g′′(x) > 0,

(iii) ∀x ∈ [a, b] : r f (x) ≥ rg(x) and r f (a) > rg(a),

where r f (x) denotes the radius of curvature of the graph of f at the point (x, f (x)).
Then, for all x ∈ [a, b] : f (x) ≤ g(x).

Proof 1. We first prove the following

∀x ∈ (a, b) : f ′(x) < g′(x). (12)

We recall that we have

r f (x) =
(
1 + f ′(x)2

)3/2

| f ′′(x)| . (13)

Thanks to (i) and (iii) we have f ′′(a) < g′′(a) and there exists c ∈ (a, b] such that
f ′(x) < g′(x) for all x ∈ (a, c) ; we choose c to be maximal and prove by contradic-
tion that c = b, which proves (12). If c < b, we have f ′(c) = g′(c); by Rolle’s the-
orem, there exists d ∈ (a, c) with f ′′(d) = g′′(d); but f ′(d) < g′(d), which implies
r f (d) < rg(d), a contradiction.
From (12), we get for x ∈ (a, b):

f (x) = f (a) +
∫ x

a
f ′(t)dt ≤ g(a) +

∫ x

a
g′(t)dt = g(x).

�

We state a corollary of this lemma which will be more convenient in the sequel.

Corollary 2.2. Let R > 0, a < b ≤ a + R and f ∈ C 2
R
[a, b] be such that

(i) f ′(a) = 0,

(ii) ∀x ∈ [a, b) : f ′′(x) > 0,

(iii) ∀x ∈ [a, b) : r f (x) ≥ R.

Then, for all x ∈ [a, b] : f (a) ≤ f (x) ≤ f (a) + R − √
R2 − (x − a)2.

Proof 2. For the lower bound, notice that f is convex and thus above its tangent at
the point 0. For the upper bound, apply Lemma 2.1 on the interval [a, a + R − 2/N ]
with functions f and

gN (x) = f (a) + R − 1/N −
√

(R − 1/N )2 − (x − a)2
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for large N ; notice that the graph of gN is an arc of the circle with radius R − 1/N
and centre (0, f (a) + R − 1/N ). �

We now prove Theorem 1.3.

Proof 3. Let Γ be given by (1) with y′(0) = 0; by (2) we have x ′(0) �= 0 and
y′′(0) �= 0. Without loss of generality, we may assume x ′(0) > 0 and y′′(0) > 0,
since changing the sign of x or that of y or both correspond to symmetries which do
not change either the length of the curve, or its radius of curvature, or the number
of its integral points. Furthermore, when � ≤ r , as we assumed, the curve Γ may
be seen as the graph of a function fΓ defined on [x(0), x(1)]. Brief explanation:
if we denote by s the arc length on Γ and θ the angle between the abscissa axis
and the tangent to Γ , we have the relation s ′ = Rθ ′; since at each point of Γ the
radius of curvature of Γ is at least r = r(Γ ), we have s ′ ≥ rθ ′; integrating this
relation, we get that at each point of the curve we have θ ≤ �/r ≤ 1 < π/2. We
now apply Corollary 2.2 to the function fΓ , with R = r(Γ ), a = x(0), b = x(1);
we have b − a = x(1) − x(0) = ∫ 1

0

√
x ′(t)2dt ≤ � ≤ R; thus, for any x ∈ [a, b]

we have f (x) ∈ [ f (a), f (a) + R − √
R2 − �2], an interval with length at most

R − R
√
1 − (�/R)2 ≤ �2/R, which contains at most �2/R + 1 integral points. The

number of integral points onΓ is atmost the number of points with integral ordinates,
and since the function fΓ is increasing, we have (8). �

3 Proof of Theorem 1.4

Proof 4. Let α ∈ (1/3, 2/3). For given r ≥ 1 we let X and H be defined by

(1 + 4X2)3/2

2
= r and

∫ X+H

X
(1 + 4x2)1/2dx = rα. (14)

We easily check that we have

X ∼ 4−1/3r1/3 and H ∼ 2−1/3rα−1/3 = o(X), as r → ∞. (15)

We consider for Γ the graph of the function f defined by

∀x ∈ [X, X + H ] : f (x) = x2.

By (14) and (15) at any point M = (x, f (x)), we have

r = (1 + 4X2)3/2

2
≤ (1 + 4x2)3/2

2
= R(M) ≤ (1 + 4(X + H)2)3/2

2
∼ r,
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which implies (9). We also have

�(Γ ) =
∫ X+H

X
(1 + 4x2)1/2 = rα,

which is (10). We finally have

N (Γ ) = Card([X, X + H ] ∩ Z) ∼ H ∼ 2−1/3rα−1/3,

which implies (11). �
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1 Introduction

A partition of n is a non-increasing sequence of natural numbers whose sum is n. In
1926, Schur [39] proved the following partition identity.

Theorem 1.1 (Schur). For any integer n, let A(n) denote the number of partitions of
n into distinct parts congruent to 1 or 2modulo 3, and B(n) the number of partitions
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of n such that parts differ by at least 3 and no two consecutive multiples of 3 appear.
Then for all n,

A(n) = B(n).

Schur’s theorem became very influential and several proofs have been given using
a variety of different techniques [2, 6, 8, 10, 13, 16]. For our purposes in this article,
the most significant proofs are a proof of Alladi and Gordon [2] using the method of
weighted words and two proofs of Andrews [6, 8] using recurrences and q-difference
equations.

The idea of the method of weighted words of Alladi and Gordon is to give a
combinatorial interpretation of the infinite product

∏

n≥1

(1 + aqn)(1 + bqn)

as the generating function for partitions whose parts appear in three colours a, b, ab.
More precisely, they consider the following ordering of colours

ab < a < b, (1.1)

giving the following ordering on coloured positive integers

1ab < 1a < 1b < 2ab < 2a < 2b < · · · .

Denoting by c(λ) the colour of λ, their refinement of Schur’s theorem can be stated
as follows.

Theorem 1.2 (Alladi–Gordon). Let A(u, v, n) be the number of partitions of n into
u distinct parts coloured a and v distinct parts coloured b.

Let B(u, v, n) be the number of partitions λ1 + · · · + λs of n into distinct parts
with no part 1ab, such that the difference λi − λi+1 ≥ 2 if c(λi ) = ab or c(λi ) <

c(λi+1) in (1.1), having u parts a or ab and v parts b or ab.
Then

∑

u,v,n≥0

A(u, v, n)aubvqn =
∑

u,v,n≥0

B(u, v, n)aubvqn =
∏

n≥1

(1 + aqn)(1 + bqn).

Doing the transformations

q → q3, a → aq−2, b → bq−1,

one obtains a refinement of Schur’s theorem. For details, see [2].
On the other hand, using the ideas of his proofs with q-difference equations

[6, 8], Andrews was able to generalise Schur’s theorem in two different ways [7, 9].
Let us now recall some notation due to Andrews in order to state his generalisations.
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Let A = {a(1), . . . , a(r)} be a set of r distinct positive integers such that∑k−1
i=1 a(i) < a(k) for all 1 ≤ k ≤ r . Note that the 2r − 1 possible sums of distinct

elements of A are all distinct. We denote this set of sums by A′={α(1), . . . , α(2r −
1)}, where α(1) < · · · < α(2r − 1). Let N be a positive integer with N ≥ α(2r −
1) = a(1) + · · · + a(r). We further define α(2r ) = a(r + 1) = N + a(1). Let AN

(resp. −AN ) denote the set of positive integers congruent to some a(i) mod N
(resp. −a(i) mod N ), A′

N (resp. −A′
N ) the set of positive integers congruent to

some α(i) mod N (resp. −α(i) mod N ). Let βN (m) be the least positive residue
ofm mod N . If α ∈ A′, let wA(α) be the number of terms appearing in the defining
sum of α and vA(α) (resp. zA(α)) the smallest (resp. the largest) a(i) appearing in
this sum.

The simplest example is the one where a(k) = 2k−1 for 1 ≤ k ≤ r and α(k) = k
for 1 ≤ k ≤ 2r − 1.

Theorem 1.3 (Andrews). Let D(AN ; n) denote the number of partitions of n into
distinct parts taken from AN . Let E(A′

N ; n) denote the number of partitions of n into
parts taken from A′

N of the form n = λ1 + · · · + λs , such that

λi − λi+1 ≥ NwA(βN (λi+1)) + vA(βN (λi+1)) − βN (λi+1).

Then for all n ≥ 0,
D(AN ; n) = E(A′

N ; n).

Theorem 1.4 (Andrews). Let F(−AN ; n) denote the number of partitions of n into
distinct parts taken from −AN . Let G(−A′

N ; n) denote the number of partitions of n
into parts taken from −A′

N of the form n = λ1 + · · · + λs , such that

λi − λi+1 ≥ NwA(βN (−λi )) + vA(βN (−λi )) − βN (−λi ),

and
λs ≥ N (wA(βN (−λs) − 1).

Then for all n ≥ 0,
F(−AN ; n) = G(−A′

N ; n).

Schur’s theorem corresponds to the case N = 3, r = 2, a(1) = 1, a(2) = 2.
Andrews’ identities led to a number of important developments in combina-

torics [1, 21, 42], group representation theory [4] and quantum algebra [37].
A more general version of Theorem 1.3 (once reformulated), where the condition∑k−1
i=1 a(i) < a(k) is removed, has been proved by Andrews and Olsson in [4]. It was

subsequently proved bijectively [13] and further generalised [14] by Bessenrodt.
In 2006, Corteel and Lovejoy [21] combined the ideas of Alladi-Gordon and

Andrews to prove a general theorem on coloured partitions which unifies and refines
Andrews’ two hierarchies of partition identities. To state their refinement (slightly
reformulated to fit our purposes), we need to introduce some more notation.
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Let r be a positive integer. We define r primary colours u1, . . . , ur and use them
to define 2r − 1 colours ũ1, . . . , ũ2r−1 as follows:

ũi := uε1(i)
1 · · · uεr (i)

r ,

where

εk(i) :=
{
1 if 2k−1 appears in the binary expansion of i

0 otherwise.

They are ordered in the natural ordering, namely

ũ1 < · · · < ũ2r−1.

Now for all i ∈ {1, . . . , 2r − 1}, let v(ũi ) (resp. z(ũi )) be the smallest (resp. largest)
primary colour appearing in the colour ũi andw(ũi ) be the number of primary colours
appearing in ũi . Finally, for i, j ∈ {1, . . . , 2r − 1}, let

δ(ũi , ũ j ) :=
{
1 if z(ũi ) < v(ũ j )

0 otherwise.

In a slightly modified version, Corteel and Lovejoy’s theorem may be stated as
follows.

Theorem 1.5 (Corteel-Lovejoy). Let D(�1, . . . , �r ; n) denote the number of par-
titions of n into distinct non-negative parts, each part being coloured in one of the
primary colours u1, . . . , ur , having �i parts coloured ui for all i ∈ {1, . . . , r}. Let
E(�1, . . . , �r ; n) denote the number of partitions λ1 + · · · + λs of n into distinct non-
negative parts, each part being coloured in one of the colours ũ1, . . . , ũ2r−1, such
that for all i ∈ {1, . . . , r}, �i parts have ui as one of their primary colours, satisfying
the difference conditions

λi − λi+1 ≥ w(c(λi+1)) + δ(c(λi ), c(λi+1)).

Then for all �1, . . . , �r , n ≥ 0,

D(�1, . . . , �r ; n) = E(�1, . . . , �r ; n).

The proof of Theorem 1.5 relies on the iteration of a bijection originally discovered
by Bressoud [15] and adapted by Alladi and Gordon to the context of weighted
words [3].

Corteel and Lovejoy then noticed that the partitions counted by D(�1, . . . , �r ; n)

and E(�1, . . . , �r ; n) have some symmetry properties and took advantage of them to
prove an even more general theorem.

Let σ ∈ Sr be a permutation. For every colour ũi = uε1(i)
1 · · · uεr (i)

r , we define the
colour
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σ(ũi ) := uε1(i)
σ (1) · · · uεr (i)

σ (r) .

Now for every partition λ counted by E(�1, . . . , �r ; n), we define a new parti-
tion λσ obtained by setting λσ

i = λi and c(λσ
i ) = σ(c(λi )). This mapping is easily

reversible by using the inverse permutation σ−1 on λσ . This transformation does not
change w(c(λi+1)), so the difference condition we obtain on λσ is

λσ
i − λσ

i+1 ≥ w(c(λσ
i+1)) + δ(σ−1(c(λσ

i )), σ−1(c(λσ
i+1))). (1.2)

Thus E(�1, . . . , �r ; n) = Eσ (�σ−1(1), . . . , �σ−1(r); n), where Eσ (�1, . . . , �r ; n)

denotes the number of partitions of n into distinct non-negative parts, each part
being coloured in one of the colours ũ1, . . . , ũ2r−1, such that for all i ∈ {1, . . . , r}, �i
parts have ui as one of their primary colours, satisfying the difference condition (1.2).

Moreover, by doing the same transformation on the partitions counted by
D(�1, . . . , �r ; n), one can see that

D(�1, . . . , �r ; n) = D(�σ−1(1), . . . , �σ−1(r); n).

Thus one has

Corollary 1.6 (Corteel-Lovejoy). For every permutation σ ∈ Sr ,

D(�σ−1(1), . . . , �σ−1(r); n) = Eσ (�σ−1(1), . . . , �σ−1(r); n).

One obtains a refinement of Theorem 1.3 by using the permutation σ = I d and
doing the transformations

q → qN , u1 → u1q
a(1), . . . , ur → urq

a(r),

and a refinement of Theorem 1.4 by using the permutation σ = (n, n − 1, . . . , 1)
and doing the transformations

q → qN , u1 → u1q
N−a(1), . . . , ur → urq

N−a(r).

More detail on how to recover Andrews’ theorems is given in Section 2 in the case
of overpartitions, which generalises the case of partitions.

Let us now mention the extensions of Schur’s theorem and its generalisations to
overpartitions. An overpartition of n is a partition of n in which the first occurrence of
a number may be overlined. For example, there are 14 overpartitions of 4: 4, 4, 3 + 1,
3 + 1, 3 + 1, 3 + 1, 2 + 2, 2 + 2, 2 + 1 + 1, 2 + 1 + 1, 2 + 1 + 1, 2 + 1 + 1, 1 +
1 + 1 + 1 and 1 + 1 + 1 + 1. Though they were not called overpartitions at the time,
they were already used in 1967 by Andrews [5] to give combinatorial interpretations
of the q-binomial theorem, Heine’s transformation and Lebesgue’s identity. Then,
theywere used in 1987 by Joichi and Stanton [29] in an algorithmic theory of bijective
proofs of q-series identities. They also appear in bijective proofs of Ramanujan’s 1ψ1
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summation and the q-Gauss summation [18, 19]. It was Corteel [18] who gave them
their name in 2003, just before Corteel and Lovejoy [20] revealed their generality
by giving combinatorial interpretations for several q-series identities. They went
on to become a very interesting generalisation of partitions, and several partition
identities have overpartition analogues or generalisations. For example, Lovejoy
proved overpartition analogues of identities ofGordon [31], andAndrews-Santos and
Gordon-Göllnitz [32]. Overpartitions also have interesting arithmetic properties [12,
17, 34, 41] and are related to the fields of Lie algebras [30],mathematical physics [22,
27, 28] and supersymmetric functions [22].

In 2005, Lovejoy [33] generalised Schur’s theorem (in the weighted words ver-
sion) to overpartitions by proving the following.

Theorem 1.7 (Lovejoy). Let A(x1, x2; k, n) denote the number of overpartitions
of n into x1 parts congruent to 1 and x2 parts congruent to 2 modulo 3, having k
non-overlined parts. Let B(x1, x2; k, n) denote the number of overpartitions λ1 +
· · · + λs of n, with x1 parts congruent to 0 or 1modulo 3 and x2 parts congruent to 0
or 2 modulo 3, having k non-overlined parts and satisfying the difference conditions

λi − λi+1 ≥
{
0 + 3χ(λi+1) if λi+1 ≡ 1, 2 mod 3,

1 + 3χ(λi+1) if λi+1 ≡ 0 mod 3,

where χ(λi+1) = 1 if λi+1 is overlined and 0 otherwise. Then for all x1, x2, k, n ≥ 0,
A(x1, x2; k, n) = B(x1, x2; k, n).

Schur’s theorem (in the refined version of Alladi and Gordon) corresponds to the
case k = 0 in Lovejoy’s theorem.

Recently, the author generalised both of Andrews’ theorems (Theorems 1.3
and 1.4) to overpartitions [24, 25] by proving the following (reusing the notation
of Andrews’ theorems).

Theorem 1.8 (Dousse). Let D(AN ; k, n) denote the number of overpartitions of n
into parts taken from AN , having k non-overlined parts. Let E(A′

N ; k, n) denote the
number of overpartitions of n into parts taken from A′

N of the formn = λ1 + · · · + λs ,
having k non-overlined parts, such that

λi − λi+1 ≥ N
(
wA (βN (λi+1)) − 1 + χ(λi+1)

) + vA(βN (λi+1)) − βN (λi+1),

where χ(λi+1) = 1 if λi+1 is overlined and 0 otherwise. Then for all k, n ≥ 0,
D(AN ; k, n) = E(A′

N ; k, n).

Theorem 1.9 (Dousse). Let F(−AN ; k, n) denote the number of overpartitions
of n into parts taken from −AN , having k non-overlined parts. Let G(−A′

N ; k, n)

denote the number of overpartitions of n into parts taken from −A′
N of the form

n = λ1 + · · · + λs , having k non-overlined parts, such that

λi − λi+1 ≥ N
(
wA (βN (−λi )) − 1 + χ(λi+1)

) + vA(βN (−λi )) − βN (−λi ),
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and
λs ≥ N (wA(βN (−λs)) − 1).

Then for all k, n ≥ 0, F(−AN ; k, n) = G(−A′
N ; k, n).

Lovejoy’s theoremcorresponds to N = 3, r = 2,a(1) = 1,a(2) = 2 inTheorems1.8
and 1.9. The case k = 0 of Theorem 1.8 (resp. Theorem 1.9) gives Andrews’ Theo-
rem 1.3 (resp. Theorem 1.4).

While the statements of Theorems 1.8 and 1.9 resemble those of Andrews’ the-
orems (Theorem 1.3 and 1.4), the proofs are more intricate. We used q-difference
equations and recurrences as well, but in our case, we had equations of order r while
those of Andrews’ proofs were easily reducible to equations of order 1. Thus, we
needed to prove the result by induction on r by going back and forth fromq-difference
equations on generating functions to recurrence equations on their coefficients.

The purpose of this paper is to generalise and refine Theorems 1.8 and 1.9 in
the same way that Theorem 1.5 generalises Andrews’ identities and to unify all the
above-mentioned generalisations of Schur’s theorem. We prove the following.

Theorem 1.10. Let D(�1, . . . , �r ; k, n)denote the number of overpartitions of n into
non-negative parts coloured u1, . . . , ur−1 or ur , having �i parts coloured ui for all
i ∈ {1, . . . , r} and k non-overlined parts. Let E(�1, . . . , �r ; k, n) denote the number
of overpartitions λ1 + · · · + λs of n into non-negative parts coloured ũ1, . . . , ũ2r−2

or ũ2r−1, such that for all i ∈ {1, . . . , r}, �i parts have ui as one of their primary
colours, having k non-overlined parts and satisfying the difference conditions

λi − λi+1 ≥ w(c(λi+1)) + χ(λi+1) − 1 + δ(c(λi ), c(λi+1)),

where χ(λi+1) = 1 if λi+1 is overlined and 0 otherwise.
Then for all �1, . . . , �r , k, n ≥ 0,

D(�1, . . . , �r ; k, n) = E(�1, . . . , �r ; k, n).

The proof of Theorem 1.10 relies on the combination of the method of weighted
words of Alladi andGordon [2] and the q-difference equations techniques introduced
by the author in [24]. This idea of mixing the method of weighted words with q-
difference equations was first introduced by the author in a recent paper [26] to prove
a refinement and companion of Siladić’s theorem [40], a partition identity that first
arose in the study of Lie algebras.

As in the work of Corteel and Lovejoy, we can take advantage of the symmetries
in Theorem 1.10. Let σ ∈ Sr be a permutation. For every overpartition λ counted by
E(�1, . . . , �r ; k, n), we define a newoverpartitionλσ obtained by settingλσ

i = λi and
c(λσ

i ) = σ(c(λi )), and overlining λσ
i if and only if λi was overlined. This mapping

is reversible and does not change w(c(λi+1)) or χ(λi+1), so the difference condition
we obtain on λσ is

λσ
i − λσ

i+1 ≥ w(c(λσ
i+1)) + χ(λσ

i+1) − 1 + δ(σ−1(c(λσ
i )), σ−1(c(λσ

i+1))). (1.3)
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Thus E(�1, . . . , �r ; k, n) = E
σ
(�σ−1(1), . . . , �σ−1(r); k, n), where E

σ
(�1, . . . , �r ;

k, n) denotes the number of overpartitions of n into non-negative parts, each part
being coloured in one of the colours ũ1, . . . , ũ2r−1, such that for all i ∈ {1, . . . , r}, �i
parts have ui as one of their primary colours, satisfying the difference condition (1.3).

Moreover, by doing the same transformation on the overpartitions counted by
D(�1, . . . , �r ; n), one can see that

D(�1, . . . , �r ; k, n) = D(�σ−1(1), . . . , �σ−1(r); k, n).

Thus one has

D(�σ−1(1), . . . , �σ−1(r); k, n) = E
σ
(�σ−1(1), . . . , �σ−1(r); k, n),

and relabelling the colours gives

Corollary 1.11. For every permutation σ ∈ Sr ,

D(�1, . . . , �r ; k, n) = E
σ
(�1, . . . , �r ; k, n).

We introduce one more notation. For α, β ∈ A′, let

δA(α, β) :=
{
1 if zA(α) < vA(β)

0 otherwise.

We also extend the permutations to every integer α = a(i1) + · · · + a(is) ∈ A′ by
setting

σ(α) = a(σ (i1)) + · · · + a(σ (is)).

By doing the transformations

q → qN , u1 → u1q
a(1), . . . , ur → urq

a(r),

we obtain the following generalisation and refinement of Theorem 1.8. Details are
given in Section 2.

Theorem 1.12. Let D(AN ; �1, . . . , �r ; k, n) denote the number of overpartitions
of n into parts taken from AN , having k non-overlined parts, such that for all i ∈
{1, . . . , r}, �i parts are congruent to a(i) modulo N. Let E

σ
(A′

N ; �1, . . . , �r ; k, n)

denote the number of overpartitions of n into parts taken from A′
N of the form

n = λ1 + · · · + λs , having k non-overlined parts, such that for all i ∈ {1, . . . , r}, �i
is the number of parts λ j such that βN (λ j ) uses a(i) in its defining sum, and satisfying
the difference conditions

λi − λi+1 ≥N
(
wA (βN (λi+1)) − 1 + χ(λi+1) + δA(σ (βN (λi )), σ (βN (λi+1)))

)

+ βN (λi ) − βN (λi+1),
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where χ(λi+1) = 1 if λi+1 is overlined and 0 otherwise.
Then for all �1, . . . , �r , k, n ≥ 0, σ ∈ Sr ,

D(AN ; �1, . . . , �r ; k, n) = E
σ
(A′

N ; �1, . . . , �r ; k, n).

Similarly, by using the transformations

q → qN , u1 → u1q
N−a(1), . . . , ur → urq

N−a(r),

we obtain a refinement and generalisation of Theorem 1.9.

Theorem 1.13. Let F(−AN ; �1, . . . , �r ; k, n) denote the number of overpartitions
of n into parts taken from −AN , having k non-overlined parts, such that for all i ∈
{1, . . . , r},�i parts are congruent to−a(i)modulo N.LetG

σ
(−A′

N ; �1, . . . , �r ; k, n)

denote the number of overpartitions of n into parts taken from −A′
N of the form

n = λ1 + · · · + λs , having k non-overlined parts, such that for all i ∈ {1, . . . , r},
�i is the number of parts λ j such that βN (−λ j ) uses a(i) in its defining sum, and
satisfying the difference conditions

λi − λi+1 ≥N
(
wA (βN (−λi )) − 1 + χ(λi+1) + δA(σ (βN (−λi )), σ (βN (−λi+1)))

)

+ βN (−λi+1) − βN (−λi ),

and
λs ≥ NwA(βN (−λs)) − βN (−λs).

Then for all �1, . . . , �r , k, n ≥ 0, σ ∈ Sr ,

F(−AN ; �1, . . . , �r ; k, n) = G
σ
(−A′

N ; �1, . . . , �r ; k, n).

Setting k = 0 in Theorems 1.12 and 1.13 recovers two theorems of Corteel and
Lovejoy [21].

Theorem 1.8 corresponds to the case σ = I d in Theorem 1.12 and Theorem 1.9
to the case σ = (n, n − 1, . . . , 1) in Theorem 1.13. Details on how to recover
Theorems 1.12 and 1.13 are also given in Section 2.

Theorem 1.12 (resp. 1.13) gives r ! − 1 new companions to Theorem 1.8 (resp.
1.9). For r ≥ 3, the companions of Theorem 1.8 are different from those of Theo-
rem 1.9. For r = 2, the two companions are the same when a(1) = N − a(2). For
example, when r = 2, a(1) = 1, a(2) = 2, setting σ = (2, 1) in Theorem 1.12 gives
the following theorem.

Corollary 1.14. Let D(N , �1, �2; k, n) denote the number of overpartitions of n
into parts ≡ 1, 2 mod N with �1 parts ≡ 1 mod N and �2 parts ≡ 2 mod N and
having k non-overlined parts.

Let E(N , �1, �2; k, n) denote the number of overpartitions λ1 + · · · + λs of n into
parts ≡ 1, 2, 3 mod N with �1 parts ≡ 1, 3 mod N and �2 parts ≡ 2, 3 mod N,
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having k non-overlined parts, such that the entry (x, y) in the matrix MN gives the
minimal difference between λi ≡ x mod N and λi+1 ≡ y mod N:

MN =
⎛

⎝

1 2 3

1 Nχ(λi+1) Nχ(λi+1) − 1 N
(
χ(λi+1) + 1

) − 2
2 N

(
χ(λi+1) + 1

) + 1 Nχ(λi+1) N
(
χ(λi+1) + 1

) − 1
3 Nχ(λi+1) + 2 Nχ(λi+1) + 1 N

(
χ(λi+1) + 1

)

⎞

⎠.

Then D(N , �1, �2; k, n) = E(N , �1, �2; k, n).

On the other hand, setting σ = I d in Theorem 1.13 gives the following.

Corollary 1.15. Let F(N , �1, �2; k, n) denote the number of overpartitions of n into
parts ≡ −1,−2 mod N with �1 parts ≡ −1 mod N and �2 parts ≡ −2 mod N
and having k non-overlined parts.

Let G(N , �1, �2; k, n) denote the number of overpartitions λ1 + · · · + λs of n into
parts ≡ −1,−2,−3 mod N with �1 parts ≡ −1,−3 mod N and �2
parts≡ −2,−3 mod N, having k non-overlined parts, such that the entry (x, y) in
the matrix M ′

N gives the minimal difference between λi ≡ x mod N and λi+1 ≡ y
mod N:

M ′
N =

⎛

⎝

−1 −2 −3

−1 Nχ(λi+1) N
(
χ(λi+1) + 1

) + 1 Nχ(λi+1) + 2
−2 Nχ(λi+1) − 1 Nχ(λi+1) Nχ(λi+1) + 1
−3 N

(
χ(λi+1) + 1

) − 2 N
(
χ(λi+1) + 1

) − 1 N
(
χ(λi+1) + 1

)

⎞

⎠.

Then F(N , �1, �2; k, n) = G(N , �1, �2; k, n).

When N = 3, Corollaries 1.14 and 1.15 become the same companion to Lovejoy’s
theorem.

The generalisations of Schur’s theorem stated above are summarised in Figure 1,
where A −→ B means that the theorem corresponding to the infinite product A is
generalised by the theorem corresponding to the infinite product B. Here, we use the
classical notation

(a; q)n :=
n−1∏

j=0

(1 − aq j ),

for n ∈ N ∪ {∞}.
The rest of this paper organised as follows. In Section 2, we deduce Theorems 1.12

and 1.13 from Theorem 1.10 and explain how refinements of Andrews’ theorems for
overpartitions (Theorems 1.8 and 1.9) can be derived from them. In Section 3, we
prove Theorem 1.10 using the method of weighted words, q-difference equations
and an induction.
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Fig. 1 Generalisations of Schur’s theorem

2 Generalisations and refinements of Andrews’ theorems
for overpartitions

We start by showing how to deduce Theorems 1.12 and 1.13 from Theorem 1.10 and
Corollary 1.11.

2.1 Proof of Theorem 1.12

Fix a permutation σ ∈ Sr . By Corollary 1.11, we have

D(�1, . . . , �r ; k, n) = E
σ−1

(�1, . . . , �r ; k, n).

Now transform the overpartitions counted by D(�1, . . . , �r ; k, n) and E
σ−1

(�1, . . . ,

�r ; k, n) by transforming each part λi of colour ũ j into a part

λdil
i = Nλi + α( j) = Nλi + ε1( j)a(1) + · · · + εr ( j)a(r).

This corresponds to doing the dilation q → qN and the translations ui → uiqa(i) for
all i ∈ {1, . . . , r} in the generating functions. The number k of non-overlined parts
stays the same and the number n partitioned becomes

Nn + �1a(1) + · · · + �r a(r),
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for both the overpartitions counted by D(�1, . . . , �r ; k, n) and by E
σ−1

(�1, . . . ,

�r ; k, n).
The parts before transformationwere non-negative.After transformation, the parts

of the overpartitions counted by D(�1, . . . , �r ; k, n) belong to AN and those of the

overpartitions counted by E
σ−1

(�1, . . . , �r ; k, n) belong to A′
N .

Let us now turn to the difference conditions. Before transformation, the overpar-

titions counted by E
σ−1

(�1, . . . , �r ; k, n) satisfied

λi − λi+1 ≥ w(c(λi+1)) + χ(λi+1) − 1 + δ(σ (c(λi )), σ (c(λi+1))).

After the transformations, it becomes

λdili − λdili+1 ≥N
(
wA

(
α(c(λi+1)

)
) − 1 + χ(λdili+1) + δA(σ (α(c(λi )), σ (α(c(λi+1))))

)

+ α(c(λi )) − α(c(λi+1)),

By the definition of βN and the transformations, we have the equality α(c(λi )) =
βN (λdil

i ). Thus the difference condition becomes

λdil
i − λdil

i+1 ≥N
(
wA

(
βN (λdil

i+1)
) − 1 + χ(λdil

i+1) + δA(σ (βN (λdil
i )), σ (βN (λdil

i+1)))
)

+ βN (λdil
i ) − βN (λdil

i+1),

This is exactly the difference condition from Theorem 1.12. This completes the
proof.

2.2 Proof of Theorem 1.13

Let us now turn to the proof of Theorem 1.13. As before, we have

D(�1, . . . , �r ; k, n) = E
σ−1

(�1, . . . , �r ; k, n).

Now transform the overpartitions counted by D(�1, . . . , �r ; k, n) and E
σ−1

(�1, . . . ,

�r ; k, n) by transforming each part λi of colour ũ j into a part

λdil
′

i = N (w(c(λi )) + λi ) − α( j) = N (w(c(λi )) + λi ) − ε1( j)a(1) − · · · − εr ( j)a(r).

This corresponds to doing the dilation q → qN and the translations ui → uiqN−a(i)

for all i ∈ {1, . . . , r} in the generating functions. The number k of non-overlined
parts stays the same and the number n partitioned becomes

N (n + �1 + · · · + �r ) − �1a(1) − · · · − �r a(r),
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for both the overpartitions counted by D(�1, . . . , �r ; k, n) and by E
σ−1

(�1, . . . ,

�r ; k, n).
The parts before transformationwere non-negative.After transformation, the parts

of the overpartitions counted by D(�1, . . . , �r ; k, n) belong to −AN and those of the

overpartitions counted by E
σ−1

(�1, . . . , �r ; k, n) belong to A′
N , with the additional

condition that for all i ,

λdil ′
i ≥ Nw(c(λi )) − α(c(λi )) = NwA(βN (−λdil ′

i )) − βN (−λdil ′
i ). (2.1)

Indeed by the definition of βN and the transformations, we have now α(c(λi )) =
βN (−λdil ′

i ).

The difference condition for the overpartitions counted by E
σ−1

(�1, . . . , �r ; k, n)

was
λi − λi+1 ≥ w(c(λi+1)) + χ(λi+1) − 1 + δ(σ (c(λi )), σ (c(λi+1))).

After the transformations, it becomes

λdil ′
i − λdil ′

i+1 ≥N
(
wA (α(c(λi ))) − 1 + χ(λdil

i+1) + δA(σ (α(c(λi )), σ (α(c(λi+1))))
)

− α(c(λi )) + α(c(λi+1)),

which is equivalent to

λdil
′

i − λdil
′

i+1 ≥N
(
wA

(
βN (−λdili )

)
− 1 + χ(λdil

′
i+1) + δA(σ (βN (−λdili )), σ (βN (−λdili+1)))

)

− βN (−λdil
′

i ) + βN (−λdil
′

i+1),

This is exactly the difference condition from Theorem 1.13. This completes the
proof.

2.3 Refinement of Theorem 1.8

We now want to show that the case σ = I d in Theorem 1.12 is actually a refinement
of Theorem 1.8. To do so, let us reformulate Theorem 1.8. The minimal difference
between two consecutive parts λi and λi+1 is

λi − λi+1 ≥ N
(
wA (βN (λi+1)) − 1 + χ(λi+1)

) + vA(βN (λi+1)) − βN (λi+1).

But by the definition of βN , λi − λi+1 is always congruent to βN (λi ) − βN (λi+1)

modulo N . Therefore the difference condition is actually equivalent to having a
minimal difference
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N
(
wA (βN (λi+1)) − 1 + χ(λi+1)

) + βN (λi ) − βN (λi+1),

if vA(βN (λi+1)) ≤ βN (λi ), and

N
(
wA (βN (λi+1)) + χ(λi+1)

) + βN (λi ) − βN (λi+1),

if vA(βN (λi+1)) > βN (λi ).

We will be able to conclude using the following lemma.

Lemma 2.1. For α, β ∈ A′, we have vA(α) > β if and only if vA(α) > zA(β).

Proof. By the definition of zA, zA(β) ≤ β. Thus if vA(α) > β, then vA(α) > zA(β).
Let us now show the other implication. Assume that vA(α) > zA(β). If we write

zA(β) = a(k), then vA(α) ≥ a(k + 1), but by the definition of A, we know that for
all k,

k∑

i=1

a(i) < a(k + 1).

Thus

vA(α) ≥ a(k + 1) >

k∑

i=1

a(i) ≥ zA(β).

�

Hence by Lemma 2.1, the difference condition in Theorem 1.8 is actually equiv-
alent to

λi − λi+1 ≥N
(
wA (βN (λi+1)) − 1 + χ(λi+1) + δA(βN (λi ), βN (λi+1))

)

+ βN (λi ) − βN (λi+1),

which is exactly the difference condition of Theorem 1.12 with σ = I d.

2.4 Refinement of Theorem 1.9

Finally, let us show that the case σ = (n, n − 1, . . . , 1) in Theorem 1.13 is actually
a refinement of Theorem 1.9. To do so, let us reformulate Theorem 1.9. The minimal
difference between two consecutive parts λi and λi+1 is

λi − λi+1 ≥ N
(
wA (βN (−λi )) − 1 + χ(λi+1)

) + vA(βN (−λi )) − βN (−λi ).
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Butλi − λi+1 is always congruent to−βN (−λi ) + βN (−λi+1)modulo N . Therefore,
the difference condition is actually equivalent to having a minimal difference

N
(
wA (βN (−λi )) − 1 + χ(λi+1)

) − βN (−λi ) + βN (−λi+1),

if vA(βN (−λi )) ≤ βN (−λi+1), and

N
(
wA (βN (−λi )) + χ(λi+1)

) − βN (−λi ) + βN (−λi+1),

if vA(βN (−λi )) > βN (−λi+1).

Again, by Lemma 2.1, this difference condition is equivalent to

λi − λi+1 ≥N
(
wA (βN (−λi )) − 1 + χ(λi+1) + δA(βN (−λi+1), βN (−λi ))

)

+ βN (−λi+1) − βN (−λi ).

But when σ = (n, n − 1, . . . , 1), then

δA(σ (βN (−λi )), σ (βN (−λi+1))) = δA(βN (−λi+1), βN (−λi )),

so we obtain exactly the same difference condition as in Theorem 1.9.
Finally, as λs is always congruent to −βN (−λs) modulo N , the condition

λs ≥ NwA(βN (−λs)) − βN (−λs) is equivalent to λs ≥ N (wA(βN (−λs)) − 1). This
completes the proof.

3 Proof of Theorem 1.10

Let us now turn to the proof of Theorem 1.10.
It is clear that the generating function for the overpartitions with congruence

conditions is

∑

�1,...,�r ,k,n≥0

D(�1, . . . , �r ; k, n)u�1
1 · · · u�r

r d
kqn =

r∏

k=1

(−uk; q)∞
(duk; q)∞

.

The difficult task is to show that the generating function for overpartitions enumerated
by E(�1, . . . , �r ; k, n) is the same.Todo so,weadapt techniques introduced in [24] by
taking colours into account. First, we establish the q-difference equation satisfied by
the generating function with one added variable counting the number of parts, and
then we prove by induction that a function satisfying this q-difference equation is
equal to

∏r
k=1

(−uk ;q)∞
(duk ;q)∞ when the added variable is equal to 1.



228 J. Dousse

3.1 The q-difference equation

Let us first establish the q-difference equation. Let piũ j (�1, . . . , �r ; k,m, n) denote

the number of overpartitions counted by E(�1, . . . , �r ; k, n) havingm parts such that
the smallest part is at least iũ j (the non-negative integers are ordered according to
their colours: 0ũ1 < · · · < 0ũ2r−1 < 1ũ1 < · · · ).

Let us define

fiũ j (x) = fiũ j (u1, . . . , ur , d, x, q)

:=
∑

�1,...,�r ,k,m,n≥0

piũ j (�1, . . . , �r ; k,m, n)u�1
1 · · · u�r

r d
k xmqn . (3.1)

We want to find an expression for f0u1 (1), which is the generating function for all

overpartitions counted by E(�1, . . . , �r ; k, n).
We first prove the following lemma.

Lemma 3.1. If 1 ≤ j ≤ 2r − 2, then

f0ũ j (x) − f0ũ j+1
(x) = xuε1( j)

1 · · · uεr ( j)
r f0v(ũ j ) (xq

w(ũ j )) (3.2)

+ dxuε1( j)
1 · · · uεr ( j)

r f0v(ũ j ) (xq
w(ũ j )−1),

f0ũ2r−1
(x) − f1ũ1 (x) = xu1 · · · ur f0u1 (xqr ) + dxu1 · · · ur f0u1 (xqr−1), (3.3)

f1ũ1 (x) = f0ũ1 (xq). (3.4)

Proof. We first prove the following recurrence equations for 1 ≤ j ≤ 2r − 2:

p0ũ j (�1, . . . , �r ; k,m, n) − p0ũ j+1
(�1, . . . , �r ; k,m, n)

= p0v(ũ j ) (�1 − ε1( j), . . . , �r − εr ( j); k,m − 1, n − (m − 1)w(ũ j )) (3.5)

+ p0v(ũ j ) (�1 − ε1( j), . . . , �r − εr ( j); k − 1,m − 1, n − (m − 1)(w(ũ j ) − 1)),

p0ũ2r−1
(�1, . . . , �r ; k,m, n) − p1ũ1 (�1, . . . , �r ; k,m, n)

= p0u1 (�1 − 1, . . . , �r − 1; k,m − 1, n − (m − 1)r) (3.6)

+ p0u1 (�1 − 1, . . . , �r − 1; k − 1,m − 1, n − (m − 1)(r − 1)),

p1ũ1 (�1, . . . , �r ; k,m, n) = p0ũ1 (�1, . . . , �r ; k,m, n − m). (3.7)

Let us first prove (3.5). The quantity

p0ũ j (�1, . . . , �r ; k,m, n) − p0ũ j+1
(�1, . . . , �r ; k,m, n)
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is the number of overpartitions λ1 + · · · + λm of n enumerated by p0ũ j (�1, . . . ,
�r ; k,m, n) such that the smallest part is equal to 0ũ j .

If λm = 0ũ j is overlined, then by the difference conditions in Theorem 1.10,

λm−1 ≥ 1 + w(ũ j ) + δ(c(λm−1), v(ũ j )).

This is equivalent to

λm−1 ≥
{
w(ũ j ) if the colour of λm−1is at least v(ũ j ),

1 + w(ũ j )if the colour of λm−1is less than v(ũ j ).

In other words,
λm−1 ≥ (w(ũ j ))v(ũ j ).

Then, we remove λm = 0ũ j and subtract w(ũ j ) from every other part. For all i ∈
{1, . . . , r}, the number of parts using ui as a primary colour decreases by 1 if and
only if ui appeared in ũ j , i.e. if and only if εi ( j) = 1. The number of parts is reduced
to m − 1, the number of non-overlined parts is still k, and the number partitioned is
now n − (m − 1)w(ũ j ). Moreover, the smallest part is now at least 0v(ũ j ). Therefore,
we obtain an overpartition counted by

p0v(ũ j ) (�1 − ε1( j), . . . , �r − εr ( j); k,m − 1, n − (m − 1)w(ũ j )).

If λm = 0ũ j is not overlined, then in the same way as before, by the difference
conditions in Theorem 1.10,

λm−1 ≥ w(ũ j ) − 1 + δ(c(λm−1), v(ũ j )).

In other words,
λm−1 ≥ (w(ũ j ) − 1)v(ũ j ).

Then we remove λm = 0ũ j and subtract w(ũ j ) − 1 from every other part. For all i ∈
{1, . . . , r}, the number of parts using ui as a primary colour decreases by 1 if and only
if εi ( j) = 1. The number of parts is reduced to m − 1, the number of non-overlined
parts is reduced to k − 1, and the number partitioned is now n − (m − 1)(w(ũ j ) − 1).
Moreover, the smallest part is nowat least 0v(ũ j ).Therefore,weobtain anoverpartition
counted by

p0v(ũ j ) (�1 − ε1( j), . . . , �r − εr ( j); k − 1,m − 1, n − (m − 1)(w(ũ j ) − 1)).

The proof of (3.6) is exactly the same with j = 2r − 1.
Finally, to prove (3.7), we take a partition enumerated by p1ũ1 (�1, . . . , �r ; k,m, n)

and subtract 1 from each part. We obtain a partition enumerated by



230 J. Dousse

p0ũ1 (�1, . . . , �r ; k,m, n − m).

The recurrences (3.5)-(3.7) can be translated as q-difference equations on the fi ’s
to complete the proof of Lemma 3.1. �

Let 2 ≤ k ≤ r . Note that ũ2k−1 = uk .Adding equations (3.2) together for 1 ≤ j ≤
2k−1 − 1 gives

f0u1 (x) − f0uk (x) =
2k−1−1∑

j=1

(
xuε1( j)

1 · · · uεr ( j)
r f0v(ũ j ) (xq

w(ũ j ))

+dxuε1( j)
1 · · · uεr ( j)

r f0v(ũ j ) (xq
w(ũ j )−1)

)
.

(3.8)

In the same way, adding equations (3.2) together for 2k−2 ≤ j ≤ 2k−1 − 1 gives

f0uk−1
(x) − f0uk (x) =

2k−1−1∑

j=2k−2

(
xuε1( j)

1 · · · uεr ( j)
r f0v(ũ j ) (xq

w(ũ j ))

+dxuε1( j)
1 · · · uεr ( j)

r f0v(ũ j ) (xq
w(ũ j )−1)

)
.

(3.9)

For all 2k−2 ≤ j ≤ 2k−1 − 1, ũ j is of the form

ũ j = uε1( j)
1 · · · uεk−2( j)

k−2 uk−1.

Thus (3.9) can be rewritten as

f0uk−1
(x) − f0uk (x) = xuk−1 f0uk−1

(xq) + dxuk−1 f0uk−1
(x)

+ q−1uk−1

2k−2−1∑

j=1

(
xquε1( j)

1 · · · uεk−2( j)
k−2 f0v(ũ j ) (xq

w(ũ j )+1)

+dxquε1( j)
1 · · · uεk−2( j)

k−2 f0v(ũ j ) (xq
w(ũ j ))

)

= xuk−1 f0uk−1
(xq) + dxuk−1 f0uk−1

(x)

+ q−1uk−1

(
f0u1 (xq) − f0uk−1

(xq)
)

,

where we used (3.8) with k replaced by k − 1 and x replaced by xq to obtain the last
equality.
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Thus
f0uk (x) = (1 − dxuk−1) f0uk−1

(x) − q−1uk−1 f0u1 (xq)

+ q−1uk−1(1 − xq) f0uk−1
(xq).

(3.10)

In the same way, on can show that

f1u1 (x) = (1 − dxur ) f0ur (x) − q−1ur f0u1 (xq)

+ q−1ur (1 − xq) f0ur (xq).
(3.11)

We are almost ready to give the q-difference equation relating functions f0u1
(
xqk

)

together for k ≥ 0. To do so, recall that the q-binomial coefficients are defined as

[
m

r

]

q

:=
{

(1−qm )(1−qm−1)...(1−qm−r+1)
(1−q)(1−q2)...(1−qr )

if 0 ≤ r ≤ m,

0 otherwise.

They are q-analogues of the binomial coefficients and satisfy q-analogues of the
Pascal triangle identity [11, Equations (3.3.3) and (3.3.4)].

Proposition 3.2. For all integers 0 ≤ r ≤ m,

[
m

r

]

q

= qr
[
m − 1

r

]

q

+
[
m − 1

r − 1

]

q

, (3.12)

[
m

r

]

q

=
[
m − 1

r

]

q

+ qm−r

[
m − 1

r − 1

]

q

. (3.13)

The following lemma will help us to obtain the desired q-difference equation.

Lemma 3.3. For 1 ≤ k ≤ r , we have

k−1∏

i=1

(1 − dxui ) f0u1 (x) = f0uk (x)

+
k−1∑

i=1

⎛

⎜⎜⎝
k−i−1∑

m=0

dm
∑

1≤ j<2k−1

w(ũ j )=i+m

xuε1( j)
1 · · · uεk−1( j)

k−1

(
(−x)m−1

[
i + m − 1

m − 1

]

q

+ (−x)m
[
i + m

m

]

q

)
⎞

⎟⎟⎠ ×
i−1∏

h=1

(
1 − xqh

)
f0u1

(
xqi

)
.

(3.14)
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Proof. The proof relies on an induction on k. For k = 1, (3.14) reduces to the trivial
equation f0u1 (x) = f0u1 (x). Now assume that (3.14) is true for some 1 ≤ k ≤ r − 1
and show it is also true for k + 1. Let us define

sk(x) :=
k−1∑

i=1

⎛

⎜⎜⎝
k−i−1∑

m=0

dm
∑

1≤ j<2k−1

w(ũ j )=i+m

xuε1( j)
1 · · · uεk−1( j)

k−1

(
(−x)m−1

[
i + m − 1

m − 1

]

q

+ (−x)m
[
i + m

m

]

q

)
⎞

⎟⎟⎠ ×
i−1∏

h=1

(
1 − xqh

)
f0u1

(
xqi

)
.

We want to show that

k∏

i=1

(1 − dxui ) f0u1 (x) = f0uk+1
(x) + sk+1(x).

One has

k∏

i=1

(1 − dxui ) f0u1 (x) − f0uk+1
(x)

= (1 − dxuk)

(
k−1∏

i=1

(1 − dxui ) f0u1 (x) − f0uk (x)

)

+ (1 − dxuk) f0uk (x) − f0uk+1
(x)

= (1 − dxuk) sk(x) + q−1uk f0u1 (xq) − q−1uk (1 − xq) f0uk (xq),

where we used the induction hypothesis and (3.10) in the last equality. Then

k∏

i=1

(1 − dxui ) f0u1 (x) − f0uk+1
(x)

= (1 − dxuk) sk(x) + q−1uk f0u1 (xq)

− q−1uk (1 − xq)

(
k−1∏

i=1

(1 − dxqui ) f0u1 (xq) − sk (xq)

)

= (1 − dxuk) sk(x) + q−1uk (1 − xq) sk (xq)

+ q−1uk

(
1 − (1 − xq)

k−1∏

i=1

(1 − dxqui )

)
f0u1 (xq)
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Expanding the last line gives

k∏

i=1

(1 − dxui ) f0u1 (x) − f0uk+1
(x)

= (1 − dxuk) sk(x) + q−1uk (1 − xq) sk (xq)

+

⎛

⎜⎜⎜⎝xuk +
k−1∑

m=1

dm
∑

2k−1< j<2k

w(ũ j )=m+1

xuε1( j)
1 · · · uεk−1( j)

k−1 uk
(
(−xq)m−1 + (−xq)m

)

⎞

⎟⎟⎟⎠ f0u1 (xq).

Now after replacing sk by its definition and doing some calculations, we get

k∏

i=1

(1 − dxui ) f0u1 (x) − f0uk+1
(x)

=
k−1∑

i=1

⎡

⎢⎢⎣
∑

1≤ j<2k

w(ũ j )=i

xuε1( j)
1 · · · uεk−1( j)

k−1 uεk ( j)
k

+
k−i∑

m=1

dm

⎛

⎜⎜⎝
∑

1≤ j<2k−1

w(ũ j )=i+m

xuε1( j)
1 · · · uεk−1( j)

k−1

×
(

(−x)m−1

[
i + m − 1

m − 1

]

q

+ (−x)m
[
i + m

m

]

q

)

+
∑

2k−1< j<2k

w(ũ j )=i+m

xuε1( j)
1 · · · uεk−1( j)

k−1 uk

×
(

(−x)m−1

([
i + m − 2

m − 2

]

q

+ q(m−1)

[
i + m − 2

m − 1

]

q

)

+ (−x)m
([

i + m − 1

m − 1

]

q

+ qm

[
i + m − 1

m

]

q

))
⎞

⎟⎟⎠

⎤

⎥⎥⎦

×
i−1∏

h=1

(
1 − xqh

)
f0u1 (xq

i )

+ xu1 · · · uk
k−1∏

h=1

(
1 − xqh

)
f0u1 (xq

k).
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Then, we use the first q-analogue of Pascal’s triangle (3.12) in the last sum above
and obtain

k∏

i=1

(1 − dxui ) f0u1 (x) − f0uk+1
(x)

=
k∑

i=1

⎛

⎜⎜⎝
k−i∑

m=0

dm
∑

1≤ j<2k

w(ũ j )=i+m

xuε1( j)
1 · · · uεk−1( j)

k−1 uεk ( j)
k

×
(

(−x)m−1

[
i + m − 1

m − 1

]

q

+ (−x)m
[
i + m

m

]

q

)
⎞

⎟⎟⎠

×
i−1∏

h=1

(
1 − xqh

)
f0u1 (xq

i )

=sk+1(x).

This completes the proof. �

Starting from Equation (3.14) for k = r , using (3.11) and doing exactly the same
computations as above, we obtain the following:

r∏

i=1

(1 − dxui ) f0u1 (x) = f1u1 (x)

+
r∑

i=1

⎛

⎜⎜⎝
r−i∑

m=0

dm
∑

1≤ j<2r

w(ũ j )=i+m

xuε1( j)
1 · · · uεr ( j)

r

(
(−x)m−1

[
i + m − 1

m − 1

]

q

+ (−x)m
[
i + m

m

]

q

)
⎞

⎟⎟⎠ ×
i−1∏

h=1

(
1 − xqh

)
f0u1

(
xqi

)
.

(3.15)

Finally, using (3.4), we obtain the desired q-difference equation.
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r∏

i=1

(1 − dxui ) f0u1 (x) = f0u1 (xq)

+
r∑

i=1

⎛

⎜⎜⎝
r−i∑

m=0

dm
∑

1≤ j<2r

w(ũ j )=i+m

xuε1( j)
1 · · · uεr ( j)

r

(
(−x)m−1

[
i + m − 1

m − 1

]

q

(eqr )

+ (−x)m
[
i + m

m

]

q

)
⎞

⎟⎟⎠ ×
i−1∏

h=1

(
1 − xqh

)
f0u1

(
xqi

)
.

3.2 The induction

Recall we want to find an expression for f0u1 (1), which is the generating function

for overpartitions counted by E(�1, . . . , �r ; k, n). We do so by proving the following
theorem by induction on r .

Theorem 3.4. Let r be a positive integer. Then for every function f satisfying the
q-difference equation (eqr ) and the initial condition f (0) = 1, we have

f (1) =
r∏

k=1

(−uk; q)∞
(duk; q)∞

.

As in [24],we start froma function satisfying (eqr ) and do some transformations to
obtain a function satisfying (eqr−1) and be able to use the induction hypothesis.More
precisely, we make changes of unknown functions and switch between q-difference
equations on a generating function and recurrences on its coefficients to lower the
degree of the equation. Doing the transformations q → qN , u1 → qa(1), . . . , ur →
qa(r) (note that we do not keep the colours in the dilations) in the following proof of
Theorem 3.4, we recover the one in [24]. The technical challenge here is to correctly
keep track of all the colour variables u1, . . . , ur both in the changes of unknown
functions and in the equations.

Lemma 3.5. Let f and F be two functions such that

F(x) := f (x)
∞∏

n=0

1 − dxurqn

1 − xqn
.

Then f (0) = 1 and f satisfies (eqr ) if and only if F(0) = 1 and F satisfies the
following q-difference equation
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⎛

⎜⎜⎜⎝1 +
r∑

i=1

(−x)i

⎛

⎜⎜⎜⎝di−1
∑

1≤ j<2r−1

w(ũ j )=i−1

uε1( j)
1 · · · uεr−1( j)

r−1 + di
∑

1≤ j<2r−1

w(ũ j )=i

uε1( j)
1 · · · uεr−1( j)

r−1

⎞

⎟⎟⎟⎠

⎞

⎟⎟⎟⎠ F(x)

= F (xq) +
r∑

i=1

r∑

�=1

min(i−1,�−1)∑

k=0

ck,i b�−k, j (−1)�−1x�F
(
xqi

)
, (eq′

r )

where

ck,i := dkukr q
k(k+1)

2

[
i − 1

k

]

q

,

and

bm,i :=

⎛

⎜⎜⎜⎝dm−1
∑

1≤ j<2r

w(ũ j )=i+m−1

uε1( j)
1 · · · uεr ( j)

r + dm
∑

1≤ j<2r

w(ũ j )=i+m

uε1( j)
1 · · · uεr ( j)

r

⎞

⎟⎟⎟⎠

[
i + m − 1

m − 1

]

q
.

Proof. Starting from (eqr ) and writing f in terms of F , we obtain

(1 − x)
r−1∏

i=1

(1 − dxui ) F(x) = F(xq)

+
r∑

i=1

⎛

⎜⎜⎝
r−i∑

m=0

dm
∑

1≤ j<2r

w(ũ j )=i+m

xuε1( j)
1 · · · uεr ( j)

r

(
(−x)m−1

[
i + m − 1

m − 1

]

q

+ (−x)m
[
i + m

m

]

q

)
⎞

⎟⎟⎠ ×
i−1∏

h=1

(
1 − dxurq

h
)
F
(
xqi

)
.

Using the conventions

∑

1≤ j<2r

w(ũ j )=n

uε1( j)
1 · · · uεr ( j)

r = 0 for n > r,

and ∑

1≤ j<2r

w(ũ j )=0

xuε1( j)
1 · · · uεr ( j)

r = 1,

together with the q-binomial theorem (see for example [11, Equation (3.3.6)]), this
can ban rewritten as
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⎛

⎜⎜⎝1 +
r∑

i=1

(−x)i

⎛

⎜⎜⎝di−1
∑

1≤ j<2r−1

w(ũ j )=i−1

uε1( j)
1 · · · uεr−1( j)

r−1

+di
∑

1≤ j<2r−1

w(ũ j )=i

uε1( j)
1 · · · uεr−1( j)

r−1

⎞

⎟⎟⎠

⎞

⎟⎟⎠ F(x) = F(xq)

+
r∑

i=1

⎛

⎜⎜⎝
r−i+1∑

m=1

⎛

⎜⎜⎝dm−1
∑

1≤ j<2r

w(ũ j )=i+m−1

uε1( j)
1 · · · uεr ( j)

r

+dm
∑

1≤ j<2r

w(ũ j )=i+m

uε1( j)
1 · · · uεr ( j)

r

⎞

⎟⎟⎠

[
i + m − 1

m − 1

]

q

(−1)m−1xm

⎞

⎟⎟⎠

×
(

i−1∑

k=0

dk(−x)kukr q
k(k−1)

2

[
i − 1

k

]

q

)
F
(
xqi

)
.

Expanding and noting that b�−k,i = 0 if i + � − k − 1 ≥ r , we obtain (eq′
r ).More-

over, F(0) = f (0) = 1 and the lemma is proved. �

We can now transform (eq′
r ) into a recurrence equation on the coefficients of F

as a power series in x .

Lemma 3.6. Let F be a function and (An)n∈N av sequence such that

F(x) =:
∞∑

n=0

Anx
n.

Then F satisfies (eq′
r ) and the initial condition F(0) = 1 if and only if A0 = 1 and

(An)n∈N satisfies the following recurrence equation
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(
1 − qn

)
An =

r∑

m=1

⎛

⎜⎜⎜⎜⎝
dm−1

∑

1≤ j<2r−1

w(ũ j )=m−1

uε1( j)
1 · · · uεr−1( j)

r−1

+dm
∑

1≤ j<2r−1

w(ũ j )=m

uε1( j)
1 · · · uεr−1( j)

r−1 (recr )

+
r∑

i=1

min(i−1,m−1)∑

k=0

ck,i bm−k,i q
i(n−m)

⎞

⎟⎟⎟⎟⎠
(−1)m+1An−m .

For convenience, we now do transformations starting from (eqr−1).

Lemma 3.7. Let g and G be two functions such that

G(x) := g(x)
∞∏

n=0

1

1 − xqn
.

Then g satisfies (eqr−1) and g(0) = 1 if and only if G(0) = 1 and G satisfies the
following q-difference equation

⎛

⎜⎜⎜⎝1 +
r∑

i=1

⎛

⎜⎜⎜⎝di−1
∑

1≤ j<2r−1

w(ũ j )=i−1

uε1( j)
1 · · · uεr−1( j)

r−1

+di
∑

1≤ j<2r−1

w(ũ j )=i

uε1( j)
1 · · · uεr−1( j)

r−1

⎞

⎟⎟⎟⎠ (−x)i

⎞

⎟⎟⎟⎠G(x)

= G (xq) +
r∑

i=1

r−i∑

m=1

⎛

⎜⎜⎜⎝dm−1
∑

1≤ j<2r−1

w(ũ j )=i+m−1

uε1( j)
1 · · · uεr−1( j)

r−1

+dm
∑

1≤ j<2r−1

w(ũ j )=i+m

uε1( j)
1 · · · uεr−1( j)

r−1

⎞

⎟⎟⎟⎠

[
i + m − 1

m − 1

]

q
(−1)m+1xmG

(
xqi

)
. (eq′′

r−1)

Proof. By the definition of G and (eqr−1), we have
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(1 − x)
r−1∏

i=1

(1 − dxui )G(x) = G(xq)

+
r−1∑

i=1

⎛

⎜⎜⎝
r−i−1∑

m=0

dm
∑

1≤ j<2r−1

w(ũ j )=i+m

xuε1( j)
1 · · · uεr−1( j)

r−1

×
(

(−x)m−1

[
i + m − 1

m − 1

]

q

+ (−x)m
[
i + m

m

]

q

)
⎞

⎟⎟⎠G
(
xqi

)
.

Then, using the q-binomial theorem as in the proof of Lemma 3.5, this can be
reformulated as (eq′′

r−1), and G(0) = g(0) = 1. �

Again, we want to translate this into a recurrence equation on the coefficients of
G written as a power series in the variable x .

Lemma 3.8. Let G be a function and (an)n∈N be a sequence such that

G(x) =:
∞∑

n=0

anx
n .

Then G satisfies (eq′′
r−1) and G(0) = 1 if and only if a0 = 1 and (an)n∈N satisfies the

following recurrence equation

(
1 − qn

)
an =

r∑

m=1

r−1∑

i=0

⎛

⎜⎜⎝dm−1
∑

1≤ j<2r−1

w(ũ j )=i+m−1

uε1( j)
1 · · · uεr−1( j)

r−1

+dm
∑

1≤ j<2r−1

w(ũ j )=i+m

uε1( j)
1 · · · uεr−1( j)

r−1

⎞

⎟⎟⎠

[
i + m − 1

m − 1

]

q

qi(n−m)(−1)m+1an−m . (rec′
r−1)

Proof. Plugging the definition of (an)n∈N into (eq′′
r−1) gives
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(
1 − qn

)
an =

r∑

m=1

⎛

⎜⎜⎝dm−1
∑

1≤ j<2r−1

w(ũ j )=m−1

uε1( j)
1 · · · uεr−1( j)

r−1

+dm
∑

1≤ j<2r−1

w(ũ j )=m

uε1( j)
1 · · · uεr−1( j)

r−1

⎞

⎟⎟⎠ (−1)m+1an−m

+
r−1∑

m=1

r−1∑

i=1

⎛

⎜⎜⎝dm−1
∑

1≤ j<2r−1

w(ũ j )=i+m−1

uε1( j)
1 · · · uεr−1( j)

r−1

+ dm
∑

1≤ j<2r−1

w(ũ j )=i+m

uε1( j)
1 · · · uεr−1( j)

r−1

⎞

⎟⎟⎠

[
i + m − 1

m − 1

]

q

qi(n−m)(−1)m+1an−m .

Gathering the sums and noting that an = G(0) = 1 completes the proof. �

We now do a final transformation and obtain the last recurrence equation.

Lemma 3.9. Let (an)n∈N and (A′
n)n∈N be two sequences such that

A′
n := an

n−1∏

k=0

(
1 + urq

k
)
.

Then (an)n∈N satisfies (rec′′
r−1) and the initial condition a0 = 1 if and only if A′

0 = 1
and (A′

n)n∈N satisfies the following recurrence equation

(
1 − qn

)
A′
n =

r∑

m=1

⎛

⎝
r−1∑

ν=0

min(m−1,ν)∑

μ=0

fm,μem,ν−μq
ν(n−m)

+ ur

r∑

ν=1

min(m−1,ν−1)∑

μ=0

fm,μem,ν−μ−1q
ν(n−m)

⎞

⎠ (−1)m+1A′
n−m , (rec′

r−1)

where
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em,i :=

⎛

⎜⎜⎝dm−1
∑

1≤ j<2r−1

w(ũ j )=i+m−1

uε1( j)
1 · · · uεr−1( j)

r−1

+dm
∑

1≤ j<2r−1

w(ũ j )=i+m

uε1( j)
1 · · · uεr−1( j)

r−1

⎞

⎟⎟⎠

[
i + m − 1

m − 1

]

q

,

and

fm,k := ukr q
k(k+1)

2

[
m − 1

k

]

q

.

Proof. Replacing the definition of (A′
n)n∈N into (rec′′

r−1), we have

(
1 − qn

)
A′
n =

r∑

m=1

r−1∑

i=0

⎛

⎜⎜⎝dm−1
∑

1≤ j<2r−1

w(ũ j )=i+m−1

uε1( j)
1 · · · uεr−1( j)

r−1

+dm
∑

1≤ j<2r−1

w(ũ j )=i+m

uε1( j)
1 · · · uεr−1( j)

r−1

⎞

⎟⎟⎠

×
[
i + m − 1

m − 1

]

q

qi(n−m)(−1)m+1
m∏

k=1

(
1 + urq

n−k
)
A′
n−m .

Furthermore, by a change of variables and the q-binomial theorem, we obtain

m∏

k=1

(
1 + urq

n−k
) = (

1 + urq
n−m

) m−1∑

k=0

ukr q
k(k+1)

2 +k(n−m)

[
m − 1

k

]

q

.
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Thus

(
1 − qn

)
A′
n =

r∑

m=1

r−1∑

i=0

⎛

⎜⎜⎝dm−1
∑

1≤ j<2r−1

w(ũ j )=i+m−1

uε1( j)
1 · · · uεr−1( j)

r−1 + dm
∑

1≤ j<2r−1

w(ũ j )=i+m

uε1( j)
1 · · · uεr−1( j)

r−1

⎞

⎟⎟⎠

×
[
i + m − 1

m − 1

]

q

qi(n−m)
(
1 + urq

n−m
) m−1∑

k=0

ukr q
k(k+1)

2 +k(n−m)

[
m − 1

k

]

q

(−1)m+1A′
n−m

=
r∑

m=1

⎡

⎢⎢⎣
r−1∑

i=0

⎛

⎜⎜⎝dm−1
∑

1≤ j<2r−1

w(ũ j )=i+m−1

uε1( j)
1 · · · uεr−1( j)

r−1 + dm
∑

1≤ j<2r−1

w(ũ j )=i+m

uε1( j)
1 · · · uεr−1( j)

r−1

⎞

⎟⎟⎠

×
[
i + m − 1

m − 1

]

q

qi(n−m)

m−1∑

k=0

ukr q
k(k+1)

2 +k(n−m)

[
m − 1

k

]

q

+
r−1∑

i=0

⎛

⎜⎜⎝dm−1
∑

1≤ j<2r−1

w(ũ j )=i+m−1

uε1( j)
1 · · · uεr−1( j)

r−1 + dm
∑

1≤ j<2r−1

w(ũ j )=i+m

uε1( j)
1 · · · uεr−1( j)

r−1

⎞

⎟⎟⎠

× ur

[
i + m − 1

m − 1

]

q

q(i+1)(n−m)

m−1∑

k=0

ukr q
k(k+1)

2 +k(n−m)

[
m − 1

k

]

q

⎤

⎥⎥⎦ (−1)m+1A′
n−m .

Therefore

(
1 − qn

)
A′
n =

r∑

m=1

(
r−1∑

i=0

em,i q
i(n−m)

m−1∑

k=0

fm,kq
k(n−m)

+ ur

r∑

i=1

em,i−1q
i(n−m)

m−1∑

k=0

fm,kq
k(n−m)

)
(−1)m+1A′

n−m .

Expanding gives (rec′
r−1), and A′

0 = a0 = 1. �

The key step is now to show that (An)n∈N and (A′
n)n∈N are equal.

Lemma 3.10. Let (An)n∈N and (A′
n)n∈N be defined as in Lemmas 3.6 and 3.9. Then

for every n ∈ N, An = A′
n.
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Proof. To prove the equality, we show that for every 1 ≤ m ≤ r, the coefficient of
(−1)m+1An−m in (recr ) and the coefficient of (−1)m+1A′

n−m in (rec′
r−1) are equal.

Let m ∈ {1, ..., r} and

Sm := [
(−1)m+1An−m

]
(recr )

= dm−1
∑

1≤ j<2r−1

w(ũ j )=m−1

uε1( j)
1 · · · uεr−1( j)

r−1 + dm
∑

1≤ j<2r−1

w(ũ j )=m

uε1( j)
1 · · · uεr−1( j)

r−1

+
r∑

i=1

min(i−1,m−1)∑

k=0

ck,i bm−k,i q
i(n−m)

and

S′
m :=

[
(−1)m+1A′

n−m

]
(rec′

r−1)

=
r−1∑

ν=0

min(m−1,ν)∑

μ=0

fm,μem,ν−μq
ν(n−m) + ur

r∑

ν=1

min(m−1,ν−1)∑

μ=0

fm,μem,ν−μ−1q
ν(n−m)

= fm,0em,0 +
r∑

ν=1

⎛

⎝
min(m−1,ν)∑

μ=0

fm,μem,ν−μ + ur

min(m−1,ν−1)∑

μ=0

fm,μem,ν−μ−1

⎞

⎠ qν(n−m),

because em,r−μ = 0 for all μ.
We start by noting that

fm,0em,0 = dm−1
∑

1≤ j<2r−1

w(ũ j )=m−1

uε1( j)
1 · · · uεr−1( j)

r−1 + dm
∑

1≤ j<2r−1

w(ũ j )=m

uε1( j)
1 · · · uεr−1( j)

r−1 .

Now define

Tm,i :=
min(i−1,m−1)∑

k=0

ck,i bm−k,i ,

and

T ′
m,i :=

min(m−1,i)∑

k=0

fm,kem,i−k + ur

min(m−1,i−1)∑

k=0

fm,kem,i−k−1.

So it only remains to show that for all 1 ≤ i ≤ r ,

Tm,i = T ′
m,i .
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We have

ck,i bm−k,i

= ukr q
k(k+1)

2

[
i − 1

k

]

q

[
i + m − k − 1

m − k − 1

]

q

×

⎛

⎜⎜⎝dm−1
∑

1≤ j<2r

w(ũ j )=i+m−k−1

uε1( j)
1 · · · uεr ( j)

r + dm
∑

1≤ j<2r

w(ũ j )=i+m−k

uε1( j)
1 · · · uεr ( j)

r

⎞

⎟⎟⎠

= ukr q
k(k+1)

2

[
i − 1

k

]

q

[
i + m − k − 1

m − k − 1

]

q

×

⎛

⎜⎜⎝dm−1
∑

1≤ j<2r−1

w(ũ j )=i+m−k−1

uε1( j)
1 · · · uεr−1( j)

r−1 + dm
∑

1≤ j<2r−1

w(ũ j )=i+m−k

uε1( j)
1 · · · uεr−1( j)

r−1

⎞

⎟⎟⎠

+ uk+1
r q

k(k+1)
2

[
i − 1

k

]

q

[
i + m − k − 1

m − k − 1

]

q

×

⎛

⎜⎜⎝dm−1
∑

1≤ j<2r−1

w(ũ j )=i+m−k−2

uε1( j)
1 · · · uεr−1( j)

r−1 + dm
∑

1≤ j<2r−1

w(ũ j )=i+m−k−1

uε1( j)
1 · · · uεr−1( j)

r−1

⎞

⎟⎟⎠ ,

(3.16)

where the last equality follows from splitting the sum according to whether ũ j con-
tains ur as a primary colour or not.

On the other hand, one has

fm,kem,i−k = ukr q
k(k+1)

2

[
m − 1

k

]

q

[
i + m − k − 1

m − 1

]

q

×

⎛

⎜⎜⎝dm−1
∑

1≤ j<2r−1

w(ũ j )=i+m−k−1

uε1( j)
1 · · · uεr−1( j)

r−1 + dm
∑

1≤ j<2r−1

w(ũ j )=i+m−k

uε1( j)
1 · · · uεr−1( j)

r−1

⎞

⎟⎟⎠ ,

(3.17)
and
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ur fm,kem,i−k−1 = uk+1
r q

k(k+1)
2

[
m − 1

k

]

q

[
i + m − k − 2

m − 1

]

q

×

⎛

⎜⎜⎝dm−1
∑

1≤ j<2r−1

w(ũ j )=i+m−k−2

uε1( j)
1 · · · uεr−1( j)

r−1 + dm
∑

1≤ j<2r−1

w(ũ j )=i+m−k−1

uε1( j)
1 · · · uεr−1( j)

r−1

⎞

⎟⎟⎠ .

(3.18)
For all j, k,m ∈ N, we have the following equality:

[
m − 1

k

]

qN

[
i + m − k − 1

m − 1

]

qN

=
[
i

k

]

qN

[
i + m − k − 1

m − k − 1

]

qN

. (3.19)

Using (3.19), we obtain

T ′
m,i = χ(i ≤ m − 1) uir q

i(i+1)
2

[
m − 1

m − i − 1

]

q

×

⎛

⎜⎜⎜⎜⎝
dm−1

∑

1≤ j<2r−1

w(ũ j )=m−1

u
ε1( j)
1 · · · uεr−1( j)

r−1 + dm
∑

1≤ j<2r−1

w(ũ j )=m

u
ε1( j)
1 · · · uεr−1( j)

r−1

⎞

⎟⎟⎟⎟⎠

+
min(m−1,i−1)∑

k=0

ukr q
k(k+1)

2

[
i

k

]

q

[
i + m − k − 1

m − k − 1

]

q

×

⎛

⎜⎜⎜⎜⎝
dm−1

∑

1≤ j<2r−1

w(ũ j )=i+m−k−1

u
ε1( j)
1 · · · uεr−1( j)

r−1 + dm
∑

1≤ j<2r−1

w(ũ j )=i+m−k

u
ε1( j)
1 · · · uεr−1( j)

r−1

⎞

⎟⎟⎟⎟⎠

+
min(m−1,i−1)∑

k=0

uk+1
r q

k(k+1)
2

[
i − 1

k

]

q

[
i + m − k − 2

m − k − 1

]

q

×

⎛

⎜⎜⎜⎜⎝
dm−1

∑

1≤ j<2r−1

w(ũ j )=i+m−k−2

u
ε1( j)
1 · · · uεr−1( j)

r−1 + dm
∑

1≤ j<2r−1

w(ũ j )=i+m−k−1

u
ε1( j)
1 · · · uεr−1( j)

r−1

⎞

⎟⎟⎟⎟⎠
.

By the second q-analogue (3.13) of Pascal’s triangle, we have

[
i

k

]

q

=
[
i − 1

k

]

q

+ qi−k

[
i − 1

k − 1

]

q

,

[
i + m − k − 2

m − k − 1

]

q

=
[
i + m − k − 1

m − k − 1

]

q

− qi

[
i + m − k − 2

m − k − 2

]

q

.
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Thus we can rewrite T ′
m,i as

T ′
m,i = χ(i ≤ m − 1) uir q

i(i+1)
2

[
m − 1

m − i − 1

]

q

×

⎛

⎜⎜⎜⎝dm−1
∑

1≤ j<2r−1

w(ũ j )=m−1

uε1( j)
1 · · · uεr−1( j)

r−1 + dm
∑

1≤ j<2r−1

w(ũ j )=m

uε1( j)
1 · · · uεr−1( j)

r−1

⎞

⎟⎟⎟⎠

+
min(m−1,i−1)∑

k=0

ukr q
k(k+1)

2

[
i − 1

k

]

q

[
i + m − k − 1

m − k − 1

]

q

×

⎛

⎜⎜⎜⎝dm−1
∑

1≤ j<2r−1

w(ũ j )=i+m−k−1

uε1( j)
1 · · · uεr−1( j)

r−1 + dm
∑

1≤ j<2r−1

w(ũ j )=i+m−k

uε1( j)
1 · · · uεr−1( j)

r−1

⎞

⎟⎟⎟⎠

+
min(m−1,i−1)∑

k=0

ukr q
k(k−1)

2 + j
[
i − 1

k − 1

]

q

[
i + m − k − 1

m − k − 1

]

q

×

⎛

⎜⎜⎜⎝dm−1
∑

1≤ j<2r−1

w(ũ j )=i+m−k−1

uε1( j)
1 · · · uεr−1( j)

r−1 + dm
∑

1≤ j<2r−1

w(ũ j )=i+m−k

uε1( j)
1 · · · uεr−1( j)

r−1

⎞

⎟⎟⎟⎠

+
min(m−1,i−1)∑

k=0

uk+1
r q

k(k+1)
2

[
i − 1

k

]

q

[
i + m − k − 1

m − k − 1

]

q

×

⎛

⎜⎜⎜⎝dm−1
∑

1≤ j<2r−1

w(ũ j )=i+m−k−2

uε1( j)
1 · · · uεr−1( j)

r−1 + dm
∑

1≤ j<2r−1

w(ũ j )=i+m−k−1

uε1( j)
1 · · · uεr−1( j)

r−1

⎞

⎟⎟⎟⎠

−
min(m−2,i−1)∑

k=0

uk+1
r q

k(k+1)
2 + j

[
i − 1

k

]

q

[
i + m − k − 2

m − k − 2

]

q

×

⎛

⎜⎜⎜⎝dm−1
∑

1≤ j<2r−1

w(ũ j )=i+m−k−2

uε1( j)
1 · · · uεr−1( j)

r−1 + dm
∑

1≤ j<2r−1

w(ũ j )=i+m−k−1

uε1( j)
1 · · · uεr−1( j)

r−1

⎞

⎟⎟⎟⎠ .

By (3.16), the sum of the second and fourth terms above is equal to Tm, j .
A simple computation shows that the sum of the first, third and fifth terms is zero.

This completes the proof. �

We can finally use all the previous lemmas to prove Theorem 3.4.
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Proof. (Proof of Theorem 3.4). Let us start by the initial case r = 1. Let f such that
f (0) = 1 and

(1 − dxu1) f (x) = f (xq) + xu1 f (xq). (eq1)

Then

f (x) = 1 + xu1
1 − dxu1

f (xq) . (3.20)

Iterating (3.20), we get

f (x) =
∞∏

n=0

1 + xu1qn

1 − dxu1qn
f (0).

Thus

f (1) = (−u1; q)∞
(du1; q)∞

.

Now assume that Theorem 3.4 is true for some positive integer r − 1 and show
that it is true for r too. Let f such that f (0) = 1 satisfying (eqr ). Let

F(x) := f (x)
∞∏

n=0

1 − dxurqn

1 − xqn
.

By Lemma 3.5, F(0) = 1 and F satisfies (eq′
r ). Now let

F(x) =:
∞∑

n=0

Anx
n.

Then by Lemma 3.6 A0 = 1 and (An)n∈N satisfies (recr ). But by Lemma 3.10,
(An)n∈N also satisfies (rec′

r−1). Now let

An =: an
n−1∏

k=0

(
1 + urq

k
)
.

By Lemma 3.9, a0 = 1 and (an)n∈N satisfies (rec′′
r−1). Let

G(x) :=
∞∑

n=0

anx
n .

By Lemma 3.8, G(0) = 1 and G satisfies (eq′′
r−1). Finally, let
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g(x) := G(x)
∞∏

n=0

(
1 − xqn

)
.

By Lemma 3.7, g(0) = 1 and g satisfies (eqr−1). By the induction hypothesis, we
have

g(1) =
r−1∏

k=1

(−uk; q)∞
(duk; q)∞

. (3.21)

By Appell’s comparison theorem [23],

lim
n→∞ an = lim

x→1−
(1 − x)

∞∑

n=0

anx
n

= lim
x→1−

(1 − x)G(x)

= lim
x→1−

(1 − x)
g(x)∏∞

n=0 (1 − xqn)

= g(1)∏∞
n=1 (1 − qn)

.

Thus

lim
n→∞ An =

∞∏

k=0

(
1 + urq

k
) g(1)
∏∞

n=1

(
1 − qnN

) .

Therefore, by Appell’s lemma again,

lim
x→1−

(1 − x)F(x) = lim
n→∞ An

=
∞∏

k=0

(
1 + urq

k
) g(1)∏∞

n=1 (1 − qn)
.

(3.22)

Finally,

f (1) = lim
x→1−

f (x)

= lim
x→1−

∞∏

n=0

1 − xqn

1 − dxurqn
F(x)

=
∏∞

n=1 (1 − qn)∏∞
n=0 (1 − durqn)

∞∏

k=0

(
1 + urq

k
) g(1)∏∞

n=1 (1 − qn)
by (3.22)

= (−ur ; q)∞
(dur ; q)∞

g(1).
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Then by (3.21),

f (1) =
r∏

k=1

(−uk; q)∞
(duk; q)∞

.

This completes the proof. �

Now Theorem 1.10 is a simple corollary of Theorem 3.4.

Proof. (Proof of Theorem 1.10). By Lemma 3.3, f1u1 satisfies (eqr ). Therefore

f0u1 (1) =
r∏

k=1

(−uk; q)∞
(duk; q)∞

.

This infinite product is the generating function for the overpartitions counted by
D(�1, . . . , �r ; k, n), and f0u1 (1) the generating function for overpartitions counted

by E(�1, . . . , �r ; k, n), thus

D(�1, . . . , �r ; k, n) = E(�1, . . . , �r ; k, n).

�

4 Conclusion

Our new version of the method of weighted words using q-difference equations has
been successful in [26] and in the present paper to prove refinements of Rogers-
Ramanujan type identities with intricate difference conditions which make the clas-
sical method difficult to apply. We are hopeful that this method can be used to refine
a wide range of partition identities. For example, in an upcoming paper with Jeremy
Lovejoy, we apply it to prove a conjectural partition identity of Primc [38] which
arose from crystal base theory. It would be interesting to see whether it can also be
applied to prove refined versions of partition identities arising from representation
theory such as those of Meurman-Primc [35] or Nandi [36] for example.

Acknowledgements The author thanks Jeremy Lovejoy for his comments on an earlier version
of this article. She also thanks the anonymous referee for carefully reading this paper in detail and
giving very valuable advice to improve its readability. She would like to thank all involved.
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celebrate his 60th birthday, that took place last March, attracted attendees and speak-
ers with very diverse interests, and enabled the participants to learn new things far
afield from their own narrow specialty. That’s how we found out, and got hooked on,
Rudin–Shapiro polynomials.

Hugh Montgomery’s Erdős’s colloquium

Oneof the highlights of the conferencewas a fascinating talk by the eminentMichigan
number theorist (and Krishna’s former postdoc mentor) Hugh Montgomery, who
talked about Littlewood polynomials of interest both in pure number theory and,
surprisingly, in signal processing. These are polynomials whose coefficients are in
{−1, 1}. Among these stand out the famous Rudin–Shapiro polynomials, introduced
([8, 9]) by Harold “Silent” Shapiro1 and rediscovered by Walter Rudin ([7]).

The Rudin–Shapiro polynomials

TheRudin–Shapiro polynomials, Pk(z), are best defined by the functional recurrence
(see [10])

Pk(z) = Pk−1(z
2) + z Pk−1(−z2), (Def iningRecurrence)

with the initial condition P0(z) = 1.
As Hugh Montgomery described so well in his talk, these have amazing proper-

ties. Both number-theorists and signal-processors are very interested in the so-called
sequence of (even) moments, whose definition usually involves the integral sign, but
is better phrased entirely in terms of high-school algebra as follows.

Mn(k) := CT [Pk(z)
n Pk(z

−1)n],

where CT denotes the “constant term functional”, that for any Laurent polynomial
f (z) of z, extracts the coefficient of z0. For example CT [4/z2 + 11/z + 101 + 5z +
11z15] = 101.

Can we find closed-form expressions for Mn(k), in k, for any given, specific,
positive integer n? Failing this, can we find explicit expressions for the generating
functions

1Harold S. Shapiro (S. originally stood for Seymour) was one of a brilliant cohort of students at City
College, in the late 1940s, that included Leon Ehrenpreis, Donald Newman, Israel Aumann, and
another Harold Shapiro, Harold N. Shapiro (N. originally stood for Nathaniel). But their friends, in
order to distinguish between the twoHarold Shapiros, called them“Silent” and “Noisy” respectively.
It is ironic that Harold Silent Shapiro’s son is the eminent, but very loud, MIT cosmologist, Max
Tegmark.
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Rn(t) :=
∞∑

k=0

Mn(k)t k?

The sequence M1(k) has a very nice closed-form, M1(k) = 2k . This is not very
hard, even for humans. Indeed, using Eq. (Def iningRecurrence), we get

Pk(z)Pk(z
−1) = (

Pk−1(z
2) + z Pk−1(−z2)

) · (
Pk−1(z

−2) + z−1Pk−1(−z−2)
)

= Pk−1(z
2)Pk−1(z

−2) + Pk−1(−z2)Pk−1(−z−2) + {
z Pk−1(−z2)Pk−1(z

−2)

+z−1Pk−1(z
2)Pk−1(−z−2)

}
.

The quantity in the braces only has odd powers, so its constant term vanishes. Hence

M1(k) = CT [ Pk(z)Pk(z
−1) ] = CT [ Pk−1(z

2)Pk−1(z
−2) ] + CT [ Pk−1(−z2)Pk−1(−z−2) ].

Replacing z2 by z in the first term on the right, and −z2 by z in the second term, does
not change the constant term, hence, we have the linear recurrence equation with
constant coefficients

M1(k) = 2M1(k − 1),

with the obvious initial condition M1(0) = 1, that implies the explicit expression
M1(k) = 2k . Equivalently, the generating function R1(t) is given by

R1(t) = 1

1 − 2t
.

Let’smove on to find an explicit formula for M2(k) and/or R2(t). That was already
done by smart human John Littlewood ([5]) but let’s do it again.

Once again, let’s use the defining recurrence for the Rudin–Shapiro polynomials,
but let’s abbreviate

a(k)(z) = Pk(z) , b(k)(z) = Pk(−z) , A(k)(z) = Pk(z−1) , B(k)(z) = Pk(−z−1).

We have

Pk(z)
2Pk(z

−1)2 = (
Pk−1(z

2) + z Pk−1(−z2)
)2 · (

Pk−1(z
−2) + z−1Pk−1(−z−2)

)2
.

Expanding, discarding odd terms, replacing z2 by z, and using trivial symmetries
due to the fact that the functional CT is preserved under the dihedral group {z →
z, z → −z, z → z−1, z → −z−1}, we get that
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CT [ a(k)2 A(k)2] = 2CT [a(k − 1)2 A(k − 1)2 ] − 2CT [ za(k − 1)2B(k − 1)2]
+ 4CT [a(k − 1)A(k − 1)b(k − 1)B(k − 1) ].

The first term is an old friend, our quantity of interest with k replaced by k − 1,
but the other two are newcomers. So we do the same treatment to them. They in
turn, may (and often do) introduce new quantities, but if all goes well, there would
only be finitely many sequences, and we would get a finite system of first-order
linear recurrences. This indeed happens, and one gets, for the generating functions
of the encountered sequences, a system of six equations with six unknowns, and in
particular, we get (in a split second, of course, we let Maple do it) that our desired
object, the generating function of the sequenceCT [a(k)2 A(k)2], alias, R2(t), is given
by:

R2(t) = 4 t + 1

(1 + 2 t) (1 − 4 t)
= 4

3

1

1 − 4t
− 1

3

1

1 + 2 t
.

By extracting the coefficient of t k , we even get a nice explicit expression for M2(k),
already known to Littlewood

M2(k) = 4

3
4k − 1

3
(−2)k .

This can be done for any monomial

zα0a(k)α1 A(k)α2b(k)α3 B(k)α4 .

Define the sequence

E[α0, α1, α2, α3, α4](k) := CT [ zα0a(k)α1 A(k)α2b(k)α3 B(k)α4 ].

Replacing a(k), A(k), b(k), B(k) by their expressions in terms of z, a(k − 1),
A(k − 1), b(k − 1), B(k − 1), expanding, discarding odd terms, replacing z2 by z,
and replacing eachmonomial by its canonical form, implied by the above-mentioned
action of the dihedral group that preserves CT, we can express, each such E[.], in
terms of other E[.]’s evaluated at k − 1. It is (presumably, they may some issues
about powers of z) possible to show (and it has been done by Doche and Habsieger
[DH], using a different approach) that this process terminates and eventually we will
not get any new sequences, leaving us with a finite system of linear equations for the
corresponding generating functions, that can be automatically solved, and lead to an
expression in terms of a rational function, since we get a first-order system

F(t) = v + tAF(t),

(whereF(t) is the vector of generating functionswhose first component is our desired
one), for some matrix A, of integers that the computer finds automatically, and our
object of desire is the first component of F(t) = (I − tA)−1v.
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While it is painful for a human to do this, a computer does not mind, and the
Maple package
HaroldSilentShapiro.txt

accompanying this article does it for any desired monomial in z, Pk(z), Pk(−z),
Pk(z−1), Pk(−z−1). See the output files accompanying this article, thatmaybeviewed
from the front of this article
http://www.math.rutgers.edu/~zeilberg/mamarim/mamarim
html/hss.html.

Unlike the beautiful approach of Doche and Habsieger, that uses clever human
pre-processing to establish an algorithm, that was then hard-programmed by hand,
our approach is naive “dynamical programming”, where we don’t make any a priori
human analysis, and let the computer introduce new quantities as needed. To guar-
antee that it halts, we input a parameter, that we call K, and if the size of the system
exceeds K it returns FAIL, leaving us the option to forget about it, or try again with
a larger K.

Higher moments and Saffari’s Conjecture

Now that we have reduced, for any specific positive integer n, the computation of
the generating function of the sequence of moments Mn(k), that we call Rn(t), to a
routine calculation, we can ask our beloved computer to crank-out as many of them
as it can output in a reasonable amount of time. According to the output file
http://www.math.rutgers.edu/~zeilberg/tokhniot/oHarold
SilentShapiro1.txt,

we get

R1(t) = 1

1 − 2t
,

R2(t) = 1 + 4 t

(1 + 2 t) (1 − 4 t)
,

[both of which were already given above],

R3(t) = 1 + 16 t

(1 + 4 t) (1 − 8 t)
,

R4(t) =

- (90194313216*t**11 - 15300820992*t**10 - 1979711488*t**9 - 292552704*t**8
- 22216704*t**7 + 10649600*t**6 - 1024*t**5 - 144384*t**4 + 7008*t**3 +
664*t**2 - 54*t - 1)/ ((8*t + 1)* (16*t - 1)*(1409286144*t**10 - 264241152*t**9
- 25690112*t**8 - 4128768*t**7 - 311296*t**6 + 170496*t**5 - 2624*t**4 -
2208*t**3 + 148*t**2 + 8*t - 1)),
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R5(t) =

- (369435906932736*t**11 - 32160715112448*t**10 - 2001454759936*t**9 -
145223581696*t**8 - 4454350848*t**7 + 1392508928*t**6 - 5865472*t**5 -
4599808*t**4 + 123648*t**3 + 4768*t**2 - 220*t - 1)/ ((1 + 16*t)*(32*t - 1)*
(1443109011456*t**10 - 135291469824*t**9 - 6576668672*t**8 - 528482304* t
**7 -19922944*t**6+5455872*t**5-41984*t**4-17664*t**3+592*t**2+16*t-1)).

To see Rk(t) for 6 ≤ k ≤ 10, look at the above-mentioned output file. Of course,
one can easily go further. Note that these have already been computed in [3] (but
their output is not easily accessible to the casual reader).

By looking at the smallest root of the denominator of Rk(t) and computing the
residue, one confirms for small (and not so small!) values of k (and one can easily
go much further), the following conjecture of Bahman Saffari, as already done in [3]
(for small k).

Saffari’s Conjecture For every positive integer n, as k → ∞, the following asymp-
totic formula holds.

Mn(k) ∼ 2n

n + 1
· (2n)k .

Saffari never published his conjecture, and it is mentioned as “private communi-
cation” in [3].

Sketch of a proof of Saffari’s Conjecture

While for each numeric n, one can get an explicit expression, in symbolic t , for Rn(t),
these get more andmore complicated as n gets larger, and there is (probably) no hope
to get an explicit expression, in symbolic n, for Rn(t), from which one can deduce
that the smallest root (in absolute value) of the denominator is 2−n and the residue
is 2n

n+1 .
But one can prove rigorously Saffari’s conjectured asymptotic formula as follows.
Let n be a general (symbolic) positive integer. Recall that we are interested in the

sequence
Mn(k) := CT [Pk(z)

n Pk(z
−1)n],

that we abbreviate
CT [ an An ],

under the convention

a = Pk(z), b = Pk(−z), A = Pk(z
−1), B = Pk(−z−1).

To get a scheme we use the rewriting rules, implied by the defining recurrence
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a → a + zb, b → a − zb, A → A + z−1B, B → A − z−1B,

where the discrete argument on the left is k and on the right k − 1, and the continuous
argument on the left is z and on the right is z2.

Using the binomial theorem, we have

an An → (a + zb)n(A + z−1B)n =
(

n∑

i=0

(
n

i

)
ai (zb)n−i

) ⎛

⎝
n∑

j=0

(
n

j

)
A j (z−1B)n− j

⎞

⎠

=
n∑

i=0

n∑

j=0

(
n

i

)(
n

j

)
ai bn−i A j Bn− j z j−i

=
n∑

i=0

(
n

i

)2

(a A)i (bB)n−i + SmallChange,

where SmallChange is a linear combination of unimportant monomials and we
define an important monomial (in a, A, b, B, z) to be any member of the set of
monomials

{(a A)m(bB)n−m | 0 ≤ m ≤ n}.

Let’s try to find the “going down” evolution-step for the other important mono-
mials.

We have

(a A)m(bB)n−m → (a + zb)m(A + z−1B)m(a − zb)n−m(A − z−1B)n−m

=
(

m∑

i1=0

(
m

i1

)
ai1(zb)m−i1

) (
m∑

i2=0

(
m

i2

)
Ai2(z−1B)m−i2

)
·

(
n−m∑

i3=0

(
n − m

i3

)
ai3(−zb)n−m−i3

) (
n−m∑

i4=0

(
n − m

i4

)
Ai4(−z−1B)n−m−i4

)

=
m∑

i1=0

m∑

i2=0

n−m∑

i3=0

n−m∑

i4=0

(
m

i1

)(
m

i2

)(
n − m

i3

)(
n − m

i4

)

(−1)i3+i4ai1+i3 Ai2+i4bn−i1−i3 Bn−i2−i4 zi2−i1+i4−i3 .

The coefficient of a typical important monomial, (a A)r (bB)n−r (0 ≤ r ≤ n) in
the above quadruple sum is
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∑

i1+i3=r , i2+i4=r

(−1)i3+i4

(
m

i1

)(
m

i2

)(
n − m

i3

)(
n − m

i4

)

=
r∑

i1=0

r∑

i2=0

(−1)i1+i2

(
m

i1

)(
m

i2

)(
n − m

r − i1

)(
n − m

r − i2

)

=
(

r∑

i1=0

(−1)i1

(
m

i1

)(
n − m

r − i1

))(
r∑

i2=0

(−1)i2

(
m

i2

)(
n − m

r − i2

))

=
(

r∑

i=0

(−1)i

(
m

i

)(
n − m

r − i

))2

.

This is an important quantity, so let’s give it a name

Kn(m, r) :=
(

r∑

i=0

(−1)i

(
m

i

)(
n − m

r − i

))2

.

All the remaining monomials belong to SmallChange, and we have the general
“evolution equation”

(a A)m(bB)n−m →
n∑

r=0

Kn(m, r)(a A)r (bB)n−r + SmallChange.

Assuming for now, that SmallChange is, asymptotically less than the “impor-
tant monomials” (i.e. the rate of growth of a small change sequence divided by an
“important monomial” sequence is o(1)), let αn be the largest eigenvalue of the n + 1
by n + 1 matrix Kn (whose (m, r) entry is Kn(m, r)), then for 0 ≤ m ≤ n

CT [(Pk(z)Pk(z
−1))m(Pk(−z)Pk(−z−1))n−m] ∼ cm(αn)

k,

where (c0, . . . , cn) is an eigenvector corresponding to the largest eigenvalue, αn .
We nowneed two elementary propositions that should be provable using theWilf–

Zeilberger algorithmic proof theory, (a suitable extension of [4, 12] for the first,
[1, 11] for the second). They may be even provable by purely human means, but
since we know for sure that they are both true, we do not bother.

Proposition 1. The characteristic polynomial, det(zI − Kn), of the (n + 1) ×
(n + 1) matrix Kn whose (m, r) entry is

Kn(m, r) :=
(

r∑

i=0

(−1)i

(
m

i

)(
n − m

r − i

))2

,
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equals

det(zI − Kn) = z�(n+1)/2�
�n/4�∏

j=0

(
z − 2n−4 j

(
4 j

2 j

)) �(n−2)/4�∏

j=0

(
z + 2n−4 j−2

(
4 j + 2

2 j + 1

) )
.

[To confirm this shaloshable determinant identity for n ≤ N , type, in the Maple
package
HaroldSilentShapiro.txt, CheckCP(N); . For example, CheckCP
(20); returns true in one second, and CheckCP(40); returns true in 20
seconds.]

So the non-zero eigenvalues of the matrix Kn are

{ 2n−4 j
(
4 j

2 j

)
; 0 ≤ j ≤ �n/4� }

⋃
{ −2n−4 j−2

(
4 j + 2

2 j + 1

)
; 0 ≤ j ≤ �(n − 2)/4� }.

In particular, the largest eigenvalue (in absolute value) is indeed 2n . We also need
the following shaloshable binomial coefficients identity.

Proposition 2. The vector (c0, . . . , cn) defined by cr = (n
r

)−1
(0 ≤ r ≤ n) is an

eigenvector of the matrix Kn corresponding to its largest eigenvalue 2n (with multi-
plicity 1). In other words, for 0 ≤ m ≤ n

n∑

r=0

Kn(m, r)cr = 2ncm .

[To confirm this shaloshable binomial coefficient identity for n ≤ N , type, in the
Maple package HaroldSilentShapiro.txt, CheckEV(N); . For example,
CheckEV(50); returns true in two seconds, and CheckCP(100); returns
true in 30 seconds.]

But an eigenvector is only determined up to a constant multiple. Let’s find it
(modulo the Small Change hypothesis). We know that

CT [ (Pk(z)Pk(z
−1))m(Pk(−z)Pk(−z−1))n−m ] ∼ C(n

m

) · (2n)k,

for some constant C . To find it, we use the well-known, and easily proved identity
(see [10])

Pk(z)Pk(z
−1) + Pk(−z)Pk(−z−1) = 2k+1.

Raising it to the n-th power, using the binomial theorem, and taking the constant
term, we have
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n∑

m=0

(
n

m

)
CT [(Pk(z)Pk(z

−1))m(Pk(−z)Pk(−z−1))n−m] = 2(k+1)n.

Hence
n∑

m=0

(
n

m

)
C(n
m

) · (2n)k = 2(k+1)n,

that implies that

C = 2n

n + 1
.

We just established

Proposition 3. Modulo the Small Change Hypothesis, for 0 ≤ m ≤ n < ∞

CT [(Pk(z)Pk(z
−1))m(Pk(−z)Pk(−z−1))n−m ] ∼ 2n

(n + 1)
(n

m

) · (2n)k .

In particular, taking m = n, we get Saffari’s conjecture (for even moments)

Mn(k) = CT [Pk(z)
n Pk(z

−1)n] ∼ 2n

n + 1
· (2n)k .

Towards a Proof of the Small Change Hypothesis

It would have been great if the “children” of each unimportant monomial, in the
evolution equation described above (implemented in procedure GD in our Maple
package), would all be unimportant. Then we could have easily proved, by induction
that, asymptotically, they are insignificant compared to the important monomials. It
turns out that for most unimportant monomials, this is indeed the case, but there are
a few, that we call false pretenders that do have important children.

It should not be hard to fully characterize these. In fact it turns out (empirically,
for now) that for n even there are (n/2)2 − 1 of them, and for n odd there are
(n2 − 1)/4. Then for those false pretenders one should be able to describe all their
important children, and then prove that the leading terms of their contributions cancel
out (using the inductive hypothesis, and Prop. 3).

This has been verified empirically up to n ≤ 16. See procedures Medio and
MedioP in the Maple package HaroldSilentShapiro.txt.
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Hugh Montgomery’s Stronger Conjecture

In [6], Hugh Montgomery considered the more general sequences

Mm,n(k) := CT [ Pk(z)
m Pk(z

−1)n ].

He conjectured that, for m �= n,

Mm,n(k) = o( 2(m+n)k/2 ).

Once again, the generating function, for each specific m and n, is always a rational
function, and our Maple package (procedure RS(m,n,t,K)) computes them, and
procedure MamarH(N,K,t) prints out an article confirming Hugh Montgomery’s
conjecture, as well as giving the generating functions for 1 ≤ m < n ≤ N . (K is a
parameter that should be made large enough, say 1000).

To see the output for 1 ≤ m < n ≤ 7, go to:
http://www.math.rutgers.edu/~zeilberg/tokhniot/oHaroldS
ilentShapiro2.txt, that contains the explicit expressions for all these cases,
and confirmsMontgomery’s conjecturewith a vengeance. Unlike them = n case, the
smallest root (alias the reciprocal of the largest eigenvalue) is not “nice”, and there
are usually several roots with smallest absolute value, hence the sequences often
oscillate. Nevertheless, Montgomery’s conjecture is true for all 1 ≤ m < n ≤ 7, and
one could go much further.

Let’s Generalize!

The same approach works for any sequence of Laurent polynomials defined by a
recurrence of the form

Pk(z) = C1(z)Pk−1(z
r ) + C2(z)Pk−1(−zr ) + C3(z)Pk−1(z

−r ) + C4(z)Pk−1(−z−r ),

with the initial condition P0(z) = 1, where C1(z), C2(z), C3(z), C4(z) are Laurent
polynomials of degree less than r and low-degree larger than −r , for any positive
integer r larger than 1.

One always gets a finite scheme (disclaimer: we don’t have a rigorous proof, but
we believe that such a proof exists, at any rate, it is true in all the cases that we tried
out) and hence a rational generating function for the sequence

S[α0, α1, α2, α3, α4](k) := CT
[

zα0 Pk(z)
α1 Pk(z

−1)α2 Pk(−z)α3 Pk(−z−1)α4
]
,

for any non-negative α0, α1, α2, α3, α4. This is implemented in the Maple package
ShapiroGeneral.txt also available from thewebpage of this article, or directly
from
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http://www.math.rutgers.edu/~zeilberg/tokhniot/Shapiro
General.txt.

Let’s (not!) Generalize Even More!

The set {1,−1} is a multiplicative subgroup of the field of complex numbers. For any
finite multiplicative subgroup G of the field of complex numbers, and any positive
integer r larger than 1, the same approach should be able to handle sequences of
polynomials given by a recurrence

Pk(z) =
∑

g∈G

αg(z)Pk−1(gzr ) +
∑

g∈G

βg(z)Pk−1(gz−r ), P0(z) = 1,

where αg(z), βg(z) are 2|G| given Laurent polynomials in z of degree < r and low-
degree > −r .

This includes the case treated in [2], where G is a cyclotomic group.
We could go even further, with higher order recurrences (as opposed to only first

order), several continuous variables (as opposed to only z), and, presumably, even
several discrete variables (as opposed to only k), but enough is enough!

Added May 27, 2016: Brad Rodgers, independently, and simultaneously, found
a (complete) proof of Saffari’s conjecture, that he is writing up now and will soon
post in the arxiv. Meanwhile, you can read his proof in a letter posted out in
http://www.math.rutgers.edu/~zeilberg/mamarim/mamarim
html/BradleyRodgersLetter.pdf.

Added June 7, 2016: Brad Rodgers’ beautiful paper, that also proves the more
general Montgomery conjecture, mentioned above, is now available here:
http://arxiv.org/abs/1606.01637.
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Introduction

The following furnishes details to a lecture that I gave at the March 17–21, 2016,
meetingheld inGainsville, Florida, to celebrate the sixtieth birthdayofKrishnaswami
Alladi.

A complex-valued function defined on the positive integers is arithmetic. An
arithmetic function is additive if on mutually prime integers a, b it satisfies f (ab) =
f (a) + f (b), multiplicative if under the same circumstances it satisfies g(ab) =
g(a)g(b). It is completely additive respectively completely multiplicative if the copri-
mality condition may be omitted.

I begin by considering multiplicative functions in as wide a generality as possi-
ble and end by viewing them as characters on the multiplicative group of positive
rationals.

P. D. T. A. Elliott (B)
Department of Mathematics, University of Colorado Boulder,
Boulder, CO 80309-0395, USA
e-mail: pdtae@euclid.colorado.edu

© Springer International Publishing AG 2017
G. E. Andrews and F. Garvan (eds.), Analytic Number Theory,
Modular Forms and q-Hypergeometric Series, Springer Proceedings
in Mathematics & Statistics 221, https://doi.org/10.1007/978-3-319-68376-8_16

267



268 P. D. T. A. Elliott

Starting from two results of Ramanujan, one established with Hardy and one
without, there are two passes over the twentieth century. The first pass largely con-
centrates on the application of abstractmultiplicative functions to the study of Fourier
coefficients of automorphic forms. The second pass is a commentary on the first pass,
carried out within the aesthetic of Probabilistic Number Theory.

FIRST PASS

1

1916. In section 16 of an extensive paper ‘On Certain Arithmetical Functions’ [63]
Ramanujan introduces the function τ defined by

∞∑

n=1

τ(n)xn = x

⎛

⎝
∞∏

j=1

(1 − x j )

⎞

⎠
24

and derives an identity for the number of ways a positive integer n may be written
as the sum of 24 squares:

r24(n) = 16
691

∑

d|n
d11 + 128

691 · 259τ(n)

if n is odd,

r24(n) = 16
691

∑

d|n
(−1)dd11 − 128

691

(
259τ(n) + 512τ( 12n)

)

if n is even.
Having shown that τ(n) does not exceed a constant multiple of n7 in size, in §18

of that same paper Ramanujan introduces two conjectures connecting the behaviour
of τ on the integers to its behaviour on the primes: that

∞∑

n=1

τ(n)n−t =
∏

p

(
1 − τ(p)p−t + p11−2t

)−1
,

and that
(
1
2τ(p)

)2 ≤ p11.
That τ(n) should satisfy the first of these conjectures and, in particular, that it

should be multiplicative, comes out of the blue.
There is a further conjecture concerning τ(n) in §25 of Ramanujan’s paper.
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2

The following year Mordell [61], anticipating the notion of a Hecke operator and
introducing the analytic theory of complex variables, established the validity of
Ramanujan’s first conjecture.

Replacing x in the definition of τ by e2π i z with z in the complex upper half plane
H :

e2π i z

⎛

⎝
∞∏

j=1

(1 − e2π i j z)

⎞

⎠
24

=
∞∑

n=1

τ(n)e2π inz,

the left hand side becomes an holomorphic cusp form of weight 12 for the action of
SL(2,Z) on H , the right hand side its Fourier expansion at infinity.

The collection of such cusp forms may be viewed as a linear space over the
complex numbers. From this distance we might say that Mordell constructs a second
cusp form in the space to deliver what Ramanujan requires and, since the space has
dimension 1, an identity is secured.

Mordell argued with a ratio of forms, an extension of Liouville’s theorem and as
was his wont, pioneered.

3

1939. We move to a paper of Rankin on the function τ and similar arithmetical func-
tions, the second of three [66], [67], [68] and in which he establishes the analytic con-
tinuation of 2(4π)−sΓ (s)Γ (s − 11)ζ(2s − 22)

∑∞
n=1 τ(n)2n−s to the whole com-

plex plane save for simple poles at s = 11 and s = 12.
A key step in Rankin’s argument is the reduction of a representation for that func-

tion by an integral over the product of R/Z and the positive reals to a representation
by an integral over a fundamental domain for the action of SL(2,Z) upon H , i.e.
over the coset space SL(2,Z)\SL(2,R)/SO(2,R).

It followed from a theorem of Landau that for a positive constant A,

∑

n≤x

τ(n)2 = Ax12 + O(x12−2/5), x ≥ 2,

hence τ(n) � n6−1/5.
Present remarks apart, accounts of the foregoing results with additional references

may all be found in Hardy’s 1940 Cambridge volume Ramanujan. Twelve lectures
on Subjects suggested by his Life and Work, [45]. It is interesting to read in Chapter
IX §9.4 of that account Hardy’s impressed appraisal of Ramanujan’s 1916 paper and
its companion paper on trigonometrical sums [64], 1918.
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4

1943. Lehmer, [59], asks whether τ(n) for positive integers n ever vanishes? That it
does not is now known as Lehmer’s conjecture.

5

1974. As a consequence of proving the Riemann hypothesis for zeta functions of
algebraic varieties over finite fields, Deligne, [6], settles in the affirmative the second
of Ramanujan’s conjectures and its Petersson extension to holomorphic new forms.

It has taken fifty years and an elaborate development in algebraic geometry to
show that in Ramanujan’s representation

n−11/2τ(n) =
∏

pα‖n

sin((1 + α)θp)

sin θp
, 2 cos θp = p−11/2τ(p),

the otherwise complex θp may be chosen real, with Ramanujan’s subsequent con-
clusions valid, [65] pp. 153–154.

This allows us to better appreciate the corresponding example of the Sato-Tate
conjecture: that

π(x)−1
∑

p≤x
α<θp≤β

1 → 2

π

∫ β

α

(sin φ)2 dφ, x → ∞,

for each pair α, β, 0 ≤ α ≤ β ≤ π .
A version of the Sato-Tate conjecture attached to a study of elliptic curves, with

its connection to conjectural analytic properties of symmetric power L-series as
considered by Tate [78], 1965, may be found in an example of Serre [73], pp. I-25
to I-26.

6

In 1980, whilst visiting Imperial College, London on a Guggenheim and studying the
distribution of differences f (an + b) − f (An + B) of an additive function, a > 0,
A > 0, aB − Ab �= 0, a topic in the Probabilistic Theory of Numbers to which I
shall return, I asked myself what might be the minimal requirement of an abstract
multiplicative arithmetic function in order that one might improve the bound on∑

n≤x |τ(n)|n−11/2, that follows from the work of Hardy and Rankin, from O(x) to
o(x), as x → ∞?
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It seemed unlikely that an analytic continuation of
∑∞

n=1 |τ(n)|n−11/2−s was in the
offing, and anyway there would likely be an essential singularity at s = 1. Importing
argument from Probabilistic Number Theory I could establish

Theorem 1. If g is a non-negative real-valued multiplicative function for which

A1 = lim
x→∞ x−1

∑

n≤x

g(n)

exists, and 0 < δ < 1, then

Aδ = lim
x→∞ x−1

∑

n≤x

g(n)δ

exists. Moreover, every Aδ with 0 < δ < 1 is zero unless the series

∑

p

p−1
(
g(p)1/2 − 1

)2

converges.

In fact the final assertion of this theorem holds with g(p)1/2 replaced by g(p)θ

for each fixed θ , 0 < θ < 1.
Since with g(p) = τ(p)2 p−11 the final assertion of Theorem 1 would not be

consistent with the Sato-Tate conjecture, I conjectured that every Aδ with 0 < δ < 1
be zero.

A proof of Theorem 1 together with this conjecture and the conjecture that τ

satisfies an analogue of the Central Limit Theorem in the Theory of Probability:

[x]−1
∑

1
n≤x

|τ(n)|n−11/2≤(log x)−1/2 exp(zμ(log log x)1/2)

→ (2π)−1/2
∫ z

−∞
e−u2/2 du, x → ∞,

for a certain positive constant μ and all real z, may be found in Elliott, [20]. At the
time I had only an integral representation for the constant μ, which I later evaluated
to be ( π2

12 + 1
2 )

1/2, c.f. Elliott, [33].

7

Four years later, in a triple paper Moreno, Shahidi and I, [39] established

Theorem 2. For each δ, 0 < δ < 1,

w(δ) = inf−1≤y≤3
y−2(1 + δy − (1 + y)δ)
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is positive. In particular, w(1/2) = 1/18.
Moreover, ∑

n≤x

(|τ(n)|n−11/2)2δ � x(log x)−w(δ), x ≥ 2,

the implied constant depending upon δ.

The argument employs the analytic continuation of
∑∞

n=1 τ(n)4n−22−s over a
double pole at s = 1. To effect the explicit upper bound the function y → |y| on a
suitable real interval is approximated by a quadratic polynomial in y.

8

This result was generalised to a class of holomorphic cusp forms by Rankin, c.f. [69]
1983, §6, p. 235, [70] 1985, [71] 1986.

Note that in many applications of Lemma 1 in the second of these papers it is
essential to check that H2(s) does not vanish at s = 1.

Note also that at the time the Euler products of the L-functions considered by
Rankin in the third of these papers and employed in all results similar to Theorem 2
were restricted to non-archimedean non-ramified factors and, when suitably renor-
malised, analytic in an open set containing the half-plane Re (s) ≥ 1, but otherwise
known only to be meromorphic.

Moreover, their corresponding representations of the groupGL2(AQ) of invertible
2 × 2 matrices with rational adèle entries were to have trivial central character, c.f.
Shahidi [76] 1994, in particular §7, a constraint only removed by Shahidi in that
same survey paper.

In what follows an holomorphic form attached to the action of a congruence group
Γ0(N ) upon the complex upper half-plane, of weight at least two, arbitrary level and
character, and eigenfunction of the appropriate Hecke operators, will be deemed
classical.

9

1981.Combining an �-adic representation of theGalois group of the algebraic closure
of the rationals, due to Deligne, with the Chebotarev density theorem, Serre, [74]
§7.4, establishes that the integers on which the Fourier coefficients of a classical
non-CM holomorphic form do not vanish have positive asymptotic density. Indeed,
for any c < 3/2 the Fourier coefficients can vanish on at most O(x(log x)−c) primes
not exceeding x .

Note that for cusp forms attached to elliptic curves over the rationals a result of
Elkies, [8] 1987, guarantees the density to be less than 1.



From Ramanujan to Groups of Rationals … 273

The Fourier coefficients of the corresponding forms with complex multiplication
vanish on the inertial primes of a quadratic extension of the rationals and do not
vanish on (1 + o(1))Ax(log x)−1/2, A > 0, of the integers not exceeding x , Serre
loc. cit. §7.5.

There is apparently no current analogue of these results for Maass forms.

10

2011. (Holomorphic Sato-Tate). After Deligne, the Fourier coefficients an of a clas-
sical new cusp form of weight k, nebentypus (character) ψ : (Z/NZ)× → C, have
a representation ap = 2p(k−1)/2ρ cos γp, 0 ≤ γp ≤ π , with ρ2 a fixed value of ψ .

In Barnet-Lamb, Geraghty, Harris, Taylor, [2], the authors show that, for an arbi-
trary Dirichlet character χ (modM), each corresponding symmetric product func-
tion L(symm × χ, s), m = 1, 2, . . . , defined in a right-hand half-plane by an Euler
product restricted to primes that do not divide MN , has a meromorphic continua-
tion to the whole complex s-plane, analytic in an open set containing the half-plane
Re (s) ≥ 1 + m(k − 1)/2.

As a consequence,

πρ(x)
−1

∑
1

p≤x,ψ(p)=ρ2

α<γp≤β

→ 2

π

∫ β

α

(sin θ)2 dθ, x → ∞,

where 0 ≤ α ≤ β ≤ π and πρ(x) denotes the number of primes p, not exceeding x ,
for which ψ(p) = ρ2.

In particular, with k = 12, N = 1, ψ trivial, ρ = 1, this holds for Ramanujan’s
function τ(n).

11

Conjectures of Sato-Tate type concern the distribution of Hecke (operator) eigenval-
ues on the primes. Conjectures of Central Limit type, as in the author’s Australian
Mathematical Society paper [20], concern their distribution on the integers.

Classical cusp forms of holomorphic or Maass type with trivial characters may
be realised by elements of the Hilbert space L2(A×

QGL2(Q)\GL2(AQ)) attached
to a cuspidal representation of the group GL2(AQ). It is then natural to consider
the corresponding Fourier or Fourier–Whittaker coefficients in mean square. As an
example:
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Theorem 3. For each real w,

(αx)−1
∑

τ(n)2n−11

n≤x

|τ(n)|n−11/2≤exp(A(x)+w
2 ((

π2

3 − 5
2 ) log log x)1/2)

→ (2π)−1/2
∫ w

−∞
e−u2/2 du, x → ∞

with
A(x) =

∑

p≤x

τ(p)2 p−12 log(|τ(p)|p−11/2) = (
1
4 + o(1)

)
log log x,

the sum over primes for which τ does not vanish, and where

α = lim
x→∞ x−1

∑

n≤x

τ(n)2n−11.

The Fourier coefficients of cusp forms that are simultaneous eigenfunctions of the
appropriate Hecke operators are multiplicative, and the following further theorem
for abstract multiplicative functions, Elliott [30] 2012, may be applied.

2012. (Abstract Central Limit Theorem for Eigenforms).

Theorem 4. Let g be a real, non-negative multiplicative arithmetic function that
satisfies ∑

n≤x

g(n) = Bx + O(x1−δ) (1)

for positive constants B, δ and all x ≥ 1. Furthermore, let

∑

x1/2<p≤x

p−kg(pk) → 0, x → ∞, (2)

for each integer k, 2 ≤ k < δ−1, with summation over primes, p.
Define

E(x) =
∑

q≤x

q−1g(q) log g(q),

F(x) =
(

∑

q≤x

q−1g(q)(log g(q))2

)1/2

≥ 0,

the summation over prime-powers, q, for which g(q) is positive.
Assume that F(x) → ∞ and that for each positive y, F(x y)/F(x) → 1 as

x → ∞.
Then the frequencies
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(
∑

m≤x

g(m)

)−1 ∑

n≤x
g(n)≤exp(E(x)+zF(x))

g(n), z ∈ R, (3)

approach a limit law as x → ∞ if and only if the frequencies

F(x)−2
∑

q−1g(q)(log g(q))2

0<g(q)≤exp(uF(x))

converge weakly to a function K (u) on the real line. The characteristic function of
the limit law is then

exp

(∫ ∞

−∞
(eitu − 1 − i tu)u−2 dK (u)

)
, t ∈ R,

where the integrand is −t2/2 at u = 0.
Assuming only (1) and (2) to hold, a sufficient condition for the frequencies (3)

to approach the normal law with mean zero and variance 1 is that F(x) → ∞ and
for each ε > 0, the normalized sums

F(x)−2
∑′

q≤x

q−1g(q)(log g(q))2, (4)

taken over those prime-powers q for which 0 < g(q) ≤ exp(−εF(x)) or g(q) >

exp(εF(x)) holds, converge to zero as x → ∞.

If ∞∑

n=1

ane
2π inz, a1 = 1,

is the Fourier expansion at infinity of a (classical) holomorphic new cusp form of
weight k ≥ 2, setting g(n) = |an|2n−(k−1) and appealing to the analytic continuation
of corresponding second and fourth symmetric product restricted renormalised L-
functions to a neighbourhood of s = 1, c.f. Shahidi [76], Barnet-Lamb et al., loc.
cit., we may obtain the analogue of Theorem 3 with summation condition

|an|n−(k−1)/2 ≤ exp(A(x) + (w/2)B(x)),

where
A(x) =

∑

p≤x

|ap|2 p−k log(|ap|p−(k−1)/2),

B(x) =
(

∑

p≤x

|ap|2 p−k
(
log(|ap|p−(k−1)/2)

)2
)1/2

≥ 0,
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the summation over primes. This holds whether the cusp form is of complex mul-
tiplication type or not. However, if it is not then the holomorphic Sato-Tate con-
jecture, now a theorem, allows the replacement of each function B(x) by ((π2/3 −
5/2) log log x)1/2, and an estimate A(x) = (1/4 + o(1)) log log x , x → ∞.

Moreover, as an analogue for Maass forms, let

f =
∑

n �=0

an(2πy)1/2Kw(2π |n|y)e2π inx , a1 = 1,

be a non-zero Maass form for the action of SL(2,Z) upon the complex upper half-
plane, i.e. a solution to the Laplace equation

−y2
(

∂2 f

∂x2
+ ∂2 f

∂y2

)
=

(
1

4
− w2

)
f

that belongs to the Hilbert space L2(SL(2,Z)\H) with the Petersson inner product,
eigenfunction of the appropriate Hecke operators. Then

(γ x)−1
∑

|an|2
n≤x

|an |≤exp(A(x)+λB(x)

→ (2π)−1/2
∫ λ

−∞
e−u2/2 du, x → ∞,

where
γ = lim

x→∞ x−1
∑

n≤x

|an|2

and A(x), B(x) are defined as for holomorphic forms with k replaced by 1.
In this case, absent a valid analogue of either the Ramanujan-Petersson or Sato-

Tate conjecture, adequate control of exceptionally large Fourier coefficients may be
derived from the partial analytic continuation of a corresponding sixth symmetric
square L-function, this last a result of Kim and Shahidi [56], 2000/2002.

As an example in the control of large values of Fourier–Whittaker coefficients in
the lack of an adequate universal upper bound, I sketch an argument for an analogue
of Theorem 2 for the coefficients an of a Maass form of the above type. For ease of
presentation I consider only the case δ = 1/2.

Since (1 − y2)2 = (1 + (y2 − 1)/2 − y)2(1 + y)2,

ρw = inf
0≤y≤w

(1 − y2)−1(1 + (y2 − 1)/2 − y) = (1 + w)−2/2.

Setting y = |ap| and dividing the range of primes according to whether |ap| ≤ w or
not, we see that

∑

p≤x

p−1|ap| ≤
∑

p≤x

p−1(1 + (a2p − 1)/2 − ρw(a2p − 1)2) +
∑

p−1

p≤x,|ap |>w

|ap|.
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Forw > 0, a typical summandof the secondbounding sumdoes not exceedw−3a4p.
From the analytic properties of the corresponding second and fourth symmetric prod-
uct L-functions alone, the upper bound is at most (1 − ρw + 2w−3 + o(1)) log log x
as x → ∞, and forw sufficiently large, e.g.w = 5, 2w−3 − (1 + w)−2/2 is negative.

We may now appeal to a standard bound for multiplicative functions, c.f. Elliott
[26], Lemma 2.2, together with Elliott [30], Lemma 6.

A self-standing version of Theorem 3 with appeal to symmetric product L-
function results of Shahidi [75], Moreno and Shahidi [62], without appeal to the
holomorphic Sato-Tate conjecture, is given in the author’s paper [31], 2012.

A complete proof of the abstract central limit theorem for eigenforms is in Elliott
[30], 2012.

Adetailed account of central limit theorems for the Fourier coefficients of classical
cusp forms, including the foregoing results and with attention to variants impelled
by the vanishing of coefficients, may be found in the author’s paper [33], 2015. Note
that the occasional appropriate renormalisation, as in the penultimate line of the
statement of Theorem 1, is inadvertently omitted.

I note that the author’s 1981 conjecture concerning the unweighted frequency dis-
tribution ofRamanujan’s tau function,with appropriatemodification if Lehmer’s con-
jecture fails, would be accessible to a quantitative version of the Barnet-Lamb et al.
Sato-Tate theorem whose asymptotic estimate for the value distribution of τ(n) on
the primes in the interval [1, x] held within an error of o(x(log x)−3) as x → ∞.

12

(Sign changes in Fourier coefficients). The Fourier coefficients, of a classical non
CM holomorphic new cusp form of level N and nebentypus ψ : (Z/NZ)× → C

are real on the integers prime to N if and only if ψ is principal. It is natural to ask
whether the non-zero coefficients are then uniformly distributed between the positive
and negative. Indeed, they are.

More generally, we may consider the same question of Maass cusp form coeffi-
cients. Once again the non-availability of the Ramanujan-Petersson conjecture or a
Sato-Tate conjecture is a constraint. Moreover, the analogue of Serre’s 1981 result
on the non-vanishing of Fourier coefficients is also not available. To offset this we
appeal to deeper results in the abstract theory of multiplicative functions.

As an example, consider the Fourier–Whittaker coefficients an of a Maass cusp
form for the action of SL(2,Z) on H , as in section 11 on Central Limit Theorems.

Theorem 5. Let S(x) denote the number of integers n, not exceeding x, for which
an does not vanish. Then S(x) � x(log x)−1/2 and there are positive constants a, b,
c for which
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a ≤ S(x)

⎛

⎜⎜⎝
x

log x

∏

p≤x
ap �=0

(
1 + 1

p

)
⎞

⎟⎟⎠

−1

≤ b,

S(x)−1
∑

n≤x
an<0

1 = 1/2 + O((log x)−c), x ≥ 2.

A proof of Theorem 5 with 24000c = 1, which also accomplishes the analogous
result for holomorphic cusp form coefficients, is given in Elliott and Kish, [38].

An asymptotic estimate for S(x) is currently unavailable. The upper and lower
bounds on S(x), comparable in size, are sensitive to the vanishing of coefficients. The
demand that their form places upon the abstract theory of multiplicative functions
during the proof of Theorem 5 is met with the following result, established in the
same paper, that estimates the mean-value of a multiplicative function that may have
a seriously reduced support on the primes.

Theorem 6. Let 3/2 ≤ Y ≤ x. Let g be a multiplicative function that for positive
constants β, c, c1 satisfies |g(p)| ≤ β,

∑

w<p≤x

(|g(p)| − c)p−1 ≥ −c1, Y ≤ w ≤ x,

on the primes. Suppose, further, that the series

∑

q

|g(q)|q−1(log q)γ , γ = 1 + cβ(c + β)−1,

taken over the prime-powers q = pk with k ≥ 2, converges.
Then with

λ = min|t |≤T

∑

Y<p≤x

(|g(p)| − Re g(p)pit)p−1,

∑

n≤x

g(n) � x(log x)−1
∏

p≤x

(1 + |g(p)|p−1)(exp(−λc(c + β)−1) + T−1/2)

uniformly for Y , x, T > 0, the implied constant depending at most upon β, c, c1 and
a bound for the sum of the series over higher prime-powers.

It is shown in Elliott [9], Theorem 6, that raising to the power c/(3c + 1) the final
factor in the upper bound for the mean value of g on the integers allows the factor
(log q)γ in the second boundary constraint to be removed.

Uniform sign changes in the coefficients of second and third order symmetric
product L-functions attached to Maass cusp forms may also be found in Elliott
[9], where it is demonstrated that in such investigations appeal to bounds on Satake
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parameters and application of theWiener-Ikehara theoremmay be replaced by appeal
to results of Heilbronn and Landau [47], [48], that have considerably less demanding
hypotheses.

The abstract theory of multiplicative functions is now sufficiently developed that
in applications to questions involving a uniformity or the distribution of values of
a particular multiplicative function, g, requirements are often effectively reduced
to that of a weak lower bound on sums

∑
p≤x |g(p)|p−1 log p or, even less, upon

sums
∑

p≤x |g(p)|p−1. As a consequence, if the study involves L-functions, appeal
to analytic continuation over a critical line is reduced to analytic continuation into
a neighbourhood of a critical point. In some sense, the background requirement
becomes the continuity of a parametrised structure at a single critical point.

13

As a final example in this first pass exhibiting the efficacy of abstract multiplicative
functions, I consider their distribution over residue classes to varying moduli, a topic
that, when applied to theMöbius function, directly concerns the uniform distribution
of rational primes.

Theorem 7. Let an be the Fourier coefficient function of aMaass cusp form attached
to the action of SL(2,Z) on the complex upper half-plane, eigenfunction of the
appropriate Hecke operators. Then for each pair of mutually prime positive integers
b, D,

∑
1

n≤x,an �=0
n≡b (mod D)

= 1

φ(D)

(
1 + O

((
log D

log x

)1/49
))

∑
1

n≤x,an �=0
(n,D)=1

uniformly for (b, D) = 1, 1 ≤ D ≤ x.

Theorem 7 may be found as Example 4 in Elliott and Kish, [37].
A comprehensive study of multiplicative functions and their Dirichlet character

braided sums, with emphasis on uniformities and assumption only that the functions
take values in the complex unit disc, is carried out in Elliott and Kish, [37].

With standard exceptions, all the foregoing results that hold for Maass cusp forms
attached to the action of SL(2,Z) upon H , also hold for Maass cusp forms attached
to the action of Γ0(N ) upon H .

SECOND PASS

14

In 1916, Ramanujan formulated two conjectures that immediately catalysed devel-
opments in the theory of modular functions.
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Within a year, Ramanujan publishes with Hardy a paper, [46], that will catalyse
a new discipline: Probabilistic Number Theory.

1917. Hardy and Ramanujan define an arithmetical function f to have a normal
order φ(n) if φ is elementary and increasing and, for each positive ε, the integers n
for which | f (n) − φ(n)| > εφ(n) have asymptotic density zero.

Hardy and Ramanujan prove by induction that the interval [1, x], x ≥ 2, contains
at most

c0x

log x

(log log x + c1)k−1

(k − 1)! , c0 > 0, c1 > 0,

integers with exactly k distinct prime divisors, k = 1, 2, . . . . As a consequence,
for any unbounded non-decreasing function ψ(n), n = 1, 2, . . . , the function ω(n),
that counts the number of distinct prime divisors of n, satisfies |ω(n) − log log n| ≤
ψ(n)(log log n)1/2 save possibly on a set of integers of density zero. In particular,
ω(n) has normal order log log n.

They prove like results for the function Ω(n) that counts the prime divisors of n
with multiplicity and ask, c.f. [46] §V, whether similar results hold for other standard
arithmetical functions, such as the divisor function, d(n)?

The results of Hardy and Ramanujan in this paper are redolent of a Poisson
distribution with an attendant weak law of large numbers – but not least among
Hardy’s attributes is his partisanship for mathematical rigour, and the Kolmogorov
axioms for a probability space will not appear until 1933.

For seventeen years nothing happens. Then in

15

1934. Turán [80], gives, in Hardy’s ownwords, [45] §3.7, a ‘very simple and elegant’
proof for the Hardy and Ramanujan quantitative version of the normalcy of ω(n).

Moreover, in 1936 [81], Turán employs the same argument to show that for any
additive function

∑
p|n f (p), with the f (p) non-negative and uniformly bounded,

A(N ) = ∑
p≤N p−1 f (p) unbounded, the inequality

∑

n≤N

( f (n) − A(N ))2 � N A(N )2

holds, so that f (n) has normal order A(N ).
The argument: expand the square and cancel the leading terms of the result-

ing asymptotic estimates, is becoming abstract. In form it reminds of Chebyshev’s
inequality, save that at that time, as Erdős toldme, neither he nor Turán knew anything
of Probability.
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1939. Erdős and Kac [41] prove that a real-valued additive function
∑

p|n f (p),
| f (p)| ≤ 1, with A(N ) = ∑

p≤N p−1 f (p), B(N ) = (
∑

p≤N p−1| f (p)|2)1/2
unbounded, satisfies

1
N

∑
1

n≤N
f (n)−A(N )≤λB(N )

→ 1√
2π

∫ λ

−∞
e−u2/2 du, N → ∞, λ ∈ R.

In particular, the frequency of integers in the interval [1, N ] for which ω(n) −
log log N ≤ λ(log log N )1/2 converges weakly to the standard normal distribution,
mean zero, variance 1.

The tour-de-force argument, apparently written up by Kac, combines Kac’ notion
that divisibility of an integer by distinct primes represents independent events, with
Erdős’ expertise in the method of Brun’s sieve.

17

The Laplace operator −y2( ∂2

∂x2 + ∂2

∂y2 ) has a self-adjoint extension to the space

L2(SL(2,Z)\H) with Petersson inner-product 〈 , 〉, hence a spectral resolution.
An explicit realisation was established by Selberg, c.f. [72]

Letη j , j = 1, 2, . . . , be anorthonormal basis ofMaass cusp forms, eigenfunctions
of the appropriate Hecke operators, η0 the constant function (3/π)1/2. Then for any
f in L2(SL(2,Z)\H)

f (z) =
∞∑

j=0

〈 f, η j 〉η j (z) + 1

4π i

∫ 1
2+i∞

1
2−i∞

〈 f, E(∗, s)〉E(z, s) ds,

where E(z, s) is the Eisenstein series function

1

2

∑

c,d∈Z
(c,d)=1

ys

|cz + d|2s , Re (s) > 1, z ∈ H,

with a Fourier (-Whittaker) expansion

ys + y1−sφ(s) + 2π s y1/2

Γ (s)ζ(2s)

∑

n �=0

σ1−2s(n)|n|s−1/2Ks−1/2(2π |n|y)e2π inx ,
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φ(s) = π1/2Γ (s − 1/2)ζ(2s − 1)

Γ (s)ζ(2s)
, σw(n) =

∑

d|n
dw.

The arithmetic coefficient σ1−2s(n)|n|s−1/2 coincides with the divisor function
d(n) when s = 1/2. Since E(1/2, z) = 0 identically in z, d(n) effectively appears
in the Fourier expansion of dE(s, z)/ds, at s = 1/2.

From this point of view, the Erdős-Kac theorem is an extremal version of the
central limit theorem for cuspidular eigenforms, corresponding to the continuous
rather than the point spectrum of the Laplacian.

The inequality 2ω(n) ≤ d(n) ≤ 2Ω(n), that already appears in the 1916 paper of
Hardy and Ramanujan, has the consequence, noted by Kac in [51], 1941, that for
each real λ

x−1
∑

1
n≤x

d(n)≤2log log x+λ
√
log log x

→ 1√
2π

∫ λ

−∞
e−u2/2 du, x → ∞.

A closer accord with the results for holomorphic orMaass cusp forms is had from the
case α = 2 of the following result, c.f. Elliott [34] 2014, which, not being susceptible
to the method of Erdős-Kac, relies upon the analytic continuation of complex powers
of ζ(s).

Theorem 8. Let d(n) denote the number of divisors of the positive integer n. Let α
be a positive number, β = 2α . Denote by N (x) the sum

∑
n≤x d(n)α .

Then for each real λ,

N (x)−1
∑

d(n)α

n≤x
ω(n)−β log log x≤λ(β log log x)1/2

→ 1√
2π

∫ λ

−∞
e−u2/2 du, x → ∞.

Moreover, the summation condition on ω(n) may be replaced by

d(n) ≤ (log x)β log 2 exp(λ log 2(β log log x)1/2)

or by a similar inequality with n in place of x.

Note that N (x) = (1 + o(1))cαx(log x)β−1, cα > 0, as x → ∞.
I note that in the foregoing commentary the Maass forms have weight zero, and

there are no holomorphic cusp forms of weight zero for the action of SL(2,Z) on H .
Holomorphic cusp forms for such an action appear first with Ramanujan’s function
τ(n), corresponding to an eigenfunction attached to the bottom of the spectrum of
the operator −y2( ∂2

∂x2 + ∂2

∂y2 ) + 12iy ∂
∂x , c.f. Goldfeld and Hundley [43], Chapter 3.
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1956. Kubilius [57] 1956, [58] 1964, sets out to axiomatize the Erdős-Kac argument
by constructing for a given interval [1, N ], an explicit finite probability space on
which to accurately approximate the value distribution of a given additive function
in terms of a sum of explicit independent random variables.

In practice, in order to avoid the implicit possibility of giving a positive measure
to an empty set, it is preferable to increase the abstraction or to allow the sets in the
underlying sigma-algebra of the model to be infinite; c.f. the remarks in the intro-
duction to the second of the author’s two volume Grundlehren work on Probabilistic
Number Theory, [19] 1980.

The upshot amounts to the introduction of mutually approximating measures on
a (necessarily finite) sigma-algebra subset of Z/DZ for a modulus D as large as the
application of an appropriate sieve method will allow.

Truncation of the random variables concomitant with the application of a sieve is
offset by appeal to what is now the Turán-Kubilius inequality for a complex-valued
additive function f :

∑

n≤N

∣∣∣∣∣∣
f (n) −

∑

p≤N

p−1 f (p)

∣∣∣∣∣∣

2

� N
∑

q≤N

q−1| f (q)|2, N ≥ 1,

q traversing the prime-powers, the implied constant absolute.
At all events, I found it valuable to view each model as parametrised by two

variables that might be vibrated in tandem to yield local structural information.

19

A generalised modified Kubilius model underlies the author’s central limit theorems
for classical cusp forms, considered earlier.

There is a corresponding Generalised Turán-Kubilius Inequality:

Theorem 9. Let g be a real, non-negative, multiplicative, arithmetic function that
satisfies ∑

n≤x

g(n) = Hx + O(x1−δ)

for positive constants H, δ and all x ≥ 1.
Then for any complex-valued additive function f :

∑

n≤N

g(n)

∣∣∣∣∣ f (n) −
∑

q≤x

q−1g(q) f (q)

∣∣∣∣∣

2

� x
∑

q≤N

q−1g(q)| f (q)|2,

the implied constant depending at most upon g.
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In particular, one may choose g(n) = τ(n)2n−11.
Analogues of Theorem 9 under weaker constraints, via an argument different from

that of Turán and Kubilius, are established in the author’s paper [23].

20

Here I may draw attention to a long Crelle [1], 1982 paper that Krishna Alladi wrote
on the Turán-Kubilius inequality, the additive function restricted to integers without
large prime factors; before saying ‘farewell’ and moving to q-series.

Krishna’s paper pioneers what is now a parallel mathematical universe in which
probabilistic number theory is studied on what are often called nombres friables;
c.f. the Leitfaden in Elliott [32], and a recent summary in de la Bretèche and Tenen-
baum [4].

21

Although allowing limit laws other than the Normal, as applied in his 1964 mono-
graph [58], a Kubiliusmodel prescribed a single possible unbounded renormalisation
for the additive function under consideration, in particular excluded consideration of
the additive function n → A log n, A �= 0, the restriction of a canonical continuous
homomorphism from the multiplicative positive reals to the additive reals.

To advance I replaced the interval [1, N ] with integer N by an interval [1, x] with
x arbitrary positive real, and considered frequencies

[x]−1
∑

1
n≤x

f (n)−α(x)≤λβ(x)

, λ ∈ R, x → ∞,

the otherwise arbitrary renormalising functions α(x), β(x) to be classified under the
action of the group of transformations x → x y , y > 0.

I combined the application of a perturbedKubiliusmodelwith an extensiveFourier
analysis, operating through the agency of the corresponding characteristic functions

[x]−1 exp(−i tα(x)β(x)−1)
∑

n≤x

g(n)

with g(n) = exp(i tβ(x)−1 f (n)) multiplicative; c.f. Delange [5] 1961, Halász [44]
1968, Elliott [12] 1975, [13] 1976.

Having reinterpreted Linnik’s Large Sieve in functional analytic terms [10], I
adopted the philosophy If operator corresponds to sufficiency then dual operator cor-
responds to necessity, dualised the classical Turán-Kubilius inequality and showed
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the existence of a limit law to guarantee that suitably translated the renormalising
function α(x) locally became an in-measure homomorphism on the product of two
copies of the multiplicative positive reals, the associated Haar measure scaled by a
parameter attached to an appropriate Kubilius model.

I anticipated that once a suitable obstruction had been removed, an additive func-
tion would again behave like a sum of independent random variables; and so it
proved.

An illustrative example is the author’s solution, for additive functions, of the 1917
Hardy andRamanujanquestionwhether arithmetic functions other thanω(n)orΩ(n)

might possess a normal order; c.f. [14], [15], 1976. Birch [3] 1967, had already shown
that the only real-valuedmultiplicative functions with a non-decreasing normal order
are the fixed power maps n → nα , α > 0.

That a normal order should be elementary, researchers have dropped.

Theorem 10. In order that the non-zero real additive function f (n)possess anormal
order it is necessary and sufficient that there exist a real function g(x), for sufficiently
large values of x positive and non-decreasing, and which satisfies the following
conditions:

(i) There is a decomposition g(x) = u(x) + v(x) where, for each y > 0, the
asymptotic relations u(x y) = yu(x) + o(g(x)), v(x y) = v(x) + o(g(x)) hold.

(ii) For each ε > 0 the function h(p, x) = f (p) − u(x) log p/ log x satisfies

∑
p−1

p≤x
|h(p,x)|>εg(x)

→ 0, g(x)−2
∑

p−1h(p, x)2 → 0.
p≤x

|h(p,x)|≤εg(x)

(iii) Moreover,
g(x) = u(x) +

∑
p−1h(p, x)

p≤x
|h(p,x)|≤g(x)

+ o(g(x)),

the relations to hold as x → ∞.
When these relations are satisfied f (n) has the normal order g(n).

22

1968. Kátai [52], defines a sequence of positive integers an , n = 1, 2, . . . , to be
a set of uniqueness if every real completely additive function that vanishes on the
an vanishes identically. In particular, he proves [53], that adjoining finitely many
integers to the shifted primes p + 1 provides such a set, and conjectures that the
shifted primes alone are a set of uniqueness.
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In 1969 and 1970, Kátai [54], [55] further proposes a number of questions of
which the following is typical: Characterise the real-valued additive functions f that
satisfy

f (an + b) − f (An + B) → c, n → ∞,

where the integers a > 0, A > 0, b, B are constrained by Δ = aB − Ab �= 0.
These questions seek to widen several studies in the characterisation of the loga-

rithm as an additive arithmetic function, the earliest being those of Erdős [40], 1946,
a particularly impressive example that of Wirsing [82], 1970, with its application,
after Turán, to the characterisation of the Riemann zeta function amongst Dirichlet
series with Euler products.

1974 [11]. With an argument completely different from that of Kátai, I proved
that the shifted primes are indeed a set of uniqueness.

1978. Arguing via vector spaces over the field of rational numbers, Wolke [83],
Dress and Volkmann [7], prove that the sequence an , n = 1, 2, . . . , is a set of unique-
ness if and only if every positive integer r has a multiplicative representation

rv =
∏

aεi
ji

with εi = ±1 and the exponent v possibly varying with r .
Further, Meyer [60] 1980, proves that one may take v = 1 in such representations

if and only if every completely multiplicative complex-valued function that assumes
the value 1 on the an is identically 1; his argument resting upon the freedom of the
multiplicative group of positive rationals when viewed as a Z-module.

Detailed discussion of these results may be found in Elliott [21], and Chapter 15
of Elliott [22].

23

Moving from the consideration of one additive function to the simultaneous consid-
eration of arbitrarily many [16], [18], I could reduce the characterisation of additive
functions fh , h = 1, . . . , k, for which

n →
k∑

h=1

fh(ahn + bh), det

(
ai bi
a j b j

)
�= 0, 1 ≤ i < j ≤ k,

is uniformly bounded, to the requirement that for some p0 the sums

(x(log x)2)−1
∑

fh(p)
2 p−1,

po<p≤x

h = 1, . . . , k,
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are bounded uniformly in x ≥ 2. Clearly necessary, an achievement of this bound
seems to be of independent difficulty.

Concentrating on the case k = 2, I developed a localised L2-theory of the dif-
ferences f (an + b) − f (An + B), having settled Kátai’s question along the way:
f has the form c log on the integers prime to aAΔ; I gave necessary and sufficient
conditions for the weak convergence of suitably renormalised frequencies

[x]−1
∑

1
f (an+b)− f (An+B)≤λβ(x)

, λ ∈ R, x → ∞,

with concomitant convergence of mean and variance; introduced the quotient group
G = Q

∗/Γ of the multiplicative positive rationals by its subgroup generated by a
sequence of positive rationals an , n = 1, 2, . . . , considering its homomorphims into
(R,+) and C× to be characters and, along with many related results, wrote straight
into a third Springer Grundlehren volume [22] 1985, organised as a first systematic
application of abstract arithmetic functions to problems in algebra.

Determination of a general group G amounts to the explicit realisation of an
abelian group with denumerably many generators and denumerably many relations,
a problem for which a (finite recursive) decision procedure is known not to exist.
Application of harmonic analysis offers an alternative.

Note that from this point of view a combination of the arguments of Kátai [53]
and Elliott [11], shows that Γ generated by the shifted primes the group G is finite,
although that was not realised at the time.

In particular, I proved that with Γ generated by the ratios (an + b)/(An + B),
a > 0, A > 0, Δ �= 0, n exceeding an arbitrary given value, the group G is finitely
generated. I gave an explicit set of generators for its free component and determined
the membership of its torsion group, the former via estimates for Kloosterman sums,
the latter via homomorphisms into the additive reals.

Thus, every positive rational r has infinitely many representations

rv =
∏

j

(
3n j + 1

5n j + 2

)ε j

, ε j = ±1, n j > k,

with v = |G|. The best value of v for each r would require a closer study of the
multiplicative characters on G.

I conjectured that in the general case the group G would be arithmic, i.e. the
homomorphic image of the direct sum of finitely many reduced residue class groups
derived from Z, c.f. [22], Chapter 22, and Chapter 23, Problem 12.
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24

Meanwhile, Probabilistic Number Theory continued apace, including important
studies by Hildebrand, on multiplicative functions on short intervals [49], 1987,
and on the differences of additive functions f (n + 1) − f (n), [50] 1988.

25

By 1994, in an AMS memoir on the correlation of multiplicative and the sum of
additive arithmetic functions, I could establish the following version of a central
limit theorem for a pair of additive functions, [25] Theorem 10.1.

Theorem 11. For j = 1, 2, let a j > 0, b j be integers, a1b2 �= a2b1, β j (x) posi-
tive real measurable functions, defined for x ≥ 2, which satisfy β j (x) → ∞ and
β j (x y)/β j (x) → 1 for each fixed y > 0, as x → ∞.

In order that for suitably chosen real α j (x) the frequencies [x]−1
∑′

n≤x
1, taken

over the integers n for which
2∑

j=1

β j (x)
−1( f j (a jn + b j ) − α j (x)) ≤ z, z ∈ R,

should converge weakly to a distribution function as x → ∞, it is both necessary
and sufficient that there exist constants λ j , j = 1, 2, and a real γ (x) so that if
the independent random variables Yp, one for each prime p not exceeding x, are
distributed according to

Yp =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

β1(x)−1( f1(p) − λ1 log p) with probability
1

p
,

β2(x)−1( f2(p) − λ2 log p) with probability
1

p
,

0 with probability 1 − 2

p
,

then the

P

(
∑

p≤x

Yp − γ (x) ≤ z

)

converge weakly to the same distribution function.

The random variables Yp are infinitesimal. Necessary and sufficient conditions
for the weak convergence of the final distribution functions may be read off from
a classical theorem of Gnedenko in the Theory of Probability, c.f. Gnedenko and
Kolmogorov [42], Chapter 4, §2.5.
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The somewhat elaborate argument for Theorem 11 employs the associated char-
acteristic functions

t → [x]−1 exp

⎛

⎝−i t
2∑

j=1

β j (x)
−1α j (x)

⎞

⎠
∑

n≤x

g1(a1n + b1)g2(a2n + b2),

correlations with multiplicative functions g j (n) = exp(i tβ j (x)−1 f j (n)) that depend
individually upon the local parameter x .

Abstract multiplicative functions and their correlations are considered in the
author’s paper [24], 1988, applications to sums of additive functions including to
the translations of a sum f1(N − n) + f2(n), with f j (0) = 0, over an interval of
integers 1 ≤ n ≤ N . Although I had worked out the details in that case, a complete
analogue of Theorem 11 I published only in 2010, [29]. The following is a simple
example.

Theorem 12. Let β(x) → ∞ and for each y > 0 satisfy β(x y)/β(x) → 1 as x →
∞. In order that for some θ(N ) an additive function f should satisfy

1
N

∑
1

n≤N
f (n)+ f (N−n)−θ(N )≤zβ(N )

→ 1√
2π

∫ z

−∞
e−u2/2 du, N → ∞,

it is necessary and sufficient that for a real λ and each u > 0,

∑
1
p

p≤N
| f (p)−λ log p|>uβ(N )

→ 0,
∑

( f (p)−λ log p)2

pβ(N )2

p≤N
| f (p)−λ log p|≤uβ(N )

→ 1

2
,

∑
( f (p)−λ log p)2

pβ(N )2

p|N
| f (p)−λ log p|≤uβ(n)

→ 0,

as N → ∞.

Of particular interest is the final condition on the prime divisors of the integer N ,
which has both an arithmetic and a probabilistic aspect.

The same 1988 paper contains two conjectures concerning the correlation

S(x) = [x]−1
∑

n≤x

k∏

j=1

g j (a jn + b j ), det

(
ai bi
a j b j

)
�= 0, 1 ≤ i < j ≤ k,

the second of which asserts that if lim supx→∞ S(x) > 0 then for each multiplicative
function g j , with values in the complex unit disc, there is a Dirichlet character χ j and
real τ j for which the series

∑
p−1(1 − Re g j (p)χ j (p)piτ j ) converges, a conjecture

slightly modified according to the background aesthetic of a particular application,
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c.f. [25] Conjecture III, p. 65, which last, modified according to a remark in the
author’s 1997 Cambridge Tract [26], Chapter 34. p. 315 becomes, for some c > 0,
that

x−1
∑

n≤x

g(n)h(n + 1) �
⎛

⎝T−1 + exp

⎛

⎝− min
χ (mod D)

D≤T

min|τ |≤T

∑

p≤x

p−1(1 − Re g(p)χ(p)piτ )

⎞

⎠

⎞

⎠
c

,

uniformly for multiplicative functions g, h with values in the complex unit disc,
T ≥ 1, x ≥ 2.

26

In 2015, Tao [77] establishes the validity of a logarithmically weighted variant:
Let the integers a > 0, b > 0, c, d satisfy ad − bc �= 0. Let ε > 0 and suppose

that A0 is sufficiently large depending upon ε, a, b, c, d. Let x ≥ w ≥ A0 and let g1,
g2 be multiplicative functions, with values in the complex unit disc, for which

∑

p≤x

p−1(1 − Re g1(p)χ(p)p−i t ) ≥ A0

for all Dirichlet characters of period atmost A0, and all real numbers t with |t | ≤ A0x .
Then ∣∣∣∣∣∣

∑

x/w<n≤x

n−1g1(an + b)g2(cn + d)

∣∣∣∣∣∣
≤ ε logw.

27

Harmonic analysis on the positive rationals sufficiently developed, the following
result of Elliott and Kish [36], settles in the affirmative the thirty year old conjecture
of the first author’s Grundlehren volume [22], Chapter 23, Unsolved problems 11,
12, mentioned in §23

Theorem 13. Let integers a > 0, A > 0, b, B satisfy Δ = aB − Ab �= 0, and let k
be a further positive integer. LetQ∗ be the multiplicative group of positive rationals,
Γ its subgroup generated by the rationals (an + b)/(An + B), n > k.

Then the factor group Q
∗/Γ may be explicitly determined through its dual. In

particular, its torsion group is a homomorphic image of the reduced residue class
group (mod 6(aAΔ)3).
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Three examples of the outcome may here suffice.
The group Q

∗/Γk generated by the ratios (3n + 1)/(5n + 2), n > k, is trivial.
Each positive rational r has infinitely many representations

r =
∏

j

(
3n j + 1

5n j + 2

)ε j

, ε j = ±1.

The groupQ∗/Γk generated by the ratios (5n + 1)/(5n − 1), n > k, has the single
free generator 5, and a torsion group of order 2 determined by its dual through the
quadratic Dirichlet character (mod 5). There are infinitely many representations

572 =
∏

j

(
5n j + 1

5n j − 1

)ε j

, ε j = ±1,

but no such representation is available to 57 itself.
The argument of Theorem 13 extends immediately to embrace negative rationals.

If Q×
5 denotes the multiplicative group of all rationals that in reduced terms are not

divisible by 5, Γk its subgroup generated by the ratios (5n + 1)/(−5n + 1), n > k,
then Q

×
5 /Γk has order 4, its dual group generated by a quartic character (mod 5),

unitary characters on Q
∗
5 extended to Q

×
5 by being given a value ±1 on the rational

−1. There are infinitely many representations

574 =
∏

j

(
5n j + 1

−5n j + 1

)ε j

, ε j = ±1,

but no similar representation for 572.

Concluding Remarks

Probabilistic Number Theory up to 1964 is covered in the American Mathematical
Society translation volume, Kubilius, [58].

A comprehensive survey of Probabilistic Number Theory up to 1978 may be
found in the author’s two-volume Grundlehren work [17] 1979, [19] 1980.

More recent results may be found in the author’s AMS memoir [25], 1994 and in
Tenenbaum’s volume on Analytic and Probabilistic Number Theory [79].

The present author’s appreciation of the mathematicians Paul Erdős, Paul Turán
and Jonas Kubilius and of their contributions to Probabilistic Number Theory may
be found in [27], [32], [35], respectively. Each of these accounts is, in an individual
way, comprehensive. Mark Kac may be found in the second Grundlehren volume,
[19].

Foundations for a systematic study of multiplicative functions as characters
attached to harmonic analysis on the positive rationals may be found in Elliott and
Kish [37], [38].



292 P. D. T. A. Elliott

Further details on the rôle played by general characters n → χ(n)niτ in approx-
imating characters on the group Q∗ may be found in the author’s closing remarks to
the paper Elliott and Kish [36].

An extensive overview of groups generated by products of rationals with attendant
Q

∗-character sums is given in the author’s paper [28], 2002.
The present paper employsHarmonicAnalysis on the PositiveRationals to effect a

chronological account connecting the apparently disparate disciplines of Probabilis-
tic Number Theory, Automorphic Forms and the Theory of Denumerably Infinite
Abelian Groups.

Detailed accounts of improvements in individual results await another occasion.
I thankGeorgeAndrews and FrankGarvan, organisers of the Gainesville meeting,

for their kind invitation to speak and for their financial support.
Happy Birthday Krishna!
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E. Manstavičius. New trends in probability and statistics (TEV, Vilnius, 2012), pp. 111–117

5. H. Delange, Sur les fonctions arithmétiques multiplicatives. Ann. Sci. École Norm. Sup. (3)
78(1), 273–304 (1961)

6. P. Deligne, La conjecture de Weil. I, Inst. Hautes Études Sci. Publ. Math. 43, 273–307 (1974)
7. F. Dress, B. Volkmann, Ensembles d’unicité pour les fonctions arithmétiques additives ou

multiplicatives. C. R. Acad. Sci. Paris Sér. A-B 287(2), A43–A46 (1978)
8. N.D. Elkies, The existence of infinitely many supersingular primes for every elliptic curve over

Q. Invent. Math. 89(3), 561–567 (1987)
9. P.D.T.A. Elliott, Multiplicative functions and the sign of Maass form Fourier coefficients, in

From Arithmetic to Zeta functions, a volume in memory of Wolfgang Schwarz, ed. by J. Sander,
J. Steuding, R. Steuding (Springer, 2016) pp. 109–120

10. P.D.T.A. Elliott, On inequalities of large sieve type. Acta Arith. 18(1), 405–422 (1971) (Dav-
enport Memorial Volume)

11. P.D.T.A. Elliott, A conjecture of Kátai. Acta Arith. 26(1), 11–20 (1974/75)
12. P.D.T.A. Elliott, The law of large numbers for additive arithmetic functions. Math. Proc. Camb.

Philos. Soc. 78(1), 33–71 (1975)
13. P.D.T.A. Elliott, General asymptotic distributions for additive arithmetic functions.Math. Proc.

Camb. Philos. Soc. 79(1), 43–54 (1976)
14. P.D.T.A. Elliott, On a conjecture of Narkiewicz about functions with non-decreasing normal

order. Colloq. Math. 36(2), 289–294 (1976)
15. P.D.T.A. Elliott, On a problem of Hardy and Ramanujan. Mathematika 23(1), 10–17 (1976)
16. P.D.T.A. Elliott, On the differences of additive arithmetic functions. Mathematika 24(2), 153–

165 (1977)



From Ramanujan to Groups of Rationals … 293

17. P.D.T.A. Elliott,Probabilistic Number Theory I:Mean-Value Theorems, Grundlehren dermath-
ematischen Wissenschaften, vol. 239 (Springer, New York, 1979)

18. P.D.T.A. Elliott, Sums and differences of additive arithmetic functions in mean square. J. Reine
Angew. Math. 309, 21–54 (1979)

19. P.D.T.A. Elliott, Probabilistic Number Theory II: Central Limit Theorems, Grundlehren der
mathematischen Wissenschaften, vol. 240 (Springer, New York, 1980)

20. P.D.T.A. Elliott, Multiplicative functions and Ramanujan’s τ -function. J. Aust. Math. Soc. Ser.
A 30(4), 461–468 (1981)

21. P.D.T.A. Elliott, On representing integers as products of integers of a prescribed type. J. Aust.
Math. Soc. Ser. A 35(2), 143–161 (1983)

22. P.D.T.A. Elliott, Arithmetic Functions and Integer Products, Grundlehren der mathematischen
Wissenschaften, vol. 272 (Springer, New York, 1985)

23. P.D.T.A. Elliott, The norms of compositions of arithmetic operators. Bull. Lond. Math. Soc.
19(6), 522–530 (1987)

24. P.D.T.A. Elliott, Multiplicative functions |g| ≤ 1 and their convolutions: an overview, Sémi-
naire de Théorie des Nombres, Paris 1987–88, ed. by C. Goldstein. Progress in Mathematics,
vol. 81 (Birkhäuser, Boston, 1990), pp. 63–73

25. P.D.T.A. Elliott, On the correlation of multiplicative and the sum of additive arithmetic func-
tions. Mem. Am. Math. Soc. 112(538), viii+88 (1994)

26. P.D.T.A. Elliott, Duality in Analytic Number Theory, Cambridge Tracts in Mathematics, vol.
122 (Cambridge University Press, Cambridge, 1997)

27. P.D.T.A. Elliott, Cast thy bread upon the waters. . . A personal view of the mathematician Paul
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On an Additive Prime Divisor Function
of Alladi and Erdős

Dorian Goldfeld

This paper is dedicated to Krishna Alladi on the occasion of his
60th birthday

Abstract This paper discusses the additive prime divisor function A(n) := ∑

pα ||n
α p

whichwas introduced byAlladi and Erdős in 1977. It is shown that A(n) is uniformly
distributed (mod q) for any fixed integer q > 1 with an explicit bound for the error.

1 Introduction

Let n =
r∏

i=1
paii be the unique prime decomposition of a positive integer n. In 1977,

Alladi and Erdős [1] introduced the additive function

A(n) :=
r∑

i=1

ai · pi .

Among several other things they proved that A(n) is uniformly distributed modulo
2. This was obtained from the identity
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∞∑

n=1

(−1)A(n)

ns
= 2s + 1

2s − 1
· ζ(2s)

ζ(s)
(1)

together with the known zero-free region for the Riemann zeta function. As a con-
sequence they proved that there exists a constant c > 0 such that

∑

n≤x

(−1)A(n) = O
(
x e−c

√
log x log log x

)
,

for x → ∞.

In 1969 Delange [3] gave a necessary and sufficient condition for uniform dis-
tribution in progressions for integral valued additive functions which easily implies
that A(n) is uniformly distributed (mod q) for all q ≥ 2 (although without a bound
for the error in the asymptotic formula). The main goal of this paper is to show that
A(n) is uniformly distributed modulo q for any integer q ≥ 2 with an explicit bound
for the error.

Unfortunately, it is not possible to obtain such a simple identity as in (1) for the
Dirichlet series

∞∑

n=1

e2π i
hA(n)

q

ns

when q > 2 and h, q are coprime. Instead we require a representation involving a
product of rational powers of Dirichlet L-functions which will have branch points at
the zeros of the L-functions.

The uniform distribution of A(n) is a consequence of the following theorem (1.1)
which is proved in §3. To state the theorem we require some standard notation. Let
μ denote the Mobius function and let φ denote Euler’s function. For any Dirichlet

character χ (mod q) (with q > 1) let τ(χ) = ∑

� (mod q)

χ(�)e
2π i�
q denote the associ-

ated Gauss sum and let L(s, χ) denote the Dirichlet L-function associated to χ.

Theorem 1.1. Let h, q be fixed coprime integers with q > 2. Then for x → ∞ we
have the asymptotic formula

∑

n≤x

e2π i
hA(n)

q =

⎧
⎪⎪⎨

⎪⎪⎩

Ch,q · x (log x)−1+ μ(q)

φ(q)

(
1 + O

(
(log x)−1

) )
if μ(q) �= 0,

O
(
x e−c0

√
log x

)
if μ(q) = 0,

where c0 > 0 is a constant depending at most on h, q,

Ch,q =
Vh,q · sin

(
μ(q) π

φ(q)

)

π
Γ

(

1 − μ(q)

φ(q)

) ∏

χ (mod q)

χ �=χ0

L(1, χ)
τ(χ)χ(h)

φ(q) ,
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and

Vh,q := exp

⎡

⎢
⎣−μ(q)

φ(q)

∑

p|q

∞∑

k=1

1

kpk
+

∑

p | q

∞∑

k=1

e
2π ihpk

q

k pk
+

∑

p

∞∑

k=2

e
2π i phk

q − e
2π i pk h

q

k pk

⎤

⎥
⎦ .

Theorem 1.1 has the following easily proved corollary.

Corollary 1.2. Let q > 1 and let h be an arbitrary integer. Then

∑

n≤x

e2π i
hA(n)

q = O

(
x√
log x

)

.

The above corollary can then be used to obtain the desired uniform distribution
theorem.

Theorem 1.3. Let h, q be fixed integers with q > 2. Then for x → ∞, we have

∑

n ≤ x

1

A(n) ≡ h (mod q)

= x

q
+ O

(
x√
log x

)

.

We remark that the error term in theorem 1.3 can be replaced by a second order
asymptotic term which is not uniformly distributed (mod q).

The proof of theorem (1.1) relies on explicitly constructing an L-function with

coefficients of the form e2π i
hA(n)

q . It will turn out that this L-function will be a prod-
uct of Dirichlet L-functions raised to complex powers. The techniques for obtain-
ing asymptotic formulae and dealing with branch singularities arising from com-
plex powers of ordinary L-series were first introduced by Selberg [7], and see also
Tenenbaum [8] for a very nice exposition with different applications. In [4–6], one
finds a larger class of additive functions where these methods can also be applied
yielding similar results but with different constants.

2 On the function L(s, ψh/q)

Let h, q be coprime integers with q > 1. In this paper we shall investigate the com-
pletely multiplicative function

ψh/q(n) := e
2π ih A(n)

q .

Then the L-function associated to ψh/q is defined by the absolutely convergent
series
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L(s, ψh/q) :=
∞∑

n=1

ψh/q(n)n−s, (2)

in the region	(s) > 1, and has anEuler product representation (product over rational
primes) of the form

L(s, ψh/q) :=
∏

p

(

1 − e
2π ihp

q

ps

)−1

. (3)

TheEuler product (3) converges absolutely to a non-vanishing function for	(s) >

1. We would like to show it has analytic continuation to a larger region.

Lemma 2.1. Let 	(s) > 1. Then

log
(
L(s, ψh/q)

) =
∑

p

∞∑

k=1

e
2π ihpk

q

k psk
+ Th,q(s)

where, for any ε > 0, the function

Th,q(s) :=
∑

p

∞∑

k=2

e
2π i phk

q − e
2π i pk h

q

k psk

is holomorphic for 	(s) > 1
2 + ε and satisfies |Th,q(s)| = Oε (1) where the Oε-

constant is independent of q and depends at most on ε.

Proof. Taking log’s, we obtain

log
(
L(s, ψh/q)

) =
∑

p

∞∑

k=1

e
2π i phk

q

k psk

=
∑

p

∞∑

k=1

e
2π ihpk

q

k psk
+

∑

p

∞∑

k=2

e
2π i phk

q − e
2π i pk h

q

k psk
.

Hence, we may take

Th,q(s) =
∑

p

∞∑

k=2

e
2π i phk

q − e
2π i pk h

q

k psk
,

which is easily seen to converge absolutely for 	(s) > 1
2 . �

For q > 2, let χ denote a Dirichlet character (mod q) with associated Gauss
sum τ(χ). We also let χ0 be the trivial character (mod q).

We require the following lemma.
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Lemma 2.2. Let h, q ∈ Z with q > 2 and (h, q) = 1. Then

e
2π ih
q =

⎛

⎜
⎜
⎝

1

φ(q)

∑

χ (mod q)

χ �=χ0

τ(χ) · χ(h)

⎞

⎟
⎟
⎠ + μ(q)

φ(q)
.

Proof. Since (h, q) = 1, it follows that for χ (mod q) with χ �= χ0,

τ (χ) χ(h) =
q∑

�=1

χ(�)e
2π i�h

q .

This implies that

∑

χ (mod q)

χ �=χ0

τ(χ) χ(h) = (φ(q) − 1) e
2π ih
q +

q∑

�=2
(�,q)=1

⎛

⎜
⎜
⎝

∑

χ (mod q)

χ �=χ0

χ(�)

⎞

⎟
⎟
⎠ e

2π i�h
q

= (φ(q) − 1) e
2π ih
q −

q∑

�=1
(�,q)=1

e
2π i�h

q + e
2π ih
q .

The proof is completed upon noting that the Ramanujan sum on the right side
above can be evaluated as

q∑

�=1
(�,q)=1

e
2π i�h

q =
∑

d|(q,h)

μ
(q

d

)
d = μ(q). �

Theorem 2.3. Let s ∈ C with 	(s) > 1. Then we have the representation

L(s, ψh/q) =

⎛

⎜
⎜
⎝

∏

χ (mod q)

χ �=χ0

L(s, χ)
τ(χ)χ(h)

φ(q)

⎞

⎟
⎟
⎠ · ζ(s)

μ(q)

φ(q) · eUh,q (s),

where

Uh,q(s) := −μ(q)

φ(q)

∑

p|q

∞∑

k=1

1

kpsk
+

∑

p | q

∞∑

k=1

e
2π ihpk

q

k psk
+

∑

p

∞∑

k=2

e
2π i phk

q − e
2π i pk h

q

k psk
.

Proof. If we combine lemmas (2.1) and (2.2) it follows that for 	(s) > 1,
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log
(
L(s, ψh/q)

) =
∑

p

∞∑

k=1

e
2π ihpk

q

k psk
+ Th,q(s)

=
∑

p � q

∞∑

k=1

e
2π ihpk

q

k psk
+

∑

p | q

∞∑

k=1

e
2π ihpk

q

k psk
+ Th,q(s)

=
∑

p � q

∞∑

k=1

⎛

⎜
⎝ 1

φ(q)

∑

χ (mod q)

χ �=χ0

τ(χ) · χ(h pk) + μ(q)

φ(q)

⎞

⎟
⎠

k psk
+

∑

p | q

∞∑

k=1

e
2π ihpk

q

k psk
+ Th,q(s).

Hence

log
(
L(s, ψh/q)

) = 1

φ(q)

∑

χ (mod q)

χ �=χ0

τ(χ)χ(h) log(L(s, χ) + μ(q)

φ(q)
log

(
ζ(s)

)

− μ(q)

φ(q)

∑

p|q

∞∑

k=1

1

kpsk
+

∑

p | q

∞∑

k=1

e
2π ihpk

q

k psk
+ Th,q(s).

The theorem immediately follows after taking exponentials. �

The representation of L(s, ψh/q) given in theorem 2.3 allows one to analytically
continue the function L(s, ψh/q) to a larger region which lies to the left of the line
	(s) = 1 + ε (ε > 0). This is a region which does not include the branch points of
L(s, ψh/q) at the zeros and poles of L(s, χ), ζ(s).

Assume that q > 1 and χ (mod q). It is well known (see [2]) that the Dirichlet
L-functions L(σ + it, χ)) do not vanish in the region

σ ≥
{
1 − c1

log q|t | if |t | ≥ 1,

1 − c2
log q if |t | ≤ 1,

(for absolute constants c1, c2 > 0), (4)

unless χ is the exceptional real character which has a simple real zero (Siegel zero)
near s = 1.

Similarly, ζ(σ + it) does not vanish for

σ ≥ 1 − c3
log(|t | + 2)

, (for an absolute constant c3 > 0). (5)

Assume q > 1 and that there is no exceptional real character (mod q). It follows
from (4) and (5) that L(s, ψh/q) is holomorphic in the region to the right of the
contour Cq displayed in Figure 1.



On an Additive Prime Divisor Function of Alladi and Erdős 303

Fig. 1 The contour Cq

To construct the contour Cq first take a slit along the real axis from 1 − c2
log q to

1 and construct a line just above and just below the slit. Then take two asymptotes
to the line 	(s) = 1 with the property that if σ + it is on the asymptote and |t | ≥ 1,
then σ satisfies (4). If q = 1, we do a similar construction using (5).

3 Proof of theorem 1.1

The proof of theorem 1.1 is based on the following theorem.

Theorem 3.1. Let h, q be fixed coprime integers with q > 2 and μ(q) �= 0. Then
for x → ∞ there exist absolute constants c, c′ > 0 such that
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∑

n≤x

e2π i
hA(n)

q

=
sin

(
μ(q) π

φ(q)

)

π

1∫

1− c√
log x

⎛

⎜
⎜
⎝

∏

χ (mod q)

χ �=χ0

L(σ, χ)
τ(χ)χ(h)

φ(q)

⎞

⎟
⎟
⎠ · |ζ(σ )| μ(q)

φ(q) · eHh,q (σ ) xσ

σ
dσ

+ O
(
xe−c′ √log x

)
.

On the other hand if μ(q) = 0, then
∑

n≤x
e2π i

hA(n)

q = O
(
xe−c′ √log x

)
.

Proof. The proof of theorem 3.1 relies on the following lemma taken from [2].

Lemma 3.2. Let

δ(x) :=

⎧
⎪⎨

⎪⎩

0, if 0 < x < 1,
1
2 , if x = 1,

1, if x > 1,

then for x, T > 0, we have

∣
∣
∣
∣
∣
∣

1

2π i

c+iT∫

c−iT

xs

s
ds − δ(x)

∣
∣
∣
∣
∣
∣

<

{
xc · min

(
1, 1

T | log x |
)

, if x �= 1,

cT−1, if x = 1.

It follows from lemma 3.2, for x, T � 1 and c = 1 + 1
log x , that

1

2π i

c+iT∫

c−iT

L
(
s, ψh/q

) xs

s
ds =

∑

n≤x

ψh/q(n) + O

(
x log x

T

)

. (6)

Fix large constants c1, c2 > 0. Next, shift the integral in (6) to the left and deform
the line of integration to a contour

L+ + CT,x + L−

as in figure 2 below which contains two short horizontal lines:

L± =
{

σ ± iT

∣
∣
∣
∣ 1 − c1

log qT
≤ σ ≤ 1 + 1

log x

}

,

together with the contour CT,x which is similar to Cq except that the two curves
asymptotic to the line 	(s) = 1 go from 1 − c1√

log qT
+ iT to 1 − c2√

log x
+ iε and

1 − c2√
log x

− iε to 1 − c1√
log qT

− iT , respectively, for 0 < ε → 0.
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Fig. 2 The contour CT,x

Now, by the zero-free regions (4), (5), the region to the right of the contour
L+ + CT,x + L− does not contain any branch points or poles of the L-functions
L(s, χ) for any χ (mod q). It follows that

1

2π i

c+iT∫

c−iT

L
(
s, ψh/q

) xs

s
ds = 1

2π i

(∫

L+
+

∫

C ε

+
∫

L−

)

L
(
s, ψh/q

) xs

s
ds. (7)

The main contribution for the integral along L+ + CT,x + L− in (7) comes from
the integrals along the straight lines above and below the slit on the real axis[
1 − c2√

log x
, 1

]
. These integrals cancel if the function L

(
s, ψh/q

)
has no branch

points or poles on the slit. It follows from theorem 2.3 that this will be the case if
μ(q) = 0. The remaining integrals in (7) can then be estimated as in the proof of the
prime number theorem for arithmetic progressions (see [2]), yielding an error term

of the form O
(
xe−c′ √log x

)
. This proves the second part of theorem 3.1.

Next, assume μ(q) �= 0. In this case L(s, ψh/q) has a branch point at s = 1
coming from the Riemann zeta function, it is necessary to keep track of the
change in argument. Let 0+i denote the upper part of the slit and let 0−i denote
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the lower part of the slit. Then we have log[ζ(σ + 0+i) = log |ζ(σ )| − iπ and
log[ζ(σ + 0−i) = log |ζ(σ )| + iπ .

By the standard proof of the prime number theorem for arithmetic progressions it
follows that (with an error O

(
e−c′√log x

)
) the right hand side of (7) is asymptotic to

Islit := −1

2π i

1∫

1− c√
log x

[
exp

(
log

(
L

(
σ + 0+i, ψh/q

)) )

− exp
(
log

(
L

(
σ − 0−i, ψh/q

)) )] xσ

σ
dσ. (8)

We may evaluate Islit using theorem 2.3. This gives

Islit = −1

2π i

1∫

1− c√
log x

⎛

⎜
⎜
⎜
⎝

∏

χ (mod q)

χ �=χ0

L(σ, χ)
τ(χ)χ(h)

φ(q)

⎞

⎟
⎟
⎟
⎠

· eUh,q (σ )

·
[

exp

(
μ(q)

φ(q)

(
log |ζ(σ )| − iπ

))

− exp

(
μ(q)

φ(q)

(
log |ζ(σ )| + iπ

))]
xσ

σ
dσ

=
sin

(
μ(q) π
φ(q)

)

π

1∫

1− c√
log x

⎛

⎜
⎜
⎜
⎝

∏

χ (mod q)

χ �=χ0

L(σ, χ)
τ(χ)χ(h)

φ(q)

⎞

⎟
⎟
⎟
⎠

· |ζ(σ )| μ(q)
φ(q) · eUh,q (σ ) xσ

σ
dσ.

As in the previous case whenμ(q) = 0, the remaining integrals in (7) can then be
estimated as in the proof of the prime number theorem for arithmetic progressions,

yielding an error term of the form O
(
xe−c′ √log x

)
. This completes the proof of

theorem 3.1. �
The proof of theorem 1.1 follows from theorem 3.1 if we can obtain an asymptotic

formula for the integral

Islit =
sin

(
μ(q) π
φ(q)

)

π

1∫

1− c√
log x

⎛

⎜
⎜
⎜
⎝

∏

χ (mod q)

χ �=χ0

L(σ, χ)
τ(χ)χ(h)

φ(q)

⎞

⎟
⎟
⎟
⎠

· |ζ(σ )| μ(q)
φ(q) · eUh,q (σ ) xσ

σ
dσ. (9)

Since we have assumed q is fixed, it immediately follows that for arbitrarily large
c � 1 and x → ∞, we have
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Islit =
sin

(
μ(q) π
φ(q)

)

π

1∫

1− c log log x
log x

⎛

⎜
⎜
⎜
⎝

∏

χ (mod q)

χ �=χ0

L(σ, χ)
τ(χ)χ(h)

φ(q)

⎞

⎟
⎟
⎟
⎠

· |ζ(σ )| μ(q)
φ(q) · eUh,q (σ ) xσ

σ
dσ

+ O

(
x

(log x)c

)

.

Now, in the region 1 − c log log x
log x ≤ σ ≤ 1,

∏

χ (mod q)

χ �=χ0

L(σ, χ)
τ(χ)χ(h)

φ(q) · e
Hh,q (σ )

σ
=

∏

χ (mod q)

χ �=χ0

L(1, χ)
τ(χ)χ(h)

φ(q) · eUh,q (1) + O

(
log log x

log x

)

.

Consequently,

Islit =
sin

(
μ(q) π

φ(q)

)

π

∏

χ (mod q)

χ �=χ0

L(1, χ)
τ(χ)χ(h)

φ(q) · eUh,q (1)

1∫

1− c log log x
log x

ζ(σ )
μ(q)

φ(q) xσ dσ

+ O

⎛

⎜
⎜
⎝
log log x

log x

∣
∣
∣
∣
∣
∣
∣
∣

1∫

1− c log log x
log x

ζ(σ )
μ(q)

φ(q) xσ dσ

∣
∣
∣
∣
∣
∣
∣
∣

⎞

⎟
⎟
⎠ . (10)

It remains to compute the integral of |ζ(σ )| μ(q)

φ(q) occurring in (10). For σ very close
to 1, we have

|ζ(σ )| μ(q)

φ(q) =
(

1

|σ − 1| + O(1)

) μ(q)

φ(q)

=
(

1

|σ − 1|
) μ(q)

φ(q)

+ O

((
1

|σ − 1|
) μ(q)

φ(q)
−1

)

.

It follows that

1∫

1− c log log x
log x

|ζ(σ )| μ(q)
φ(q) xσ dσ = Γ

(

1 − μ(q)

φ(q)

)
x

(log x)1−
μ(q)
φ(q)

+ O

(
x

(log x)2−
μ(q)
φ(q)

)

. (11)

Combining equations (10) and (11) we obtain
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Islit =
sin

(
μ(q) π

φ(q)

)

π
Γ

(

1 − μ(q)

φ(q)

) ∏

χ (mod q)

χ �=χ0

L(1, χ)
τ(χ)χ(h)

φ(q) eUh,q (1)
x

(log x)1−
μ(q)

φ(q)

+O

(
x

(log x)2−
μ(q)

φ(q)

)

.

Remark: As pointed out to me by Gérald Tenenbaum, it is also possible to deduce
Corollary 1.2 directly from theorem 2.3 by using theorem II.5.2 of [8]. In this manner
one can obtain an explicit asymptotic expansion which, furthermore, is valid for
values of q tending to infinity with x .

4 Examples of equidistribution (mod 3) and (mod 9)

Equidistribution (mod 3): Theorem (1.1) says that for h = 1, q = 3 :
∑

n ≤ x

e
2π i A(n)

3 = −V1,3

π
Γ

(
3

2

) ∏

χ (mod 3)
χ �=χ0

L(1, χ)
G(χ)

2
x

(log x)
3
2

(
1 + O

(
1

log x

) )

≈ (−0.503073 + 0.24042 i)
x

(log x)
3
2

.

We computed the above sum for x = 107 and obtained

∑

n ≤ 107

e
2π i A(n)

3 ≈ −98, 423.00 + 55, 650.79 i.

Our theorem predicts that

∑

n ≤ 107

e
2π i A(n)

3 ≈ −88, 870.8 + 42, 471.7 i.

Since log
(
107

) ≈ 16.1 is small, this explains the discrepancy between the actual and
predicted results.

As x → ∞, we have

∑

n ≤ x
A(n) ≡ a (mod 3)

= 1

3

2∑

h=0

∑

n ≤ x

e
2π i A(n)h

3 e− 2π ih a
3 = x

3
+ ca

x

(log x)
3
2

+ O

(
x

(log x)
5
2

)

where
c0 = −0.335382, c1 ≈ 0.306498, c2 ≈ 0.0288842.
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Equidistribution (mod 9):

Our theorem says that for h �= 3, 6 (1 ≤ h < 9) and q = 9:

∑

n ≤ x

e
2π ih A(n)

9 = O
(
x e−c0

√
log x

)
.

Surprisingly!! there is a huge amount of cancellation when x = 107 :

∑

n ≤ 107

e
2π ih A(n)

9 ≈

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

−315.2 − 140.4 i if h = 1,

282.2 − 543.4 i if h = 2,

94.5 + 321.9 i if h = 4,

94.5 − 321.9 i if h = 5,

282.2 + 543.4 i if h = 7,

−315.2 + 140.4 i if h = 8.

Acknowledgements The author would like to thank Ada Goldfeld for creating the figures in this
paper and would also like to thank Wladyslaw Narkiewiz for pointing out the reference [3].
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4. A. Ivić, On Certain Large Additive Functions, (English summary) Paul Erdős and His Math-
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1 Introduction

Ramanujan’s tau function is defined by

∑

n≥1

τ(n)qn = qE(q)24

where E(q) =
∏

n≥1

(1 − qn).

The tau function has many fascinating properties.
One of these is that if p is prime,

τ(pn) = τ(p)τ (n) − p11τ

(
n

p

)
, (1.1)

where it is understood that τ

(
n

p

)
= 0 if p does not divide n.

It follows easily from (1.1) that tau is multiplicative,

τ(mn) = τ(m)τ (n) (1.2)

provided m and n have no common divisor other than 1,
and that, at least formally,

∑

n≥1

τ(n)

ns
=

∏

p prime

(
1 − τ(p)

ps
+ 1

p2s−11

)−1

. (1.3)

I have found proofs of (1.1) for p = 2, 3, 5, 7 and 13 which require nothing
more than Jacobi’s triple product identity,

∏

n≥1

(1 + a−1q2n−1)(1 + aq2n−1)(1 − q2n) =
∞∑

−∞
anqn2 . (1.4)

Completely different elementary proofs of (1.1) for p = 2 and 3 have recently
been given by Kenneth S. Williams [6].

A modern proof of (1.1) may be found in [2].

2 p = 2

Let

φ(q) =
∞∑

−∞
qn2 , ψ(q) =

∑

n≥0

q(n2+n)/2 =
∞∑

−∞
q2n2+n .
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It can be shown with, or even without, (1.4), [4, chap. 1] that

φ(q)φ(−q) = φ(−q2)2 and φ(q)ψ(q2) = ψ(q)2.

Also, by (1.4),

φ(−q) = E(q)2

E(q2)
and ψ(q) = E(q2)2

E(q)
.

It is easy to see that

φ(q) = φ(q4) + 2qψ(q8) (2.1)

Put −q for q in (2.1).

φ(−q) = φ(q4) − 2qψ(q8). (2.2)

Multiply (2.1) by (2.2).

φ(−q2)2 = φ(q4)2 − 4q2ψ(q8)2. (2.3)

Put q for q2 in (2.3).

φ(−q)2 = φ(q2)2 − 4qψ(q4)2. (2.4)

Put −q for q in (2.4).

φ(q)2 = φ(q2)2 + 4qψ(q4)2. (2.5)

Multiply (2.4) by (2.5).

φ(−q2)4 = φ(q2)4 − 16q2ψ(q4)4. (2.6)

Put q for q2 in (2.6) and rearrange.

φ(q)4 − φ(−q)4 = 16qψ(q2)4. (2.7)

We have

∑

n≥1

τ(n)qn = qE(q)24 (2.8)

= qE(q2)12
(
E(q)2

E(q2)

)12

= qE(q2)12φ(−q)12
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= qE(q2)12
(
φ(−q)2

)6

= qE(q2)12
(
φ(q2)2 − 4qψ(q4)2

)6

= qE(q2)12
(
φ(q2)12 − 24qφ(q2)10ψ(q4)2 + 240q2φ(q2)8ψ(q4)4

−1280q3φ(q2)6ψ(q4)6 + 3840q4φ(q2)4ψ(q4)8 − 6144q5φ(q2)2ψ(q4)4

+ 4096q6ψ(q4)6
)
.

If we extract the even powers and replace q2 by q, we obtain
∑

n≥1

τ(2n)qn = −8qE(q)12φ(q)2ψ(q2)2
(
3φ(q)8 + 160qφ(q)4ψ(q2)4 + 768q2ψ(q2)8

)

(2.9)

= −8qE(q)12
(
φ(q)ψ(q2)

)2 (
3

(
φ(q)4 − 16qψ(q2)4

)2 + 256qφ(q)4ψ(q2)4
)

= −8qE(q)12ψ(q)4
(
3

(
φ(−q)4

)2 + 256qψ(q)8
)

= −8qE(q)12
(
E(q2)2

E(q)

)4
(
3

(
E(q)2

E(q2)

)8

+ 256q

(
E(q2)2

E(q)

)8
)

= −24qE(q)24 − 211q2E(q2)24

= −24
∑

n≥1

τ(n)qn − 211
∑

n≥1

τ(n)q2n .

The term n = 1 in (2.9) gives

τ(2) = −24τ(1) = −24,

so (2.9) becomes

∑

n≥1

τ(2n)qn = τ(2)
∑

n≥1

τ(n)qn − 211
∑

n≥1

τ(n)q2n,

as claimed.

Aside: (2.7) can be written

(
∏

n≥1

(1 + q2n−1)2(1 − q2n)

)4

−
(

∏

n≥1

(1 − q2n−1)2(1 − q2n

)4

(2.10)

= 16q

(
∏

n≥1

(1 − q4n)2

(1 − q2n)

)4

.
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If we divide (2.10) by
∏

n≥1

(1 − q2n)4, we find

∏

n≥1

(1 + q2n−1)8 −
∏

n≥1

(1 − q2n−1)8 = 16q
∏

n≥1

(1 + q2n)8. (2.11)

Jacobi described (2.11) as “aequatio identica satis abstrusa”. (“A fairly obscure
identity”.)

(2.11) can perhaps most strikingly be written [4, chap. 19]

O
( ∏

n≥1
n �≡0 (mod 4)

(1 − qn)8
)

= −8q.

Observe that

∏

n≥1
n �≡0 (mod 4)

(1 − qn)8 = 1 − 8q + 20q2 − 62q4 + 216q6 − 641q8

+1636q10 − 3778q12 + 8248q14 + · · · .

3 p = 3

Using Jacobi’s formula for the cube of Euler’s product, which follows from (1.4),
namely

E(q)3 =
∑

n≥0

(−1)n(2n + 1)q(n2+n)/2, (3.1)

we have the 3-dissection

E(q)3 =
∑

n≥0

(−1)n(2n + 1)q(n2+n)/2 (3.2)

= 1 − 3q + 5q3 − 7q6 + 9q10 − 11q15 + · · ·
= A(q3) − 3qE(q9)3.

So,
∑

n≥1

τ(n)qn = qE(q)24 (3.3)

= q
(
E(q)3

)8

= q
(
A(q3) − 3qE(q9)3

)8
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= q
(
A(q3)8 − 24q A(q3)7E(q9)3 + 252q2A(q3)6E(q9)6 − 1512q3A(q3)5E(q9)9

+ 5670q4A(q3)4E(q9)12 − 13608q5A(q3)3E(q9)15 + 20412q6A(q3)2E(q9)18

− 17496q7A(q3)E(q9)21 + 6561q8E(q9)24
)
.

If we extract those terms in which the power of q is a multiple of 3, and replace
q3 by q, we obtain

∑

n≥1

τ(3n)qn = 252q A(q)6E(q3)6 − 13608q2A(q)3E(q3)15 + 6561q3E(q3)24.

(3.4)
If we put q, ωq, ω2q for q in (3.2) and multiply the three results, we find

E(q)3E(ωq)3E(ω2q)3 = A(q3)3 − 27q3E(q9)9, (3.5)

or, (
E(q3)4

E(q9)

)3

= A(q3)3 − 27q3E(q9)9. (3.6)

If in (3.6) we replace q3 by q and rearrange, we obtain

A(q)3 = E(q)12

E(q3)3
+ 27qE(q3)9. (3.7)

If we substitute (3.7) into (3.4), we obtain

∑

n≥1

τ(3n)qn = 252qE(q3)6
(
E(q)12

E(q3)3
+ 27qE(q3)9

)2

(3.8)

− 13608q2E(q3)15
(
E(q)12

E(q3)3
+ 27qE(q3)9

)

+ 6561q3E(q3)24

= 252qE(q)24 − 311q3E(q3)24

= 252
∑

n≥1

τ(n)qn − 311
∑

n≥1

τ(n)q3n .

The term n = 1 in (3.8) gives

τ(3) = 252τ(1) = 252,
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so (3.8) becomes

∑

n≥0

τ(3n)qn = τ(3)
∑

n≥1

τ(n)qn − 311
∑

n≥1

τ(n)q3n,

as claimed.

Aside: It can be shown [4, chap. 21] that

A(q) = E(q)

(
1 + 6

∑

n≥0

(
q3n+1

1 − q3n+1
− q3n+2

1 − q3n+2

))

= E(q)

∞∑

m,n=−∞
qm2+mn+n2 .

4 p = 5

We have Euler’s pentagonal numbers theorem (this follows from (1.4))

E(q) = 1 − q − q2 + q5 + q7 − q12 − q15 + q22 + q26 − − + + · · · (4.1)

= E0 + E1 + E2

where Ei is the sum of those terms in E(q) in which the power of q is congruent to
i modulo 5. (i = 0, 1, 2.)

It is easy to prove that
E1 = −qE(q25) (4.2)

and, using Jacobi’s formula for the cube of Euler’s product (3.1),

(E0 + E1 + E2)
3 =

∏

n≥1

(1 − qn)3 =
∑

n≥0

(−1)n(2n + 1)q(n2+n)/2 (4.3)

that
E0E2 = −E2

1 . (4.4)

If we write

α = − E0

E1
and β = − E2

E1
(4.5)

then αβ = −1 and
E(q) = qE(q25) (α − 1 + β) . (4.6)
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We have

∑

n≥1

τ(n)qn = qE(q)24 (4.7)

= q25E(q25)24 (α − 1 + β)24

= q25E(q25)24
(
α24 − 24α23 + 252α22 − 1472α21 + 4830α20 − 6072α19

−16192α18 + 78936α17 − 82731α16 − 212520α15 + 649704α14

−73416α13 − 1977862α12 + 2034672α11 + 3487260α10

−7072408α9 − 3432198α8 + 15343944α7 + 134596α6

−25077360α5 + 6067446α4 + 33474936α3 − 12286968α2

−38228232α + 14903725 − 38228232β − 12286968β2 + 33474936β3

+6067446β4 − 25077360β5 + 134596β6 + 15343944β7 − 3432198β8

−7072408β9 + 3487260β10 + 2034672β11 − 1977862β12 − 73416β13

+649704β14 − 212520β15 − 82731β16 + 78936β17 − 16192β18

−6072β19 + 4830β20 − 1472β21 + 252β22 − 24β23 + β24
)
.

If we extract those terms in which the power of q is a multiple of 5, we obtain
∑

n≥1

τ(5n)q5n = q25E(q25)24
(
4830α20 − 212520α15 + 3487260α10 − 25077360α5

+14903725 − 25077360β5 + 3487260β10 − 212520β15 + 4830β20
)

. (4.8)

Miraculously, this can be written

∑

n≥1

τ(5n)q5n = q25E(q25)24
(
4830(α5 − 11 + β5)4 − 511

)
. (4.9)

If in (4.6) we replace q by q, ηq, η2q, η3q and η4q where η is a fifth root of unity
other than 1, and multiply the five results, we obtain

E(q)E(ηq)E(η2q)E(η3q)E(η4q) = q5E(q25)5(α5 − 11 + β5). (4.10)

or,

α5 − 11 + β5 = E(q5)6

q5E(q25)6
. (4.11)

If we substitute (4.11) into (4.9) we find

∑

n≥1

τ(5n)q5n = q25E(q25)24

(
4830

(
E(q5)6

q5E(q25)6

)4

− 511
)

= 4830q5E(q5)24 − 511q25E(q25)24. (4.12)
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If in (4.12) we replace q5 by q, we obtain

∑

n≥1

τ(5n)qn = 4830qE(q)24 − 511q5E(q5)24 (4.13)

= 4830
∑

n≥1

τ(n)qn − 511
∑

n≥1

τ(n)q5n .

The term n = 1 in (4.13) gives

τ(5) = 4830τ(1) = 4830,

so (4.13) becomes

∑

n≥1

τ(5n)qn = τ(5)
∑

n≥1

τ(n)qn − 511
∑

n≥1

τ(n)q5n,

as claimed.

Aside: It can be shown [4, chap. 8] that

α = r(q5)−1, β = −r(q5),

where

r(q) = q
1
5

1 + q

1 + q2

1 + q3

1 + . . .

= q
1
5

∏

n≥0

(1 − q5n+1)(1 − q5n+4)

(1 − q5n+2)(1 − q5n+3)
.

5 p = 7

We can write
E(q) = E0 + E1 + E2 + E5 (5.1)

where Ei is the sum of those terms in E(q) in which the power of q is congruent to
i modulo 7. (i = 0, 1, 2, 5.)

It is easy to show that
E2 = −q2E(q49). (5.2)
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If we write

α = − E0

E2
, β = − E1

E2
, γ = − E5

E2
, (5.3)

then
E(q) = q2E(q49)(α + β − 1 + γ ). (5.4)

Jacobi’s identity (3.1) yields
αβγ = −1, (5.5)

− α2 + αβ2 + γ = 0, (5.6)

α − β2 + βγ 2 = 0 (5.7)

and
α2γ + β − γ 2 = 0. (5.8)

We have

∑

n≥1

τ(n)qn = qE(q)24 (5.9)

= q49E(q49)24(α + β − 1 + γ )24.

We can expand the right side of (5.9) and extract those terms in which the power
of q is a multiple of 7. Thus, if H is the Huffing operator modulo 7, given by

H

(
∑

n

a(n)qn

)
=

∑

n

a(7n)q7n, (5.10)

and if we apply H to (5.9), we find

∑

n≥1

τ(7n)q7n = q49E(q49)24H
(
(α + β − 1 + γ )24

)
. (5.11)

Let

ζ = α + β − 1 + γ = E(q)

q2E(q49)
. (5.12)

Then (5.11) becomes

∑

n≥1

τ(7n)q7n = q49E(q49)24H(ζ 24). (5.13)

Now,
H(ζ 0) = H(1) = 1, (5.14)
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H(ζ ) = H(α + β − 1 + γ ) = −1, (5.15)

H(ζ 2) = H(α2 + 2αβ + (β2 − 2α) − 2β + 1 + 2αγ + 2βγ + 2γ + γ 2) = 1
(5.16)

and from Jacobi’s identity (3.1)

E(q)3 =
∑

n≥0

(−1)n(2n + 1)q(n2+n)/2 (5.17)

= A(q7) − 3qB(q7) + 5q3C(q7) − 7q6E(q49)3

it follows that
H(ζ 3) = −7. (5.18)

It can also be shown (see [3] or [4, chap. 7]) that

H(ζ 4) = −4T − 7, (5.19)

H(ζ 5) = 10T + 49 (5.20)

and
H(ζ 6) = 49 (5.21)

where

T = E(q7)4

q7E(q49)4
. (5.22)

It can then be shown that ζ satisfies the so-called modular equation

ζ 7 + 7ζ 6 + 21ζ 5 + 49ζ 4 + (7T + 147)ζ 3 + (35T + 343)ζ 2 + (49T + 343)ζ − T 2 = 0.

(5.23)

It follows that for i ≥ 0,

H(ζ i+7) + 7H(ζ i+6) + 21H(ζ i+5) + 49ζ i+4) + (7T + 147)H(ζ i+3) (5.24)

+(35T + 343)H(ζ i+2) + (49T + 343)H(ζ i+1) − T 2H(ζ i ) = 0.

Now write
ui = H(ζ i ). (5.25)

Then

u0 = 1, u1 = −1, u2 = 1, u3 = 7, u4 = −4T − 7, u5 = 10T + 49, u6 = 49
(5.26)

and for i ≥ 0,
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ui+7 + 7ui+6 + 21ui+5 + 49ui+4 + (7T + 147)ui+3 (5.27)

+(35T + 343)ui+2 + (49T + 343)ui+1 − T 2ui = 0.

If we write
U =

∑

i≥0

ui z
i (5.28)

it follows from (5.26) and (5.27) that

(1 + 7z + 21z2 + 49z3 + (7T + 147)z4 + (35T + 343)z5 + (49T + 343)z6 − T 2z7)U

= 1 + 6z + 15z2 + 28z3 + (3T + 63)z4 + (10T + 98)z5 + (7T + 49)z6 (5.29)

and so

U = 1 + 6z + 15z2 + 28z3 + (3T + 63)z4 + (10T + 98)z5 + (7T + 49)z6

1 + 7z + 21z2 + 49z3 + (7T + 147)z4 + (35T + 343T )z5 + (49T + 343T )z6 − T 2z7
.

(5.30)

If we expand the right side of (5.30) as a series, we find

u24 = −16744T 6 − 711. (5.31)

That is,

H(ζ 24) = −16744

(
E(q7)4

q7E(q49)4

)6

− 711. (5.32)

If we substitute (5.32) into (5.13), we find

∑

n≥1

τ(7n)q7n = q49E(q49)24

(
−16744

(
E(q7)4

q7E(q49)4

)6

− 711
)

= −16744q7E(q7)24 − 711q49E(q49)24. (5.33)

If in (5.33) we replace q7 by q, we obtain

∑

n≥1

τ(7n)qn = −16744qE(q)24 − 711q7E(q7)24 (5.34)

= −16744
∑

n≥1

τ(n)qn − 711
∑

n≥1

τ(n)q7n

The term n = 1 in (5.34) gives

τ(7) = −16744τ(1) = −16744,

so (5.33) becomes
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∑

n≥1

τ(7n)qn = τ(7)
∑

n≥1

τ(n)qn − 711
∑

n≥1

τ(n)q7n,

as claimed.

Aside: It can be shown [4, chap. 10], using the quintuple product identity, that

α = q−2
∏

n≥0

(1 − q49n+14)(1 − q49n+35)

(1 − q49n+7)(1 − q49n+42)
,

β = −q−1
∏

n≥0

(1 − q49n+21)(1 − q49n+28)

(1 − q49n+14)(1 − q49n+35)
,

γ = q3
∏

n≥0

(1 − q49n+7)(1 − q49n+42)

(1 − q49n+21)(1 − q49n+28)
.

6 p = 13

Define

ζ = E(q)

q7E(q169)
, T = E(q13)2

q13E(q169)2
. (6.1)

The following results may be proved in a fashion similar to the proofs of (5.15)–
(5.21), using the work of O’Brien [5], Part 1, Sections 1–3 and Bilgici and Ekin [1].
We omit the details.

H(ζ ) = 1, (6.2)

H(ζ 2) = −2T − 1, (6.3)

H(ζ 3) = 13, (6.4)

H(ζ 4) = 2T 2 − 13, (6.5)

H(ζ 5) = −20T 2 − 10 × 13T − 132, (6.6)

H(ζ 6) = 10T 3 − 132, (6.7)

H(ζ 7) = 98T 3 + 28 × 13T 2 − 133, (6.8)

H(ζ 8) = −70T 4 − 133, (6.9)

H(ζ 9) = −162T 4 + 108 × 13T 3 + 72 × 132T 2 (6.10)

+18 × 133T + 134,

H(ζ 10) = 238T 5 − 134, (6.11)

H(ζ 11) = −902T 5 − 1672 × 13T 4 − 792 × 132T 3 (6.12)

−198 × 133T 2 − 22 × 134T − 135,

H(ζ 12) = −418T 6 − 135. (6.13)
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For 0 ≤ i ≤ 12 let
ζi = ζ(ηi q) (6.14)

where η is a 13th root of unity other than 1.
Then

∑

i

ζi = 13, (6.15)

∑

i

ζ 2
i = −2 × 13T − 13, (6.16)

∑

i

ζ 3
i = 132, (6.17)

∑

i

ζ 4
i = 2 × 13T 2 − 132, (6.18)

∑

i

ζ 5
i = −20 × 13T 2 − 10 × 132T − 133, (6.19)

∑

i

ζ 6
i = 10 × 13T 3 − 133, (6.20)

∑

i

ζ 7
i = 98 × 13T 3 + 28 × 132T 2 − 134, (6.21)

∑

i

ζ 8
i = −70 × 13T 4 − 134, (6.22)

∑

i

ζ 9
i = −162 × 13T 4 + 108 × 132T 3

+ 72 × 133T 2 + 18 × 134T + 135, (6.23)

∑

i

ζ 10
i = 238 × 13T 5 − 135, (6.24)

∑

i

ζ 11
i = −902 × 13T 5 − 1672 × 132T 4

−792 × 133T 3 − 198 × 134T 2 − 22 × 135T − 136, (6.25)

∑

i

ζ 12
i = −418 × 13T 6 − 136. (6.26)

From these we obtain the symmetric functions,

σ1 =
∑

i

ζi = 13, (6.27)
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σ2 =
∑

i< j

ζiζ j = 13T + 7 × 13, (6.28)

σ3 =
∑

i< j<k

ζiζ jζk = 132T + 3 × 132, (6.29)

σ4 = 6 × 13T 2 + 7 × 132T + 15 × 132, (6.30)

σ5 = 74 × 13T 2 + 37 × 132T + 5 × 133, (6.31)

σ6 = 20 × 13T 3 + 38 × 132T 2 + 134T + 19 × 133, (6.32)

σ7 = 222 × 13T 3 + 184 × 132T 2

+51 × 133T + 5 × 134, (6.33)

σ8 = 38 × 13T 4 + 102 × 132T 3 + 56 × 133T 2

+135T + 15 × 134, (6.34)

σ9 = 346 × 13T 4 + 422 × 132T 3 + 184 × 133T 2

+37 × 134T + 3 × 135, (6.35)

σ10 = 36 × 13T 5 + 126 × 132T 4 + 102 × 133T 3

+38 × 134T 2 + 7 × 135T + 7 × 135, (6.36)

σ11 = 204 × 13T 5 + 346 × 132T 4 + 222 × 133T 3

+74 × 134T 2 + 136T + 136 (6.37)

σ12 = 11 × 13T 6 + 36 × 132T 5 + 38 × 133T 4

+20 × 134T 3 + 6 × 135T 2 + 136T + 136 (6.38)

and

σ13 =
∏

i

ζi = E(q13)14

q91E(q169)14
= T 7. (6.39)

It follows that the modular equation is

ζ 13 − 13ζ 12 + (13T + 7 × 13)ζ 11 − (132T + 3 × 132)ζ 10 + (6 × 13T 2 + 7 × 132T + 15 × 132)ζ 9

−(74 × 13T 2 + 37 × 132T + 5 × 133)ζ 8 + (20 × 13T 3 + 38 × 132T 2 + 134T + 19 × 133)ζ 7

−(222 × 13T 3 + 184 × 132T 2 + 51 × 133T + 5 × 134)ζ 6

+(38 × 13T 4 + 102 × 132T 3 + 56 × 133T 2 + 135T + 15 × 134)ζ 5

−(346 × 13T 4 + 422 × 132T 3 + 184 × 133T 2 + 37 × 134T + 3 × 135)ζ 4

+(36 × 13T 5 + 126 × 132T 4 + 102 × 133T 3 + 38 × 134T 2 + 7 × 135T + 7 × 135)ζ 3

−(204 × 13T 5 + 346 × 132T 4 + 222 × 133T 3 + 74 × 134T 2 + 136T + 136)ζ 2

+(11 × 13T 6 + 36 × 132T 5 + 38 × 133T 4 + 20 × 134T 3 + 6 × 135T 2 + 136T + 136)ζ − T 7 = 0.

(6.40)

If, as before, we let ui = H(ζ i ) and U =
∑

i≥0

ui z
i , then

U = N

D
(6.41)
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where

D = 1 − 13z + (13T + 7 × 13)z2 − (132T + 3 × 132)z3 + (6 × 13T 2 + 7 × 132T + 15 × 132)z4

−(74 × 13T 2 + 37 × 132T + 5 × 133)z5 + (20 × 13T 3 + 38 × 132T 2 + 134T + 19 × 133)z6

−(222 × 13T 3 + 184 × 132T 2 + 51 × 133T + 5 × 134)z7

+(38 × 13T 4 + 102 × 132T 3 + 56 × 133T 2 + 135T + 15 × 134)z8

−(346 × 13T 4 + 422 × 132T 3 + 184 × 133T 2 + 37 × 134T + 3 × 135)z9

+(36 × 13T 5 + 126 × 132T 4 + 102 × 133T 3 + 38 × 134T 2 + 7 × 135T + 7 × 135)z10

−(204 × 13T 5 + 346 × 132T 4 + 222 × 133T 3 + 74 × 134T 2 + 136T + 136)z11

+(11 × 13T 6 + 36 × 132T 5 + 38 × 133T 4 + 20 × 134T 3 + 6 × 135T 2 + 136T + 136)z12 − T 7z13

(6.42)

and

N = 1 − 12z + (11T + 77)z2 − (10 × 13T + 30 × 13)z3 + (54T 2 + 63 × 13T + 135 × 13)z4

−(592T 2 + 296 × 13T + 40 × 132)z5 + (140T 3 + 266 × 13T 2 + 7 × 133T + 133 × 132)z6

−(1332T 3 + 1104 × 13T 2 + 306 × 132T + 30 × 133)z7

+(190T 4 + 510 × 13T 3 + 280 × 132T 2 + 5 × 134T + 75 × 133)z8

−(1384T 4 + 1688 × 13T 3 + 736 × 132T 2 + 148 × 133T + 12 × 134)z9

+(108T 5 + 378 × 13T 4 + 306 × 132T 3 + 114 × 133T 2 + 21 × 134T + 21 × 134)z10

−(408T 5 + 692 × 13T 4 + 444 × 132T 3 + 148 × 133T 2 + 2 × 135T + 2 × 135)z11

+(11T 6 + 36 × 13T 5 + 38 × 132T 4 + 20 × 133T 3 + 6 × 134T 2 + 135T + 135)z12.

(6.43)

If we expand U to the power 24, we find that

H(ζ 24) = u24 = −577738T 12 − 1311. (6.44)

We then have

∑

n≥1

τ(n)qn = qE(q)24 (6.45)

= q169E(q169)24
(

E(q)

q7E(q169)

)24

= q169E(q169)24ζ 24,

∑

n≥1

τ(13n)q13n = q169E(q169)24H(ζ 24) (6.46)

= q169E(q169)24
(−577738T 12 − 1311

)

= q169E(q169)24

(
−577738

(
E(q13)2

q13E(q169)2

)12

− 1311
)
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= −577738q13E(q13)24 − 1311q169E(q169)24

and

∑

n≥1

τ(13n)qn = −577738qE(q)24 − 1311q13E(q13)24 (6.47)

= −577738
∑

n≥1

τ(n)qn − 1311
∑

n≥1

τ(n)q13n .

The term n = 1 gives

τ(13) = −577738τ(1) = −577738,

so (6.47) becomes

∑

n≥1

τ(13n)qn = τ(13)
∑

n≥1

τ(n)qn − 1311
∑

n≥1

τ(n)q13n, (6.48)

as claimed.

Aside: It can be shown, using the quintuple product identity, that

ζ = α + β + γ + δ + 1 + ε + θ

where

α = q−7
∏

n≥0

(1 − q169n+52)(1 − q169n+117)

(1 − q169n+26)(1 − q169n+143)

β = −q−6
∏

n≥0

(1 − q169n+78)(1 − q169n+91)

(1 − q169n+39)(1 − q169n+130)

γ = −q−5
∏

n≥0

(1 − q169n+26)(1 − q169n+143)

(1 − q169n+13)(1 − q169n+156)

δ = q−2
∏

n≥0

(1 − q169n+65)(1 − q169n+104)

(1 − q169n+52)(1 − q169n+117)

ε = q5
∏

n≥0

(1 − q169n+39)(1 − q169n+130)

(1 − q169n+65)(1 − q169n+104)

θ = q15
∏

n≥0

(1 − q169n+13)(1 − q169n+156)

(1 − q169n+78)(1 − q169n+91)
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1 Introduction

W. Kohnen [9] constructed certain cusp forms whose Fourier coefficients are special
values of certain shifted Dirichlet series. More precisely, he computed the adjoint of
the product map by a fixed cusp form with respect to the Petersson scalar product.
This result has been generalized by several authors to other automorphic forms (see
the list [1, 10, 11, 13, 15]).

Rankin [12] described all polynomials in the derivatives of modular forms with
values again in modular forms. Cohen [2], constructed certain bilinear operators
and obtained elliptic modular forms. Zagier [16] investigated algebraic properties of
these operators and called themRankin–Cohen brackets. The Rankin–Cohen bracket
is a generalization of the usual product (the 0-th Rankin–Cohen bracket being the
product). Recently, the work of Kohnen [9] has been generalized by Herrero [3],
where the author constructed cusp forms by computing the adjoint of the map con-
structed using Rankin–Cohen brackets by a fixed cusp form instead of the product.
Recently, the first author and B. Sahu extended this result to the case of Jacobi forms
[6] and Siegel modular forms of genus two [7]. The aim of this article is to extend the
work of Herrero [3] for elliptic modular forms (both integer and half integer weight)
with character and for any congruence subgroup to construct cusp forms. We apply
this result to get non-vanishing of special value of certain shifted Rankin–Selberg
convolution of modular forms. An asymptotic bound of the special values of these
shifted Rankin–Selberg convolution has been also obtained.

2 Preliminaries

In this section, we briefly recall some basic definitions and Rankin–Cohen brackets
on modular forms.

2.1 Modular forms

The full modular group SL2(Z) and congruence subgroup Γ0(N ), N ∈ N is defined
as follows;

SL2(Z) :=
{(

a b
c d

)
: a, b, c, d ∈ Z, ad − bc = 1

}
,

Γ0(N ) :=
{(

a b
c d

)
: a, b, c, d ∈ Z, ad − bc = 1, c ≡ 0 mod N

}
.

The group SL2(Z) acts on the complex upper half planeH = {z ∈ C : Im(z) >

0} by fractional linear transformation as follows;
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γ · z := az + b

cz + d
, γ =

(
a b
c d

)
∈ SL2(Z) and z ∈ H .

Let k ∈ Z and γ =
(a b

c d

)
∈ SL2(Z). Then for a holomorphic function f : H →

C define the slash operator as follows;

f |k γ (z) := (cz + d)−k f (γ · z). (1)

Unless otherwise stated we assume that Γ = Γ0(N ), for a fixed positive integer N .

Definition 2.1 A modular form of weight k ∈ Z on Γ for a character χ modulo N
is a complex-valued holomorphic function f on H satisfying;

f |k γ (z) = χ(d) f (z), for all γ =
(

a b
c d

)
∈ Γ,

and holomorphic at the cusps of Γ . Further if f also vanishes at the cusps of Γ ,
then f is called a cusp form.

Let Mk(Γ, χ) (respectively Sk(Γ, χ)) denote the space of modular forms (respec-
tively cusp forms) of integral weight k on Γ for character χ .
We define the Petersson scalar product on Sk(Γ, χ) as follows;

〈 f, g〉 =
∫

Γ \H
f (z)g(z) (I m(z))k d∗z, (2)

whereΓ \ H is a fundamental domain andd∗z = dxdy

y2
, (z = x + iy) is an invariant

measure under the action on Γ on H . For more details on the theory of modular
forms, we refer to [8].

2.2 Modular Forms of half-integral Weight

Let k ∈ Z, Γ = Γ0(N ) where N ∈ 4N. For γ =
(a b

c d

)
∈ Γ and a holomorphic

function f : H → C define the slash operator as follows;

f |̃k+ 1
2
γ (z) :=

( c

d

) (−4

d

)k+ 1
2

(cz + d)−k− 1
2 f (γ · z), (3)

where
( c

d

)
is the Kronecker symbol.
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Let Mk+ 1
2
(Γ, χ) denote the space of modular forms of weight k + 1

2 and character
χ modulo N for Γ , that is the space of all complex-valued holomorphic functions f
satisfying;

f |̃k+ 1
2
γ (z) = χ(d) f (z), for all γ =

(
a b
c d

)
∈ Γ

and holomorphic at the cusps of Γ . Further, if f vanishes at cusps of Γ , then f is
called a cusp form and we denote the space of all cusp forms of weight k + 1

2 and
character χ for Γ by Sk+ 1

2
(Γ, χ). If χ is the trivial character then we denote the

spaces by Mk(Γ ) and Sk(Γ ).
The Petersson scalar product on Sk+ 1

2
(Γ, χ) can be defined in similar way as in

(2). For more details on the theory of modular forms of half-integral weight, we refer
to [8] and [14].

Definition 2.2 Let n be a be a positive integer. The n-th Poincaré series of weight
k, where k ∈ Z or Z + 1

2 is defined by

Pk,n(z) :=
∑

γ∈Γ∞\Γ
e2π inz ||k γ, (4)

where Γ∞ :=
{
±

(1 t
01

)
: t ∈ Z

}
and ||k is the slash operator defined by (1) and (3)

for k ∈ Z and k ∈ Z + 1
2 , respectively. It is well known that Pk,n ∈ Sk(Γ ) for k > 2.

The Poincaré series Pk,n(z) is characterized by the following property:

Lemma 2.3 Let k ∈ Z or Z + 1
2 and f ∈ Sk(Γ ) with Fourier expansion f (z) =

∞∑
m=1

a(m)qm. Then

〈 f, Pk,n〉 = Γ (k − 1)

(4πn)k−1
a(n). (5)

The following lemmas tell about the growthof theFourier coefficients of amodular
form.

Lemma 2.4 [5] If f ∈ Mk(Γ, χ) with Fourier coefficients a(n), then

a(n) 	 |n|k−1+ε,

and moreover, if f is a cusp form, then

a(n) 	 |n| k
2 − 1

4+ε.

Lemma 2.5 [4] If f ∈ Mk+ 1
2
(Γ, χ) with Fourier coefficients a(n), then

a(n) 	 |n|k− 1
2 +ε,



Construction of Cusp Forms Using Rankin–Cohen Brackets 333

and moreover, if f ∈ Sk+ 1
2
(Γ, χ) is a cusp form, then

a(n) 	 |n| k
2 +ε.

2.3 Rankin–Cohen Brackets

Let k and l be real numbers and ν ≥ 0 be an integer. Let f and g be two complex-
valued holomorphic functions on H . Define the ν-th Rankin–Cohen bracket of f
and g by

[ f, g]ν :=
ν∑

r=0

Cr (k, l; ν)Dr f Dν−r g, (6)

where Dr f = 1

(2π i)r

dr f

dzr
and Cr (k, l; ν) = (−1)ν−r

(
ν

r

) Γ (k + ν)Γ (l + ν)

Γ (k + r)Γ (l + ν − r)
and Γ (x) is the usual Gamma function.

Remark 2.6 [2] It is easy to verify that

[ f |kγ, g|lγ ]ν = [ f, g]|k+l+2νγ, ∀γ ∈ Γ. (7)

Theorem 2.7 [2] Let ν ≥ 0 be an integer and f ∈ Mk(Γ, χ1) and g ∈ Ml(Γ, χ2).
Then [ f, g]ν ∈ Mk+l+2ν(Γ, χ1χ2χ),

whereχ =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1, i f both k, l ∈ Z,

ψk, i f k ∈ Z and l ∈ Z + 1
2 ,

ψ l , i f k ∈ Z + 1
2 and l ∈ Z,

ψk+l i f both k, l ∈ Z + 1
2 ,

(8)

Moreover, if ν > 0, then [ f, g]ν ∈ Sk+l+2ν(Γ, χ1χ2χ). In fact, [ , ]ν is a bilinear
map from Mk(Γ, χ1) × Ml(Γ, χ2) to Mk+l+2ν(Γ, χ1χ2χ). Here ψ is the character
defined by ψ(x) = (−4

x ).

3 Statement of the Theorem

Let k, l ∈ 1
2Z and ν ≥ 0 be an integer. Also assume that Γ = Γ0(N ), N ∈ 4N if

either of k or l is non-integer. For a fixed g ∈ Ml(Γ, χ2), we consider the map

Tg,ν : Sk(Γ ) → Sk+l+2ν(Γ, χ2),



334 A. K. Jha and A. Kumar

defined by Tg,ν( f ) = [ f, g]ν . Tg,ν is a C-linear map of finite dimensional Hilbert
spaces and therefore has an adjoint map T ∗

g,ν : Sk+l+2ν(Γ, χ2) → Sk(Γ ) such that

〈 f, Tg,ν(h)〉 = 〈T ∗
g,ν( f ), h〉, ∀ f ∈ Sk+l+2ν(Γ, χ2) and h ∈ Sk(Γ ).

Remark 3.1 In [3], Herrero computed the adjoint map for the case when k, l ∈
Z, Γ = SL2(Z) and χ2 is the trivial character. One can prove the similar result for
the case when Γ is a congruence subgroup of level N and χ2 is any character mod
N using the techniques used in proof of Theorem 3.2.

In view of remark 3.1, we are left with the case where at least one of k and l
is non-integer. From now on, k, l and ν denote non-negative integers. Consider the
following maps:

1. Tg,ν : Sk+ 1
2
(Γ ) → Sk+l+2ν+1(Γ, χ2χ), with g ∈ Ml+ 1

2
(Γ, χ2),

2. Tg,ν : Sk(Γ ) → Sk+l+2ν+ 1
2
(Γ, χ2χ), with g ∈ Ml+ 1

2
(Γ, χ2),

3. Tg,ν : Sk+ 1
2
(Γ ) → Sk+l+2ν+ 1

2
(Γ, χ2χ), with g ∈ Ml(Γ, χ2).

We exhibit explicitly the Fourier coefficients of T ∗
g,ν( f ) for f ∈ Sk+l+2ν+1(Γ, χ2χ)

in case (1) and by using the same method, we can find the analogous maps in case (2)
and (3) (see the remark 3.3). These involve special values of certain shifted Dirichlet
series of Rankin–Selberg type associated to f and g. We now state the main theorem.

Theorem 3.2 Let g(z) =
∞∑

m=0
b(m)qm ∈ Ml+ 1

2
(Γ, χ2). Suppose that either (a) g is

a cusp form and k > 2 or (b) g is not cusp form and l < k − 3
2 .

Then the image of any cusp form f (z) =
∞∑

m=1
a(m)qm ∈ Sk+l+2ν+1(Γ, χ2χ) under

T ∗
g,ν is given by

T ∗
g,ν( f )(z) =

∞∑
n=1

c(n)qn ∈ Sk+ 1
2
(Γ ),

where
c(n) = β(k, l, ν; n)L f,g,ν,n(γ ), (9)

γ = k + l + 2ν, β(k, l, ν; n) = Γ (k + l + 2ν) nk− 1
2

Γ (k − 1
2 )(4π)l+2ν+ 1

2

,

and L f,g,ν,n is the shifted, twisted Rankin–Selberg convolution of f and g, defined
by

L f,g,ν,n(s) =
∞∑

m=1

a(n + m)b(m) α(k, l, ν, m, n)

(n + m)s
, s ∈ C (10)
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with

α(k, l, ν, n, m) =
ν∑

r=0

(−1)ν−r

(
ν

r

)
Γ (k + ν)Γ (l + ν)

Γ (k + r)Γ (l + ν − r)
nr mν−r .

Remark 3.3 We have the similar results for the map in case (2) with

γ = k + l + 2ν − 1

2
, and β(k, l, ν; n) = Γ (k + l + 2ν − 1

2 ) nk−1

Γ (k − 1) (4π)l+2ν+ 1
2

,

and for the map in case (3) with

γ = k + l + 2ν − 1

2
, and β(k, l, ν; n) = Γ (k + l + 2ν − 1

2 ) nk− 1
2

Γ (k − 1
2 ) (4π)l+2ν

,

with the assumption that either (a) g is a cusp form and k > 3 or (b) g is not cusp
form and l < k − 2.

4 Applications

4.1 An asymptotic bound for twisted and shifted
Rankin–Selberg convolution

The Dirichlet series L f,g,ν,n(s) defined in (10) is absolutely convergent for Re(s) >
k
2 + l + ν − 1

4 by Lemma 2.4 and Lemma 2.5 and has meromorphic continuation to
C. For ν = 0, this is similar to the Dirichlet series which appeared in [9].

Let g ∈ Ml+ 1
2
(Γ, χ2) and f (z) ∈ Sk+l+2ν+ 1

2
(Γ, χ2χ) and consider the case (2).

By Theorem 3.2 and remark 3.3, we have

L f,g,ν,n(k + l + 2ν − 1

2
) = c(n)

β(k, l, ν; n)
,

where c(n) is the n-th Fourier coefficient of a cusp form ofweight k. By using Lemma
2.4, a straightforward calculation gives,

L f,g,ν,n(k + l + 2ν − 1

2
) 	 n− k

2 + 3
4 .

Note that the asymptotic bound of special values of L−functions in other cases can
be obtained in the similar way.
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4.2 Non-vanishing of special values of certain
Dirichlet series

Consider the linear map T ∗
g,ν ◦ Tg,ν on Sk(Γ ) with g(z) ∈ Ml(Γ, χ2). If λ is a

eigenvalue of T ∗
g,ν ◦ Tg,ν , then λ � 0. Suppose that Sk(Γ ) is one dimensional space

generated by f (z) = ∑
m a(n)qn . Then T ∗

g,ν ◦ Tg,ν(h) = λ f , for all h ∈ Sk(Γ ).
In particular, T ∗

g,ν ◦ Tg,ν( f ) = λ f with λ � 0 and if we write T ∗
g,ν ◦ Tg,ν( f ) =∑

n c(n)qn then

c(n) = Γ (k + l + 2ν − 1)

Γ (k − 1)

nk− 1
2

(4π)l+2ν

∞∑
m=1

aTg,ν ( f )(n + m)b(m) α(k, l, ν, n, m)

(n + m)k+l+2ν−1
,

where aTg,ν ( f )(n) is the n-th Fourier coefficient of Tg,ν( f ) = [ f, g]ν . If a(m0) is the
first non-zero Fourier coefficient of f then by comparing the Fourier coefficients in
T ∗

g,ν ◦ Tg,ν( f ) = λ f , we have

λ = Γ (k + l + 2ν − 1)

a(m0)Γ (k − 1)

m
k− 1

2
0

(4π)l+2ν

∞∑
m=1

aTg,ν ( f )(m0 + m)b(m) α(k, l, ν, m0, m)

(m0 + m)k+l+2ν−1
� 0.

In particular, if we take l = 0, k = 6 and ν = 0 with g(z) = θ(z) = ∑
n

qn2
and

the unique newform Δ4,6(z) = ∑
n τ4,6(n)qn ∈ S6(Γ0(4)), in case (2) then m0 =

1, α(k, l, ν, m0, m) = 1, and

λ = Γ ( 112 )

Γ (5)2
√

π

∞∑
m=1

aTθ,0(Δ4,6)(m + 1)b(m)

(m + 1)
11
2

> 0,

or equivalently
∞∑

m=1

aTθ,0(Δ4,6)(m + 1)b(m)

(m + 1)
11
2

> 0. (11)

Now aTθ,0(Δ4,6)(m + 1) is the (m + 1)-th Fourier coefficient of θ(z)Δ4,6(z) and equals

to
m+1∑
r=1

b(r)τ4,6(m + 1 − r). Putting the value of aTθ,0(Δ4,6)(m + 1) in (11), we have

∞∑
m=1

(
m+1∑
r=1

b(r)τ4,6(m + 1 − r)

)
b(m)

(m + 1)
11
2

> 0,



Construction of Cusp Forms Using Rankin–Cohen Brackets 337

or equivalently

∞∑
m=1

( ∑
r≤√

m2+1

τ4,6(m2 + 1 − r2)

)

(m2 + 1)
11
2

> 0.

5 Proof of the Theorem 3.2

We need the following lemma to proof the main theorem.

Lemma 5.1 Using the same notation in Theorem 3.2, we have

∑
γ∈Γ∞\Γ

∫
Γ \H

| f (z) [e2π inz |k γ, g]ν (I m(z))k+l+2ν+1 | d∗z

converges.

Proof. The proof is similar to Lemma 1 in [3].

Now we give a proof of Theorem 3.2. Put

T ∗
g,ν( f )(z) =

∞∑
n=1

c(n)qn .

We consider the n-th Poincaré series of weight k + 1
2 as given in (4). Then using the

Lemma 2.3, we have

〈T ∗
g,ν f, Pk+ 1

2 ,n〉 = Γ (k − 1
2 )

(4πn)k− 1
2

c(n).

On the other hand, by definition of the adjoint map we have

〈T ∗
g,ν f, Pk+ 1

2 ,n〉 = 〈 f, Tg,ν(Pk+ 1
2 ,n)〉 = 〈 f, [Pk+ 1

2 ,n, g]ν〉.

Hence we get

c(n) = (4πn)k− 1
2

Γ (k − 1
2 )

〈 f, [Pk+ 1
2 ,n, g]ν〉. (12)

By definition,
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〈 f, [Pk+ 1
2 ,n, g]ν〉 =

∫
Γ \H

f (z) [Pk+ 1
2 ,n, g]ν(z) (I m(z))k+l+2ν+1 d∗z

=
∫

Γ \H
f (z) [

∑
γ∈Γ∞\Γ

e2π inz |̃k+ 1
2
γ, g]ν(z) (I m(z))k+l+2ν+ 1 d∗z

=
∫

Γ \H

∑
γ∈Γ∞\Γ

f (z) [e2π inz |̃k+ 1
2
γ, g]ν(z) (I m(z))k+l+2ν+1 d∗z.

By Lemma 5.1, we can interchange the sum and integration in last expression. Hence
we get,

〈 f, [Pk+ 1
2 ,n, g]ν〉 =

∑
γ∈Γ∞\Γ

∫
Γ \H

f (z) [e2π inz |̃k+ 1
2
γ, g]ν(z) (I m(z))k+l+2ν+1 d∗z.

Since g ∈ Ml+ 1
2
(Γ, χ2), g|̃l+ 1

2
γ = χ2(d)g(z), for everyγ =

(a b
c d

)
∈ Γ . Therefore

〈 f, [Pk+ 1
2 ,n, g]ν〉

=
∑

γ=
(a b

c d

)
∈Γ∞\Γ

∫
Γ \H

f (z) [e2π inz |̃k+ 1
2
γ,

1

χ2(d)
g|̃l+ 1

2
γ ]ν(z) (I m(z))k+l+2ν+1 d∗z

=
∑

γ=
(a b

c d

)
∈Γ∞\Γ

(
(−4

d )k+l+1

χ2(d)

) ∫
Γ \H

f (z) [e2π inz |k+ 1
2

γ, g |l+ 1
2

γ ]ν(z)(I m(z))k+l+2ν+1 d∗z.

Using the change of variable z to γ −1 · z in each integral, 〈 f, [Pk+ 1
2 ,n, g]ν〉 equals

∑

γ=
(

a b
c d

)
∈Γ∞\Γ

(
(−4

d )k+l+1

χ2(d)

) ∫
Γ \H

f (γ −1 · z) [e2π inz |k+ 1
2

γ, g |l+ 1
2

γ ]ν(γ −1 · z)

×(I m(γ −1 · z))k+l+2ν+1d∗(γ −1 · z).

Since f ∈ Sk+l+2ν+1(Γ, χ2χ), f (γ −1 · z) = χ2(a)χ(a)(−cz + a)k+l+2ν+1 f (z), for

every γ =
(a b

c d

)
∈ Γ , and hence
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〈 f, [Pk+ 1
2 ,n, g]ν〉 =

∑

γ=
(a b

c d

)
∈Γ∞\Γ

(
(−4

d )k+l+1

χ2(d)

) ∫
Γ \H

χ2(a)χ(a)(−cz + a)k+l+2ν+1 f (z) ×

(−cz + a)k+l+2ν+1([e2π inz |k+ 1
2
γ, g |l+ 1

2
γ ]ν |k+l+2ν+1 γ −1)(z)

(
I m(z)

| − cz + a|2
)k+l+2ν+1

d∗z.

Now using (7), we get

〈 f, [Pk+ 1
2 ,n, g]ν〉

=
∑

γ=
(a b

c d

)
∈Γ∞\Γ

(
( −4

d )k+l+1

χ2(d)

)
χ2(a)χ(a)

∫
γ ·Γ \H

f (z) [e2π inz, g]ν (I m(z))k+l+2ν+1 d∗z

=
∑

γ=
(a b

c d

)
∈Γ∞\Γ

(
( −4

d )k+l+1

χ2(d)

)
χ2(a)

(−4

a

)k+l+1 ∫
γ ·Γ \H

f (z)[e2π inz, g]ν (I m(z))k+l+2ν+1d∗z.

The quantity appearing before integral is equals to 1, for all
(a b

c d

)
∈ Γ∞ \ Γ , hence

we get

〈 f, [Pk+ 1
2 ,n, g]ν〉 =

∑
γ∈Γ∞\Γ

∫
γ ·Γ \H

f (z) [e2π inz, g]ν (I m(z))k+l+2ν+1 d∗z.

Now using Rankin unfolding argument, we have

〈 f, [Pk+ 1
2 ,n, g]ν〉 =

∫
Γ∞\H

f (z) [e2π inz, g]ν (I m(z))k+l+2ν+1 d∗z (13)

=
∫

Γ∞\H
f (z)

ν∑
r=0

Cr (k, l; ν) Dr (e2π inz)Dν−r (g) (I m(z))k+l+2ν+1 d∗z

Now replacing f and g by their Fourier series expansions in (13), 〈 f, [Pk+ 1
2 ,n, g]ν〉

equals

ν∑
r=0

Cr (k, l; ν)

∫
Γ∞\H

(∑
s

a(s)e2π isz

)
nr e2π inzmν−r

(∑
m

b(m) e2π imz

)
(I m(z))k+l+2ν+1d∗z

=
∫

Γ∞\H

∑
s

∑
m

α(k, l, ν, n, m)a(s)b(m) e2π isz e2π inz e2π imz (I m(z))k+l+2ν+1 d∗z
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=
∑

s

∑
m

α(k, l, ν, n, m)a(s)b(m)

∫
Γ∞\H

e2π isz e2π inz e2π imz (I m(z))k+l+2ν+1 d∗z.

A fundamental domain for the action of Γ∞ on H is given by [0, 1] × [0,∞).
Integrating on this region after substituting z = x + iy,

〈 f, [Pk+ 1
2 ,n, g]ν〉

=
∑

s

∑
m

α(k, l, ν, n, m)a(s)b(m)

∫ 1

0

∫ ∞

0
e2π i(s−n−m)x e−2π(s+n+m)y yk+l+2ν−1dxdy

=
∑

m

α(k, l, ν, n, m)a(n + m)b(m)

∫ ∞

0
e−4π(n+m)y yk+l+2ν−1dy

= Γ (k + l + 2ν)

(4π)k+l+2ν

∑
m

a(n + m)b(m)α(k, l, ν, n, m)

(n + m)k+l+2ν .

Substituting the above value of 〈 f, [Pk+ 1
2 ,n, g]ν〉 in (12), we get the required expression for

c(n) given in Theorem 3.2.
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Abstract Corteel, Lovejoy, and Mallet concluded their paper “An extension to
overpartitions of the Rogers–Ramanujan identities for even moduli” with an open
question of investigating the combinatorial properties of a q-series with two addi-
tional parameters. We settle their question, unfortunately in the negative, by showing
that the series yields only the known results in overpartitions. However, when one
annihilates one of the parameters, the resulting series have nice integer partitions
interpretations. Those series appeared in another publication as well. In particular,
Corteel, Lovejoy, and Mallet’s series involve an index d. This index unifies two
classes of overpartition identities for d = 1 and d = 2, but does not give additional
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1 Introduction

Andrews’ H and J functions [3] are not only a framework for many results hitherto
known, but also a source of inspiration for a wave of results after it.

Hk,a(y; x; q) =
∑

n≥0

xknqkn2+n−an yn(1 − xaq2na)(yxqn+1)∞(1/y)n
(q)n(xqn)∞

(1.1)

Jk,a(y; x; q) =Hk,a(y; xq; q) − yxqHk,a−1(y; xq; q) (1.2)

Above and elsewhere, we employ the standard q-series notation [10]

(a)n =(a; q)n =
n∏

j=1

(1 − aq j−1),

(a)∞ =(a; q)∞ = lim
n→∞(a)n,

(a1, a2, . . . , as)n =(a1, a2, . . . , as; q)n =
s∏

j=1

(a j )n.

a, a1, . . . , as are called parameters, andq is called the base. If the base is not specified,
it is understood to be q. |q| < 1 is enough for absolute convergence of the infinite
products. |x | < 1/|q| in addition is required for absolute convergence of (1.1) and
(1.2). In this note, however, one does not need to worry about convergence.

The series (1.1) and (1.2) satisfy a number of functional equations. They admit
application of Jacobi’s triple product identity [10, eq. (1.6.1)] under various substi-
tutions. This yields integer partition identities. Some examples are stated below.

Definition 1.1. A partition of a nonnegative integer n is a nonincreasing sum of
positive integers

n = λ1 + λ2 + · · · + λm

where λ1 ≥ λ2 ≥ · · · ≥ λm > 0. The number of parts m is also known as the length
of the partition.

Alternatively, one can write

n = 1 f1 + 2 f2 + 3 f3 + · · ·
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for the same partition, where fi denotes the number of occurrences, or the frequency,
of i among λ1, λ2, …, λm .

Obviously, only finitely many of the fi can be nonzero. For example, the nonincreas-
ing sum

5 + 5 + 3 + 3 + 2 + 1 + 1

is a partition of 20, where

f1 = 2, f2 = 1, f3 = 2, f4 = 0, f5 = 2, and fi = 0 for i ≥ 6.

Theorem 1.1 (Rogers–Ramanujan identities [12, 16, 17]). Given a nonnegative
integer n, the number of partitions of n where fi + fi+1 < 2 equals the number of
partitions of n where f5 j = f5 j±2 = 0.

The number of partitions of n where fi + fi+1 < 2 and f1 = 0 equals the number
of partitions of n where f5 j = f5 j±1 = 0.

The conventional way to express the first Rogers–Ramanujan identity is that the
number of partitions of n into distinct and nonconsecutive parts equals the number
of partitions of n into parts that are 1 or 4 modulo 5. Notice that the condition
fi + fi+1 < 2 stipulates that the parts cannot repeat, and i and i + 1 cannot appear
together. Also, the condition f5 j = f5 j±2 = 0 amounts to disallowing parts that are
0, 2, or 3 modulo 5, so that only those 1 or 4 modulo 5 can be used.

We stick to the frequency notation so that all results in this paper can be written
in a unified and succinct manner [3, Ch. 7].

The specialization here is

J2,2(0; x; q) and J2,1(0; x; q),

respectively. These series appeared in [18] previously.

Theorem 1.2 (Rogers–Ramanujan–Gordon identities [11]). Given a nonneg-
ative integer n, and integers k and a such that k ≥ 2, 1 ≤ a ≤ k, the number of
partitions of n where fi + fi+1 < k and f1 < a equals the number of partitions of
n where f(2k+1) j = f(2k+1) j±a = 0.

Andrews’ proof of Gordon’s theorem [1] uses

Jk,a(0, x; q).

Of course, an immediate open problem after Gordon’s theoremwas the possibility
of an even moduli extension (instead of (2k + 1)). This problem is partially solved
by Andrews [2], who found a modulo (4k + 2) analog. A full solution was given by
Bressoud [5].
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Theorem 1.3 (Bressoud’s theorem). Suppose n is a nonnegative integer, k and a
are integers such that k ≥ 2, 1 ≤ a < k. Let A(n) be the number of partitions of n
where f2k = f2k±a = 0, let B(n) be the number of partitions of n where fi + fi+1 <

k, f1 < a, and if fi + fi+1 = k − 1, then i fi + (i + 1) fi+1 ≡ a − 1 (mod 2). Then
A(n) = B(n).

The proof of Bressoud’s theorem [5] uses

(−xq)∞ Jk−1
2 , a2

(0; x2; q2).

Later, Corteel and Lovejoy introduced overpartitions [8].

Definition 1.2. An overpartition of a nonnegative integer n is a partition of n in
which the first occurrence of each part may be overlined. One can write

n = 1 f1 + 1 f1 + 2 f2 + 2 f2 + 3 f3 + 3 f3 + · · ·

where fi denotes the number of occurrences, or the frequency, of i (nonoverlined),
and fi denotes that of i (overlined).

Again, only finitely many of fi or fi s can be nonzero. In addition, fi ’s may be 0 or
1 only. For example,

8 + 8 + 7 + 7 + 5 + 5 + 4 + 3 + 3 + 2 + 1 + 1 (1.3)

is an overpartition of 54 where

f1 = 1, f1 = 1, f2 = 0, f2 = 1, f3 = 2, f3 = 0, f4 = 0, f4 = 1,

f5 = 2, f5 = 0, f6 = 0, f6 = 0, f7 = 2, f7 = 0, f8 = 2, f8 = 0,

and fi = fi = 0 for i ≥ 9.

Lovejoy gave an overpartition analog of Gordon’s theorem for overpartitions in
two cases [14]. His proof used

Jk,k(−1; x; q) and Jk,1(−1/q; x; q).

In fact, Lovejoy considered Jk,a(y; x; q) but only the two cases above admitted
(single) infinite product representations. Chen, Sang, and Shi obtained the general
theorem [6].

Theorem 1.4 (Gordon’s theorem for overpartitions). Suppose n is a nonnegative
integer, and k and a are integers such that k ≥ 2, and 1 ≤ a ≤ k.

Let Dk,a(n) be the number of overpartitions of n where fi + fi + fi+1 < k and
f1 < a.
For 1 ≤ a < k, let Ck,i (n) be the number of overpartitions of n where f2k j =

f2k j±a = 0.
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Let Ck,k(n) be the number of overpartitions of n where fk j = fk j = 0.
Then, Ck,a(n) = Dk,a(n).

It should be noted that the a = k case in Theorem 1.4 is different from Lovejoy’s
a = k case [14]. Chen, Sang and Shi’s proof used

Hk,a(−1/q; q; q),

instead of the specializations of J -function.
Corteel, Lovejoy, and Mallet extended Bressoud’s theorem to overpartitions in

one case [9]. They utilized the following statistic.

Definition 1.3. Given an overpartition and an arbitrary positive integer i that need
not occur in the overpartition,

V (i) =
i∑

j=1

f j .

In other words, V (i) is the number of overlined parts that are less than or equal to i .

For instance, the overpartition (1.3) has

V (1) = 1, V (2) = 2, V (3) = 2, and V (i) = 3, for i ≥ 4.

Again, Chen, Sang, and Shi proved the remaining cases [7].

Theorem 1.5 (Bressoud’s theorem for overpartitions). Suppose n is a nonnega-
tive integer, and k and a are integers such that k ≥ 2, and 1 ≤ a ≤ k.

Let Dk,a(n) be the number of overpartitions of n where fi + fi + fi+1 < k,
f1 < a, and if fi + fi + fi+1 = k − 1, then i fi + i fi + (i + 1) fi+1 ≡ V (i) + a − 1
(mod 2).

Let Ck,a(n) be the number of overpartitions of n where f(2k−1) j = f(2k−1) j±a = 0.
Then, Ck,a(n) = Dk,a(n).

Corteel, Lovejoy, and Mallet introduced the following variant of the H and J
functions.

H̃k,a(y; x; q)

=
∑

n≥0

(−y)nqkn2−n(n−1)/2+n−anx (k−1)n(1 − xaq2na)(−x,−1/y)n(−yxqn+1)∞
(q2; q2)n(xqn)∞

J̃k,a(y; x, q) = H̃k,a(y; xq; q) + yxq H̃k,a−1(y; xq; q)

Corteel, Lovejoy, and Mallet’s result uses

J̃k,1(1/q; x; q),
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whereas Chen, Sang, and Shi use

H̃k,a(1/q; xq; q).

in the proofs. For y = 0 instead of y = 1/q, Theorem 1.5 reduces to Theorem 1.3.
Corteel, Lovejoy, and Mallet concluded their paper with the open question of the

combinatorial merit of the Jk,a,d(y; x, q) series defined below.

Hk,a,d(y; x; q)

=
∑

n≥0

(−y)nqkn2+n−an−(d−1)n(n−1)/2xk−d+1(1 − xaq2na)

× (−1/y)n(−yxqn+1)∞(xd; qd)n

(qd; qd)n(x)∞
, (1.4)

Jk,a,d(y; x; q) =Hk,a,d(y; xq; q) + yxqHk,a−1,d(y; xq; q). (1.5)

All of the above-listed results have the same formal verification method in their
proofs. One starts with the multiplicity conditions imposed on the partitions. The
functional equations along with the initial conditions their generating functions sat-
isfy are found. Of course, these functional equations and initial conditions must
uniquely determine the generating functions, hence the partition or overpartition
enumerants.

Then, one verifies that a particular specialization or twist of (1.1) or (1.2) satisfies
the same functional equations and the same initial conditions. Therefore, one argues,
the series at handmust be thegenerating function. Finally, one renders all variables but
q ineffective (by substituting a power of q, 0, or 1) and applies Jacobi’s triple product
identity. This yields the congruence condition on the partitions or overpartitions, and
hence completes the proof.

Now we turn to the discussion of the case d ≥ 3 for (1.5). For many well-known
classes of (over)partitions, it is easy to derive the recursions satisfied by their gen-
erating functions. Conversely, given a set of generating functions along with the
recursions they satisfy, one can conceive of naïvely reversing this procedure to
guess the (over)partitions counted by the generating functions. Such a process is
carried out implicitly in many problems, for instance, in some well-known proofs
of Rogers–Ramanujan, Gordon–Andrews, Göllnitz-Gordon–Andrews, Andrews–
Bressoud identities, etc. We explore such a reverse engineering procedure to guess
what partitions might be counted by the series Jk,a,d(y; x, q). Unfortunately, our
naïve explorations for the case k = 5, d = 3 suggest that these series may not have
easily deducible combinatorial interpretations. We discuss our findings in Section 4
below. We first explain our procedure by applying it to the well-known example of
Rogers–Ramanujan recursion, then we build a formal framework to go beyond. Our
results for the specific case k = 5, d = 3 are explained in Section 4.4.
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The paper is organized as follows. In Section 2, we state and prove themain result,
and indicate some implications. Although our proofs are formal verifications as well,
we demonstrate how to construct those series in section 3. Thus, the proofs may be
made into constructive proofs. We also display the constructed generating functions
when we alter the characterization of classes of overpartitions slightly. In Section 4,
we turn to a concrete exploration done in the case k = 5, d = 3. We conclude with
some further exploration topics in section 5.

2 Main results

In this section, we indicate that the answer to Corteel, Lovejoy, and Mallet’s ques-
tion is most likely negative for overpartitions. The answer is affirmative for regular
partitions, when the parameter y is set to zero [13]. We need another overpartition
statistic [13] before we proceed.

Definition 2.1. Given an overpartition and an arbitrary positive integer i that need
not occur in the overpartition,

ρ(i) =
i∑

j=1

(−1) j f j .

In other words, ρ(i) is the signed sum of number of occurrences of overlined parts
that are less than or equal to i .

For instance, the overpartition (1.3) has

ρ(1) = −1, ρ(2) = 0, ρ(3) = 0, and ρ(i) = 1, for i ≥ 4.

We will place the series defined by (1.4) in the following class of series.

Hs
k,a,d(y; x; q) = (xd; qd)∞

(x; q)∞

×
∑

n≥0

(−1)nxn(k+1−d)q(2k+1−d)n(n−1)/2+(k+1)n−an

× yn(−1/y; q)n(−yxqn+1; q)∞
(qd; qd)n(xdqnd; qd)∞

×q−sn

[
qdn x

d−s − xd

1 − xd
+ 1 − xd−s

1 − xd

]

−(−1)nxn(k+1−d)+aq(2k+1−d)n(n−1)/2+(k+1)n+a(n+1)
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× yn(−1/y; q)n(−yxqn+1; q)∞
(qd; qd)n(xdqnd; qd)∞

×qsn

[
q−dn 1 − xs

1 − xd
+ xs − xd

1 − xd

]

Hd
k,a,d(y; x; q) = H 0

k,a,d(y; x; q) is (1.4).

Theorem 2.1. Suppose m, n, and r are nonnegative integers, and k, a, d, and s are
integers such that

k ≥ 2, 1 ≤ a ≤ k, 1 ≤ d ≤ k, 0 ≤ s ≤ d − 1.

Let db
s
k,a(m, n, r) be the number of overpartitions of n into m parts, r of which are

overlined, such that

fi + fi+1 + fi+1 < k, f1 < a,

f1 = 0, i.e., 1 cannot be overlined,

if fi + fi+1 + fi+1 = k − δ for δ = 1, 2 . . . , d − 1,

then a + s − 1 − fodd(i) − χe(i + 1) + ρ(i + 1) ≡ 0, 1, . . . , δ − 1 (mod d).

Here, odd(i) = i if i is odd, odd(i) = i + 1 if i is even; and χe(i + 1) is 1 if (i + 1)
is even and fi+1 = 1, χe(i + 1) is 0 otherwise. Then,

Hs
k,a,d(y; xq; q) =

∑

m,n,r≥0

db
s
k,a(m, n, r)xmqn yr

for d = 1 or d = 2.

This theorem is a one-parameter extension of Corollary 12 in [13] up to a substi-
tution. The formal verification proofs are more or less the same, but we include the
proof here for the sake of completeness.

Proof. Let

dB
s
k,a(y; x; q) =

∑

m,n,r≥0

db
s
k,a(m, n, r)xmqn yr .

First, we argue that

dB
s
k,a(y; x; q) − dB

s+1
k,a−1(y; x; q)

= xa−1qa−1
dB

0
k,k−s−a+1(y; xq; q) + yxaqa+1

dB
0
k,k−s−a(y; xq; q), (2.1)

dB
s
k,0(y; x; q) = 0, (2.2)

dB
s
k,a(y; 0; q) = 1. (2.3)
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Notice that the functional equation (2.1) and the initial conditions (2.2) and (2.3)
are equivalent to the following recurrence and initial values.

db
s
k,a(m, n, r) = db

s+1
k,a−1(m, n, r)

+ db
0
k,k−s−a+1(m − a + 1, n − a + 1, r)

+ db
0
k,k−s−a(m − a, n − a − 1, r − 1), (2.4)

db
s
k,0(m, n, r) = 0, (2.5)

db
s
k,a(0, n, r) =

{
1 if n = r = 0,

0 otherwise.
(2.6)

It is easy to see that (2.4)–(2.6) uniquely determine db
s
k,a(m, n, r) because each

application of (2.4) decreases one or more parameters. (2.5) and (2.6) are a complete
collection of initial conditions. Therefore (2.1), (2.2), and (2.3), uniquely determine
dB

s
k,a(y; x; q).
It appears at first that we also need

db
s
k,a(m, n, r) = 0 if m, n, or r < 0.

Wewill momentarily show that the indices cannot go negative. So, the last condition
is not essential although it is clearly true.

The initial condition (2.5) is for the fact that there are no overpartitions with
f1 < 0. No part can appear a negative number of times. The initial condition (2.6)
captures the empty overpartition of zero, which is the only overpartition with no
parts.

For the recurrence (2.4), we consider the following collections of overpartitions.
T = the collection of overpartitions enumerated by db

s
k,a(m, n, r), i.e., the over-

partition of n into m parts, r of which are overlined, such that f1 < a, f1 = 0,
fi + fi+1 + fi+1 < k,
and if fi + fi+1 + fi+1 = k − δ for δ = 1, 2, . . . , d − 1,
then a + s − 1 − fodd(i) − χe(i + 1) + ρ(i + 1) ≡ 0, 1, . . . , δ − 1 (mod d).

U = the overpartitions in T in which f1 < a − 1,
V = the overpartitions in T in which f1 = a − 1 and f2 = 0,
W = the overpartitions in T in which f1 = a − 1 and f2 = 1.
It is immediate that T is the disjoint union ofU , V , andW . Because the condi-

tions f1 < a − 1; f1 = a − 1 and f2 = 0; and f1 = a − 1 and f2 = 1 are mutually
exclusive and complementary.

U is enumerated by db
s+1
k,a−1(m, n, r), because f1 < a − 1 and if fi + fi+1 +

fi+1 = k − δ for δ = 1, 2, . . . , d − 1, then (a − 1) + (s + 1) − 1 − fodd(i) −
χe(i + 1) + ρ(i + 1) ≡ 0, 1, . . . , δ − 1 (mod d), which is equivalent to a + s −
1 − fodd(i) − χe(i + 1) + ρ(i + 1) ≡ 0, 1, . . . , δ − 1 (mod d).
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Next, we will show that the overpartitions in V are in one-to-one correspon-

dence with the overpartitions counted by db
0
k,k−s−a+1(m − a + 1, n − a + 1, r). In

the course, we will argue that the indices cannot go negative.
If we delete the (a − 1) 1’s and subtract 1 from the remaining parts, nonoverlined

and overlined alike, then the parts change parity. The number of parts decreases by
(a − 1), and becomes (m − a + 1). At the beginning, necessarily, m ≥ a − 1 and
n ≥ a − 1, so that m − a + 1 ≥ 0 and n − a + 1 ≥ 0 after the transformation.

We know that f1 = a − 1 and f2 = 0, so a − 1 + f2 < k and ρ(2) = 0. More-
over, if a − 1 + f2 = k − δ for δ = 1, 2, . . . , d − 1, then a + s − 1 − (a − 1) +
0 ≡ 0, 1, . . . , δ − 1 (mod d), or simply s ≡ 0, 1, . . . , δ − 1 (mod d). Taking 0 ≤
s ≤ d and 1 ≤ δ ≤ d into consideration, the last congruence asserts s < δ. This, in
turn, implies k − s > k − δ, that is a − 1 + f2 = k − δ < k − s, so f2 < k − s −
a + 1. Because f2 ≥ 0, k − s − a + 1 > 0.

Therefore, after the subtraction f1 = 0 and f1 < k − s − a + 1.
Suppose λ is a specific overpartition in V . Call the resulting overpartition λ̃ after

the removal of (a − 1) 1’s and subtraction of 1’s from the other parts. For arbitrary but
fixed i ≥ 1, when ρ(i) = A in λ, then ρ̃(i − 1) = −A in λ̃, since no overlined part
is deleted and all parts changed parity. Here, ρ̃ denotes the ρ−statistic in λ̃. Only one

condition remains to verify λ̃ is counted by db
0
k,k−s−a+1(m − a + 1, n − a + 1, r).

Namely, for i ≥ 2, if f̃i−1 + f̃i + f̃i = k − δ for δ = 1, 2, . . . , d − 1, then

(k − s − a + 1) + 0 − 1 − f̃odd(i−1) − χe(i) + ρ̃(i)
?≡ 0, 1, . . . , δ − 1 (mod d),

(2.7)
where f̃ denotes the frequencies in λ̃.

We know that f̃i = fi+1 and χe(i) + χe(i + 1) = f̃i = fi+1, so that f̃odd(i−1) +
χe(i) + χe(i + 1) + fodd(i) = k − δ. We saw that ρ̃(i) = −ρ(i + 1) as well. Thus,
(2.7) is equivalent to

k − s − a + 1 + 0 − 1 − (k − δ − fodd(i) − χe(i + 1)) − ρ(i + 1)
?≡ 0, 1, . . . , δ − 1 (mod d),

or, after some rearrangement, to

−a − s + 1 + fodd(i) + χe(i + 1) − ρ(i + 1)
?≡ 0,−1, . . . ,−δ + 1 (mod d),

that is, after negating both sides,

a + s − 1 − fodd(i) − χe(i + 1) + ρ(i + 1)
?≡ 0, 1, . . . , δ − 1 (mod d).

The last condition is satisfied by λ. Therefore (2.7) is satisfied by λ̃. It follows that

the number of overpartitions in V is equal to db
0
k,k−s−a+1(m − a + 1, n − a + 1, r).

The correspondence between overpartitions in W and overpartitions counted by

db
0
k,k−s−a(m − a, n − a − 1, r − 1) is constructed likewise. The difference is that
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there is a 2 in overpartitions in W , so we delete it alongside the (a − 1) 1’s. A
particular overpartition λ in W after the deletions and subtraction of 1 from the
remaining parts becomes λ̃. λ̃ has m − a parts, r − 1 of which are overlined, and it
yields an overpartition of n − a − 1. If ρ(i + 1) = A in λ, then ρ̃(i) = −(A − 1)
because of the deleted 2.

The above arguments establish (2.4), and consequently (2.1), (2.2), and (2.3).
Next, we investigate when Hs

k,a,d(y; xq; q) satisfies (2.1), (2.2), and (2.3). For
convenience, set

cn(y; xq; q)

= (−1)nxn(k+1−d)q(2k+1−d)n(n+1)/2+n yn(−1/y; q)n(−yxqn+2; q)∞
(qd; qd)n(xdq(n+1)d; qd)∞

,

so that

Hs
k,a,d(y; xq; q) =

(
(xq)d; qd

)
∞

(xq; q)∞

×
∑

n≥0

cn(y; xq; q)q−anq−sn

[
qdn (xq)d−s − (xq)d

1 − (xq)d
+ 1 − (xq)d−s

1 − (xq)d

]

− cn(y; xq; q)xaqa(n+1)qsn

[
q−dn 1 − (xq)s

1 − (xq)d
+ (xq)s − (xq)d

1 − (xq)d

]
.

Observe that cn(y; xq; q) depends on k and d, but not on a or s. The series in (1.4)
are

Hd
k,a,d(y; xq; q) = H 0

k,a,d(y; xq; q)

=
(
(xq)d; qd

)
∞

(xq; q)∞

∑

n≥0

cn(y; xq; q)q−an − cn(y; xq; q)xaqa(n+1).

It is clear that

cn(y; 0; q) =
{
1 if n = 0,

0 otherwise.

So,

Hs
k,a,d(y; 0; q) =

[
(xq)d−s − (xq)d

1 − (xq)d
+ 1 − (xq)d−s

1 − (xq)d

]

x=0

= 1. (2.8)
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Then, we examine

Hs
k,0,d(y; xq; q) =

(
(xq)d; qd

)
∞

(xq; q)∞

∑

n≥0

cn(y; xq; q)

1 − (xq)d

× [
q(d−s)n

(
(xq)d−s − (xq)d

) + q−sn
(
1 − (xq)d−s

)

−q(s−d)n
(
1 − (xq)s

) − qsn
(
(xq)s − (xq)d

)]
.

The expression inside brackets in the last two lines vanishes for s = 0 or 2s = d,
i.e., 2s ≡ 0 (mod d). Empirical evidence suggests that Hs

k,0,d(y; xq; q) is nonzero
in all other cases, but we do not have a proof of this. So we have to be content with
saying

Hs
k,0,d(y; xq; q) = 0 if 2s ≡ 0 (mod d). (2.9)

It is worth noting that there are no missing cases for d = 2.
We finally argue that

Hs
k,a,d(y; xq; q) − Hs+1

k,a−1,d(y; xq; q) = (xq)a−1H 0
k,k−s−a+1,d(y; xq2; q)

+ yxaqa+1H 0
k,k−s−a,d(y; xq2; q). (2.10)

(2.10) is implied by the following relations.

(
(xq)d; qd

)
∞

(xq; q)∞
cn(y; xq; q)

[
q−anq−sn

[
qdn (xq)d−s − (xq)d

1 − (xq)d
+ 1 − (xq)d−s

1 − (xq)d

]

−q−(a−1)nq−(s+1)n

[
qdn (xq)d−(s+1) − (xq)d

1 − (xq)d
+ 1 − (xq)d−(s+1)

1 − (xq)d

]]

=
(
(xq2)d; qd

)
∞

(xq2; q)∞
cn−1(y; xq2; q)

× (−(xq)a−1(xqn+1)k−s−a+1 + yxaqa+1(xqn+1)k−s−a
)
,

(
(xq)d; qd

)
∞

(xq; q)∞
cn(y; xq; q)

×
[
−(xqn+1)aq−sn

[
qdn (xq)d−s − (xq)d

1 − (xq)d
+ 1 − (xq)d−s

1 − (xq)d

]

+(xqn+1)a−1q−(s+1)n

[
qdn (xq)d−(s+1) − (xq)d

1 − (xq)d
+ 1 − (xq)d−(s+1)

1 − (xq)d

]]

=
(
(xq2)d; qd

)
∞

(xq2; q)∞
cn(y; xq2; q)

× (
(xq)a−1(q−n)k−s−a+1 − yxaqa+1(q−n)k−s−a

)
.
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These are straightforward verifications.
The left-hand side of (2.10) suggests that the quantity (a + s) is an invariant. On

the other hand, (2.9) imposes

2(a + s) ≡ 0 (mod d).

Applying this to the right-hand side of (2.10), we have

2(k − s − a + 1) ≡ 0 (mod d), and 2(k − s − a) ≡ 0 (mod d),

which forces 2 ≡ 0 (mod d). In other words, d = 1 or d = 2.
Since (2.1), (2.2), and (2.3) uniquely determine dB

s
k,a(y; x; q), we conclude that

Hs
k,a,d(y; xq; q) = dB

s
k,a(y; x; q) for d = 1 or d = 2,

by (2.8), (2.9), (2.10), and the above congruences. That is,

Hs
k,a,d(y; xq; q) =

∑

m,n,r≥0

db
s
k,a(m, n, r)xmqn yr

for d = 1 or d = 2.

Corollary 2.1. Let dη
s
k,a(m, n, r) be the number of overpartitions of n into m parts,

r of which are overlined, such that

fi + fi+1 + fi+1 < k, f1 + f1 < a,

if fi + fi+1 + fi+1 = k − δ for δ = 1, 2 . . . , d − 1,

then a + s − 1 − fodd(i) − χe(i + 1) + ρ(i + 1) ≡ 0, 1, . . . , δ − 1 (mod d).

Then,

J s
k,a,d(y; x; q) := Hs

k,a,d(y; xq; q) + xyqHs
k,a−1,d(y; xq; q)

=
∑

m,n,r≥0

dη
s
k,a(m, n, r)xmqn yr

for d = 1 or d = 2.

Proof. Let λ be an overpartition enumerated by dη
s
k,a(m, n, r). If λ has no 1, then it

is also counted by db
s
k,a(m, n, r).

If λ has an 1, then erase it to obtain λ̃. λ̃ is an overpartition of n − 1 into m − 1
parts, r − 1 of which are overlined, because of the deleted 1. ρ̃(i) = ρ(i) + 1 for
the same reason, where ρ̃ is the ρ-statistic in λ̃. Also, f1 < a − 1 in λ̃, because
f1 + f1 < a and f1 = 1 in λ.
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Now, λ satisfies

a + s − 1 − fodd(i) − χe(i + 1) + ρ(i + 1) ≡ 0, 1, . . . , δ − 1 (mod d)

when fi + fi+1 + fi+1 = k − δ for some δ = 1, 2, . . . , d and i ∈ Z
+. So,

(a − 1) + s − 1 − fodd(i) − χe(i + 1) + ρ̃(i + 1) ≡ 0, 1, . . . , δ − 1 (mod d)

for λ̃. Therefore, λ̃ is enumerated by db
s
k,a−1(m − 1, n − 1, r − 1). Conversely, we

can append an 1 to any overpartition counted by db
s
k,a−1(m − 1, n − 1, r − 1), and

obtain one counted by dη
s
k,a(m, n, r).

Having or lacking 1 are mutually exclusive and complementary cases for λ. We
have shown that

dη
s
k,a(m, n, r) = db

s
k,a(m, n, r) + db

s
k,a−1(m − 1, n − 1, r − 1)

which implies the corollary.

In [14], Lovejoy states that J 0
k,a,1(1; 1; q) is not an infinite product, but a combi-

nation of two infinite products. One still has a partition identity in this case, because
we can interpret both infinite products as partition enumerants, and obtain an identity
in the form of

A(n) − A(n − ∗) = B(n) − B(n − ∗) + C(n) − C(n − ∗),

which admittedly is not as elegant as the classical partition identities. Above, ∗ stands
for various fixed positive integers, not necessarily the same in each occurence.

Lovejoy, however, observes also that J 0
k,a,1(1/q; 1; q) is a combination of two

infinite products. In this case, as in the proof of the above Corollary, one subtracts
another 1 from all overlined parts, and a possibility of an overlined zero arises. Then,
an overpartition identity cannot be obtained since some partitions will be counted
twice. One needs further work to eliminate the occurrence of overlined zero.

It is interesting to substitute y = 0 in the series Hs
k,a,d(y; xq; q) and see what one

obtains:

J s
k,a,d(0; x; q) = Hs

k,a,d(0; xq; q)

= ((xq)d; qd)∞
(xq; q)∞

∑

n≥0

(−1)nxn(k+1−d)q(2k+2−d)n(n+1)/2−an

(qd; qd)n(xdqnd; qd)∞

× q−sn

[
qdn (xq)d−s − (xq)d

1 − (xq)d
+ 1 − (xq)d−s

1 − (xq)d

]
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− (−1)nxn(k+1−d)+aq(2k+2−d)n(n+1)/2+a(n+1)

(qd; qd)n(xdqnd; qd)∞

× qsn

[
q−dn 1 − (xq)s

1 − (xq)d
+ (xq)s − (xq)d

1 − (xq)d

]
.

This the exact same series as [13, Lemma 11]. There, the series was constructed from
scratch.

3 Constructions

In this section, we will show that all results stated above can be proven linearly
and constructively. In other words, there is no need for formal verifications that a
proposed series is indeed the generating function sought for. Given the description
of partition classes, we will construct their generating function as a series. We will
carry out computations for one example in detail.

Let’s recall the partition enumerant in Corollary 2.1. Let dη
s
k,a(m, n, r) be the

number of overpartitions of n into m parts, r of which are overlined, such that

fi + fi+1 + fi+1 < k, f1 + f1 < a,

if fi + fi+1 + fi+1 = k − δ for δ = 1, 2 . . . , d − 1,

then a + s − 1 − fodd(i) − χe(i + 1) + ρ(i + 1) ≡ 0, 1, . . . , δ − 1 (mod d).

It is possible (as in the proof of Theorem 2.1) to justify the following recurrences
and initial conditions.

dη
s
k,a(m, n, r) = dη

s+1
k,a−1(m, n, r)

+ dη
0
k,k−a−s+1(m − a + 1, n − a + 1, r)

+ dη
0
k,k−a−s+2(m − a + 1, n − a + 1, r − 1), (3.1)

dη
s
k,a(0, n, r) =

{
1 if n = r = 0,

0 otherwise ,
(3.2)

dη
s
k,1(m, n, r) = dη

0
k,k−s(m, n, r). (3.3)

It is fairly clear that equations (3.1) for a = 2, 3, . . . , k, (3.2), and (3.3) uniquely
determine dη

s
k,a(m, n, r). The reason we did not use dη

s
k,0(m, n, r) = 0 is that the

equation (3.1) already needs a reinterpretation for a = 1, and the reinterpreta-
tion (3.3) implies that dη

s
k,0(m, n, r) = 0. Another reason for not explicitly stating

dη
s
k,0(m, n, r) = 0 is that the computations will not yield it explicitly. Still we will

be able to construct the series.
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Set

Qs
a(x) := Qs

k,a,d(y; x, q) =
∑

m,n,r≥0

dη
s
k,a(m, n, r)xm yrqn .

We suppress writing d, k, y, and q because they are unchanged throughout the
computations.

The conditions (3.1)–(3.3) are translated as the following.

Qs
a(x) − Qs+1

a−1 = (xq)a−1Q0
k−a−s+1(xq) + y(xq)a−1Q0

k−a−s+2(xq) (3.4)

for a = 2, 3, . . . , k,
Qs

a(0) = 1, (3.5)

Qs
1(x) = Q0

k−s(xq), (3.6)

and these functional equations and the initial conditions uniquely determine Qs
a(x).

The next step is taking Andrews’s analytic proof of Gordon’s theorem [1] as a
black box, and assuming that Qs

a(x) is of the form

Qs
a(x) =

∑

n≥0

αs
n(x)q

−na + βs
n(x)(xq

n+1)a . (3.7)

αs
n(x) and βs

n(x) depend on d, k, y, and q; but not on a. Again, we imitate the
mechanism in [1] to assert that

αs
n(x)q

−na−αs+1
n (x)q−na+n

= (xq)a−1β0
n−1(xq)(xqn+1)k−a−s+1

+ y(xq)a−1β0
n−1(xq)(xqn+1)k−a−s+2, (3.8)

and

βs
n(x)(xq

n+1)a − βs+1
n (x)(xqn−1)a−1

= (xq)a−1α0
n(xq)(q−n)k−a−s+1 + y(xq)a−1α0

n(xq)(q−n)k−a−s+2. (3.9)

It is useful to keep in mind that although s = 0, 1, . . . , d − 1, it is interpreted as a
residue class (mod d). So, αd

n (x) = α0
n(x), and βd

n (x) = β0
n (x).

The recurrences (3.8) and (3.9) imply (3.4). The idea is to discover α’s and β’s
first, then imposing the initial conditions (3.5) and (3.6).

The reader can check that if one tries to make α’s and β’s independent of s as
well, one either encounters inconsistent equations, or has to adjust the format of
(3.7). In the latter case, the adjustment is more difficult to come up with, and the
resulting equations are much harder to solve. Empirical evidence shows that this is
a convenient way to proceed.
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The equations (3.8) and (3.9) can be simplified as

αs
n(x) − qnαs+1

n (x) = (xqn+1)kqn(xqn+1)−s(1 + yxqn+1)β0
n−1(xq),

and

xqn+1βs
n(x) − βs+1

n (x) = (q−n)kqns yq−n(1 + qn/y)α0
n(xq).

We can collect equations for various s’s and write them in matrix form.

⎡

⎢⎢⎢⎣

1 −qn

1 −qn

. . .

−qn 1

⎤

⎥⎥⎥⎦

⎡

⎢⎢⎢⎣

α0
n(x)

α1
n(x)
...

αd−1
n (x)

⎤

⎥⎥⎥⎦

= (xqn+1)kqn(1 + yxqn+1)β0
n−1(xq)

⎡

⎢⎢⎢⎣

1
(xqn+1)−1

...

(xqn+1)−d+1

⎤

⎥⎥⎥⎦ ,

and

⎡

⎢⎢⎢⎣

xqn+1 −1
xqn+1 −1

. . .

−1 xqn+1

⎤

⎥⎥⎥⎦

⎡

⎢⎢⎢⎣

β0
n (x)

β1
n (x)
...

βd−1
n (x)

⎤

⎥⎥⎥⎦

= (q−n)kq−n y(1 + qn/y)α0
n(xq)

⎡

⎢⎢⎢⎣

1
qn

...

(qn)d−1

⎤

⎥⎥⎥⎦ .

The displayed matrices have the following respective inverses.

1

(1 − qdn)

⎡

⎢⎢⎢⎣

1 qn q2n · · · qdn−n

qdn−n 1 qn · · · qdn−2n

...

qn q2n q3n · · · 1

⎤

⎥⎥⎥⎦ ,
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and

(−1)

(1 − (xqn+1)d)

⎡

⎢⎢⎢⎣

(xqn+1)d−1 (xqn+1)d−2 · · · 1
1 (xqn+1)d−1 · · · (xqn+1)

...

(xqn+1)d−2 (xqn+1)d−3 · · · (xqn+1)d−1

⎤

⎥⎥⎥⎦ .

Multiplying by the corresponding inverse matrix on both sides, and performing the
matrix-vector multiplication, we obtain

αs
n(x) = (xqn+1)kqn(xq)1−d(1 + yxqn+1)(1 − (xq)d)

(1 − qdn)(1 − xq)
β0
n−1(xq)

×
[
q(d−s)n (xq)d−s − (xq)d

1 − (xq)d
+ q−sn 1 − (xq)d−s

1 − (xq)d

]
,

and

βs
n(x) = (−1)(q−n)kq−n(q−n)1−d y(1 + qn/y)(1 − (xq)d)

(1 − (xqn+1)d)(1 − xq)
α0
n(xq)

×
[
q(s−d)n 1 − (xq)s

1 − (xq)d
+ qsn (xq)s − (xq)d

1 − (xq)d

]
.

Please notice that the only part involving s in both recurrences is inside the brackets
on the right-hand sides, and both brackets evaluate to 1 for s = 0 or s = d.

Unfolding the last two equations, we first find

α0
n(x) = (−1)(xq2)k+1−dqn(d−1)+1y

× (1 + qn−1/y)(1 + yxqn+1)(1 − (xq)d)(1 − (xq2)d)

(1 − qdn)(1 − (xqn+1)d)(1 − xq)(1 − xq2)
α0
n−1(xq

2),

and then

α0
n(x) = (−1)nx (k+1−d)nq(2k+1−d)(n+1

2 )+n yn

× (−1/y; q)n(−yxqn+1; q)n((xq)d; qd)2n

(qd; qd)n((xqn+1)d; qd)n(xq; q)2n
α0
0(xq

2n).

Defining

α̃0
0(x) = ((xq)d; qd)∞(xq; q)∞

(−yxq; q)∞((xq)d; qd)∞
α0
0(x),
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we finally get

α0
n(x) = (−1)nx (k+1−d)nq(2k+1−d)(n+1

2 )+n yn

× (−1/y; q)n(−yxqn+1; q)∞((xq)d; qd)∞
(qd; qd)n((xqn+1)d; qd)∞(xq; q)∞

α̃0
0(xq

2n).

Then, in the order given below, we find

β0
n (x) = −(−1)nx (k+1−d)nq(2k+1−d)(n+1

2 )yn+1

× (−1/y; q)n+1(−yxqn+2; q)∞((xq)d; qd)∞
(qd; qd)n((xqn+1)d; qd)∞(xq; q)∞

α̃0
0(xq

2n+1),

αs
n(x) = (−1)nx (k+1−d)nq(2k+1−d)(n+1

2 )+n yn

× (−1/y; q)n(−yxqn+1; q)∞((xq)d; qd)∞
(qd; qd)n((xqn+1)d; qd)∞(xq; q)∞

×
[
q(d−s)n (xq)d−s − (xq)d

1 − (xq)d
+ q−sn 1 − (xq)d−s

1 − (xq)d

]
α̃0
0(xq

2n),

and

βs
n(x) = −(−1)nx (k+1−d)nq(2k+1−d)(n+1

2 )yn+1

× (−1/y; q)n+1(−yxqn+2; q)∞((xq)d; qd)∞
(qd; qd)n((xqn+1)d; qd)∞(xq; q)∞

×
[
q(s−d)n 1 − (xq)s

1 − (xq)d
+ qsn (xq)s − (xq)d

1 − (xq)d

]
α̃0
0(xq

2n+1).

The first initial condition (3.5) is easily seen to hold as long as α̃0
0(0) = 1. The

subsequent computations will show that there is no harm in taking α̃0
0(x) = 1.

There are two options for the other initial condition. The more obvious

Qs
0(x) = 0

does not seem to hold, unfortunately. Therefore, one has to resort to (3.6), which is

Qs
1(x) = Q0

k−s(xq).

Qs
1(x) will be used as is. Q

0
k−s(xq) needs a small transformation.
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Q0
k−s(xq) =

∑

n≥0

(−1)nx (k+1−d)nq(2k+1−d)(n+1
2 )+(s+2−d)n yn

× (−1/y; q)n(−yxqn+2; q)∞((xq2)d; qd)∞
(qd; qd)n((xqn+2)d; qd)∞(xq2; q)∞

− (−1)nx (k+1−d)nq(2k+1−d)(n+1
2 )+(k+1−d)n yn+1

× (−1/y; q)n+1(−yxqn+3; q)∞((xq2)d; qd)∞(xqn+2)k−s

(qd; qd)n((xqn+2)d; qd)∞(xq2; q)∞
=

∑

n≥0

(−1)nx (k+1−d)nq(2k+1−d)(n+1
2 )+(s+2−d)n yn

× (−1/y; q)n(−yxqn+2; q)∞((xq2)d; qd)∞
(qd; qd)n((xqn+2)d; qd)∞(xq2; q)∞

+ (−1)nx (k+1−d)n+d−1−sq(2k+1−d)(n+1
2 )−sn+d−s−1yn

× (−1/y; q)n(−yxqn+2; q)∞((xq2)d; qd)∞
(qd; qd)n−1((xqn+1)d; qd)∞(xq2; q)∞

In particular, we shifted the index n ← (n − 1) in the second term. The introduction
of the n = −1 term in the sum is no problem since 1/(qd; qd)−1 = 0. Noticing the
common factor

Cn :=(−1)nx (k+1−d)nq(2k+1−d)(n+1
2 )yn

× (−1/y; q)n(−yxqn+2; q)∞((xq2)d; qd)∞
(qd; qd)n((xqn+1)d; qd)∞(xq; q)∞

,

the series at hand become

Qs
1(x) =

∑

n≥0

Cn
{
(1 + yxqn+1)

× [
q(d−s)n

(
(xq)d−s − (xq)d

) + q−sn
(
1 − (xq)d

)]

− xqn+1y(1 + qn/y)

× [
q(s−d)n

(
1 − (xq)s

) + qsn
(
(xq)s − (xq)d

)]}
,

Q0
k−s(xq) =

∑

n≥0

Cn
{
q(s+2−d)n

(
1 − (xqn+1)d

)
(1 − xq)

+ xd−1−sq−s(n+1)+d−1(1 − qdn)(1 − xq)
}
.

Now one can use a computer algebra system to examine the difference of the expres-
sions in curly braces. Their difference is zero for d = 1, 2 and all corresponding s.
It is empirically nonzero for d ≥ 3 and various s. This ends the construction along
with the proof of Corollary 2.1.

It should be possible to examine the aforementioned differences, and prove that
the condition d = 1, 2 in the results is not only sufficient but also necessary.
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4 The Case of d ≥ 3

In this section, we report on an exploration that shows that a naïve approach to
finding interpretations of the series (1.5) yields complicated (or fascinating, as per
one’s taste) results. At the end, for concreteness, we work with d = 3, k = 5.

The main idea of this exploration is to “reverse engineer” the process of deducing
recurrences satisfied by generating functions of a certain class of partitions. Such a
process is an important step in the motivated proof of Rogers–Ramanujan identities
as given by Andrews and Baxter [4].

4.1 Motivating example

As an example of what we mean, let us explain this reverse engineering process
applied to the familiar Rogers–Ramanujan identities. Suppose that one is presented
with a formal series

F(x, q) =
∑

m,n≥0

fm,nx
mqn

with integral coefficients with the following conditions:

f0,0 = 1 (4.1)

fm,n = 0 if m > n (4.2)

F(x, q) = F(xq, q) + xqF(xq2, q). (4.3)

These conditions tell us that the coefficients of F are nonnegative. Now, the first
two conditions hint at the fact that perhaps fm,n counts certain partitions of n with
m parts. With this ansatz, we can now make additional guesses. The transformation
x 
→ xq j corresponds to adding j to every part of the partition, andmultiplication by
xq j corresponds to inserting the part j in the partition. Now we can start “building”
the partitions possibly counted by F using the recurrence (4.3).

Let us call the class of partitions of nwith exactlym parts counted in F byπm,n . Let
us denote the null partition by 0. Thus, a0,0 = 1 counts this null partition. Note that
by definition, we let πm,n = {} if (m, n) /∈ {(x, y) | x ≥ 1, y ≥ 1, x ≤ y} ∪ {(0, 0)}.
Then, (4.3) written with partitions in mind reads as follows:

To find πm,n , take the union of the following two sets:

1. For each partition appearing in πm,n−m , add 1 to every part (corresponds to the term
F(xq, q)).

2. For each partition appearing in πm−1,n−1−2(m−1), add 2 to every part and then adjoin the
part 1 to each of the resulting partitions. (corresponds to the term xqF(xq2, q)).
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Doing this process, we arrive a “partition generating function”Π(x, q) of the sets
of partitions πn,m as follows:

Π(x, q)

= {0}x0q0

+ {(1)}xq + {(2)}xq2 + {(3)}xq3 + {(4)}xq4 + {(5)}xq3 + {(6)}xq4 + · · ·
+ {(1, 3)}x2q4 + {(1, 4)}x2q5 + {(1, 5), (2, 4)}x2q6 + · · ·
+ {(1, 3, 5)}x3q9 + {(1, 3, 6)}x3q10 + {(1, 3, 7), (1, 4, 6)}x3q11 + · · ·
+ · · · .

Doing this for sufficiently high powers xiq j , one can see a pattern emerging:

fm,n counts the number of partitions of n with exactly m parts in which adjacent parts differ
by at least 2.

What we have done is a naïve enrichment of F to a “partition generating function”
and a naïve enrichment of (4.3) to a recurrence of “partition generating functions.”
However, for an arbitrary recurrence, the following problems could arise:

1. The coefficients fm,n may not be (manifestly) nonnegative.
2. The sets of partitions that arise from various summands may not be disjoint.

These necessitate that we instead look at “partition generating functions” with inte-
gral weights attached to the partitions. We, therefore, formalize the reverse engineer-
ing process given above in an algebraic language as given in the next subsection.

4.2 An algebraic formalism

One can avoid such an algebraic language altogether, however, it facilitates a succinct
exposition of our ideas.

Definition 4.1. LetP denote the set of all partitions andPm,n denote the set of all
partitions of n with exactly m parts. By convention, P0,0 = {0}.
Definition 4.2. Let P denote the free Z-module generated byP . Similarly, let Pm,n

denote the free Z-module generated byPm,n .

Definition 4.3. Let P[[x, q]] denote the space of two variable generating functions
with coefficients in P. We say that f ∈ P[[x, q]] is a partition generating function if
the coefficient of xmqn of f lies in Pm,n . We denote the space of partition generating
functions by F. It is clear that F is a Z-submodule of P[[x, q]].

Henceforth, we shall employ the following convention.



An Open Problem of Corteel, Lovejoy, and Mallet 365

Convention 4.1 We shall write the partitions as tuples of positive integers in a
nondecreasing order. For instance, π = (1, 1, 2, 3, 4, 15) ∈ P6,26. We shall also
think of Pm,n as a subset of Pm,n. Given f ∈ F, we will denote the coefficient of
xmqn by fm,n.

We define the following Z-linear maps:

Definition 4.4 Let σ : Pm,nxmqn → Pm,n+mxmqn+m be the unique map such that
σ(πxmqn) = π̃xmqn+m where π ∈ Pm,n and π̃ ∈ Pm,n+n is obtained by adding 1
to every part of π . Note that the null partition 0 does not have any parts, and hence
σ(0) = 0.

Definition 4.5 Letα : Pm,nxmqn → Pm+1,n+1xm+1qn+1 be the uniquemap such that
σ(πxmqn) = π̃xm+1qn+1 where π ∈ Pm,n and π̃ ∈ Pm,n+n is obtained by adjoin-
ing 1 to π .

Definition 4.6. Let χ : Pm,nxmqm → Zxmqn be the unique map such that
χ(πxmqn) = xmqn where π ∈ Pm,n .

We may and do extend the maps σ , α, and χ to the space F of partition generating
functions.

Proposition 4.1. Let f ∈ F. Then, the following hold.

(χ(σ ( f )))(x, q) = (χ( f ))(xq, q)

(χ(α( f )))(x, q) = xq · (χ( f ))(x, q).

Now we can lift the recurrence (4.3) as a recurrence of partition generating func-
tion as follows:

Π(x, q) = (σΠ)(x, q) + (ασ 2Π)(x, q).

With the help of computers, it is a trivial matter to generate enough data for such a
generating function.

4.3 Recurrence for Jk,a,d

In this subsection, we derive the recurrences followed by Jk,a,d . The following
statements are easy generalizations of the results in [9]. First, recall from [9], with
[d]x = (1 + x + · · · + xd−1):

Jk,a,d(y, xq, q) = Hk,a,d(y, xq, q) + yxqHk,a−1,d(y, xq, q) (4.4)

Hk,0,d(y, x, q) = 0 (4.5)

Hk,−a,d(y, x, q) = −x−aHk,a,d(y, x, q) (4.6)

Hk,a,d(y, x, q) − Hk,a−d,d(y, x, q) = xa−d [d]x Jk,k−a+1,d(y, x, q) (4.7)
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Invoking (4.7) with a = t and a = d − t and dropping the implicit arguments y, x, q,
we have:

Hk,t,d − Hk,t−d,d = xt−d [d]x Jk,k−t+1,d

Hk,d−t,d − Hk,−t,d = x−t [d]x Jk,k−d+t+1,d .

Using equation (4.6), rearranging:

Hk,t,d + xt−d Hk,d−t,d = xt−d [d]x Jk,k−t+1,d

x−t Hk,t,d + Hk,d−t,d = x−t [d]x Jk,k−d+t+1,d .

Solving, we get:

(1 − x−d)Hk,d−t,d = [d]x (x−t Jk,k+t+1−d,d − x−d Jk,k−t+1,d)

The equation one gets for Hk,t,d is just t 
→ d − t . Simplifying,

(xd − 1)Hk,d−t,d = [d]x (xd−t Jk,k+t+1−d,d − Jk,k−t+1,d)

Hence,

Hk,d−t,d = xd−t Jk,k+t+1−d,d − Jk,k−t+1,d

x − 1

Letting t 
→ d − t :

Hk,t,d = xt Jk,k−t+1,d − Jk,k+t−d+1,d

x − 1

We can now deduce the following:

1. For a = 1, we have that:

Jk,1,d(y, x, q)

= Hk,1,d(y, xq, q) + yxqHk,0,d(y, xq, q) = Hk,1,d(y, xq, q)

= 1

xq − 1

{
xq Jk,k,d(y, xq, q) − Jk,k+2−d,d(y, xq, q)

}
(4.8)

We get the correct (2.4) from [9] with d = 2.
2. Let 1 < a < d:

Jk,a,d(y, x, q)

= Hk,a,d(y, xq, q) + yxqHk,a−1,d(y, xq, q)
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= 1

xq − 1

{
(xq)a Jk,k−a+1,d(y, xq, q) − Jk,k+a−d+1,d(y, xq, q)

+y(xq)a Jk,k−a+2,d(y, xq, q) − yxq Jk,k+a−d,d(y, xq, q)
}
.

(4.9)

3. Letting a = d and then using the expression for H in terms of J :

Jk,d,d (y, x, q)

= Hk,d,d (y, xq, q) + yxqHk,d−1,d (y, xq, q)

= Hk,d,d (y, xq, q) − Hk,0,d (y, xq, q) + axqHk,d−1,d (y, xq, q)

= [d]xq Jk,k−d+1,d (y, xq, q) + yxqHk,d−1,d (d, xq, q)

= [d]xq Jk,k−d+1,d (y, xq, q) + yxq
(xq)d−1 Jk,k+2−d,d (y, xq, q) − Jk,k,d (y, xq, q)

xq − 1

(4.10)

Note that when d = 2, this specializes to (2.5) of [9].
4. For d + 1 ≤ a ≤ k,

Jk,a,d(y, x, q) − Jk,a−d,d(y, x, q)

= Hk,a,d(y, xq, q) + yxqHk,a−1,d(y, xq, q)

− Hk,a−d,d(y, xq, q) − yxqHk,a−d−1,d(y, xq, q)

= (xq)a−d [d]xq
(
Jk,k−a+1,d(y, xq, q) + y Jk,k−a+2,d(y, xq, q)

)
(4.11)

Note that for d = 2, we correctly get (2.6) of [9].

4.4 A concrete exploration

For our explorations, we let d = 3, k = 5, and y 
→ 0, to begin with.We have the fol-
lowing recurrences. For convenience, we shall abbreviate J5,a,3(0, x, q) by Ja(x, q).

(xq − 1)J1(x, q) = xq J5(xq, q) − J4(xq, q) (4.12)

(xq − 1)J2(x, q) = (xq)2 J4(xq, q) − J5(xq, q) (4.13)

J3(x, q) = Xd(xq)J3(xq, q) (4.14)

J4(x, q) − J1(x, q) = xqXd(xq)J2(xq, q) (4.15)

J5(x, q) − J2(x, q) = (xq)2Xd(xq)J1(xq, q). (4.16)

Wededuce the following functional equations for the “partition generating functions”
(we drop the implicit arguments x, q):
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F1 = αF1 − ασ F5 + σ F4 (4.17)

F2 = αF2 − α2σ F4 + σ F5 (4.18)

F3 = (1 + α1 + α2)σ F3 (4.19)

F4 = F1 + (α + α2 + α3)σ F2 (4.20)

F5 = F2 + (α2 + α3 + α4)σ F1. (4.21)

The partition generating functions hold some nice patterns for small partitions, but
one quickly gets complicated coefficients. A computer search reveals the following
coefficients in the expansion of F1:

2·(1, 2, 2, 2, 2, 3, 3, 4)x8q19

3·(1, 2, 2, 2, 2, 3, 3, 4, 4, 5)x10q28

2·(1, 2, 2, 2, 2, 3, 3, 4, 4, 5, 5, 6)x12q39

−2·(1, 2, 2, 2, 2, 3, 3, 4, 4, 5, 5, 6, 6, 7)x14q52

−8·(1, 2, 2, 2, 2, 3, 3, 4, 4, 5, 5, 6, 6, 7, 7, 8)x16q67

−12·(1, 2, 2, 2, 2, 3, 3, 4, 4, 5, 5, 6, 6, 7, 7, 8, 8, 9)x18q84.

Of course, for each xmqn appearing above, there are also other partitions of n with
length m besides the ones mentioned above that yield nonzero coefficients.

One may very easily do explorations with y not specialized to 0. In this case,
we assume that we are working with two-colored partition where parts may appear
overlined, with y counting overlined parts and x counting total number of parts.

Looking at equations (4.8)–(4.11), observe the following: Whenever a new over-
lined part is introduced, that is, whenever we have a factor of y on the right-hand
sides, the newly introduced overlined part is always a 1 (a term of the sort y(xq)t

corresponds to introducing one 1 and t − 1 nonoverlined 1s). Moreover, the term
with y on the right-hand sides of equations (4.8)–(4.11) is always multiplied with
a shifted, (that is, x 
→ xq) generating function. This implies that we get nonzero
coefficients in the corresponding partition generating functions only if the overlined
parts do not repeat.

However, further computer search reveals interesting patterns; we have the fol-
lowing terms as a sample:

2·(1, 2, 2, 3, 3, 4) ax6q15

2·(1, 1, 2, 2, 3, 3, 4) ax7q16

2·(1, 1, 1, 2, 2, 3, 3, 4) ax8q17,
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and

−2·(1, 2, 3, 3, 3, 3) ax6q15

−2·(1, 1, 2, 3, 3, 3, 3) ax7q16

−2·(1, 1, 1, 2, 3, 3, 3, 3) ax8q17,

etc.

5 Further research

We suggest the following directions for further research:

1. Carry out the explorations in Subsection 4.2 with other values of d and k.
2. First lesson to be learnt from Section 2 is that maybe it is too much to hope that

partition generating functions like Fi count somethingmeaningful. Instead, it will
beworthwhile to explore if linear combinations of Fi hold interesting information.

3. Second lesson to be learnt is that may be only certain combinations of values
(k, a, d) yield interesting results. However, which values of k, a to choose when
d ≥ 3 is not clear yet.

4. Write a computer algebra program to automate the construction in §3. This is
a partial converse to the theory developed in [15] in the context of Rogers–
Ramanujan generalizations. TheWZ−theory constructs recurrences given series.
In contrast, §3 constructs q-series given functional equations.

Acknowledgements The authors would like to thank the referee for helpful suggestions.

References

1. G.E. Andrews, An analytical proof of the Rogers-Ramanujan-Gordon identities. Am. J. Math.
88, 844–846 (1966). https://doi.org/10.2307/2373082

2. G.E. Andrews, Some new partition theorems. J. Comb. Theory 2(4), 431–436 (1967). https://
doi.org/10.1016/S0021-9800(67)80054-1

3. G.E. Andrews, The Theory of Partitions (Cambridge University Press, 1984)
4. George E. Andrews, Rodney J. Baxter, A motivated proof of the Rogers-Ramanujan identities.

Am. Math. Monthly 96(5), 401–409 (1989)
5. D.M. Bressoud, A generalization of the Rogers-Ramanujan identities for all moduli. JCT A

27, 64–68 (1979). https://doi.org/10.1016/0097-3165(79)90008-6
6. W.Y.C. Chen, D.D.M. Sang, D.Y.H. Shi, The Rogers-Ramanujan-Gordon theorem for over-

partitions. Proc. Lond. Math. Soc. (2013). https://doi.org/10.1112/plms/pds056
7. W.Y.C. Chen, D.D.M. Sang, D.Y.H. Shi, An overpartition analogue of Bressoud’s theorem of

Rogers-Ramanujan-Gordon type. Ramanujan J. (2013). https://doi.org/10.1007/s11139-012-
9458-7

8. S. Corteel, J. Lovejoy, Overpartitions. Trans. AMS 356(4), 1623–1635 (2003). https://doi.org/
10.1090/S0002-9947-03-03328-2

https://doi.org/10.2307/2373082
https://doi.org/10.1016/S0021-9800(67)80054-1
https://doi.org/10.1016/S0021-9800(67)80054-1
https://doi.org/10.1016/0097-3165(79)90008-6
https://doi.org/10.1112/plms/pds056
https://doi.org/10.1007/s11139-012-9458-7
https://doi.org/10.1007/s11139-012-9458-7
https://doi.org/10.1090/S0002-9947-03-03328-2
https://doi.org/10.1090/S0002-9947-03-03328-2


370 S. Kanade et al.

9. S. Corteel, J. Lovejoy, O. Mallet, An extension to overpartitions of the Rogers-Ramanujan
identities for even moduli. Journal of Number Theory 128, 1602–1621 (2008). https://doi.org/
10.1016/j.jnt.2007.03.016

10. G. Gasper, M. Rahman, Encyclopedia of Mathematics and its Applications, 2nd edn., Basic
Hypergeometric Series (Cambridge University Press, 2004)

11. B. Gordon, A combinatorial generalization of the Rogers-Ramanujan identities. Am. J. Math
83, 393–399 (1961). https://doi.org/10.2307/2372962

12. G.H. Hardy,Ramanujan, CambridgeUniv (Press, London andNewYork; reprinted byChelsea,
New York, 1940)
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1 Introduction

Apartial theta function is a function that is not modular but whose q-series expansion
resembles that of an ordinary theta function, save that the sum is taken over an
incomplete lattice. In one of his notebooks [3, page 324], Ramanujan wrote down
an asymptotic expansion for the partial theta function

2
∑

n≥0

(−1)nqn2+n = 2
∑

n≥0

(−1)n

(
1 − t

1 + t

)n2+n

∼ 1 + t + t2 + 2t3 + 5t4 + . . . ,

where q = 1−t
1+t → 1− as t → 0+. Galway [11] showed that all the coefficients of tn

in this expansion are positive integers. Further, Stanley [17] provided a combinato-
rial interpretation of these coefficients as the number of fixed-point-free alternating
involutions in the symmetric group S2n .

For any real numbers a and b, with a > 0, Berndt and Kim [6] generalized this
type of asymptotic expansion to the partial theta functions

Υ1/2

(
−1, a, b; 1 − t

1 + t

)
:= 2

∑

n≥0

(−1)n

(
1 − t

1 + t

)an2+bn

,

Υ1/2

(
1, a, b; 1 − t

1 + t

)
:= 2

∑

n≥0

(
1 − t

1 + t

)an2+bn

,

(1.1)

as t → 0+, that is, as q = (
1−t
1+t

) → 1−. We note that by using the asymptotic of
Berndt and Kim for Υ1/2

(−1, 1, 1; 1−t
1+

)
, one recovers Ramanujan’s asymptotic.

Berndt and Kim also considered the coefficients of tn arising in their expansion of
Υ1/2

(−1, a, b; 1−t
1+t

)
and showed that, if b is a positive integer, then each coefficient

of tn is an integer. They conjectured that for sufficiently large n, these coefficients
have the same sign. Bringmann and Folsom [7] proved this conjecture and provided
a complete classification based on b for the exact sign of the coefficients.

Partial theta functions have appeared in various areas of mathematics, including
the theory of partitions [1, 2], quantum invariants of 3-manifolds [13, 15], and
Vassiliev knot invariants [18], among others. Despite these applications and their
similarities with the q-series of modular theta functions, their analytic theory has
not been well understood. Recent results, due to Bringmann and Rolen [8], and
Folsom, Ono, and Rhoades [9, 10] have shed new light on the role played by partial
theta functions in the generalized theory of modular forms and their connection with
quantum modular forms. See also [14].

In this paper, we generalize thework ofBerndt andKim (summarized in Section 2)
and compute the asymptotic expansions for the partial theta functions in (1.1), here-
after referred to as “weight 1/2” partial theta functions, for any a, b ∈ Q, a > 0,
as q approaches other roots of unity. In particular, we will let q = ζ h

k

(
1−t
1+t

)
, where
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ζ h
k := e2π ih/k (h, k coprime) and take t → 0+. These results are given in Theorems
3.2 and 3.3.

Further, we generalize their results to consider “weight 3/2” partial theta
functions

Υ3/2(−1, a, b; q) := 2
∑

n≥0

(−1)nnqan2+bn,

Υ3/2(1, a, b; q) := 2
∑

n≥0

nqan2+bn .
(1.2)

The results for q = 1−t
1+t → 1− are given in Theorems 4.2 and 4.4. These results are

then generalized to the case where q = ζ h
k

(
1−t
1+t

) → ζ h
k in Theorems 4.5 and 4.6.

Finally, in Section 5, we explicitly write down the low order terms for each of the
asymptotic expansions of the partial theta functions in (1.1) and (1.2).

Remark 1.1 The “weight” associated with these partial theta functions has two
sources. First, by summing over all n ∈ Z (instead of just n ≥ 0), each Υ j/2 becomes
an ordinary theta function of weight j/2 for j = 1, 3. Second, in [14], the author
constructs an infinite family of quantum modular forms of weight j/2 for j = 1, 3.
These quantum modular forms, defined on a dense subset of the rational numbers,
extend to functions of τ ∈ H that can be expressed in terms of Υ j/2(±1, a, b; e2π iτ )

for specific a and b. See [14] for full details.

2 Berndt and Kim’s results

Before we can state the asymptotic expansions of Berndt and Kim, we must recall
some notation. The Euler numbers En , n ∈ N0, are a sequence of integers given by
the generating function [12, formula 9.630]

1

cosh t
=

∑

n≥0

En
tn

n! , (2.1)

for 0 < |t | < π
2 . The Bernoulli numbers Bn , n ∈ N0, are a sequence of rational num-

bers given by the generating function [12, formula 9.610]

t

et − 1
=

∑

n≥0

Bn
tn

n! ,

for 0 < |t | < 2π . Finally, we recall the Hermite polynomials Hn(x), n ∈ N0, given
by [12, formula 8.950 and 8.951]

Hn(x) = (−1)nex2 dn

dxn

(
e−x2

)
= 2n

√
π

∫

R

(x + i t)ne−t2 dt.
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In particular, for n ∈ N0, we have (see [16, page 250] for example)

H2n(x) = (2n)!
n∑

m=0

(−1)m

m!(2n − 2m)! (2x)2n−2m, (2.2)

and

H2n+1(x) = 2x(2n + 1)!
n∑

m=0

(−1)m

m!(2n + 1 − 2m)! (2x)2n−2m . (2.3)

We also have the following interesting relationships between the Hermite poly-
nomials and integrals of certain exponential and trigonometric functions.

Lemma 2.1 ([12, formula 3.952, no. 9 and 10]). If n is a nonnegative integer,
|arg β| < π

4 , and c > 0, then

∫ ∞

0
x2n+1e−β2x2

sin(cx) dx = (−1)n

√
π

(2β)2n+2
e−c2/(4β2) H2n+1

(
c

2β

)
,

and ∫ ∞

0
x2ne−β2x2

cos(cx) dx = (−1)n

√
π

(2β)2n+1
e−c2/(4β2) H2n

(
c

2β

)
.

Lemma 2.2. Let c > 0, b ∈ R, and θ > 0. Then we have that

1

2i
√

πθ

∫ ∞+ci

−∞+ci
z2n+1ebize−z2/θ dz = (−1)n

√
θ
2n+1

22n+2
e−b2θ/4H2n+1

(
b
√

θ

2

)
.

Lemma 2.3. Let c > 0, b ∈ R, and θ > 0. Then we have that

1

2
√

πθ

∫ ∞+ci

−∞+ci
z2nebize−z2/θ dz = (−1)nθn

22n+1
e−b2θ/4H2n

(
b
√

θ

2

)
.

Lemmas 2.2 and 2.3 are constant multiples of [6, Lemma 3.2] and [6, Lemma
2.2], respectively, and we refer the reader to [6] for their proofs.

We are now ready to state the asymptotic expansions of Berndt and Kim for the
partial theta functions Υ1/2(±1, a, b; q) in (1.1).

Theorem 2.4 ([6, Theorem 1.1]). Let a > 0 and b ∈ R. Then, as t → 0+, we have
that

2
∑

n≥0

(−1)n

(
1 − t

1 + t

)an2+bn

∼
(
1 − t

1 + t

) a−2b
4 ∑

n≥0

T1/2

(
a, b, n; log

(
1 + t

1 − t

))
,

(2.4)
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where

T1/2(a, b, n; θ) := E2n

(2n)!22n
(aθ)n H2n

(
(b − a)

√
aθ

2a

)
. (2.5)

Theorem 2.5 ([6, Theorem 3.4]). Let a > 0 and b ∈ R. Then, as t → 0+, we have
that

2
∑

n≥0

(
1 − t

1 + t

)an2+bn

∼
(
1 − t

1 + t

)−b2/4a [
C1/2

(
a, b; log

(
1 + t

1 − t

))

−
(
1 − t

1 + t

) (b−a)2

4a ∑

n≥0

S1/2

(
a, b, n; log

(
1 + t

1 − t

))⎤

⎦ ,

where

C1/2(a, b; θ) :=
√

π

aθ
− 1√

aθ

(
e− θ(b−a)2

4a sinh

(
(b − a)

√
aθ

a

))
(2.6)

and

S1/2(a, b, n; θ) := (22n+1 − 1)(aθ)n+ 1
2 B2n+2

22n(2n + 2)! H2n+1

(
(b − a)

√
aθ

2a

)
. (2.7)

Remark 2.6 We note the following:

(1) In fact, Berndt and Kim only state Theorems 2.4 and 2.5 for a = 1. The
statements here immediately follow from letting b → b

a and q → qa in their
theorems.

(2) Theorem 2.4 corrects a typo in Berndt and Kim’s theorem as to the exponent of
1−t
1+t on the right-hand side of (2.4), which is correctly stated in [6, (2.9)].

(3) Berndt and Kim did not use the notation of T1/2, C1/2, and S1/2. We have defined
this notation here to allow for ease of expression in what follows.

3 Asymptotic expansions for “weight 1/2” partial theta
functions

Wewill now use the results of Berndt and Kim to build new asymptotic expansions of
the partial theta functions in (1.1) as q approaches other roots of unity, ζ h

k := e2π ih/k ,
where q = ζ h

k

(
1−t
1+t

)
and t → 0+.

In order to study the behavior as we move towards other roots of unity, we restrict
to a, b ∈ Q and relabel a = u

v and b = s
w , where u, v, s, w ∈ Z and u, v, w > 0. We

can then describe the asymptotic behavior of
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Υ1/2

(
±1,

u

v
,

s

w
; q

)
= 2

∑

n≥0

(±1)nq
u
v n2+ s

w n

as q → ζ h
k by considering the behavior, as t → 0+, of

Υ1/2

(
±1,

u

v
,

s

w
; ζ h

k

(
1 − t

1 + t

))
= 2

∑

n≥0

(±1)n
(
ζ h

k

) u
v n2+ s

w n
(
1 − t

1 + t

) u
v n2+ s

w n

. (3.1)

Remark 3.1. We note that we do not require gcd(u, v) = 1 or gcd(s, w) = 1. In fact,
one can easily check that the asymptotic estimates obtained in this section and the
next also hold for gcd(u, v) > 1 and/or gcd(s, w) > 1. The reason for introducing
this notation is to easily refer to the numerators and denominators of a = u

v and
b = s

w .

Theorem 3.2. Let h, k, u, v, s, w ∈ Z with k, u, v, w > 0 and gcd(h, k) = 1. Fur-
ther, we let � := vwk/ gcd(vwk, huw, svh). Then, as t → 0+, the following are true:

(i) If � is odd, we have that

Υ1/2

(
−1,

u

v
,

s

w
; ζ h

k

(
1 − t

1 + t

))
= 2

∑

n≥0

(−1)n
(
ζ h

k

) u
v n2+ s

w n
(
1 − t

1 + t

) u
v n2+ s

w n

∼
�−1∑

r=0

(−1)r
(
ζ h

k

) u
v r2+ s

w r
(
1 − t

1 + t

) u
v r2+ s

w r+ u�2

4v − ur�
v − s�

2w

×
∑

n≥0

T1/2

(
u�2

v
,
2ur�

v
+ s�

w
, n; log

(
1 + t

1 − t

))
.

(ii) If � is even, we have that

Υ1/2

(
−1,

u

v
,

s

w
; ζ h

k

(
1 − t

1 + t

))
= 2

∑

n≥0

(−1)n(
ζ h

k
) u

v n2+ s
w n

(
1 − t

1 + t

) u
v n2+ s

w n

∼
(
1 − t

1 + t

)− s2v
4uw2

�−1∑

r=0

(−1)r (ζ h
k
) u

v r2+ s
w r

[
C1/2

(
u�2

v
,
2ur�

v
+ s�

w
; log

(
1 + t

1 − t

))

−
(
1 − t

1 + t

) (sv−uw�+2ruw)2

4uvw2 ∑

n≥0

S1/2

(
u�2

v
,
2ur�

v
+ s�

w
, n; log

(
1 + t

1 − t

))⎤

⎦ .

Proof. We start with Υ1/2
(−1, u

v , s
w ; ζ h

k

(
1−t
1+t

))
as in (3.1) and note that

(
ζ h

k

) u
v n2+ s

w n = e2π i(huwn2+svhn)/vwk (3.2)
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is a periodic function. To determine the period, we note that the exponent can be
simplified if there are any common factors between huw, svh, and vwk. So we
define d := gcd(vwk, huw, svh) and see that, for 0 ≤ r < � = vwk/d,

(
ζ h

k

) u
v (r+�)2+ s

w (r+�) = (
ζ h

k

) u
v r2+ s

w r
.

Thus, � is the period of (3.2) and we can split the sum in (3.1) across residue classes
modulo � by letting n → r + n�. This yields

Υ1/2

(
−1,

u

v
,

s

w
; ζ h

k

(
1 − t

1 + t

))
=

�−1∑

r=0

(−1)r
(
ζ h

k

) u
v r2+ s

w r
(
1 − t

1 + t

) u
v r2+ s

w r

× 2
∑

n≥0

(−1)n�

(
1 − t

1 + t

) u�2

v n2+( 2ur�
v + s

w )n

.

(3.3)

We now see the need to differentiate between the case when � is odd and when � is
even. In the case when � is odd, we see that (−1)n� = (−1)n and thus the innermost

sum in (3.3) is exactly Υ1/2

(
−1, u�2

v , 2ur�
v + s

w ; (
1−t
1+t

))
. Statement (i) then follows

from a straightforward application of Theorem 2.4.
However, if � is even, we have that (−1)n� = 1 for all n. Then the innermost sum

in (3.3) is Υ1/2

(
1, u�2

v , 2ur�
v + s

w ; (
1−t
1+t

))
and we must apply Theorem 2.5 to obtain

statement (ii). �

We now turn our attention to the second family in (1.1). For this family of partial
theta functions, we can follow the same argument as in Theorem 3.2, however, we no
longer require the cases based on the parity of �. We, therefore, have the following
asymptotic expansion.

Theorem 3.3. Let h, k, u, v, s, w ∈ Z with k, u, v, w > 0 and gcd(h, k) = 1. Fur-
ther, we let � := vwk/ gcd(vwk, huw, svh). Then, as t → 0+, we have,

Υ1/2

(
1,

u

v
,

s

w
; ζ h

k

(
1 − t

1 + t

))
= 2

∑

n≥0

(
ζ h

k

) u
v n2+ s

w n
(
1 − t

1 + t

) u
v n2+ s

w n

∼
(
1 − t

1 + t

)− s2v
4uw2

�−1∑

r=0

(
ζ h

k

) u
v r2+ s

w r
[

C1/2

(
u�2

v
,
2ur�

v
+ s�

w
; log

(
1 + t

1 − t

))

−
(
1 − t

1 + t

) (sv−uw�+2ruw)2

4uvw2 ∑

n≥0

S1/2

(
u�2

v
,
2ur�

v
+ s�

w
, n; log

(
1 + t

1 − t

))⎤

⎦

Proof. Exactly as in the proof of Theorem 3.2, we can rewrite (3.1) as
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Υ1/2

(
1,

u

v
,

s

w
; ζ h

k

(
1 − t

1 + t

))
=

�−1∑

r=0

(
ζ h

k

) u
v r2+ s

w r
(
1 − t

1 + t

) u
v r2+ s

w r

× 2
∑

n≥0

(
1 − t

1 + t

) u�2

v n2+( 2ur�
v + s

w )n

. (3.4)

From here, we see that the innermost sum in (3.4) can be expanded via Theorem 2.5
to obtain the desired result. �

4 Asymptotic expansions of “weight 3/2” partial theta
functions

We now move to considering the “weight 3/2” partial theta functions by general-
izing the methods employed by Berndt and Kim to this case. In Sections 4.1 and
4.2, we obtain the asymptotic expansions of the families of partial theta functions
in (1.2) as q = 1−t

1+t → 1−. In Section 4.3, we generalize these results to obtain
asymptotic expansions as q approaches other roots of unity, ζ h

k := e2π ih/k , by taking
q = ζ h

k

(
1−t
1+t

)
and t → 0+.

4.1 Asymptotic expansion for Υ3/2(−1, a, b; q)

We start by considering the first family in (1.2), namely Υ3/2(−1, a, b; q). We will
need Lemmas 2.1 and 2.2, as well as the following result of Berndt and Kim [6].

Lemma 4.1 ([6, Lemma 2.4]). If c, θ > 0, b ∈ R and n ∈ N0, then we have that

1√
πθ

∫ ∞+ci

−∞+ci
e−z2/θ+(2n+b)i z dz = e−(n+b/2)2θ .

We can now state and prove the following theorem.

Theorem 4.2. For a > 0, b ∈ R, as t → 0+, we have that

Υ3/2

(
−1, a, b; 1 − t

1 + t

)
= 2

∑

n≥0

(−1)nn

(
1 − t

1 + t

)an2+bn

∼ −
(
1 − t

1 + t

) a−2b
4 ∑

n≥0

T3/2

(
a, b, n; log

(
1 + t

1 − t

))
+ 1

2
T1/2

(
a, b, n; log

(
1 + t

1 − t

))
,

where T1/2 is as defined in (2.5) and
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T3/2(a, b, n; θ) := E2n+2

(2n + 1)!22n+2
(aθ)n+ 1

2 H2n+1

(
(b − a)

√
aθ

2a

)
. (4.1)

Proof. For the proof, we consider the case when a = 1. The general result for a > 0
then follows by letting q 	→ qa and b 	→ b/a. Following the method of Berndt and
Kim [6], we let q = e−θ where θ := log

(
1+t
1−t

)
and rewrite our theta function as

2
∑

n≥0

(−1)nnqn2+bn = eb2θ/42
∑

n≥0

(−1)nne−(n+b/2)2θ =: eb2θ/4G1(θ). (4.2)

By Lemma 4.1, we see that, for c > 0,

G1(θ) = 2√
πθ

∫ ∞+ci

−∞+ci
e−z2/θ

∑

n≥0

(−1)nne(2n+b)i z dz

= 1√
πθ

∫ ∞+ci

−∞+ci
e−z2/θ+(b−1)i z

(
2

∑

n≥0

(−1)nne(2n+1)i z

)
dz. (4.3)

It is not hard to show that

1

cos z
= 2

∑

n≥0

(−1)ne(2n+1)i z

for all z ∈ H, meaning

d

dz

1

cos z
= sec(z) tan(z) = 2

∑

n≥0

(−1)n(2n + 1)ie(2n+1)i z .

Thus, applying absolute and uniform convergence of the integral in (4.3) (which
follows from the fact that c > 0), we can rewrite (4.3) as

G1(θ) = 1

2i
√

πθ

∫ ∞+ci

−∞+ci
e−z2/θ+(b−1)i z sec(z) tan(z) dz

− 1

2
√

πθ

∫ ∞+ci

−∞+ci
e−z2/θ+(b−1)i z dz

cos(z)
.

(4.4)

For the first integral in (4.4),we startwith a consequence of (2.1): for 0 < |x | < π
2 ,

sec(x) =
∑

n≥0

(−1)n E2n

(2n)! x2n,

where we have used that cos(x) = cosh(−i x) and that the Euler numbers of odd
index are zero. Differentiating both sides gives us that, for 0 < |x | < π

2 ,
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sec(x) tan(x) =
∑

n≥0

(−1)n+1E2n+2

(2n + 1)! x2n+1.

Thus, for any N ∈ N0, we can write the first term in (4.4) as

1

2i
√

πθ

N∑

n=0

(−1)n+1E2n+2

(2n + 1)!
∫ ∞+ci

−∞+ci
e−z2/θ+(b−1)i z z2n+1 dz + RN ,

where RN is given by

RN := 1

2i
√

πθ

∫ ∞+ci

−∞+ci
e−z2/θ+(b−1)i z

⎛

⎝sec(z) tan(z) −
N∑

n=0

(−1)n+1E2n+2

(2n + 1)! z2n+1

⎞

⎠ dz.

We bound this “remainder” RN using a similar argument to that in [3, pages
546-547], and consider |RN |. Since sec(z) tan(z) is analytic for |z| < π

2 , we have
that ∣∣∣∣∣sec(z) tan(z) −

N∑

n=0

(−1)n+1E2n+2

(2n + 1)! z2n+1

∣∣∣∣∣ ≤ C1|z|2N+3

for |z| ≤ π
4 , where C1 depends on N but not on z.

Further, for 0 < c ≤ 1 and |z| ≥ π
4 with z on the contour (−∞ + ci,∞ + ci), is

not hard to see that

1

z2N+3
and

1

z2N+3

N∑

n=0

(−1)n+1E2n+2

(2n + 1)! z2n+1

are bounded by constants independent of c and z. It remains to bound sec(z) tan(z)
for z on this contour. This is not necessarily possible as we let c → 0+, but we are
able to bound c2 sec(z) tan(z). Indeed, for z = x + ci , x ∈ R, we one can show that

∣∣ cos(x + ci)
∣∣ ≥ sinh(c) and

∣∣ sin(x + ci)
∣∣ ≤ cosh(c). (4.5)

Equality in both expressions in (4.5) is obtained when x = (2n − 1)π/2 for n ∈ Z.
Thus, since sinh(c) > 0 for c > 0, we only need to address z = (2n − 1)π/2 + ci
as c → 0+. It is straightforward to show that

lim
c→0+

∣∣∣∣c
2 sec

(
(2n − 1)π

2
+ ci

)
tan

(
(2n − 1)π

2
+ ci

)∣∣∣∣ = lim
c→0+

c2 cosh(c)

sinh2(c)
= 1,

which shows that we are able to bound c2 sec(z) tan(z) for z ∈ (−∞ + ci,∞ + ci)
as c → 0+ and that this bound is independent of z and c. Therefore, for all points z
on the contour (−∞ + ci,∞ + ci), we have that,
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∣∣∣∣∣
c2

z2N+3

(
sec(z) tan(z) −

N∑

n=0

(−1)n+1E2n+2

(2n + 1)! z2n+1

)∣∣∣∣∣ ≤ C2,

where C2 is some positive constant independent of both z and c. This means,

∣∣RN

∣∣ ≤ C2

2ic2
√

πθ

∫ ∞+ci

−∞+ci

∣∣∣e−z2/θ+(b−1)i z z2N+3
∣∣∣ dz

= C2

2ic2
√

πθ

∫ ∞

−∞

∣∣∣e−(x+ci)2/θ+(b−1)i(x+ci)(x + ci)2N+3
∣∣∣ dx

= C2

2ic2
√

πθ

∫ ∞

−∞
e(c2−x2)/θ−(b−1)c(x2 + c2)N+3/2 dx

<
C2e−(b−1)c

2ic2
√

πθ

∫ ∞

−∞
e(c2−x2)/θ

(
(2x2)N+3/2 + (2c2)N+3/2

)
dx

= 2N+1/2C2ec2/θ−(b−1)c

ic2
√

π

(
Γ (N + 2) θ N+3/2 + Γ

(
1

2

)
c2N+3

)

where we have followed the calculation as in [3] andΓ (t) is the well-known function
given by

Γ (t) =
∫ ∞

0
xt−1e−x dx .

If we now take c = √
θ and use the Taylor expansion for ex , we see that

RN = O(θ N+1/2) as N → ∞, θ → 0+.

Finally, from Lemma 2.2, we have that

1

2i
√

πθ

N∑

n=0

(−1)n+1E2n+2

(2n + 1)!
∫ ∞+ci

−∞+ci
e−z2/θ+(b−1)i z z2n+1 dz

= −e−(b−1)2θ/4
N∑

n=0

E2n+2

(2n + 1)!
√

θ
2n+1

22n+2
H2n+1

(
(b − 1)

√
θ

2

)
.

This gives us the asymptotic for the first integral in (4.4). For the second integral
in (4.4), we turn to Berndt and Kim’s proof of Theorem 2.4 [6, proof of Theorem
1.1]:

1

2
√

πθ

∫ ∞+ci

−∞+ci
e−z2/θ+(b−1)i z dz

cos(z)

= e−(b−1)2θ/4
N∑

n=0

θn E2n

22n+1(2n)! H2n

(
(b − 1)

√
θ

2

)
+ O(θ N+1/2).
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Putting this all together, we have that

G1(θ) = −e−(b−1)2θ/4
N∑

n=0

θn+ 1
2 E2n+2

22n+2(2n + 1)! H2n+1

(
(b − 1)

√
θ

2

)

− e−(b−1)2θ/4
N∑

n=0

θn E2n

22n+1(2n)! H2n

(
(b − 1)

√
θ

2

)
+ O(θ N+1/2).

The result in the case a = 1 now follows as N → ∞, t → 0+, given that our
desired partial theta function is eb2θ/4G1(θ) (see (4.2)) and that θ := log

(
1+t
1−t

)
.

Then, by letting θ 	→ aθ and b 	→ b/a, we obtain the general result as stated in the
theorem. �

4.2 Asymptotic expansion for Υ3/2(1, a, b; q)

Wenow turn our attention to the second family of “weight 3/2” partial theta functions
in (1.2). Without loss of generality, we will take a = 1 and, as before, define G2(θ)

as
2

∑

n≥0

nqn2+bn = eb2θ/42
∑

n≥0

ne−(n+b/2)2θ =: eb2θ/4G2(θ), (4.6)

and consider the asymptotic expansion of G2(θ)when θ := log
(
1+t
1−t

)
. Our proof will

rely on Lemmas 2.1 and 2.3, as well as the following result.

Lemma 4.3. Let c, θ > 0 and b ∈ R. Then we have that

− 1

2
√

πθ

∫ ∞+ci

−∞+ci

1

z2
e−z2/θ+biz dz = −b

2

√
π

θ
+ b

2
√

θ
e−b2θ/4 sinh(b

√
θ) + e−b2θ/4

θ
.

Proof. We start by letting u = z/
√

θ . Then

− 1

2
√

πθ

∫ ∞+ci

−∞+ci

1

z2
ebiz−z2/θ dz = − 1

2θ
√

π

∫ ∞+ c√
θ

i

−∞+ c√
θ

i

1

u2
ebi

√
θu−u2

du. (4.7)

This integrand is holomorphic for u ∈ C except for a double pole at 0, which will
make it difficult to evaluate this integral using Cauchy’s theorem. Instead, we apply
integration by parts to obtain
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− 1

2θ
√

π

∫ ∞+ c√
θ

i

−∞+ c√
θ

i

1

u2
ebi

√
θu−u2

du

= 1

2θ
√

π

1

u
ebi

√
θu−u2

∣∣∣∣
∞+ c√

θ
i

−∞+ c√
θ

i

− 1

2θ
√

π

∫ ∞+ c√
θ

i

−∞+ c√
θ

i

1

u
(bi

√
θ − 2u)ebi

√
θu−u2

du.

(4.8)

Applying L’Hopital’s rule, it is straightforward to see that the first term in (4.8) is 0.
Therefore, we see that (4.7) is equal to

− 1

2θ
√

π

∫ ∞+ c√
θ

i

−∞+ c√
θ

i

1

u
(bi

√
θ − 2u)ebi

√
θu−u2

du

= − bi

2
√

θπ

∫ ∞+ c√
θ

i

−∞+ c√
θ

i

1

u
ebi

√
θu−u2

du + 1

θ
√

π

∫ ∞+ c√
θ

i

−∞+ c√
θ

i
ebi

√
θu−u2

du

(4.9)

= −b

2

√
π

θ
+ b

2
√

θ
e−b2θ/4 sinh(b

√
θ) + e−b2θ/4

θ
,

wherewe have used [6, Lemma 3.3] to evaluate the first integral in (4.9) andCauchy’s
theorem to evaluate the second integral in (4.9). �

We are now prepared to state and prove the asymptotic expansion for this family
of “weight 3/2” partial theta functions.

Theorem 4.4. For a > 0, b ∈ R, as t → 0+, we have that

Υ3/2

(
1, a, b; 1 − t

1 + t

)
= 2

∑

n≥0

n

(
1 − t

1 + t

)an2+bn

∼
(
1 − t

1 + t

)−b2/(4a) [
C3/2

(
a, b; log

(
1 + t

1 − t

))

+
(
1 − t

1 + t

) (b−a)2
4a ∑

n≥0

S3/2

(
a, b, n; log

(
1 + t

1 − t

))
+ 1

2
S1/2

(
a, b, n; log

(
1 + t

1 − t

))⎤

⎦ ,

where S1/2 is defined in (2.7),

C3/2(a, b; θ) := − b

2a
C1/2(a, b; θ) + 1

aθ
e− θ(b−a)2

4a (4.10)

with C1/2 as defined in (2.6), and

S3/2(a, b, n; θ) := (22n+1 − 1)(2n + 1)(aθ)n B2n+2

22n(2n + 2)! H2n

(
(b − a)

√
aθ

2a

)
. (4.11)
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Proof. Once again, we prove the case of a = 1 and note that the general theorem
can be obtained by letting q 	→ qa and b 	→ b/a. As stated in (4.6), we have that

2
∑

n≥0

nqn2+bn = eb2θ/4G2(θ),

where we have let q = e−θ and θ := log
(
1+t
1−t

)
. We proceed as in the proof of Theo-

rem 4.2 to see that

G2(θ) = 1√
πθ

∫ ∞+ci

−∞+ci
e−z2/θ+(b−1)i z

(
2

∑

n≥0

ne(2n+1)i z

)
dz. (4.12)

Now, it is easy to see that

i

sin z
= 2

∑

n≥0

e(2n+1)i z,

for all z ∈ H, meaning we can recognize the sum in (4.12) as

2
∑

n≥0

ne(2n+1)i z = 1

2i

d

dz

i

sin z
− 1

2

i

sin z
.

Therefore, we can rewrite (4.12) as

G2(θ) = − 1

2
√

πθ

∫ ∞+ci

−∞+ci
e−z2/θ+(b−1)i z cos z

sin2 z
dz

− i

2
√

πθ

∫ ∞+ci

−∞+ci
e−z2/θ+(b−1)i z dz

sin z
.

(4.13)

We start with the first term in (4.13). We use the fact [12, formula 1.411, no. 11]
that, for |z| < π ,

csc z = 1

z
+ 2

∑

n≥0

(−1)n(22n+1 − 1)B2n+2

(2n + 2)! z2n+1

to obtain the Taylor series for the derivative for |z| < π ,

− cos z

sin2 z
= − 1

z2
+ 2

∑

n≥0

(−1)n(22n+1 − 1)(2n + 1)B2n+2

(2n + 2)! z2n.

Thus, the first term in (4.13) is
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− 1

2
√

πθ

∫ ∞+ci

−∞+ci
e−z2/θ+(b−1)i z cos z

sin2 z
dz

= − 1

2
√

πθ

∫ ∞+ci

−∞+ci

1

z2
e−z2/θ+(b−1)i z dz (4.14)

+ 1√
πθ

N∑

n=0

(−1)n(22n+1 − 1)(2n + 1)B2n+2

(2n + 2)!
∫ ∞+ci

−∞+ci
z2ne−z2/θ+(b−1)i z dz + R′

N ,

where here we define

R′
N := 1

2
√

πθ

∫ ∞+ci

−∞+ci
e−z2/θ+(b−1)i z

×
⎛

⎝− cos z

sin2 z
+ 1

z2
− 2

N∑

n=0

(−1)n(22n+1 − 1)(2n + 1)B2n+2

(2n + 2)! z2n

⎞

⎠ dz.

Lemmas 2.3 and 4.3 allow us to evaluate the integrals in (4.14). Next, we will
show that we can bound R′

N . This follows from a very similar argument to that used
in the proof of Theorem 4.2, obtaining that

R′
N = O(θ N ) as N → ∞, θ → 0+.

Thus, along with Berndt and Kim’s expansion [6, Theorem 3.4] of the second inte-
gral in (4.13), we have obtained the desired asymptotic for a = 1 as N → ∞,
t → 0+. �

4.3 Asymptotic expansions as q approaches other
roots of unity

We now want to consider the “weight 3/2” partial theta functions in (1.2) as we
approach any root of unity. To achieve this, we once again restrict to a = u

v ∈ Q and
b = s

w ∈ Q with u, v, s, w ∈ Z, u, v, w > 0 and consider

Υ3/2

(
±1,

u

v
,

s

w
; ζ h

k

(
1 − t

1 + t

))
= 2

∑

n≥0

(±1)nn
(
ζ h

k

) u
v n2+ s

w n
(
1 − t

1 + t

) u
v n2+ s

w n

.

(4.15)
As noted in Remark 3.1, we do not require gcd(u, v) = 1 and gcd(s, w) = 1.

The method for obtaining asymptotic expansions for each of these partial theta
functions is exactly the same as that used in the proofs of Theorem 3.2 and 3.3: we
use the periodicity of the root of unity to split the infinite sum in (4.15) into a finite
sum of partial theta functions as in (3.3) and (3.4). We note that, in doing this, we
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will see that the partial theta functions in the finite sum are themselves sums of a
“weight 3/2” and a “weight 1/2” partial theta function.

Theorem 4.5. Let h, k, u, v, s, w ∈ Z with k, u, v, w > 0 and gcd(h, k) = 1. Fur-
ther, we let � := vwk/ gcd(vwk, huw, svh). Then, as t → 0+, the following are true:

(i) If � is odd, we have that

Υ3/2

(
−1,

u

v
,

s

w
; ζ h

k

(
1 − t

1 + t

))
= 2

∑

n≥0

(−1)nn
(
ζ h

k

) u
v n2+ s

w n
(
1 − t

1 + t

) u
v n2+ s

w n

∼ −
�−1∑

r=0

(−1)r
(
ζ h

k

) u
v r2+ s

w r
(
1 − t

1 + t

) u
v r2+ s

w r+ u�2

4v − ur�
v − s�

2w

×
[
�
∑

n≥0

T3/2

(
u�2

v
,
2ur�

v
+ s�

w
, n; log

(
1 + t

1 − t

))

+
(
1

2
− r

�

)
T1/2

(
u�2

v
,
2ur�

v
+ s�

w
, n; log

(
1 + t

1 − t

))]

(ii) If � is even, we have that

Υ3/2

(
−1,

u

v
,

s

w
; ζ h

k

(
1 − t

1 + t

))
= 2

∑

n≥0

(−1)nn
(
ζ h

k

) u
v n2+ s

w n
(
1 − t

1 + t

) u
v n2+ s

w n

∼
(
1 − t

1 + t

)− s2v
4uw2

�−1∑

r=0

(−1)r
(
ζ h

k

) u
v r2+ s

w r

×
[
�C3/2

(
u�2

v
,
2ur�

v
+ s�

w
; log

(
1 + t

1 − t

))

+rC1/2

(
u�2

v
,
2ur�

v
+ s�

w
; log

(
1 + t

1 − t

))

−�

(
1 − t

1 + t

) uw�2+4�ruw+2s�v
4vw

×
∑

n≥0

S3/2

(
u�2

v
,
2ur�

v
+ s�

w
, n; log

(
1 + t

1 − t

))

+
(
1

2
+ r

�

)
S1/2

(
u�2

v
,
2ur�

v
+ s�

w
, n; log

(
1 + t

1 − t

))]

Theorem 4.6. Let h, k, u, v, s, w ∈ Z with k, u, v, w > 0 and gcd(h, k) = 1. Fur-
ther, we let � := vwk/ gcd(vwk, huw, svh). Then, as t → 0+, we have that
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Υ3/2

(
1,

u

v
,

s

w
; ζ h

k

(
1 − t

1 + t

))

= 2
∑

n≥0

n
(
ζ h

k

) u
v n2+ s

w n
(
1 − t

1 + t

) u
v n2+ s

w n

∼
(
1 − t

1 + t

)− s2v
4uw2

�−1∑

r=0

(
ζ h

k

) u
v r2+ s

w r

×
[
�C3/2

(
u�2

v
,
2ur�

v
+ s�

w
; log

(
1 + t

1 − t

))

+rC1/2

(
u�2

v
,
2ur�

v
+ s�

w
; log

(
1 + t

1 − t

))

−�

(
1 − t

1 + t

) uw�2+4�ruw+2s�v
4vw

×
∑

n≥0

S3/2

(
u�2

v
,
2ur�

v
+ s�

w
, n; log

(
1 + t

1 − t

))

+
(
1

2
+ r

�

)
S1/2

(
u�2

v
,
2ur�

v
+ s�

w
, n; log

(
1 + t

1 − t

))]

The proofs of Theorems 4.5 and 4.6 follow the arguments given in the proofs of
Theorems 3.2 and 3.3. We omit them here for brevity.

5 Low order terms

The theorems in Sections 3 and 4 give a complete characterization of the asymptotic
properties of Υ1/2

(±1, u
v , s

w ; q
)
and Υ3/2

(±1, u
v , s

w ; q
)
as q approaches any root

of unity, ζ h
k , along the path q = ζ h

k

(
1−t
1+t

)
, t → 0+. However, applications of these

asymptotic estimates as t → 0+ are oftenmost concernedwith the low order terms of
the expansion. In this section, we rewrite the results of Sections 3 and 4 to highlight
those terms of degree less than 1/2.

We begin by considering the low order terms of the building blocks of these
asymptotic expansions, namely Tj/2, C j/2, and Sj/2 for j = 1 or 3, which are them-
selves built from well-known series. In particular, for t, x, α ∈ R with t ≥ 0 and
n ∈ N0, we have that

θα := logα

(
1 + t

1 − t

)
= (2t)α

(
1 + α

3
t2 + O(t4)

)
,

(
1 − t

1 + t

)α

= 1 − 2αt + 2α2t2 + O(t3),

⎫
⎪⎪⎬

⎪⎪⎭
(5.1)
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H2n(x) = (−1)n(2n)!
n! − 2(−1)n(2n)!

(n − 1)! x2 + O(x4),

H2n+1(x) = 2(−1)n(2n + 1)!
n! x − 4(−1)n(2n + 1)!

3(n − 1)! x3 + O(x5),

sinh(αx)

x
= α + α3

6
x2 + O(x4),

⎫
⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

(5.2)

where the expansions of H2n(x) and H2n+1(x) follow from (2.2) and (2.3),
respectively.

5.1 “Weight 1/2” low order terms

Using those series in (5.1) and (5.2), we can obtain the following series for the
building blocks of our asymptotic expansions in Theorems 3.2 and 3.3. In particular,
for a > 0, b ∈ R, n ∈ Z and θ := log

(
1+t
1−t

)
, we have that T1/2(a, b, n; θ) as defined

in (2.5) has an expansion of the form

T1/2 (a, b, n; θ) = an E2n

(2n)!22n
(2t)n

(
1 + n

3
t2 + O(t4)

)

× (−1)n(2n)!
(
1

n! − (b − a)2

a(n − 1)! t + O(t2)

)

= (−a)n E2n

2n
tn

(
1

n! − (b − a)2

a(n − 1)! t + O(t2)

)
. (5.3)

Similarly, we see that C1/2(a, b; θ) as defined in (2.6) has an expansion of the form

C1/2 (a, b; θ) =
√

π

2at
− 1

6

√
π

2a
t3/2

−
(
1 − (b − a)2

2a
t + O(t2)

) (
b − a

a
+ (b − a)3

3a2
t + O(t2)

)

=
√

π

2at
− b − a

a
+ (b − a)3

6a2
t − 1

6

√
π

2a
t3/2 + O(t2), (5.4)

and S1/2(a, b, n; θ) as defined in (2.7) has an expansion of the form

S1/2 (a, b, n; θ) = (22n+1 − 1)an+ 1
2 B2n+2

22n(2n + 2)! (2t)n+ 1
2

(
1 + (2n + 1)

6
t2 + O(t4)

)

× (−1)n(b − a)(2n + 1)!√2√
a

(
1

n! t1/2 − (b − a)3

3a(n − 1)! t3/2 + O(t5/2)

)
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= (−a)n(22n+1 − 1)(b − a)B2n+2

2n−1(2n + 2)
tn+1

(
1

n! − (b − a)3

3a(n − 1)! t + O(t2)

)
. (5.5)

Now that we understand the building blocks, we can state the low order terms of
the expansions appearing in Theorems 3.2 and 3.3.

Corollary 5.1. Let h, k, u, v, s, w ∈ Z with k, u, v, w > 0 and gcd(h, k) = 1.
Further, we let � := vwk/ gcd(vwk, huw, svh) and θ := log

(
1+t
1−t

)
. Then, as t → 0+,

the following are true:

(i) If � is odd, we have that

Υ1/2

(
−1,

u

v
,

s

w
; ζ h

k e−θ
)

=
�−1∑

r=0

(−1)r
(
ζ h

k

) u
v r2+ s

w r + O(t). (5.6)

(ii) If � is even, we have that

Υ1/2

(
−1,

u

v
,

s

w
; ζ h

k e−θ
)

=
(√

πv

2u�2t
− sv

uw�
+ 1

) �−1∑

r=0

(−1)r
(
ζ h

k

) u
v r2+ s

w r

(5.7)

+ 2

�

�−1∑

r=0

(−1)r r
(
ζ h

k

) u
v r2+ s

w r + O(t1/2).

(iii) For any �, we have that

Υ1/2

(
1,

u

v
,

s

w
; ζ h

k e−θ
)

=
(√

πv

2u�2t
− sv

uw�
+ 1

) �−1∑

r=0

(
ζ h

k

) u
v r2+ s

w r
(5.8)

+ 2

�

�−1∑

r=0

r
(
ζ h

k

) u
v r2+ s

w r + O(t1/2).

Proof. Working from the statement of Theorem 3.2, we first notice that (5.3) implies
that, for all a > 0 and b ∈ R, T1/2(a, b, 0; θ) = 1 + O(t) and T1/2(a, b, n; θ) =
O(t) for all n ≥ 1. Therefore, (5.6) follows immediately from (5.1).

Next, we turn our attention to proving (5.7) and (5.8), which starts with recalling
the statements of Theorem 3.2 and Theorem 3.3, respectively. We notice that (5.5)
implies that S1/2(a, b, n; θ) = O(t) for all n ∈ N0, a > 0, and b ∈ R. Thus, both
(5.7) and (5.8) follow from (5.1) and (5.4). �

Remark 5.2. The sums appearing in the constant terms of (5.6), (5.7), and (5.8),
namely

�−1∑

r=0

(±1)r
(
ζ h

k

) u
v r2+ s

w r
, (5.9)
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are related to generalized Gauss sums. In particular, a generalized Gauss sum is a
sum of the form

c−1∑

n=0

e
2π i

(
an2+bn

c

)

for some a, b, c ∈ N0, c �= 0.
Understandingwhen the sum in (5.9) is zero allows one to determine atwhich roots

of unity the partial theta functionΥ1/2
(−1, u

v , s
w ; ζ h

k e−θ
)
vanishes in the case that � is

odd. Similarly, understanding the generalized Gauss sum in asymptotic expansions
related to Υ1/2

(−1, u
v , s

w ; ζ h
k e−θ

)
when � is even and Υ1/2

(
1, u

v , s
w ; ζ h

k e−θ
)
allow

us to determine which roots of unity are poles of the corresponding partial theta
function. We refer the reader to [4, 5] for a more detailed discussion of Guass sums.

5.2 “Weight 3/2” low order terms

Wenow turn our attention to the asymptotic expansions inTheorems4.5 and4.6.As in
Section 5.1, we begin with the building blocks of these expansions, namely T3/2,C3/2

and S3/2. For a > 0, b ∈ R, n ∈ Z and θ := log
(
1+t
1−t

)
, we have that T3/2(a, b, n; θ)

as defined in (4.1) has an expansion of the form

T3/2(a, b, n; θ) = (−a)n(b − a)E2n+2

2n+1n! tn+1

(
1 + n + 1

3
t2 + O(t4)

)
. (5.10)

Similarly, we see that C3/2(a, b; θ) as defined in (4.10) has an expansion of the form

C3/2(a, b; θ) = 1

2at
− b

2a

√
π

2at
+ b2 − a2

4a2

+ (−b4 + 6a2b2 − 8a3b + 3a4 − 8a2)

48a3
t + b

12a

√
π

2a
t3/2 + O(t2),

(5.11)
and S3/2(a, b, n; θ) as defined in (4.11) has an expansion of the form

S3/2(a, b, n; θ) = (−a)n(22n+1 − 1)B2n+2

2n(2n + 2)
tn

(
1

n! − (b − a)2

a(n − 1)! t + O(t2)

)
.

(5.12)
We are now prepared to state the low order terms of the expansions appearing in

Theorems 4.5 and 4.6.

Corollary 5.3. Let h, k, u, v, s, w ∈ Z with k, u, v, w > 0 and gcd(h, k) = 1. Fur-
ther, we let � := vwk/ gcd(vwk, huw, svh) and θ := log

(
1+t
1−t

)
. Then, as t → 0+, the

following are true:
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(i) If � is odd, we have that

Υ3/2

(
−1,

u

v
,

s

w
; ζ h

k e−θ
)

= −
�−1∑

r=0

(−1)r

(
�

2
− r

) (
ζ h

k

) u
v r2+ s

w r + O(t). (5.13)

(ii) If � is even, we have that

Υ3/2

(
−1,

u

v
,

s

w
; ζ h

k e−θ
)

= v

2u�t

�−1∑

r=0

(−1)r
(
ζ h

k

) u
v r2+ s

w r
(5.14)

− sv

2uw

√
πv

2u�2t

�−1∑

r=0

(−1)r
(
ζ h

k

) u
v r2+ s

w r

+
�−1∑

r=0

(−1)r
(
ζ h

k

) u
v r2+ s

w r
(

−�

3
+ r − r2

�
+ s2v2

2�u2w2

)

+ O(t1/2).

(iii) For all �, we have that

Υ3/2

(
1,

u

v
,

s

w
; ζ h

k e−θ
)

= v

2u�t

�−1∑

r=0

(
ζ h

k
) u

v r2+ s
w r − sv

2uw

√
πv

2u�2t

�−1∑

r=0

(
ζ h

k
) u

v r2+ s
w r

(5.15)

+
�−1∑

r=0

(
ζ h

k
) u

v r2+ s
w r

(
− �

3
+ r − r2

�
+ s2v2

2�u2w2

)
+ O(t1/2).

Proof. To prove (5.13), we note that, by (5.10), T3/2(a, b, n; θ) = O(t) for all n ∈
N0, a > 0, and b ∈ R. Then, recalling the statement of Theorem 4.5, (5.13) follows
from (5.1) and (5.3).

To prove (5.14) and (5.15), we notice (5.12) implies that for all a > 0 and b ∈ R,
S3/2(a, b, 0; θ) = 1 + O(t) and S3/2(a, b, n; θ) = O(t) for all n ≥ 1. Then, recall-
ing Theorems 4.5 and 4.6, (5.14) and (5.15) follow from (5.1), (5.4), (5.11), and
(5.12) (since, as noted in the proof of Corollary 5.1, S1/2(a, b, n; θ) = O(t) for all
n ∈ N0). �

Remark 5.4. As in Corollary 5.1, we again see the same generalized Gauss sums

�−1∑

r=0

(±1)r
(
ζ h

k

) u
v r2+ s

w r

appearing in the low order terms of Υ3/2
(±1, u

v , s
w ; ζ h

k e−θ
)
. Understanding when

these sums vanish allows us to determine at which roots of unity the partial theta
functions Υ3/2

(−1, u
v , s

w ; ζ h
k e−θ

)
with � even and Υ3/2

(
1, u

v , s
w ; ζ h

k e−θ
)
have poles.
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Abstract Recently, Andrews and Merca, and Kolitsch and Burnette gave partition
interpretations of the Truncated Pentagonal Number Theorem. In this paper, another
partition interpretation for the Truncated Pentagonal Number Theorem involving
overpartitions will be presented. Overpartitions will also be used to explain some
specific truncations of Jacobi’s Triple Product Identity.
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1 Introduction

Euler’s Pentagonal Number Theorem yields the recurrence

p(n) =
∞∑

j=1

(−1) j−1(p(n − (3 j2 − j)/2) + p(n − (3 j2 + j)/2)
)
, (1.1)
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where p(m) = 0 if m < 0 for the ordinary partition function. The Truncated Pen-
tagonal Number Theorem addresses the fact that,

(−1)k−1
k−1∑

j=0

(−1) j
(
p(n − (3 j2 + j)/2) − p(n − (3 j2 + 5 j + 2)/2)

) ≥ 0.(1.2)

Andrews and Merca [1] proved that this nonnegative quantity is the number of parti-
tions of n in which k is the least integer that is not a part and there are more parts> k
than there are< k. Kolitsch and Burnette [4] proved that this nonnegative quantity is
the number of partition pairs (S,U ) where S is a partition with parts greater than k,
U is a partition with k − 1 distinct parts all of which are greater than the smallest part
in S, and the sum of the parts in S ∪U is n. Kolitsch and Burnette [4] also proved
that

(−1)k
(
p(n) +

k∑

j=1

(−1) j
(
p(n − (3 j2 − j)/2) − p(n − (3 j2 + j)/2)

))
(1.3)

is nonnegative and counts the number of partition pairs (S, T ) where S is a partition
with parts greater than k, T is a partition with k distinct parts all of which are
greater than the smallest part in S, and the sum of the parts in S ∪ T is n. In this
paper, overpartitions will be used to give a new interpretation of these nonnegative
quantities. Some truncated identities associated with Jacobi’s Triple Product Identity
will also be explored.

2 The Main Theorem

Letting pe(n) (respectively, po(n)) be the number of partitions of n into an even
(odd) number of distinct parts, the combinatorial proof of Euler’s Pentagonal
Number Theorem shows that pe(n) − po(n) = 0 unless n = 3 j2− j

2 or 3 j2+ j
2 . In

these exceptional cases, pe(n) − po(n) = (−1) j . The new interpretation of the
Truncated Pentagonal Number Theorem presented here will look at the differ-
ence in the number of overpartitions in two categories separated by parity. In
order to state the main theorem, we need to introduce the polynomials Fr (q)

with r ≥ 2 defined by 1 + ∑(r−1)/2
j=1 (−1) j (q(3 j2− j)/2 + q(3 j2+ j)/2) for r odd and

∑(r−2)/2
j=0 (−1) j (q(3 j2+ j)/2 − q(3 j2+5 j+2)/2) for r even.

Theorem 2.1. The coefficient of qn in the generating function Fr (q)

(q;q)∞ is the number
of overpartitions of n with an even number of overlined parts minus the number
of overpartitions of n with an odd number of overlined parts where all parts are
≥ � r+2

2 � and at most � r−1
2 � parts are overlined.
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To prove this theorem, we need the generating functions for the overpartitions
described in the theorem. The generating function for unrestricted overpartitions is
(−q;q)∞
(q;q)∞ [3]. For our theorem, we will need to keep track of the size of the parts and
the number of overlined parts. To do this, we will insert parameters b and c into the
generating function to get (−bqc;q)∞

(qc;q)∞ . This function will now generate the number of
overpartitions, where the parts are ≥ c and the parameter b will keep track of the
number of overlined parts in the partition. Using Corollary 2.2 in [2], we can rewrite

(−bqc; q)∞
(qc; q)∞

= 1

(qc; q)∞

∞∑

j=0

b jq( j2− j)/2+cj

(q; q) j
. (2.1)

Thus, the generating function for overpartitions, where all parts are ≥ c and exactly

j parts are overlined, is 1
(qc;q)∞

(
q( j2− j)/2+cj

(q;q) j

)
. Hence, the generating function for the

number of overpartitions of n with an even number of overlined parts minus the
number of overpartitions of n with an odd number of overlined parts, where all parts
are ≥ � r+2

2 � and at most � r−1
2 � parts are overlined, is

1

(qk+1; q)∞

k∑

j=0

(
(−1) j q( j2− j)/2+(k+1) j

(q; q) j

)
(2.2)

when r = 2k + 1 and is

1

(qk+2; q)∞

k∑

j=0

(
(−1) j q( j2− j)/2+(k+2) j

(q; q) j

)
(2.3)

when r = 2k + 2. These generating functions appear in equations (2.5) and (2.9) in
[5] and are equal to F2k+1(q)

(q;q)∞ and F2k+2(q)

(q;q)∞ , respectively, which completes the proof of
Theorem 2.1.

3 The Non-negativity Results

Let πc be the set of ordinary partitions of n with parts ≥ c and let λ denote an
element of this set. Let p̄c(n) be the number of overpartitions of n with parts ≥ c.
Also, let β(λ) be the number of different parts in λ. For example, the partition
λ = 1 + 1 + 2 + 3 + 3 + 3 + 5 of 18 in π1 has β(λ) = 4 since the four different
parts in λ are 1, 2, 3, and 5. With these definitions, the following lemma can easily
be observed since the parts that are overlined have to be selected from the different
parts in λ.
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Lemma 3.1.

p̄c(n) =
∑

λ∈πc

β(λ)∑

i=0

(
β(λ)

i

)
. (3.1)

The following theorem is a consequence of this lemma and a property of alter-
nating sums and differences of binomial coefficients.

Theorem 3.2. The number of overpartitions of n with an even number of overlined
parts minus the number of overpartitions of n with an odd number of overlined parts,
where all parts are ≥ c and at most k parts are overlined, is given by

∑

λ∈πc

k∑

i=0

(−1)i
(

β(λ)

i

)
= (−1)k

∑

λ∈πc

(
β(λ) − 1

k

)
. (3.2)

The nonnegativity results associated with the Truncated Pentagonal Number The-
orem follow immediately by taking c = � r+2

2 � and k = � r−1
2 �.

4 Some Results for Jacobi’s Triple Product

For r ≥ 2 and s ≤ � r
2�, Jacobi’s Triple Product Identity can be stated as

(qs; qr )∞(qr−s; qr )∞(qr ; qr )∞ =
∞∑

i=0

(−1)i q(ri2+(r−2s)i)/2(1 − qs(2i+1)). (4.1)

We will define ar,s(n) by

1

(qs; qr )∞(qr−s; qr )∞(qr ; qr )∞ =
∞∑

n=0

ar,s(n)qn . (4.2)

The results in [6] show that, for r ≥ 2 and s ≤ � r
2�,

(−1)k
k∑

i=0

(−1)i
(
ar,s

(
n − ri2 + (r − 2s)i

2

) − ar,s
(
n − ri2 + (r + 2s)i + 2s

2

))
(4.3)

is nonnegative. In this section, Yee’s result for k = 1 will be interpreted in terms of
overpartitions.

Theorem 4.1. For r ≥ 3, s < � r
2�, and n ≥ 1,

ar,s(n) − ar,s(n − s) − ar,s(n − (r − s)) + ar,s(n − (r + 2s)) (4.4)
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is the number of overpartitions of n with no overlined parts minus the number of
overpartitions of n with one overlined part ≥ r − s and congruent to ±s (mod r)
and the non-overlined parts are congruent to 0,±s (mod r) and s and r do not occur
as parts.

A generating function that can be used to generate the overpartitions described in
the theorem is

(−bqr+s ;qr )∞(−bqr−s ;qr )∞
(qr+s ;qr )∞(qr−s ;qr )∞(q2r ;qr )∞

= 1
(qr+s ;qr )∞(qr−s ;qr )∞(q2r ;qr )∞

∑
i, j≥0

bi+ j qr((i
2−i)/2+( j2− j)/2)+(r+s)i+(r−s) j

(qr ;qr )i (qr ;qr ) j . (4.5)

The coefficient of b0 in this generating function yields the generating function for
the overpartitions of n described in the theorem that have no overlined parts and the
coefficient of b1 in this function yields the generating function for overpartitions of n
described in the theorem that haveoneoverlinedpart.Respectively, these twogenerat-

ing functions are 1
(qr+s ;qr )∞(qr−s ;qr )∞(q2r ;qr )∞ and 1

(qr+s ;qr )∞(qr−s ;qr )∞(q2r ;qr )∞

(
qr+s+qr−s

(qr ;qr )1

)
.

Hence, the number of overpartitions of n with no overlined parts minus the number
of overpartitions of n with one overlined part ≥ r and congruent to ±s(mod r ) and
the non-overlined parts are congruent to 0,±s(mod r ), and not equal to s or r is the
coefficient of qn in

1
(qr+s ;qr )∞(qr−s ;qr )∞(q2r ;qr )∞

(
1 − qr+s+qr−s

1−qr

)

= 1
(qr ;qr )∞(qs ;qr )∞(qr−s ;qr )∞

(
1 − qs − qr−s + qr+2s

)
, (4.6)

which gives the desired result.
We can also use overpartitions to explain what the quantity ar,s(n) − ar,s(n −

s) − ar,s(n − (r − s)) enumerates.

Theorem 4.2. For r ≥ 3, s < � r
2�, and n ≥ 1, ar,s(n) − ar,s(n − s) − ar,s(n − (r −

s)) is the number of overpartitions of n with no overlined parts minus the number
of overpartitions of n with one overlined part where the overlined parts are ≥ r − s
and in the sequence r + si for i ≥ −1 and the non-overlined parts are ≥ r − s and
congruent to 0,±s (mod r).

A generating function that can be used to generate the overpartitions described in
the theorem is

(−bqr−s ;qs )∞
(qr−s ;qr )∞(qr ;qr )∞(qr+s ;qr )∞

= 1
(qr−s ;qr )∞(qr ;qr )∞(qr+s ;qr )∞

∞∑
j=0

b j qs( j2− j)/2+(r−s) j

(qs ;qs ) j
. (4.7)
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The coefficient of b0 in this generating function yields the generating function for
the overpartitions of n described in the theorem that have no overlined parts and the
coefficient of b1 in this function yields the generating function for overpartitions of n
described in the theorem that have one overlined part. Respectively, these two gener-

ating functions are 1
(qr−s ;qr )∞(qr ;qr )∞(qr+s ;qr )∞ and 1

(qr−s ;qr )∞(qr ;qr )∞(qr+s ;qr )∞

(
q(r−s)

(qs ;qs )1

)
.

Hence, the number of overpartitions of n with no overlined parts minus the number
of overpartitions of n with one overlined part, where the overlined parts are ≥ r − s
and in the sequence r + si for i ≥ −1 and the non-overlined parts are ≥ r − s and
congruent to 0,±s(mod r ) is the coefficient of qn in

1
(qr−s ;qr )∞(qr ;qr )∞(qr+s ;qr )∞ − 1

(qr−s ;qr )∞(qr ;qr )∞(qr+s ;qr )∞

(
q(r−s)

(qs ;qs )1
)

= 1
(qr−s ;qr )∞(qr ;qr )∞(qr+s ;qr )∞

(
1 − qr−s

1−qs

)

= 1
(qr−s ;qr )∞(qr ;qr )∞(qs ;qr )∞

(
1 − qs − qr−s

)
, (4.8)

which gives the desired result.
Unfortunately, the next truncation of Jacobi’s Triple Product, the case k = 2 from

Yee’s paper, does not follow in a similar manner. This case looks at the quantity

ar,s(n) − ar,s(n − s) − ar,s(n − (r − s)) + ar,s(n − (r + 2s)) (4.9)

+ ar,s(n − (3r − 2s)) − ar,s(n − (3r + 3s)).

Our method yields a result for

ar,s(n) − ar,s(n − s) − ar,s(n − (r − s)) + ar,s(n − (r + 2s)) (4.10)

+ ar,s(n − (3r − 2s)) − ar,s(n − 3r)

instead of the desired truncation.

Theorem 4.3. For r ≥ 3, s < � r
2�, and n ≥ 1,

ar,s(n) − ar,s(n − s) − ar,s(n − (r − s)) + ar,s(n − (r + 2s)) (4.11)

+ ar,s(n − (3r − 2s)) − ar,s(n − 3r)

is the number of overpartitions of n with no overlined parts minus the number of
overpartitions of n with one overlined partwhere the parts are≥ r + s and congruent
to 0,±s (mod r).

A generating function that can be used to generate the overpartitions described in
the theorem is
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(−bqr+s; qr )∞(−bq2r−s ; qr )∞(−bq2r ; qr )∞
(qr+s ; qr )∞(q2r−s; qr )∞(q2r ; qr )∞ = 1

(qr+s ; qr )∞(q2r−s; qr )∞(q2r ; qr )∞
(4.12)

×
∑

i, j,k≥0

bi+ j+kqr((i
2−i)/2+( j2− j)/2+(k2−k)/2)+(r+s)i+(2r−s) j+2rk

(qr ; qr )i (qr ; qr ) j (qr ; qr )k .

The coefficient of b0 in this generating function yields the generating function for
the overpartitions of n described in the theorem that have no overlined parts and
the coefficient of b1 in this function yields the generating function for overparti-
tions of n described in the theorem that have one overlined part. Respectively, these
two generating functions are 1

(qr+s ;qr )∞(q2r−s ;qr )∞(q2r ;qr )∞ and 1
(qr+s ;qr )∞(q2r−s ;qr )∞(q2r ;qr )∞(

qr+s+q2r−s+q2r

(qr ;qr )1

)
. Hence, the number of overpartitions of n with no overlined parts

minus the number of overpartitions of n with one overlined part, where the parts are
≥ r + s and congruent to 0,±s (mod r ) is the coefficient of qn in

1
(qr+s ;qr )∞(q2r−s ;qr )∞(q2r ;qr )∞

(
1 − qr+s+q2r−s+q2r

1−qr

)

= 1
(qr ;qr )∞(qs ;qr )∞(qr−s ;qr )∞

(
1 − qs − qr−s + qr+2s + q3r−2s − q3r

)
, (4.13)

which gives the desired result.

5 Concluding Remarks

Since the r = 3, s = 1 case of Jacobi’s Triple Product is the Pentagonal Number
Theorem, it would be nice to find a comprehensive result that easily explains each
truncation of Jacobi’s Triple Product as a generalization of an interpretation of the
Truncated Pentagonal Number Theorem.
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function for the number u(n) of all unique path partitions of n. This formula reads
(cf. [1, Remark 3.6])

∑

n≥1

u(n)qn = 2
∑

i≥1

q2i−1(1 + q2i−1
)

i−2∏

j=0

1

1 − q2 j

= 2

(
q(1 + q) +

∑

i≥2

q−1 + 1

1 − q2
· q2i (1 + q2i−1

)
∏i−2

j=1(1 − q2 j
)

)
. (1.1)

The final part in [1] concerns congruences modulo 8 for u(n). The corresponding
main result [1, Theorem4.6] provides a complete description of the behaviour of u(n)

modulo 8 (in terms of the related sequence of numbers w(n); see the next section for
the definition ofw(n)). The arguments to arrive at this result are mainly of a recursive
nature.

The purpose of this note is to show that a more convenient and more powerful
method to derive congruences (modulo powers of 2) is by an analysis of the generating
function (1.1). Not only are we able to recover the result from [1], but in addition
we succeed in determining the congruence class of u(n) modulo 16, see (2.1) and
Theorem 7, thus solving the problem left open in the last paragraph of [1]. We point
out that the approach presented here is very much inspired by calculations in [2,
Appendix], where expressions similar to the one on the right-hand side of (1.1)
appear, with the role of the prime number 2 replaced by 3, though.

2 An equivalent expression for the generating function

We start with the observation (already made in [1]) that, first, all numbers u(n) are
divisible by 2, and, second, we have u(2n) = u(2n − 1) for all n. This is easy to see
from the right-hand side of (1.1) since it has the form 2(1 + q) f (q2), where f (t)
is a formal power series in t . We therefore divide the right-hand side of (1.1) by
2(1 + q−1), subsequently replace q by q1/2, and consider the “reduced” generating
function

∑

n≥2

w(n)qn =
∑

i≥2

q2i−1
(1 + q2i−2

)
1

(1 − q)
∏i−3

j=0(1 − q2 j
)
.

In other words, we have

2w(n) = u(2n) = u(2n − 1) (2.1)

for all n.
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Using the convention

N−1∑

k=M

Expr(k) =

⎧
⎪⎨

⎪⎩

∑N−1
k=M Expr(k), N > M,

0, N = M,

−∑M−1
k=N Expr(k), N < M.

(2.2)

for sums, we rewrite the above equation in the following way:

∑

n≥2

w(n)qn =
∑

i≥2

q2i−1 1 + q2i−2

(1 − 2q + q2)
∏i−3

j=1(1 − q2 j
)

=
∑

i≥2

q2i−1 1 + q2i−2

(1 − 2q
1+q2 )(1 + q2)

∏i−3
j=1(1 − q2 j

)

=
∑

i≥2

q2i−1 1 + q2i−2

(1 − 2q
1+q2 )(1 − q4)

∏i−3
j=2(1 − q2 j

)

=
∑

i≥2

q2i−1 1 + q2i−2

(1 − 2q
1+q2 )(1 − q4)2

∏i−3
j=3(1 − q2 j

)

. . . . . . . . . . . . . . . . . . .

=
∑

i≥1

q22i−1 1 + q22i−2

(1 − 2q
1+q2 )(1 − 2q4

1+q8 ) · · · (1 − 2q22i−4

1+q22i−3 )(1 − q22i−2
)

+
∑

i≥1

q22i 1

(1 − 2q
1+q2 )(1 − 2q4

1+q8 ) · · · (1 − 2q22i−2

1+q22i−1 )

=
∑

i≥1

q22i−1
1 + 2q22i−2

1−q22i−2

∏i−2
j=0(1 − 2q22 j

1+q22 j+1 )
+

∑

i≥1

q22i 1
∏i−1

j=0(1 − 2q22 j

1+q22 j+1 )
. (2.3)

From the last expression, it is immediately obvious that w(n) is odd if and only
if n is a power of 2, thus recovering the first assertion of [1, Cor. 4.3]. The above-
mentioned mod-4 result [1, Theorem 4.6] for w(n)—which, by (2.1), translates into
a mod-8 result for u(n)—can also be derived within a few lines from the above
expression.

In the next section, we show how to obtain congruences modulo 8 for w(n),
which, by (2.1), translate into congruences modulo 16 for the unique path partition
numbers u(n).
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3 Congruences modulo powers of 2

In what follows, we write

f (q) = g(q) modulo 2γ

to mean that the coefficients of qi in f (q) and g(q) agree modulo 2γ for all i . We
apply geometric series expansion in (2.3), and at the same time, we neglect terms
which are divisible by 8. For example, we expand

1

1 − 2q
1+q2

= 1 + 2q

1 + q2
+ 4q2

(1 + q2)2
modulo 8.

In this manner, we obtain the congruence

∑

n≥2

w(n)qn =
∑

i≥1

q2
2i−1

(
1 + 2q2

2i−2

1 − q22i−2 + 2
i−2∑

j=0

q2
2 j

1 + q22 j+1

+ 4
q2

2i−2

1 − q22i−2

i−2∑

j=0

q2
2 j

1 + q22 j+1 + 4
∑

0≤s≤t≤i−2

q2
2s+22t

(1 + q22s+1
)(1 + q22t+1

)

)

+
∑

i≥1

q2
2i
(
1 + 2

i−1∑

j=0

q2
2 j

1 + q22 j+1 + 4
∑

0≤s≤t≤i−1

q2
2s+22t

(1 + q22s+1
)(1 + q22t+1

)

)

modulo 8.

After rearrangement, this becomes

∑

n≥2

w(n)qn =
∑

i≥1

q2
i + 2q3

1 − q
+ 2

∑

j≥1

1

1 − q22 j

(
q2

2 j+22 j+1 + q2
2 j−2

(1 − q2
2 j−1

)
∑

�≥2 j

q2
�
)

+ 4
∑

1≤s<t

q2
2s−2+22t−2

(1 − q22s−1
)(1 − q22t−1

)

(
q2

2t−1
(1 + q2

2t−2
) +

∑

�≥2t

q2
�
)

+ 4
∑

s≥1

q2
2s−1

(1 − q22s )

∑

�≥2s

q2
�

modulo 8. (3.1)

We must now analyse the individual sums in (3.1).

Lemma 1. Let n ≥ 2, and write n = ∑e
i=a ni · 2i , with 0 ≤ ni ≤ 1 for all i and

na �= 0 �= ne. Then, the coefficient of qn in

∑

j≥1

q22 j+22 j+1

1 − q22 j
(3.2)
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is equal to �a/2� if n is not a power of 2, and it is equal to max{�a/2� − 1, 0}
otherwise.

Proof. By geometric series expansion, we see that the coefficient of qn in (3.2) is
equal to the number of possibilities to write n = (k + 3)22 j for some j ≥ 1 and
k ≥ 0. For fixed j , we can find a suitable k if and only if n ≥ 3 · 22 j . If n is not
a power of 2, this is equivalent to the condition that 2 j ≤ a. The claim follows
immediately. �	
Lemma 2. Let n ≥ 2, and write n = ∑e

i=a ni · 2i as in Lemma 1. Then, the coeffi-
cient of qn in

∑

j≥1

q22 j−2

1 − q22 j

∑

�≥2 j

q2�

(3.3)

is equal to e − 2 j + 1 if a = 2 j − 2, na+1 = n2 j−1 = 0, and n is not a power of 2,
and it is equal to 0 otherwise.

Proof. By geometric series expansion, we see that the coefficient of qn in (3.3) is
equal to the number of possibilities towrite n = 22 j−2 + k · 22 j + 2� for some j ≥ 1,
� ≥ 2 j , and k ≥ 0. The claim follows immediately. �	
Lemma 3. Let n ≥ 2, and write n = ∑e

i=a ni · 2i as in Lemma 1. Then, the coeffi-
cient of qn in

∑

j≥1

q22 j−2+22 j−1

1 − q22 j

∑

�≥2 j

q2�

(3.4)

is equal to e − 2 j + 1 if a = 2 j − 2, na+1 = n2 j−1 = 1, and it is equal to0otherwise.

Proof. By geometric series expansion, we see that the coefficient of qn in (3.4) is
equal to the number of possibilities to write n = 22 j−2 + 22 j−1 + k · 22 j + 2� for
some j ≥ 1, � ≥ 2 j , and k ≥ 0. The claim follows immediately. �	
Lemma 4. Let n ≥ 2, andwrite n = ∑e

i=a ni · 2i as inLemma1. Then the coefficient
of qn in

∑

s≥1

q22s−1

1 − q22s

∑

�≥2s

q2�

(3.5)

is equal to e − 2s + 1 if a = 2s − 1 and n is not a power of 2, and it is equal to 0
otherwise.

Proof. By geometric series expansion, we see that the coefficient of qn in (3.5) is
equal to the number of possibilities to write n = 22s−1 + k · 22s + 2� for some s ≥ 1,
� ≥ 2s, and k ≥ 0. The claim follows immediately. �	
Lemma 5. Let n ≥ 2, and write n = ∑e

i=a ni · 2i as in Lemma 1. Then, the coeffi-
cient of qn in
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∑

1≤s<t

q22s−2+22t−2

(1 − q22s−1
)(1 − q22t−1

)

∑

�≥2t−1

q2�

(3.6)

is congruent to

e
e−χ(e even)∑

i=a+2

ni − a · na+2 + ⌊
1
2 (e − a − 1)

⌋
(mod 2), (3.7)

where χ(S ) = 1 ifS is true and χ(S ) = 0 otherwise.

Proof. By geometric series expansion, we see that the coefficient of qn in (3.6) is
equal to the number of possibilities to write

n = (2k1 + 1)22s−2 + (2k2 + 1)22t−2 + 22t−1+k3 (3.8)

for some s and t with 1 ≤ s < t and k1, k2, k3 ≥ 0. Clearly, we need a to be even
in order that the number of these possibilities be non-zero. Given that a = 2s − 2,
we just have to count the number of possible triples (t, k2, k3) in (3.8), since the
appropriate k1 can certainly be found. If we fix t and k3, the number of possible k2’s
is ⌊

1

2
· n − 22t−1+k3

22t−2
+ 1

2

⌋
=

⌊
n

22t−1
+ 1

2

⌋
− 2k3 .

This needs to be summed over all t and k3 with 1
2 (a + 2) = s < t ≤ 1

2 (e + 1) and
0 ≤ k3 ≤ e − 2t + 1. We obtain

⌊
1
2 (e+1)

⌋

∑

t=s+1

e−2t+1∑

k3=0

(⌊
n

22t−1 + 1

2

⌋
− 2k3

)

≡

⌊
1
2 (e+1)

⌋

∑

t= 1
2 (a+4)

e−2t+1∑

k3=0

⌊
na · 2a−2t+1 + · · · + (n2t−2 + 1) · 2−1

+ n2t−1 + n2t · 2 + · · · + ne · 2e−2t+1⌋ − ⌊ 1
2 (e − a − 1)

⌋

≡

⌊
1
2 (e+1)

⌋

∑

t= 1
2 (a+4)

(e − 2t + 2)(n2t−2 + n2t−1) + ⌊ 1
2 (e − a − 1)

⌋

≡ e

⌊
1
2 (e+1)

⌋

∑

t= 1
2 (a+4)

n2t−1 + e

⌊
1
2 (e−1)

⌋

∑

t= 1
2 (a+4)

n2t + (e − a)na+2 + ⌊ 1
2 (e − a − 1)

⌋
(mod 2).

�	
Lemma 6. Let n ≥ 2, and write n = ∑e

i=a ni · 2i as in Lemma 1. Then, the coeffi-
cient of qn in
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∑

1≤s<t

q22s−2+22t

(1 − q22s−1
)(1 − q22t−1

)
(3.9)

is congruent to

� 1
2 (e+1)�∑

t= 1
2 (a+4)

n2t−1 + ⌊
1
2 (e − a − 1)

⌋
. (mod 2). (3.10)

Proof. By geometric series expansion, we see that the coefficient of qn in (3.9) is
equal to the number of possibilities to write

n = (2k1 + 1)22s−2 + (k2 + 2)22t−1 (3.11)

for some s and t with 1 ≤ s < t and k1, k2 ≥ 0. Clearly again, we need a to be even
in order that the number of these possibilities be non-zero. Given that a = 2s − 2, we
just have to count the number of possible pairs (t, k2) in (3.11), since the appropriate
k1 can certainly be found. If we fix t , the number of possible k2’s is

⌊
n − 22t

22t−1
+ 1

⌋
=

⌊ n

22t−1

⌋
− 1.

This needs to be summed over all t with 1
2 (a + 2) = s < t ≤ 1

2 (e + 1). We obtain

� 1
2 (e+1)�∑

t=s+1

(⌊ n

22t−1

⌋
− 1

)
≡

� 1
2 (e+1)�∑

t= 1
2 (a+4)

⌊
na · 2a−2t+1 + · · · + n2t−2 · 2−1

+ (n2t−1 − 1) + n2t · 2 + · · · + ne · 2e−2t+1
⌋

≡
� 1

2 (e+1)�∑

t= 1
2 (a+4)

n2t−1 − ⌊
1
2 (e − a − 1)

⌋
(mod 2).

�	
We are finally in the position to state and prove our main result. It expresses the

congruence class of w(n) modulo 8—and thus, by (2.1), the congruence class of the
unique path partition number u(n) modulo 16—in terms of the binary digits of n.
We point out that the assertion (3.12) already appeared in [1, Prop. 4.5].

Theorem 7. Let n ≥ 2, and write n = ∑e
i=a ni · 2i as in Lemma 1. Then, if a = e

(i.e. if n is a power of 2), the number w(n) is congruent to

2 �a/2� + 1 (mod 8), (3.12)
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while it is congruent to

2 + 2 �a/2� + 2χ(a even)(1 − 2na+1)(e − a − 1) + 4χ(a odd)(e − a)

+ 4χ(a even)

(
e
e−χ(e even)∑

i=a+2

ni + a · na+2 +
� 1

2 (e+1)�∑

t= 1
2 (a+4)

n2t−1

)
(mod 8) (3.13)

otherwise.

Proof. Let first n = 2a . We must then read the coefficient of qn on the right-hand
side of (3.1) and reduce the result modulo 8. Non-zero contributions come from the
very first sum, from the series 2q3/(1 − q2), and from the series which is discussed
in Lemma 1. Altogether, we obtain

1 + 2χ(a ≥ 2) + 2max{�a/2� − 1, 0},

which can be simplified to (3.12).
Now let n be different from a power of 2. The non-zero contributionswhen reading

the coefficient of qn on the right-hand side of (3.1) come again from the series
2q3/(1 − q2), and from the series discussed in Lemmas 1–6. These contributions
add up to

2χ(n ≥ 3) + 2 �a/2� + 2χ(a even, na+1 = 0)(e − a − 1)

+ 2χ(a even, na+1 = 1)(e − a − 1) + 4χ(a odd)(e − a)

+ 4χ(a even)

(
e
e−χ(e even)∑

i=a+2

ni − a · na+2 +
⌊
1
2 (e − a − 1)

⌋
+

⌊
1
2 (e+1)

⌋

∑

t= 1
2 (a+4)

n2t−1 +
⌊
1
2 (e − a − 1)

⌋ )
.

This expression can be simplified to result in (3.13). �	
It is clear that, in the same way, one could also derive a result forw(n)modulo 16,

32, …, albeit at the cost of considerably more work.
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1 Introduction

Although a systematic study of electromagnetic phenomena in media is not possible
without methods of quantum mechanics, statistical physics and kinetics, in practice
a standard mathematical model based on phenomenological Maxwell’s equations
provides a good approximation to many important problems. As is well known, one
should be able to obtain the electromagnetic laws for continuousmedia from those for
the interaction of fields and point particles [18], [34], [42], [51], [57], [66], [91]. As a
result of the hard work of several generations of researchers and engineers, the clas-
sical electrodynamics, especially in its current complex covariant form, undoubtedly
satisfiesDirac’s criteria ofmathematical beauty1, being a state of the artmathematical
description of nature.

In macroscopic electrodynamics, the volume (mechanical or ponderomotive)
forces, acting on a medium, and the corresponding energy density and energy flux
are introduced with the help of the energy-momentum tensors and differential bal-
ance relations [24], [31], [51], [72], [86], [91]. These forces occur in the equations of
motion for a medium or individual charges and, in principle, they can be experimen-
tally tested [32], [69], [74], [92] (see also the references therein). But interpretation
of the results should depend on the accepted model of the interaction between the
matter and radiation.

In this methodological note, we discuss a complex version of Minkowski’s
phenomenological electrodynamics (at rest or in a moving medium) without assum-
ing any particular form of material equations as far as possible. Lorentz invari-
ance of the corresponding differential balance equations is emphasized in view of
long-standing uncertainties about the electromagnetic stresses and momentum den-
sity, the so-called Abraham–Minkowski controversy (see, for example, [5], [15],
[19], [22], [24], [30], [31], [32], [34], [36], [51], [62], [63], [67], [68], [69], [72], [73],
[74], [78], [80], [85], [89], [92], [93], [94], [95] and the references therein).

The paper is organized as follows. In sections 2 to 4, we describe the 3D-complex
version of Maxwell’s equations and derive the corresponding differential balance
density laws for the electromagnetic fields. Their covariant versions are given in
sections 5 to 9. The case of a uniformlymovingmedium is discussed in section 10 and
complex Lagrangians are introduced in section 11. Some useful tools are collected
in appendices A to C for the reader’s benefit.

2 Maxwell’s Equations in 3D-Complex Form

Traditionally, the macroscopic Maxwell equations in a fixed frame of reference are
given by

1During a seminar at Moscow State University on October 3, 1956, when asked to summarize his
philosophy of physics, Dirac wrote the above-cited sentence on the blackboard in capital letters
[25], [38], [88].
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curl E = −1

c

∂B
∂t

(Faraday) , div B = 0 (no magnetic charge) (2.1)

curl H = 1

c

∂D
∂t

+ 4π

c
jfree (Biot&Savart) , div D = 4πρfree (Coulomb) . (2.2)

Here, E is the electric field,2 D is the displacement field; H is the magnetic field, B
is the induction field. These equations, which are obtained by averaging of micro-
scopic Maxwell’s equations in the vacuum, provide a good mathematical description
of electromagnetic phenomena in various media, when complemented by the corre-
sponding material equations. In the simplest case of an isotropic medium at rest, one
usually has

D = εE, B = μH, j = σE, (2.3)

where ε is the dielectric constant,μ is the magnetic permeability, and σ describes the
conductivity of the medium (see, for example, [1], [6], [7], [15], [16], [18], [21], [23],
[28], [34], [37], [51], [57], [70], [72], [82], [86], [88], [90], [91] for fundamentals of
classical electrodynamics).

Introduction of two complex fields

F = E + iH, G = D + iB (2.4)

allows one to rewrite the phenomenological Maxwell equations in the following
compact form

i

c

(
∂G
∂t

+ 4π j
)

= curl F, j = j∗, (2.5)

div G = 4πρ, ρ = ρ∗, (2.6)

where the asterisk stands for complex conjugation (see also [6], [47] and [79]). As we
shall demonstrate, different complex forms of Maxwell’s equations are particularly
convenient for study of the corresponding “energy-momentum” balance equations
for the electromagnetic fields in the presence of the “free” charges and currents in a
medium.

3 Hertz Symmetric Stress Tensor

We begin from a complex 3D-interpretation of the traditional symmetric energy-
momentum tensor [72]. By definition,

2From this point, we shall write ρfree = ρ and jfree = j. A detailed analysis of electromagnetic
laws for continuous media from those for point particles is given in [34] (statistical description of
material media).



412 S. I. Kryuchkov et al.

Tpq = 1

16π

[
FpG

∗
q + F∗

pGq + FqG
∗
p + F∗

q G p (3.1)

− δpq
(
F · G∗ + F∗ · G)] = Tqp (p, q = 1, 2, 3)

and the corresponding “momentum” balance equation,

(
ρE + 1

c
j × B

)
p

+ ∂

∂t

[
1

4πc
(D × B)

]
p

(3.2)

= ∂Tpq

∂xq
+ 1

16π

[
curl

(
F × G∗ + F∗ × G

)]
p

+ 1

16π

(
Fq

∂G∗
q

∂xp
− Gq

∂F∗
q

∂xp
+ F∗

q

∂Gq

∂xp
− G∗

q

∂Fq
∂xp

)
,

can be obtained from Maxwell’s equations (2.5)–(2.6) as a result of elementary
but rather tedious vector calculus calculations usually omitted in textbooks. (We
use Einstein summation convention over any two repeated indices unless otherwise
stated. In this paper, Greek indices run from 0 to 3, while Latin indices may have
values from 1 to 3 inclusive.)

Proof. Indeed, in a 3D-complex form,

∂

∂xq

(
FpG

∗
q + FqG

∗
p − δpqF · G∗) (3.3)

= ∂Fp

∂xq
G∗

q + Fp

∂G∗
q

∂xq
+ ∂Fq

∂xq
G∗

p + Fq
∂G∗

p

∂xq
− ∂

∂xp

(
FqG

∗
q

)

= Fq

(
∂G∗

p

∂xq
− ∂G∗

q

∂xp

)
+

(
∂Fp

∂xq
− ∂Fq

∂xp

)
G∗

q

+ Fp div G∗ + G∗
p div F

= Fp div G∗ − (
F × curl G∗)

p + G∗
p div F− (

G∗ × curl F
)
p

due to an identity [86]:

(A × curl B)p = Aq

(
∂Bq

∂xp
− ∂Bp

∂xq

)
. (3.4)

Taking into account the complex conjugate, we derive

1

2

∂

∂xq

[
FpG

∗
q + F∗

pGq + FqG
∗
p + F∗

q G p − δpq
(
F · G∗ + F∗ · G)]

(3.5)

= 1

2

(
F div G∗ − G∗ × curl F + F∗ div G − G × curl F∗)

p

+ 1

2

(
G div F∗ − F∗ × curl G + G∗ div F − F × curl G∗)

p
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as our first important fact.

On the other hand, in view of Maxwell’s equations (2.5)–(2.6), one gets

F div G∗ − G∗ × curl F (3.6)

= 4πρF + i

c

(
∂G
∂t

× G∗ + 4π j × G∗
)

and, with the help of its complex conjugate,

F div G∗ − G∗ × curl F + F∗ div G − G × curl F∗ (3.7)

= 4πρ
(
F + F∗) + i

c

∂

∂t

(
G × G∗) + 4π i

c
j× (

G∗ − G
)
,

or

1

2

(
F div G∗ − G∗ × curl F + F∗ div G − G × curl F∗) (3.8)

= 4π

(
ρE + 1

c
j × B

)
+ 1

c

∂

∂t
(D × B) ,

providing the second important fact. (Up to the constant, the first term on the right-
hand side represents the density of Lorentz’s force acting on the “free” charges and
currents in the medium under consideration [85], [86].)

In view of (3.8) and (3.5), we can write

4π

(
ρE + 1

c
j × B

)
p

+ 1

c

∂

∂t
(D × B)p (3.9)

= 1

2

∂

∂xq

[
FpG

∗
q + F∗

pGq + FqG
∗
p + F∗

q G p − δpq
(
F · G∗ + F∗ · G)]

− 1

2

(
G div F∗ − F∗ × curl G + G∗ div F − F × curl G∗)

p

= 1

4

∂

∂xq

[
FpG

∗
q + F∗

pGq + FqG
∗
p + F∗

q G p − δpq
(
F · G∗ + F∗ · G)]

− 1

4

(
G div F∗ − F∗ × curl G + G∗ div F − F × curl G∗)

p

+ 1

4

(
F div G∗ − G∗ × curl F + F∗ div G − G × curl F∗)

p

= 4π
∂Tpq

∂xq
+ 1

4

(
F div G∗ − G∗ div F + F∗ div G − G div F∗)

p

+ 1

4

(
F × curl G∗ − G∗ × curl F + F∗ × curl G − G × curl F∗)

p
.
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Finally, in the last two lines, one can utilize the following differential vector calculus
identity,

[A div B − B div A + A × curl B − B × curl A − curl (A × B)]p (3.10)

= Aq
∂Bq

∂xp
− Bq

∂Aq

∂xp
,

see (A.5), with A = F, B = G∗ and its complex conjugates, in order to obtain (3.2)
and/or (3.16), which completes the proof. (An independent proof will be given in
section 7.)

Derivation of the corresponding differential “energy” balance equation is much
simpler. By (2.5),

F · ∂G∗

∂t
+ F∗ · ∂G

∂t
+ 4π j · (F + F∗) = c

i
div

(
F × F∗) (3.11)

due to a familiar vector calculus identity (A.1):

div (A × B) = B · curl A − A · curl B. (3.12)

In a traditional form,

1

4π

(
E · ∂D

∂t
+ H · ∂B

∂t

)
+ j · E + div

( c

4π
E × H

)
= 0 (3.13)

(see, for example, [18], [86]), where one can substitute

E · ∂D
∂t

+ H · ∂B
∂t

= 1

2

∂

∂t
(E · D + H · B) (3.14)

+ 1

2

(
E · ∂D

∂t
− D · ∂E

∂t
+ H · ∂B

∂t
− B · ∂H

∂t

)
.

As a result, 3D-differential “energy-momentum” balance equations are given by

∂

∂t

(
E · D + H · B

8π

)
+ div

( c

4π
E × H

)
+ j · E (3.15)

+ 1

8π

(
E · ∂D

∂t
− D · ∂E

∂t
+ H · ∂B

∂t
− B · ∂H

∂t

)
= 0

and
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− ∂

∂t

[
1

4πc
(D × B)

]
p

+ ∂Tpq

∂xq
−

(
ρE + 1

c
j × B

)
p

(3.16)

+ 1

8π
[curl (E × D + H × B)]p

+ 1

8π

(
E · ∂D

∂xp
− D · ∂E

∂xp
+ H · ∂B

∂xp
− B · ∂H

∂xp

)
= 0,

respectively (see also [32], [62]). The real form of the symmetric stress tensor (3.1),
namely,

Tpq = 1

8π

[
EpDq + EqDp + HpBq + Hq Bp (3.17)

−δpq (E · D + H · B)
]

(p, q = 1, 2, 3) ,

is due to Hertz [72].
Equations (3.15)–(3.16) are related to a fundamental concept of conservation of

mechanical and electromagnetic energy and momentum. Here, these balance con-
ditions are presented in differential forms in terms of the corresponding local field
densities. They can be integrated over a given volume in R

3 in order to obtain, in
a traditional way, the corresponding conservation laws of the electromagnetic fields
(see, for example, [50], [51], [88], [90], [91]). These lawsmade it necessary to ascribe
a definite linearmomentum and energy to the field of an electromagneticwave, which
can be observed, for example, as light pressure.

Note. At this point, the Lorentz invariance of these differential balance equations is
not obvious in our 3D-analysis. But one can introduce the four-vector xμ = (ct, r)
and try to match (3.15)–(3.16) with the expression,

∂

∂xν
T ν

μ = ∂T 0
μ

∂x0
+ ∂T q

μ

∂xq
(μ, ν = 0, 1, 2, 3; p, q = 1, 2, 3) , (3.18)

as an initial step, in order to guess the corresponding four-tensor form. An indepen-
dent covariant derivation will be given in section 7.

Note. In an isotropic non-homogeneous variable medium (without dispersion and/or
compression), when D = ε (r, t)E and B = μ (r, t)H, the “ponderomotive forces”
in (3.15) and (3.16) take the form [86]:

E · ∂D
∂xν

− D · ∂E
∂xν

+ H · ∂B
∂xν

− B · ∂H
∂xν

(3.19)

= ∂ε

∂xν
E2 + ∂μ

∂xν
H2 =

⎛
⎜⎝

1

c

(
∂ε

∂t
E2 + ∂μ

∂t
H2

)

E2∇ε + H2∇μ

⎞
⎟⎠ ,
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which may be interpreted as a four-vector “energy-force” acting from an inhomoge-
neous and time-variable medium. Its covariance is analyzed in section 7.

4 “Angular Momentum” Balance

The 3D-“linear momentum” differential balance equation (3.16), can be rewritten in
a more compact form,

∂Tpq

∂xq
= Fp + ∂Gp

∂t
,

−→
G = 1

4πc
(D × B) , (4.1)

with the help of the Hertz symmetric stress tensor Tpq = Tqp defined by (3.17). A
“net force” is given by

Fp =
(

ρE + 1

c
j × B

)
p

− 1

8π
[curl (E × D + H × B)]p (4.2)

− 1

8π

(
E · ∂D

∂xp
− D · ∂E

∂xp
+ H · ∂B

∂xp
− B · ∂H

∂xp

)
.

In this notation, we state the 3D-“angular momentum” differential balance equation
as follows

∂Mpq

∂xq
= Tp + ∂Lp

∂t
,

−→
L = r×−→

G ,
−→
T = r×−→

F , (4.3)

where the “field angular momentum density” is defined by

−→
L = 1

4πc
r× (D × B) (4.4)

and the “flux of angular momentum” is described by the following tensor [37]:

Mpq = eprs xr Tsq . (4.5)

(Here, epqr is the totally anti-symmetric Levi-Civita symbol with e123 = +1). An
elementary example of conservation of the total angular momentum is discussed in
[86].

Proof. Indeed, in view of (4.1), one can write

∂Mpq

∂xq
= eprsTsr + eprs xr

∂Tsq
∂xq

(4.6)

= epqr xqFr + ∂

∂t

(
epqr xqGr

)
,

which completes the proof.
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Note. Once again, in 3D-form, the Lorentz invariance of this differential balance
equation for the local densities is not obvious. An independent covariant derivation
will be given in section 8.

5 Complex Covariant Form of Macroscopic Maxwell’s
Equations

With the help of complex fields F = E + iH and G = D + iB, we introduce the
following anti-symmetric four-tensor,

Qμν = −Qνμ =

⎛
⎜⎜⎝

0 −G1 −G2 −G3

G1 0 i F3 −i F2

G2 −i F3 0 i F1

G3 i F2 −i F1 0

⎞
⎟⎟⎠ (5.1)

and use the standard four-vectors, xμ = (ct, r) and jμ = (cρ, j) for contravariant
coordinates and current, respectively.

Maxwell’s equations then take the covariant form [47], [54]:

∂

∂xν
Qμν = − ∂

∂xν
Qνμ = −4π

c
jμ (5.2)

with summation over two repeated indices. Indeed, in block form, we have

∂Qμν

∂xν
= ∂

∂xν

(
0 −Gq

Gp iepqr Fr

)
=

⎛
⎝ − div G = −4πρ

1

c

∂G
∂t

+ i curl F = −4π

c
j

⎞
⎠ , (5.3)

which verifies this fact. The continuity equation,

0 ≡ ∂2Qμν

∂xμ∂xν
= −4π

c

∂ jμ

∂xμ
, (5.4)

or in the 3D-form,
∂ρ

∂t
+ div j = 0, (5.5)

describes conservation of the electrical charge. The latter equation can also be derived
in the complex 3D-form from (2.5)–(2.6).

Note. In vacuum, whenG = F and ρ = 0, j = 0, one can write due to (B.5)–(B.6):
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Qμν = Fμν − i

2
eμνστ Fστ , Fμν = gμσ gντ Fστ , gμσ gντ Q

στ = Qμν. (5.6)

As a result, the following self-duality property holds

eμνστ Q
στ = 2i Qμν, 2i Qμν = eμνστ Qστ (5.7)

(see, for example, [8], [48] and appendix B). Two covariant forms of Maxwell’s
equations are given by

∂νQ
μν = 0, ∂νQμν = 0, (5.8)

where ∂ν = gνμ∂μ, ∂μ = ∂/∂xμ and gμν = gμν =diag(1,−1,−1,−1) . The last
equation can be derived from a more general equation, involving a rank three tensor,

gααeαμντ ∂
νQτβ − gββeβμντ ∂

νQτα = −i∂μQ
αβ (5.9)

(α, β = 0, 1, 2, 3 are fixed; no summation is assumed over these two indices), which
is related to the Pauli–Lubański vector from the representation theory of the Poincaré
group [47]. Different spinor forms of Maxwell’s equations are analyzed in [48] (see
also the references therein).

6 Dual Electromagnetic Field Tensors

Two dual anti-symmetric field tensors of complex fields, F = E + iH andG = D +
iB, are given by

Qμν =

⎛
⎜⎜⎝

0 −G1 −G2 −G3

G1 0 i F3 −i F2

G2 −i F3 0 i F1

G3 i F2 −i F1 0

⎞
⎟⎟⎠ = Rμν + i Sμν (6.1)

=

⎛
⎜⎜⎝

0 −D1 −D2 −D3

D1 0 −H3 H2

D2 H3 0 −H1

D3 −H2 H1 0

⎞
⎟⎟⎠ + i

⎛
⎜⎜⎝

0 −B1 −B2 −B3

B1 0 E3 −E2

B2 −E3 0 E1

B3 E2 −E1 0

⎞
⎟⎟⎠

and

Pμν =

⎛
⎜⎜⎝

0 F1 F2 F3

−F1 0 iG3 −iG2

−F2 −iG3 0 iG1

−F3 iG2 −iG1 0

⎞
⎟⎟⎠ = Fμν + iGμν (6.2)
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=

⎛
⎜⎜⎝

0 E1 E2 E3

−E1 0 −B3 B2

−E2 B3 0 −B1

−E3 −B2 B1 0

⎞
⎟⎟⎠ + i

⎛
⎜⎜⎝

0 H1 H2 H3

−H1 0 D3 −D2

−H2 −D3 0 D1

−H3 D2 −D1 0

⎞
⎟⎟⎠ .

The real part of the latter represents the standard electromagnetic field tensor in a
medium [6], [72], [91]. As for the imaginary part of (6.1), which, ironically, Pauli
called an “artificiality” in view of its non-standard behavior under spatial inversion
[72], the use of complex conjugation restores this important symmetry for our com-
plex field tensors.

The dual tensor identities are given by

eμνστ Q
στ = 2i Pμν, 2i Qμν = eμνστ Pστ . (6.3)

Here eμνστ = −eμνστ and e0123 = +1 is the Levi-Civita four-symbol [27]. Then

6i
∂Qμν

∂xν
= eμνλσ

(
∂Pλσ

∂xν
+ ∂Pνλ

∂xσ
+ ∂Pσν

∂xλ

)
(6.4)

and both pairs of Maxwell’s equations can also be presented in the form [47]

∂Pμν

∂xλ
+ ∂Pνλ

∂xμ
+ ∂Pλμ

∂xν
= −4π i

c
eμνλσ j

σ (6.5)

in addition to the one given above

∂Qμν

∂xν
= −4π

c
jμ. (6.6)

The real part of the first equation traditionally represents the first (homogeneous)
pair of Maxwell’s equation and the real part of the second one gives the remaining
pair. In our approach, both pairs of Maxwell’s equations appear together (see also
[6], [8], [9], [54], and [87] for the case in vacuum). Moreover, a generalization to
complex-valued four-current may naturally represent magnetic charge and magnetic
current not yet observed in nature [79].

An important cofactor matrix identity,

PμνQ
νλ = (F · G) δλ

μ = 1

4
(Pστ Q

τσ ) δλ
μ, (6.7)

was originally established, in a general form, by Minkowski [65]. Once again, the
dual tensors are given by
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Pμν =
(

0 Fq

−Fp iepqrGr

)
, Qμν =

(
0 −Gq

Gp iepqr Fr

)
, (6.8)

in block form. A complete list of relevant tensor and matrix identities is given in
appendix B.

7 Covariant Derivation of Energy-Momentum Balance
Equations

7.1 Preliminaries

As has been announced in [47] (see also [48]), the covariant form of the differential
balance equations can be presented as follows3

∂

∂xν

[
1

16π

(
P∗

μλQ
λν + Pμλ

∗
Qλν

)]
(7.1)

+ 1

32π

⎛
⎝P∗

στ

∂Qτσ

∂xμ
+ Pστ

∂
∗

Qτσ

∂xμ

⎞
⎠ = −1

c
Fμλ j

λ =
( −j · E/c

ρE + j × B/c

)
.

In our complex form, when F = E + iH and G = D + iB, the energy-momentum
tensor is given by

16πTμ
ν = P∗

μλQ
λν + Pμλ

∗
Qλν (7.2)

=
⎛
⎝F · G∗ + F∗ · G 2i

(
F × F∗)

q

−2i
(
G × G∗)

p 2
(
FpG∗

q + F∗
pGq

) − δpq (F · G∗ + F∗ · G)

⎞
⎠ .

Here, we point out for the reader’s convenience that

i
(
F × F∗) = 2 (E × H) , i

(
G × G∗) = 2 (D × B) , (7.3)

F · G∗ + F∗ · G = 2 (E · D + H · B)

3From now on we abbreviate
(
Qλν

)∗ ∗
= Qλν .
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and, in real form,

4πTμ
ν =

⎛
⎝ (E · D + H · B) /2 (E × H)q

− (D × B)p EpDq + HpBq − δpq (E · D + H · B) /2

⎞
⎠ .

(7.4)
The covariant form of the differential balance equation allows one to clarify the

physical meaning of different energy-momentum tensors. For instance, it is worth
noting that the non-symmetric Maxwell and Heaviside form of the 3D-stress tensor
[72],

T̃pq = 1

4π

(
EpDq + HpBq

) − 1

8π
δpq (E · D + H · B) , (7.5)

appears here in the corresponding “momentum” balance equation [86]:

− ∂

∂t

[
1

4πc
(D × B)

]
p

+ ∂ T̃pq

∂xq
−

(
ρE + 1

c
j × B

)
p

(7.6)

+ 1

8π

(
E · ∂D

∂xp
− D · ∂E

∂xp
+ H · ∂B

∂xp
− B · ∂H

∂xp

)
= 0.

At the same time, in view of (3.16), use of the form (7.5) differs from Hertz’s
symmetric tensors in (3.1) and (3.17) only in the case of anisotropic media (crystals)
[72], [85].

Indeed,

8π
∂

∂xq

(
T̃pq − Tpq

) = [curl (E × D + H × B)]p . (7.7)

Moreover, with the help of elementary identities,

[curl (A × B)]p = ∂

∂xq

(
ApBq − Aq Bp

)
(7.8)

and

2
∂

∂xq

(
ApBq

) = ∂

∂xq

(
ApBq + Aq Bp

) + [curl (A × B)]p , (7.9)

one can transform the latter balance equation into its “symmetric” form, which pro-
vides an independent proof of (3.16).

(For further discussion of symmetric and non-symmetric forms of the energy-
momentum and stress tensors, the interested reader is referred to the classical
accounts [32], [62], [72], [85]; see also the references therein.)
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7.2 Proof

The fact that Maxwell’s equations can be united with the help of a complex second
rank (anti-symmetric) tensor allows us to utilize the standard Sturm–Liouville type
argument in order to establish the energy-momentum differential balance equations
in covariant form. Indeed, by adding matrix equation

P∗
μλ

(
∂Qλν

∂xν
= −4π

c
jλ

)
(7.10)

and its complex conjugate

Pμλ

⎛
⎝∂

∗
Qλν

∂xν
= −4π

c
jλ

⎞
⎠ (7.11)

one gets

P∗
μλ

∂Qλν

∂xν
+ Pμλ

∂
∗

Qλν

∂xν
= −8π

c
Fμλ j

λ. (7.12)

A simple decomposition,

f
∂g

∂x
= 1

2

∂

∂x
( f g) + 1

2

(
f
∂g

∂x
− ∂ f

∂x
g

)
(7.13)

with f = P∗
μλ and g = Qλν (and their complex conjugates), results in

∂

∂xν

[
1

16π

(
P∗

μλQ
λν + Pμλ

∗
Qλν

)]
(7.14)

+ 1

16π

[(
P∗

μλ

∂Qλν

∂xν
− ∂Pμλ

∂xν

∗
Qλν

)
+ (c.c.)

]
= −1

c
Fμλ j

λ.

By a direct substitution, one can verify that

Zμ = P∗
μλ

∂Qλν

∂xν
− ∂Pμλ

∂xν

∗
Qλν = 1

2
P∗

στ

∂Qτσ

∂xμ
(7.15)

= −1

2

∗
Qστ ∂Pτσ

∂xμ
= F∗ · ∂G

∂xμ
− G∗ · ∂F

∂xμ
.

(An independent covariant proof of these identities is given in appendix C.) Finally,
introducing

16πXμ = Zμ + Z∗
μ, (7.16)
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we obtain (7.1) with the explicitly covariant expression for the ponderomotive force
(3.19), which completes the proof.

As a result, the covariant energy-momentum balance equation is given by

∂

∂xν
Tμ

ν + Xμ = −1

c
Fμλ j

λ, (7.17)

in a compact form. If these differential balance equations are written for a stationary
medium, then the corresponding equations for moving bodies are uniquely deter-
mined, since the components of a tensor in any inertial coordinate system can be
derived by a proper Lorentz transformation [72].

8 Covariant Derivation of Angular Momentum Balance

By definition, xμ = gμνxν = (ct,−r) and Tμλ = Tμ
νgνλ, where gμν = ∂xμ/∂xν =

diag(1,−1,−1,−1). In view of (7.17), we derive

∂

∂xν

(
xλTμ

ν − xμTλ
ν
) = (

Tμλ − Tλμ

)
(8.1)

− (
xλXμ − xμXλ

) − 1

c

(
xλFμν − xμFλν

)
jν

as a required differential balance equation.
With the help of familiar dual relations (B.4), one can get another covariant form

of the angular momentum balance equation:

∂

∂xν

(
eμλστ xσTτ

ν
) + eμλστTστ (8.2)

+ eμλστ xσ Xτ + 1

c
eμλστ xσ Fτν j

ν = 0μλ.

In 3D-form, the latter relation can be reduced to (4.3)–(4.5).
Indeed, when μ = 0 and λ = p = 1, 2, 3, one gets

− 1

4πc

∂

∂t

[
epqr xq (D × B)r

] + ∂

∂xs

(
epqr xq T̃rs

)
(8.3)

+ epqr T̃qr + epqr xq (Xr + Yr ) = 0,

where −Y = ρE + j × B/c is the familiar Lorentz force. Substitution, T̃rs = Trs +(
T̃rs − Trs

)
, results in (4.3) in view of identity (7.7). The remaining cases, when

μ, ν = p, q = 1, 2, 3, can be analyzed in a similar fashion. In 3D-form, the corre-
sponding equations are equivalent to (3.15) and (7.6). Details are left to the reader.
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Thus the angular momentum law has the form of a local balance equation, not
a conservation law, since in general, the energy-momentum tensor will not be sym-
metric [34]. A torque, for instance, may occur, which cannot be compensated for
by a change in the electromagnetic angular momentum, though not in contradiction
with experiment [72].

9 Transformation Laws of Complex Electromagnetic Fields

Let v be a constant real-valued velocity vector representing uniform motion of one
frame of reference with respect to another one. Let us consider the following orthog-
onal decompositions,

F = F‖ + F⊥, G = G‖ + G⊥, (9.1)

such that our complex vectors
{
F‖,G‖

}
are collinear with the velocity vector v and

{F⊥,G⊥} are perpendicular to it (Figure 1). The Lorentz transformation of electric
and magnetic fields {E,D,H,B} take the following complex form

F′
‖ = F‖, G′

‖ = G‖ (9.2)

and

F′
⊥ =

F⊥ − i

c
(v × G)√

1 − v2/c2
, G′

⊥ =
G⊥ − i

c
(v × F)√

1 − v2/c2
. (9.3)

(Although this transformation was found by Lorentz, it wasMinkowski who realized
that this is the law of transformation of the second rank anti-symmetric four-tensors
[58], [65] ; a brief historical overview is given in [72].) This complex 3D-form of
the Lorentz transformation of electric and magnetic fields was known to Minkowski
(1908), but apparently only in vacuum, when G = F (see also [88]). Moreover,

Fig. 1 Complex
electromagnetic fields
decomposition.
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r′
‖ = r‖ − vt√

1 − v2/c2
, r′

⊥ = r⊥, t ′ = t − (v · r) /c2√
1 − v2/c2

, (9.4)

in the same notation [72].
The latter equations can be rewritten as follows

r′ = r +
[
(γ − 1)

v · r
v2

− γ t
]
v, t ′ = γ

(
t − v · r

c2

)
, (9.5)

where γ = (
1 − v2/c2

)−1/2
. In a similar fashion, one gets

F′ = γ

(
F − i

c
v × G

)
− (γ − 1)

v · F
v2

v, (9.6)

G′ = γ

(
G − i

c
v × F

)
− (γ − 1)

v · G
v2

v, (9.7)

as a compact 3D-version of the Lorentz transformation for the complex electromag-
netic fields.

In complex four-tensor form,

Q′ μν (
x ′) = Λμ

σΛν
τ Q

στ (x) , x ′ = Λx . (9.8)

Although Minkowski considered the transformation of electric and magnetic fields
in a complex 3D-vector form, see Eqs. (8)–(9) and (15) in [65] (or Eqs. (25.5)–
(25.6) in [50]), he seems never to have combined the corresponding four-tensors
into the complex forms (6.1)–(6.2). In the second article [66], Max Born, who used
Minkowski’s notes, didn’t mention the complex fields. As a result, the complex field
tensor seems only to have appeared, for the first time, in [54] (see also [87]). The
complex identity, F · G = invariant under a similarity transformation, follows from
Minkowski’s determinant relations (B.23)–(B.25).

Example. Let {ek}3k=1 be an orthonormal basis in R
3 . We choose v = ve1 and write

x ′μ = Λμ
νx

ν with

Λμ
ν =

⎛
⎜⎜⎝

γ −βγ 0 0
−βγ γ 0 0
0 0 1 0
0 0 0 1

⎞
⎟⎟⎠ , β = v

c
, γ = 1√

1 − β2
(9.9)

for the corresponding Lorentz boost (Figure 2).
In view of (9.8), by matrix multiplication one gets
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Fig. 2 Example of a moving
frame.

⎛
⎜⎜⎝

γ −βγ 0 0
−βγ γ 0 0
0 0 1 0
0 0 0 1

⎞
⎟⎟⎠

⎛
⎜⎜⎝

0 −G1 −G2 −G3

G1 0 i F3 −i F2

G2 −i F3 0 i F1

G3 i F2 −i F1 0

⎞
⎟⎟⎠

⎛
⎜⎜⎝

γ −βγ 0 0
−βγ γ 0 0
0 0 1 0
0 0 0 1

⎞
⎟⎟⎠

=

⎛
⎜⎜⎝

0 −G1 −γG2 − iβγ F3 −γG3 + iβγ F2

G1 0 βγG2 + iγ F3 βγG3 − iγ F2

γG2 + iβγ F3 −βγG2 − iγ F3 0 i F1

γG3 − iβγ F2 −βγG3 + iγ F2 −i F1 0

⎞
⎟⎟⎠ .

(9.10)

Thus G ′
1 = G1 and

G ′
2 = γG2 + iβγ F3 = G2 + i (v/c) F3√

1 − v2/c2
=

G2 − i

c
(v × F)2√

1 − v2/c2
, (9.11)

G ′
3 = γG3 − iβγ F2 = G3 − i (v/c) F2√

1 − v2/c2
=

G3 − i

c
(v × F)3√

1 − v2/c2
.

In a similar fashion, F ′
1 = F1 and
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F ′
2 = γ F2 + iβγG3 =

F2 − i

c
(v × G)2√

1 − v2/c2
, (9.12)

F ′
3 = γ F3 − iβγG2 =

F3 − i

c
(v × G)3√

1 − v2/c2
.

The reader can easily verify that the latter relations are in agreementwith the complex
field transformations (9.2)–(9.3).

In block form, one gets

⎛
⎜⎜⎜⎜⎜⎜⎝

F ′
1

F ′
2

G ′
3

G ′
2

F ′
3

G ′
1

⎞
⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 0 0
0 cos (iθ) sin (iθ) 0 0 0
0 − sin (iθ) cos (iθ) 0 0 0
0 0 0 cos (iθ) sin (iθ) 0
0 0 0 − sin (iθ) cos (iθ) 0
0 0 0 0 0 1

⎞
⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎝

F1

F2

G3

G2

F3

G1

⎞
⎟⎟⎟⎟⎟⎟⎠

, (9.13)

where, by definition,

cos (iθ) = γ = 1√
1 − β2

, sin (iθ) = iβγ = iβ√
1 − β2

, β = v

c
. (9.14)

As a result, the transformation lawof the complex electromagnetic fields {F,G}under
the Lorentz boost can be thought of as a complex rotation in C

6 , corresponding to
a reducible representation of the one-parameter subgroup of SO (3,C) . (Cyclic
permutation of the spatial indices cover the two remaining cases; see also [88].)

10 Material Equations, Potentials, and Energy-Momentum
Tensor for Moving Isotropic Media

Electromagnetic phenomena in moving media are important in relativistic astro-
physics, the study of accelerated plasma clusters and high-energy electron beams
[15], [16], [26], [91].

10.1 Material equations

Minkowski’s field- and connecting-equations [65], [66] were derived from the cor-
responding laws for the bodies at rest by means of a Lorentz transformation (see
[15], [18], [34], [51], [67], [72],[91]). Explicitly covariant forms,which are applicable
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both in the rest frame and formovingmedia, are analyzed in [15], [16], [34], [39], [40],
[67], [71], [72], [75], [77], [88], [91] (see also the references therein). In standard nota-
tion,

β = v/c, γ = (
1 − β2

)−1/2
, v = |v| , κ = εμ − 1, (10.1)

one can write [15], [16], [18], [91]:

D = εE + κγ 2

μ

[
β2E − v

c2
(v · E) + 1

c
(v × B)

]
, (10.2)

H = 1

μ
B + κγ 2

μ

[
−β2B + v

c2
(v · B) + 1

c
(v × E)

]
.

In covariant form, these relations are given by

Rλν = ελνστ Fστ = 1

2

(
ελνστ − ελντσ

)
Fστ (10.3)

= 1

4

(
ελνστ − ελντσ + ενλτσ − ενλστ

)
Fστ

(see [14], [15], [16], [39], [40], [75], [77], [91] and the references therein). Here,

ελνστ = 1

μ

(
gλσ + κuλuσ

)
(gντ + κuνuτ ) = ενλτσ (10.4)

is the four-tensor of electric and magnetic permeabilities4 and

uλ = (γ, γ v/c) , uλuλ = 1 (10.5)

is the four-velocity of the medium (a computer algebra verification of these relations
is given in [52]). In a complex covariant form,

(
Qμν +

∗
Qμν

)
= εμνστ

(
Pστ + ∗

Pστ

)
. (10.6)

In view of (10.3) and (B.5)–(B.6), we get

Qμν =
(

εμνστ − i

2
eμνστ

)
Fστ , Pμν =

(
δλ
μδρ

ν − i

2
eμνστ ε

στλρ

)
Fλρ, (10.7)

in terms of the real-valued electromagnetic field tensor.

4Originally introduced by Tamm in a general case of the moving anisotropic medium [83], [84];
expression (10.4) for an isotropic medium is due to Ryazanov [75], [77].
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10.2 Potentials

In practice, one can choose

Fστ = ∂Aτ

∂xσ
− ∂Aσ

∂xτ
, (10.8)

for the real-valued four-vector potential Aλ (x) . Then

∂νQ
λν = ελνστ ∂ν (∂σ Aτ − ∂τ Aσ ) − i

2
eλνστ ∂ν (∂σ Aτ − ∂τ Aσ )

= 1

μ

(
gλσ + κuλuσ

)
(gντ + κuνuτ ) ∂ν (∂σ Aτ − ∂τ Aσ )

by (10.4). Substitution into Maxwell’s equations (6.6) or (6.5) results in

(
gλσ + κuλuσ

) {− [
∂τ ∂τ + κ (uτ ∂τ )

2] Aσ (10.9)

+∂σ (∂τ Aτ + κuνuτ ∂ν Aτ ) } = −4πμ

c
jλ,

where −∂τ ∂τ = −gστ ∂σ ∂τ = Δ − (∂/c∂t)2 is the d’Alembert operator. In view of
an inverse matrix identity,

(
gλρ − κ

1 + κ
uλuρ

) (
gλσ + κuλuσ

) = δσ
ρ , (10.10)

the latter equations take the form5

[
∂τ ∂τ + κ (uτ ∂τ )

2] Aσ − ∂σ (∂τ Aτ + κuνuτ ∂ν Aτ ) (10.11)

= 4πμ

c

(
gσλ − κ

1 + κ
uσuλ

)
jλ.

Subject to the subsidiary condition,

∂τ Aτ + κuνuτ ∂ν Aτ = (gντ + κuνuτ ) ∂ν Aτ = 0, (10.12)

these equations were studied in detail for the sake of development of the phe-
nomenological classical and quantum electrodynamics in a moving medium (see
[13], [14], [15], [16], [71],[75], [76], [77], [91] and the references therein). In particu-
lar, Green’s function of the photon in amovingmediumwas studied in [39], [75], [76]
(with applications to quantum electrodynamics).

5Equations (10.8) and (10.11), together with the gauge condition (10.12), may be considered as the
fundamentals of the theory [39]. Our complex fields are given by (10.7).
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10.3 Hertz’s tensor and vectors

We follow [15], [16], [91] with somewhat different details. The substitution,

Aμ (x) =
(

κ

1 + κ
uμuλ − δ

μ
λ

)
∂σ Z

λσ (x) (10.13)

(a generalization of Hertz’s potentials for a moving medium [15], [91]), into the
gauge condition (10.12) results in Zλσ = −Zσλ, in view of

(
gνμ + κuνuμ

)
∂ν Aμ

= (
gνμ + κuνuμ

) (
κ

1 + κ
uμuλ − δ

μ
λ

)
∂ν∂σ Z

λσ

= −gνλ∂
ν∂σ Z

λσ = −∂λ∂σ Z
λσ ≡ 0.

Then, equations (10.11) take the form

[
∂τ ∂τ + κ (uτ ∂τ )

2]
∂σ Z

λσ = −4πμ

c
jλ. (10.14)

Indeed, the left-hand side of (10.11) is given by

[
∂τ ∂τ + κ (uτ ∂τ )

2] Aσ = [
∂τ ∂τ + κ (uτ ∂τ )

2] gσμA
μ

= [
∂τ ∂τ + κ (uτ ∂τ )

2] gσμ

(
κ

1 + κ
uμuλ − δ

μ
λ

)
∂ρZ

λρ

= [
∂τ ∂τ + κ (uτ ∂τ )

2] (
κ

1 + κ
uσuλ − gσλ

)
∂ρZ

λρ

= 4πμ

c

(
gσλ − κ

1 + κ
uσuλ

)
jλ,

from which the result follows due to (10.10).
Finally, with the help of the standard substitution,

jλ = c∂σ p
λσ , pλσ = −pσλ (10.15)

(in view of ∂λ jλ = c∂λ∂σ pλσ ≡ 0), we arrive at

∂σ

{[
∂τ ∂τ + κ (uτ ∂τ )

2] Zλσ + 4πμpλσ
} = 0. (10.16)

Therefore, one can choose

[
∂τ ∂τ + κ (uτ ∂τ )

2] Zλν = −4πμpλν. (10.17)
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Here, by definition,

pλν =

⎛
⎜⎜⎝

0 −p1 −p2 −p3
p1 0 m3 −m2

p2 −m3 0 m1

p3 m2 −m1 0

⎞
⎟⎟⎠ (10.18)

is an anti-symmetric four-tensor [15], [16], [91]. The “electric” and “magnetic” Hertz
vectors, Z(e) and Z(m), respectively, are also introduced in terms of a single four-
tensor,

Zλν =

⎛
⎜⎜⎜⎝

0 Z (e)
1 Z (e)

2 Z (e)
3

−Z (e)
1 0 −Z (m)

3 Z (m)
2

−Z (e)
2 Z (m)

3 0 −Z (m)
1

−Z (e)
3 −Z (m)

2 Z (m)
1 0

⎞
⎟⎟⎟⎠ . (10.19)

In view of (10.13), for the four-vector potential, Aλ = (ϕ,A) , we obtain

ϕ = −
(
1 − κγ 2

1 + κ

)
div Z(e) + κγ 2

(1 + κ) c
v ·

(
∂Z(e)

c∂t
+ curl Z(m)

)
(10.20)

and

A = ∂Z(e)

c∂t
+ curl Z(m) (10.21)

+ κγ 2v
(1 + κ) c2

[
c div Z(e) + ∂

c∂t

(
v · Z(e)

) + v · curl Z(m)

]
.

Then, equations (10.17) take the form

[
∂τ ∂τ + κ (uτ ∂τ )

2]Z(e) = 4πμp,
[
∂τ ∂τ + κ (uτ ∂τ )

2]Z(m) = 4πμm (10.22)

and, for the four-current, jλ = (cρ, j) , one gets

ρ = − div p, j = ∂p
∂t

+ c curl m (10.23)

in terms of the corresponding electric p and magneticm moments, respectively (see
[15], [16], [91] for more details).

Moreover, in 3D-complex form,

[
∂τ ∂τ + κ (uτ ∂τ )

2]W = 4πμζ , (10.24)

where W = Z(e) + iZ(m) and ζ = p + im, by definition. In a similar fashion,

[
∂τ ∂τ + κ (uτ ∂τ )

2]W λν = −4πμζλν, (10.25)
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for the corresponding (self-dual) four-tensors:

W λν = Zλν + i

2
eλνστ Zστ , ζ λν = pλν + i

2
eλνστ pστ . (10.26)

The Hertz vector and tensor potentials, for a moving medium and at rest, were
utilized in [15], [16], [28], [41], [86], [91], [96] (see also the references therein).Many
classical problems of radiation and propagation can be consistently solved by using
these potentials.

10.4 Energy-momentum tensor

In the case of the covariant version of the energy-momentum tensor given by (7.2),
the differential balance equations under consideration are independent of the partic-
ular choice of the frame of reference. Therefore, our relations (10.7) are useful for
derivation of the expressions for the energy-momentum tensor and the ponderomo-
tive force for moving bodies from those for bodies at rest which were extensively
studied in the literature. For example, one gets

4πTμ
ν = Fμλε

λνστ Fστ + 1

4
δν
μFστ ε

στλρFλρ (10.27)

with the help of (10.3)–(10.4) and (B.14) (see also [84]).

10.5 Tamm’s problem and Cherenkov radiation

Let a stationary point charge q be located at the origin of laboratory frame in a
moving dispersionless medium with the velocity v. The time-independent potentials
can be written in terms of piecewise defined functions as follows [15], [16], [91]:

ϕ (r) = q f

ε

αγ 2

(
r2‖ + αγ 2r2⊥

)1/2 , A (r) = −q f

ε

κγ 2

(
r2‖ + αγ 2r2⊥

)1/2 vc , (10.28)

where r = r‖ + r⊥ and α = 1 − εμβ2. Here, in the “slower-than-light” case, when
α > 0, one gets f (r) = 1; while in the “faster-than-light” case, α < 0, we should
substitute:

f (r) =
{
2, when r‖ is parallel to v and r2‖ > |α| γ 2r2⊥;
0, otherwise; if r‖ is anti-parallel to v, or r2‖ < |α| γ 2r2⊥

(10.29)
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(see [15], [16] for more details and [52] for a direct Mathematica verification). The
corresponding (static) electric and magnetic fields are given by

E (r) = q f
αγ 2

(
r2‖ + αγ 2r2⊥

)3/2 (
r‖ + αγ 2r⊥

)
, H (r) = 0, (10.30)

D (r) = εq f
αγ 2

(
r2‖ + αγ 2r2⊥

)3/2 r, r = r‖ + r⊥,

B (r) = κ

α

(
E × v

c

)
= q f

ακγ 4

(
r2‖ + αγ 2r2⊥

)3/2
(
r × v

c

)
.

On the other hand, if a charge q ismovingwith constant velocity v and themedium
is at rest, by a Lorentz transformation, one gets

ϕ (r, t) = q f ′ (r, t)

ε
((
r‖ − vt

)2 + αr2⊥
)1/2 , A (r, t) = μq f ′ (r, t)((

r‖ − vt
)2 + αr2⊥

)1/2

v
c
,

(10.31)
provided

div A + εμ

c

∂ϕ

∂t
= 0. (10.32)

Here, f ′ (r, t) = 1, if α > 0 and

f ′ (r, t) =
{
2, when r‖ < vt − r⊥ |α|1/2 ;
0, otherwise,

(10.33)

if α < 0 (see [70], [91] for the vacuum case). Properties of the Cherenkov radiation,
whenα < 0 (the charge velocity is greater than the speed of light in themediumunder
consideration), are discussed in detail in [3], [15], [16], [91] following the original
article [85]. (At every given moment of time, the field is confined to the cone with a
vertex angle defined by sin θ = c/v

√
εμ.)

11 Real versus Complex Lagrangians

In modern presentations of the classical and quantum field theories, the Lagrangian
approach is usually utilized.



434 S. I. Kryuchkov et al.

11.1 Complex forms

We introduce two quadratic “Lagrangian” densities

L0 = L ∗
0 = 1

2

(
Pστ Q

τσ + P∗
στ

∗
Qτσ

)
(11.1)

= i

4
eστκρ

(
Pστ Pκρ − P∗

στ P
∗
κρ

)
= Fστ R

τσ − Gστ S
τσ = 2Fστ R

τσ

= 4 (E · D − H · B)

and

L1 = −L ∗
1 = P∗

στ Q
τσ = 1

2

(
P∗

στ Q
τσ − Pστ

∗
Qτσ

)
(11.2)

= i

2
eστκρPστ P

∗
κρ = 4i (E · B − H · D) .

Then, by formal differentiation,

∂L0

∂Pαβ

= Qβα,
∂L0

∂P∗
αβ

=
∗

Qβα (11.3)

and
∂L1

∂P∗
αβ

= Qβα,
∂L ∗

1

∂Pαβ

=
∗

Qβα (11.4)

in view of (B.7).
The complex covariant Maxwell equations (5.2) take the forms

∂

∂xν

(
∂L0

∂Pνμ

)
= −4π

c
jμ,

∂

∂xν

(
∂L1

∂Pνμ

)
= 4π

c
jμ (11.5)

and the covariant energy-momentum balance relations (7.1) are given by

∂

∂xν

[
1

16π

(
P∗

μλ

∂L0

∂Pνλ

+ Pμλ

∂L0

∂P∗
νλ

)]
(11.6)

+ 1

32π

[
P∗

στ

∂

∂xμ

(
∂L0

∂Pστ

)
+ Pστ

∂

∂xμ

(
∂L0

∂P∗
στ

)]
= −1

c
Fμλ j

λ
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and

∂

∂xν

[
1

16π

(
Pμλ

∂L1

∂Pνλ

+ P∗
μλ

∂L ∗
1

∂Pνλ

)]
(11.7)

+ 1

32π

[
Pστ

∂

∂xμ

(
∂L1

∂Pστ

)
+ P∗

στ

∂

∂xμ

(
∂L ∗

1

∂P∗
στ

)]
= 1

c
Fμλ j

λ

in terms of the complex Lagrangians under consideration, respectively.
Finally, with the help of the following densities,

L0 = L0 − 4π

c
jν Aν, L1 = L1 + 4π

c
jν Aν, (11.8)

one can derive analogs of the Euler–Lagrange equations for electromagnetic fields
in media:

∂

∂xν

(
∂L0,1

∂Pνμ

)
− ∂L0,1

∂Aμ

= 0. (11.9)

In the case of a moving isotropic medium, a relation between Pνμ and Aμ is given
by our equations (10.7)–(10.8).

11.2 Real form

Taking the real and imaginary parts, Maxwell’s equations (6.6) can be written as
follows

∂νR
μν = −4π

c
jμ, ∂νS

μν = 0. (11.10)

Here,
−6∂νS

μν = eμνλσ (∂νFλσ + ∂σ Fνλ + ∂λFσν) ≡ 0,

with the help of (6.4) and (10.8). Thus the second set of equations is automatically
satisfied when we introduce the four-vector potential. For the inhomogeneous pair
of Maxwell’s equations, the Lagrangian density is given by

L = 1

4
Fστ R

τσ − 4π

c
jσ Aσ (11.11)

= 1

4
Fστ ε

τσλρFλρ − 4π

c
jσ Aσ ,

in view of (10.3). Then, for “conjugate momenta” to the four-potential field Aμ, one
gets

∂L

∂
(
∂ν Aμ

) = ∂L

∂Fστ

∂Fστ

∂
(
∂ν Aμ

) = Rμν (11.12)
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and the corresponding Euler–Lagrange equations take a familiar form

∂ν

(
∂L

∂
(
∂ν Aμ

)
)

− ∂L

∂Aμ

= 0. (11.13)

The latter equation can also be derived with the help of the least action principle
[72], [88], [90]. The corresponding Hamiltonian and quantization are discussed in
[35], [39], [75] among other classical accounts.

In conclusion, it is worth noting the role of complex fields in quantum electrody-
namics, quadratic invariants andquantization (see, for instance, [2], [8], [9], [20], [39],
[40], [44], [46], [53], [55], [56], [75], [76], [77], [90], [97]). The classical and quantum
theory of Cherenkov radiation is reviewed in [3], [11], [13], [29], [31], [81], [85]. For
paraxial approximation in optics, see [28], [43], [45], [60], [61] and the references
therein. Maxwell’s equations in the gravitational field are discussed in [17], [27].
One may hope that our detailed mathematical consideration of several aspects of
macroscopic electrodynamics will be useful for future investigations and pedagogy.
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Appendix A: Formulas from Vector Calculus

Among useful differential relations are

∇ · (A × B) = B · (∇ × A) − A · (∇ × B) . (A.1)

∇ · ( fA) = (∇ f ) · A + f (∇ · A) . (A.2)

∇ × ( fA) = (∇ f ) × A + f (∇ × A) . (A.3)

A · (∇ × ( f ∇ × B)) − B · (∇ × ( f ∇ × A)) (A.4)

= ∇ · ( f (B × (∇ × A) − A × (∇ × B))) .
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A (∇ · B) − B (∇ · A) + A × (∇ × B) − B × (∇ × A) (A.5)

− ∇ × (A × B) =
3∑

α=1

A2
α∇

(
Bα

Aα

)
= −

3∑
α=1

B2
α∇

(
Aα

Bα

)
.

(See also [1], [79] and [90].) Here, div A = ∇ · A and curl A = ∇ × A.

Appendix B: Dual Tensor Identities

In this article, eμνστ = −eμνστ and e0123 = +1 is the Levi-Civita four-symbol [27]
with familiar contractions:

eμνστ eμκλρ = −
∣∣∣∣∣∣
δν
κ δν

λ δν
ρ

δσ
κ δσ

λ δσ
ρ

δτ
κ δτ

λ δτ
ρ

∣∣∣∣∣∣ , (B.1)

eμνστ eμνλρ = −2

∣∣∣∣ δ
σ
λ δσ

ρ

δτ
λ δτ

ρ

∣∣∣∣ = −2
(
δσ
λ δτ

ρ − δσ
ρ δτ

λ

)
, (B.2)

eμνστ eμνσρ = −6δτ
ρ, eμνστ eμνσρ = −24. (B.3)

Dual second rank four-tensor identities are given by [27]:

eμνστ Aστ = 2Bμν, eμνστ B
στ = Aνμ − Aμν. (B.4)

In particular,

Qμν = Rμν + i Sμν = Rμν − i

2
eμνστ Fστ , (B.5)

Pμν = Fμν + iGμν = Fμν − i

2
eμνστ R

στ . (B.6)

eμνστ Q
στ = 2i Pμν, 2i Qμν = eμνστ Pστ . (B.7)

2Rμν = eμνστGστ , −2Sμν = eμνστ Fστ . (B.8)

2Gμν = −eμνστ R
στ , 2Fμν = eμνστ S

στ . (B.9)

PμνQ
μν = 2FμνR

μν − i

2

(
eμνστ FμνFστ + eμνστ R

μνRστ
)
. (B.10)

By direct calculation,
FμνR

μν = 2 (H · B − E · D) , (B.11)
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eμνστ FμνFστ = 8E · B, eμνστ R
μνRστ = 8H · D. (B.12)

As a result,
1

4
PμνQ

μν = H · B − E · D − i (E · B + H · D) . (B.13)

An important decomposition,

P∗
μλQ

λν + Pμλ

∗
Qλν = 2

(
FμλR

λν + GμλS
λν

)
(B.14)

= 4FμλR
λν + δν

μFστ R
στ

= 4FμλR
λν − 2δν

μ (E · D − H · B) ,

is complemented by an identity,

PμλQ
λν + P∗

μλ

∗
Qλν = 1

4

(
Pστ Q

τσ + P∗
στ

∗
Qτσ

)
δν
μ (B.15)

= 1

2
(E · D − H · B) δν

μ.

In matrix form,

PQ = (F + iG) (R + i S) = (FR − GS) + i (FS + GR) , (B.16)

P∗Q = (F − iG) (R + i S) = (FR + GS) + i (FS − GR) . (B.17)

Here,

FS = 1

4
Tr (FS) I = (E · B) I, (B.18)

GR = 1

4
Tr (GR) I = (H · D) I. (B.19)

FR − GS = 1

2
Tr (FR) I = (E · D − H · B) I, (B.20)

FR + GS = 2FR − 1

2
Tr (FR) I (B.21)

= 2FR − (E · D − H · B) I.

Tr (FR + GS) = 0, (B.22)

where I = diag (1, 1, 1, 1) is the identity matrix.
Also,
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PQ = QP = (F · G) I, (B.23)

det P = det Q = − (F · G)2 (B.24)

and

F · G = (E + iH) · (D + iB) (B.25)

= (E · D − H · B) + i (E · B + H · D) .

Other useful dual four-tensor identities are given by [27]:

eμνστ Aνστ = 6Bμ, Aμνλ = eμνλσ B
σ . (B.26)

In particular,

6i
∂Qμν

∂xν
= eμνλσ

(
∂Pλσ

∂xν
+ ∂Pνλ

∂xσ
+ ∂Pσν

∂xλ

)
, (B.27)

and
∂Pμν

∂xλ
+ ∂Pνλ

∂xμ
+ ∂Pλμ

∂xν
= ieμνλσ

∂Qστ

∂xτ
(B.28)

(see also [47]).

Appendix C: Proof of Identities

In view of (6.3), or (B.7), and (B.28), we can write

(
∂Pμν

∂xλ
+ ∂Pνλ

∂xμ
+ ∂Pλμ

∂xν
= ieμνλσ

∂Qστ

∂xτ

) ∗
Qλν , (C.1)

or

2
∗

Qλν ∂Pμν

∂xλ
+

∗
Qλν ∂Pνλ

∂xμ

= i

(
eμνλσ

∗
Qλν

)
∂Qστ

∂xτ
= −2P∗

μσ

∂Qστ

∂xτ

by (B.7). Therefore,

P∗
μλ

∂Qλν

∂xν
− ∂Pμλ

∂xν

∗
Qλν = −1

2

∗
Qστ ∂Pτσ

∂xμ
. (C.2)

In addition, with the help of (B.7) one gets
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2i

(
P∗

στ

∂Qτσ

∂xμ

)
= P∗

στ e
τσλν ∂Pλν

∂xμ

= eστνλP∗
στ

∂Pλν

∂xμ
= −2i

( ∗
Qστ ∂Pτσ

∂xμ

)
,

which completes the proof.

References

1. M. Abraham, The Classical Theory of Electricity and Magnetism (Blackie and Son, Glasgow,
1948). Translation of the Eighth German Edition

2. P.B. Acosta-Humánez, S.I. Kryuchkov, E. Suazo, S.K. Suslov, Degenerate parametric ampli-
fication of squeezed photons: explicit solutions, statistics, means and variances. J. Nonlinear
Opt. Phys. Mater. 24(2), 1550021 (27pp) (2015)

3. G.N. Afanasiev,Vavilov–Cherenkov and Synchrotron Radiation: Foundations and Applications
(Kluwer, Dordrecht, 2004)

4. K. Alladi, J.R. Klauder, C.R. Rao (eds.), The Legacy of Alladi Ramakrishnan in the Mathemat-
ical Sciences (Springer, New York, 2010)

5. S.M.Barnett,Resolutionof theAbraham–Minkowski dilemma.Phys.Rev.Lett.104(7), 070401
(4pp) (2010)

6. A.O. Barut, Electrodynamics and Classical Theory of Fields and Particles (Dover, New York,
1980)

7. R. Becker,Electromagnetic Fields and Interactions (Blaisdell PublishingCo., NewYork, 1964)
8. I. Białynicki-Birula, Z. Białynicki-Birula, Quantum Electrodynamics (Pergamon and PWN–

Polish Scientific Publishers, Oxford, 1975)
9. I. Białynicki-Birula, Z. Białynicki-Birula, The role of Riemann-Silberstein vector in classical

and quantum theories of electromagnetism. J. Phys. B At. Mol. Opt. Phys. 46, 053001 (32pp)
(2013)

10. N.N. Bogolubov, A.A. Logunov, A.I. Oksak, I.T. Todorov, General Principles of Quantum
Field Theory, 7th edn. (Kluwer, Dordrecht, 1990)

11. B.M. Bolotovskii, Theory of Vavilov–Cherenkov effect (I–II). Usp. Fiz. Nauk 62(3), 201–246
(1957). [in Russian]

12. B.M. Bolotovskii, Theory of Cherenkov radiation (III). Sov. Phys.–Usp. 4(5), 781–811 (1962)
13. B.M. Bolotovskii, Vavilov–Cherenkov radiation: its discovery and application. Phys.–Usp.

52(11), 1099–1110 (2009)
14. B.M. Bolotovskii, A.A. Rukhadze, Field of a charged particle in a moving medium. Sov. Phys.

JETP 10(5), 958–961 (1960)
15. B.M. Bolotovskii, S.N. Stolyarov, Current status of the electrodynamics of moving media

(infinite media). Sov. Phys.–Usp. 17(6), 875–895 (1975). See also a revised version with the
annotated bibliography in Einstein’s Collection 1974, pp. 179–275, Nauka, Moscow, 1976 [in
Russian]

16. B.M. Bolotovskii, S.N. Stolyarov, The Fields of Emitting Sources in Moving Media, Einstein’s
Collection 1978–1979 (Nauka, Moscow, 1983), pp. 173–277. [in Russian]

17. M. Carmeli, Classical Fields: General Relativity and Gauge Theory (World Scientific, New
Jersey, 2001)

18. V.I. Denisov, Introduction to Electrodynamics of Material Media, Izd. MGU, Moscow State
University, Moscow (1989). [in Russian]

19. I.Y. Dodin, N.J. Fisch, Axiomatic geometrical optics, Abraham–Minkowski controversy, and
photon properties derived classically. Phys. Rev. A 86(5), 053834 (16pp) (2012)



Complex Form of Classical and Quantum Electrodynamics 441

20. V.V. Dodonov, V.I. Man’ko, Invariants and Correlated States of Nonstationary Quantum Sys-
tems, Invariants and the Evolution of Nonstationary Quantum Systems, vol. 183, Proceedings
of Lebedev Physics Institute (Nauka, Moscow, 1987), pp. 71–181. [in Russian]; English trans-
lation published by Nova Science, Commack, New York, 1989, pp. 103–261

21. A. Einstein, Zur Electrodynamik der bewegter Körper. Ann. Phys. 17, 891–921 (1905)
22. A. Einstein, Eine neue formale Deutung der Maxwellschen Feildgleichungen der Electrody-

namik. Sitzungsber. preuss Akad. Wiss. 1, 184–188 (1916)
23. A. Einstein, J. Laub, Über die elektromagnetischen Grundgleichungen für bewegte Körper.

Ann. Phys. 26, 532–540 (1908); Bemerkungen zu unserer Arbeit < < Über die elektromag-
netischen Grundgleichungen für bewegte Körper > >. Ann. Phys. 28, 445–447 (1908)

24. A. Einstein, J. Laub, Über die im elektromagnetischen Felde auf ruhende Körper ausgeubten
pondemotorischen Kräfte. Ann. Phys. Wiss. 26, 541–550 (1908)

25. G. Farmelo, The Strangest Man: The Hidden Life of Paul Dirac, Mystic of the Atom (Faber and
Faber, London, 2009)

26. G.D. Fleishman, I.N. Toptygin, Cosmic Electrodynamics: Electrodynamics and Magnetic
Hydrodynamics of Cosmic Plasmas (Springer, New York, 2013)

27. V.A. Fock, The Theory of Space, Time and Gravitation (Pergamon Press, New York, 1964)
28. V.A. Fock, Electromagnetic Diffraction and Propagation Problems (Pergamon Press, London,

1965)
29. V.L. Ginzburg, Quantum theory of electromagnetic radiation of an electron uniformly moving

in a medium. Sov. Phys. JETP 10(6), 589–600 (1940). [in Russian]
30. V.L. Ginzburg, The laws of conservation of energy and momentum in emission of electro-

magnetic waves (photons) in a medium and the energy-momentum tensor in macroscopic
electrodynamics. Sov. Phys.–Usp. 16(3), 434–439 (1973)

31. V.L. Ginzburg, Applications of Electrodynamics in Theoretical Physics and Astrophysics, 2nd
edn. (Gordon and Breach, New York, 1989)

32. V.L. Ginsburg, V.A. Ugarov, Remarks on forces and the energy-momentum tensor in macro-
scopic electrodynamics. Sov. Phys.–Usp. 19(1), 94–101 (1976)

33. M.V. Gorkunov, A.V. Kondratov, Microscopic view of light pressure on a continuous medium.
Phys. Rev. A 88(1), 011804(R) (5pp) (2013)

34. S.R. de Groot, L.G. Suttorp, Foundations of Electrodynamics (North-Holland, Amsterdam,
1972)

35. W. Heisenberg, The Physical Principles of the Quantum Theory (University of Chicago Press,
Chicago, 1930); Dover, New York (1949)

36. W. Israel, J.M. Steward, Progress in relativistic thermodynamics and electrodynamics of conti-
nous media, inGeneral Relativity and Gravitation (One hundred years after the birth of Albert
Einstein), vol. 2, ed. by A. Held (Plenum Press, New York, 1980), pp. 491–525

37. J.D. Jackson, Classical Electrodynamics, 2nd edn. (Wiley, New York, 1962)
38. M. Jacob, Antimatter, https://cds.cern.ch/record/294366/files/open-96-005.pdf
39. J.M. Jauch, K.M. Watson, Phenomenological quantum-electrodynamics. Phys. Rev. 74(8),

950–957 (1948)
40. J.M. Jauch, K.M. Watson, Phenomenological quantum electrodynamics. Part II. Interaction of

the field with charges. Phys. Rev. 74(10), 1485–1493 (1948)
41. L. Kannenberg, A note on the Hertz potentials in electromagnetism. Am. J. Phys. 18(4), 370–

372 (1987)
42. A.N. Kaufman,Maxwell equations in nonuniformlymovingmedia. Ann. Phys. 18(2), 264–273

(1962)
43. A.P. Kiselev, A.B. Plachenov, Laplace-Gauss and Helmholtz–Gauss paraxial modes in media

with quadratic refraction index. J. Opt. Soc. Am. A 33(4), 663–666 (2016)
44. J.R. Klauder, E.C.G. Sudarshan, Fundamentals of Quantum Optics (W. A. Benjamin Inc., New

York, 1968)
45. C. Koutschan, E. Suazo, S.K. Suslov, Fundamental laser modes in paraxial optics: from com-

puter algebra and simulations to experimental observation. Appl. Phys. B 121(3), 315–336
(2015)

https://cds.cern.ch/record/294366/files/open-96-005.pdf


442 S. I. Kryuchkov et al.

46. C. Krattenthaler, S.I. Kryuchkov, A.Mahalov, S.K. Suslov, On the problem of electromagnetic-
field quantization. Int. J. Theor. Phys. 52(12), 4445–4460 (2013)

47. S.I. Kryuchkov, N.A. Lanfear, S.K. Suslov, The Pauli–Lubański vector, complex electrody-
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many interesting results in q-series are proved with this method [6–8, 10–12]. In
particular, in [8, Proposition 10.2] we establish a general q-transformation formula
which includes Watson’s q-analog of Whipple’s theorem as a special case.

In [9] we further investigated the q-analog of the partial differential equation
fx = α fy , where α �= 0.
In this paper, we continue our investigation to discuss the q-extension of the partial

differential equation β fx = α fy, where α, β are two nonzero complex numbers.
The motivation of this paper is to find the q-extension of f (αx + βy) through a

q-partial differential equation.
As usual, we useC to denote the set of all complex numbers andCk = C × · · · ×

C the set of all k-dimensional complex numbers.
For a ∈ C and any positive integer n, we define the q-shifted factorial as

(a; q)n =
n−1∏

k=0

(1 − aqk),

and it is understood that (a; q)0 = 1. For |q| < 1, we further define the q-shifted
factorial (a; q)∞ by

(a; q)∞ = lim
n→∞(a; q)n =

∞∏

k=0

(1 − aqk),

since this infinite product converges when |q| < 1.
If m is a positive integer, we define the multiple q-shifted factorial as follows

(a1, a2, ..., am; q)n = (a1; q)n(a2; q)n ...(am; q)n,

where n is an integer or ∞.
Unless otherwise stated, we suppose throughout that |q| < 1, which ensures that

all the sums and products appear in the paper converge.
The basic hypergeometric series or the q-hypergeometric series rφs(·) are defined

as

rφs

(
a1, . . . , ar
b1, . . . , bs

; q, z

)
=

∞∑

n=0

(a1, . . . , ar ; q)n

(q, b1, . . . , bs; q)n

(
(−1)nqn(n−1)/2)1+s−r

zn.

We now introduce some basic concepts in the q-calculus. The q-derivative was
introduced by Leopold Schendel [14] in 1877 and Frank Hilton Jackson [5] in 1908,
which is the q-analog of the ordinary derivative.

Definition 1.1 If q is a complex number, then, for any function f (x) of one variable,
the q-derivative of f (x) with respect to x, is defined as
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Dq{ f (x)} = f (x) − f (qx)

x
,

and we further define D0
q{ f } = f, and for n ≥ 1, Dn

q { f } = Dq{Dn−1
q { f }}.

Nowwegive the definitions of the q-partial derivative and the q-partial differential
equations.

Definition 1.2 A q-partial derivative of a function of several variables is its q-
derivative with respect to one of those variables, regarding other variables as con-
stants. The q-partial derivative of a function f with respect to the variable x is
denoted by ∂q,x { f }.
Definition 1.3 Aq-partial differential equation is an equation that contains unknown
multivariable functions and their q-partial derivatives.

The Gaussian binomial coefficients also called the q-binomial coefficients are the
q-analogs of the binomial coefficients, which are given by

[
n

k

]

q

= (q; q)n

(q; q)k(q; q)n−k
.

We now introduce the homogeneous polynomials Φ
(α,β)
n (x, y|q) in the following

definition.

Definition 1.4 The homogeneous polynomials Φ
(α,β)
n (x, y|q) are defined by

Φ(α,β)
n (x, y|q) =

n∑

k=0

[
n

k

]

q

(α; q)k(β; q)n−k x
k yn−k .

When α = β = 0, the homogeneous polynomials Φ
(α,β)
n (x, y|q) reduce to the

homogeneous Rogers–Szegő polynomials (see, for example [8])

hn(x, y|q) =
n∑

k=0

[
n

k

]

q

xk yn−k .

If we set β = 0 inΦ
(α,β)
n (x, y|q), we can obtain the homogeneous Hahn polynomials

(see, for example [9]) which are given by

Φ(α)
n (x, y|q) =

n∑

k=0

[
n

k

]

q

(α; q)k x
k yn−k .

If we set α = β in Φ
(α,β)
n (x, y|q), we can obtain the homogeneous continuous q-

ultraspherical polynomials
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Cn(x, y;β|q) =
n∑

k=0

[
n

k

]

q

(β; q)k(β; q)n−k x
k yn−k .

The polynomialsΦ
(α,β)
n (x, 1|q) have been studied by Verma and Jain [16] among

others. It is obvious that Φ(α,β)
n (x, y|q) = ynΦ(α,β)

n (x/y, 1|q), but an important dif-
ference between Φ

(α,β)
n (x, 1|q) and Φ

(α,β)
n (x, y|q) is that the latter satisfies the fol-

lowing q-partial differential equation, which does not appear in the literature before.

Proposition 1.5 The homogeneous polynomials Φ
(α,β)
n (x, y|q) satisfy the q-partial

differential equation

∂q,x
{
Φ(α,β)

n (x, y|q) − βΦ(α,β)
n (x, qy|q)

}

= ∂q,y
{
Φ(α,β)

n (x, y|q) − αΦ(α,β)
n (qx, y|q)

}
.

Proof. Using the q-identity, ∂q,x {xk} = (1 − qk)xk−1, we easily deduce that

∂q,x
{
Φ(α,β)

n (x, y|q) − βΦ(α,β)
n (x, qy|q)

}

=
n∑

k=1

[
n

k

]

q

(α; q)k(1 − qk)(β; q)n+1−k x
k−1yn−k .

In the same way, using the identity, ∂q,y{yn−k} = (1 − qn−k)yn−k−1, we conclude
that

∂q,y
{
Φ(α,β)

n (x, y|q) − αΦ(α,β)
n (qx, y|q)

}

=
n−1∑

k=0

[
n

k

]

q

(α; q)k+1(β; q)n−k(1 − qn−k)xk yn−k−1.

If we make the variable change k + 1 → k in the right-hand side of the above equa-
tion, we can find that

∂q,y
{
Φ(α,β)

n (x, y|q) − αΦ(α,β)
n (qx, y|q)

}

=
n∑

k=1

[
n

k − 1

]

q

(α; q)k(β; q)n+1−k(1 − qn−k+1)xk−1yn−k .

From the definition of the q-binomial coefficients, it is easy to verify that

[
n

k

]

q

(1 − qk) =
[

n

k − 1

]

q

(1 − qn−k+1).

Combining the above three equations, we complete the proof of Proposition 1.5. ��
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Definition 1.6 If f (x1, . . . , xk) is a k-variable function, then, for j = 1, 2, . . . , k,
the q-shift operator ηx j on the variable x j is defined as

ηx j { f (x1, . . . , xk)} = f (x1, . . . , x j−1, qx j , x j+1, . . . , xk)

The principal result of this paper is the following expansion theorem for the analytic
functions in several variables.

Theorem 1.7 If f (x1, y1, . . . , xk, yk) is a 2k-variable analytic function at
(0, · · · , 0) ∈ C

2k , then, f can be expanded in terms of

Φ(a1,b1)
n1 (x1, y1|q) · · · Φ(ak ,bk )

nk (xk, yk |q)

if and only if f satisfies the following system of q-partial differential equations:

∂q,x j (1 − b jηy j ){ f } = ∂q,y j (1 − a jηx j ){ f }, j ∈ {1, 2, . . . , k}.

Theorem1.7 is a very powerful tool for proving q-formulas, which allows us to derive
some deep q-formulas. The rest of the paper is organized as follows. Section 2 is
devoted to the proof of Theorem 1.7. In Section 3, we will illustrate our approach
by using Theorem 1.7 to prove two q-formulas. Andrews [2] proved the following
transformation formula for the q-Lauricella function.

Proposition 1.8 For max{|a|, |c|, |y1|, . . . , |yk |} < 1, we have

∞∑

n1,...,nk=0

(a; q)n1+···+nk (β1; q)n1 · · · (βk; q)nk y
n1
1 · · · ynkk

(c; q)n1+···+nk (q; q)n1 · · · (q; q)nk

= (a, β1y1, . . . , βk yk; q)∞
(c, y1, . . . , yk; q)∞

k+1φk

(
c/a, y1, . . . , yk
β1y1, . . . , βk yk

; q, a

)
.

In Section 4, we extend the Andrews formula to the following q-formula by using
Theorem 1.7.

Theorem 1.9 If max{|a|, |c|, |x1|, |y1|, . . . , |xk |, |yk |} < 1, then, we have

∞∑

n1,...,nk=0

(a; q)n1+···+nkΦ
(α1,β1)
n1 (x1, y1|q) · · · Φ(αk ,βk )

nk (xk, yk |q)

(c; q)n1+···+nk (q; q)n1 · · · (q; q)nk

= (a, α1x1, β1y1, . . . αk xk, βk yk; q)∞
(c, x1, y1, . . . , xk, yk; q)∞

×2k+1φ2k

(
c/a, x1, y1, . . . , xk, yk

α1x1, β1y1, . . . , αk xk, βk yk
; q, a

)
.

When x1 = x2 = . . . = xk = 0, Theorem 1.9 immediately reduces to Andrews’ for-
mula in Proposition 1.8, and when β1 = β2 = . . . = βk = 0, Theorem 1.9 becomes
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[9, Theorem 6.1]. Theorem 1.9 may be regarded as a multilinear generating function
forΦ(a,b)

n (x, y|q). In Section 5, we prove another multilinear generating function for
Φ(a,b)

n (x, y|q). In Section 6, we will use Theorem 1.7 to derive a q-integral formula.

2 The proof of Theorem 1.7

To prove Theorem 1.7, we need the following fundamental property of several com-
plex variables (see, for example [13, p. 5, Proposition 1]).

Proposition 2.1 If f (x1, x2, . . . , xk) is analytic at the origin (0, 0, . . . , 0) ∈ C
k ,

then, f can be expanded in an absolutely convergent power series,

f (x1, x2, . . . , xk) =
∞∑

n1,n2,...,nk=0

λn1,n2,...,nk x
n1
1 xn22 · · · xnkk .

Now we begin to prove Theorem 1.7 with the help of Proposition 2.1.

Proof. This theorem can be proved by induction. We first prove the theorem for the
case k = 1. Since f is analytic at (0, 0), we know that f can be expanded in an
absolutely convergent power series in a neighborhood of (0, 0). Thus there exists a
sequence λk,l independent of x1 and y1 such that

f (x1, y1) =
∞∑

k,l=0

λk,l(a1; q)k(b1; q)l

[
k + l

k

]

q

xk1 y
l
1. (2.1)

Substituting this into the q-partial differential equation, ∂q,x1{ f (x1, y1) − b1 f (x1,
qy1)} = ∂q,y1{ f (x1, y1) − a1 f (qx1, y1)}, using the identities, ∂q,x1{xk1 } = (1 − qk)

xk−1
1 and ∂q,y1{yl1} = (1 − ql)yl−1

1 , we find that

∞∑

k,l=0

λk,l(a1; q)k(b1; q)l+1(1 − qk)

[
k + l

k

]

q

xk−1
1 yl1

=
∞∑

k,l=0

λk,l(a1; q)k+1(b1; q)l(1 − ql)

[
k + l

k

]

q

xk1 y
l−1
1 .

Equating the coefficients of xk−1yl on both sides of the above equation, we deduce
that

λk,l (a1; q)k(b1; q)l+1
(q; q)k+l

(q; q)k−1(q; q)l
= λk−1,l+1(a1; q)k(b1; q)l+1

(q; q)k+l

(q; q)k−1(q; q)l
.

It follows that λk,l = λk−1,l+1. Iterating this relation (k − 1) times, we deduce that
λk,l = λ0,l+k . Substituting this into (2.1), we arrive at
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f (x1, y1) =
∞∑

k,l=0

λ0,k+l(a1; q)k(b1; q)l

[
k + l

k

]

q

xk1 y
l
1.

Making the variable change n = k + l and interchanging the order of summation,
we find that

f (x1, y1) =
∞∑

n=0

λ0,n

n∑

k=0

[
n

k

]

q

(a; q)k(b; q)n−k x
k yn−k .

Conversely, if f (x1, y1) can be expanded in terms of Φ(a,b)
n (x1, y1|q), then using

Proposition 1.5, we find that

∂q,x1{ f (x1, y1) − b1 f (x1, qy1)} = ∂q,y1{ f (x1, y1) − a1 f (qx1, y1)}.

We conclude that Theorem 1.7 holds when k = 1.
Now, we assume that the theorem is true for the case k − 1 and consider the case

k. If we regard f (x1, y1, . . . , xk, yk) as a function of x1 and y1, then f is analytic at
(0, 0) and satisfies

∂q,x1{ f (x1, y1) − b1 f (x1, qy1)} = ∂q,y1{ f (x1, y1) − a1 f (qx1, y1)}.

Thus, there exists a sequence {cn1(x2, y2, . . . , xk, yk)} independent of x1 and y1 such
that

f (x1, y1, . . . , xk, yk) =
∞∑

n1=0

cn1(x2, y2, . . . , xk, yk)Φ
(a1,b1)
n1 (x1, y1|q). (2.2)

Setting x1 = 0 in the above equation and using Φ(a1,b1)
n1 (0, y1|q) = (b1; q)n1 y

n1
1 , we

obtain

f (0, y1, x2, y2, . . . , xk, yk) =
∞∑

n1=0

(b1; q)n1cn1(x2, y2, . . . , xk, yk)y
n1
1 .

Using the Maclaurin expansion theorem, we immediately deduce that

cn1(x2, y2, . . . , xk, yk) = ∂n1 f (0, y1, x2, y2, . . . , xk, yk)

(b1; q)n1n1!∂ y1n1
∣∣∣
y1=0

.

Since f (x1, y1, . . . , xk, yk) is analytic near (x1, y1, . . . , xk, yk) = (0, . . . , 0) ∈ C
2k,

from the above equation, we know that cn1(x2, y2, . . . , xk, yk) is analytic near
(x2, y2, . . . , xk, yk) = (0, . . . , 0) ∈ C

2k−2. Substituting (2.2) into the q-partial dif-
ferential equations in Theorem 1.7, we find that for j = 2, . . . , k,
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∞∑

n1=0

∂q,x j (1 − b jηy j ){cn1(x2, y2, . . . , xk, yk)}Φ(a1,b1)
n1 (x1, y1|q)

=
∞∑

n1=0

∂q,y j (1 − a jηx j ){cn1(x2, y2, . . . , xk, yk)}Φ(a1,b1)
n1 (x1, y1|q).

By equating the coefficients of Φ(a1,b1)
n1 (x1, y1|q) in the above equation, we find that

for j = 2, . . . , k,

∂q,x j (1 − b jηy j ){cn1(x2, y2, . . . , xk, yk)}
= ∂q,y j (1 − a jηx j ){cn1(x2, y2, . . . , xk, yk)}.

Thus by the inductive hypothesis, there exists a sequence λn1,n2,...,nk independent of
x2, y2, . . . , xk, yk (of course independent of x1 and y1) such that

cn1(x2, y2, . . . , xk, yk) =
∞∑

n2,...,nk=0

λn1,n2,...,nk

×Φ(a2,b2)
n2 (x2, y2|q) . . . Φ(ak ,bk )

nk (xk, yk |q).

Substituting this equation into (2.2), we complete the proof of the theorem. ��
To determine if a given function is an analytic function in several complex variables,
one can use the following theorem (see, for example, [15, p. 28]).

Theorem 2.2 (Hartogs’ theorem). If a complex valued function f (z1, z2, . . . , zn) is
holomorphic (analytic) in each variable separately in a domain U ∈ C

n, then, it is
holomorphic (analytic) in U.

3 Some generating functions for Φ
(a,b)
n (x, y|q)

The following proposition is equivalent to the formula [16, Equation (2.1)]. Verma
and Jain proved this formula by using many known results in q-series and the
technique of interchanging the order of summation. In this section, we will use
Theorem 1.7 to prove this proposition and the proof is quite different from that of
Verma and Jain.

Theorem 3.1 If m ≥ 0 is an integer and max{|xt |, |yt |} < 1, then, we have

∞∑

n=0

Φ
(a,b)
n+m (x, y|q)

tn+m

(q; q)n
= (axt, byt; q)∞

(xt, yt; q)∞
3φ2

(
q−m, xt, yt

axt, byt
; q, q

)
.
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Proof. Denote the right-hand side of the above equation by f (x, y). It is easily seen
that f (x, y) is an analytic function of x and y, for max{|xt |, |yt |} < 1. Thus, f (x, y)
is analytic at (0, 0) ∈ C

2. A direct computation shows that

∂q,x { f (x, y) − b f (x, qy)} = ∂q,y{ f (x, y) − a f (qx, y)}
= (1 − a)(1 − b)t

(axtq, bytq; q)∞
(xt, yt; q)∞

3φ2

(
q−m, xt, yt

axtq, bytq
; q, q2

)
.

Thus, by Theorem 1.7, there exists a sequence {λn} independent of x and y such that

(axt, byt; q)∞
(xt, yt; q)∞

3φ2

(
q−m, xt, yt

axt, byt
; q, q

)
=

∞∑

n=0

λnΦ
(a,b)
n (x, y|q).

Putting x = 0 in this equation, using Φ(a,b)
n (0, y|q) = (b; q)n yn , we find that

(byt; q)∞
(yt; q)∞

2φ1

(
q−m, yt

byt
; q, q

)
=

∞∑

n=0

λn(b; q)n y
n .

Equating the coefficients of yn and using the q-binomial theorem, we find that

λn = tn

(q; q)n

m∑

k=0

(q−m; q)k

(q; q)k
qk(1+n) = tn

(q; q)n−m
.

It follows that

∞∑

n=0

λnΦ
(a,b)
n (x, y|q) =

∞∑

n=0

tn

(q; q)n−m
Φ(a,b)

n (x, y|q)

=
∞∑

n=m

tn

(q; q)n−m
Φ(a,b)

n (x, y|q).

Making the variable change n − m to n, we complete the proof of the theorem. ��
When m = 0, Theorem 3.1 reduces to the following proposition, which can be
obtained easily by multiplying two copies of the q-binomial theorem together.

Proposition 3.2 If max{|xt |, |yt |} < 1, then, we have the formula

∞∑

n=0

Φ(a,b)
n (x, y|q)

tn

(q; q)n
= (axt, byt; q)∞

(xt, yt; q)∞
.

Next, we will use Theorem 1.7 to prove the following theorem.
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Theorem 3.3 If max{|c|, |ab|, |t x |, |t y|} < 1 and cd = ab, then, we have

∞∑

n=0

(c; q)nΦ
(a,b)
n (x, y|q)tn

(q, ab; q)n
= (c, axt, byt; q)∞

(ab, t x, t y; q)∞
3φ2

(
d, xt, yt

axt, byt
; q, c

)
.

Proof. If we use f (x, y) to denote the right-hand side of the above equation, then,
using the ratio test, we find that f (x, y) is an analytic function of x and y, for
max{|c|, |ab|, |xt |, |yt |} < 1. Thus, f (x, y) is analytic at (0, 0) ∈ C

2.A direct com-
putation shows that

∂q,x { f (x, y) − b f (x, qy)} = ∂q,y{ f (x, y) − a f (qx, y)}
= (1 − a)(1 − b)t

(c, axtq, bytq; q)∞
(ab, t x, t y; q)∞

3φ2

(
d, xt, yt

qaxt, qbyt
; q, qc

)
.

Thus, by Theorem 1.7, there exists a sequence {λn} independent of x and y such that

(c, axt, byt; q)∞
(ab, t x, t y; q)∞

3φ2

(
d, xt, yt

axt, byt
; q, c

)
=

∞∑

n=0

λnΦ
(a,b)
n (x, y|q).

Setting y = 0 in this equation, using Φ(a,b)
n (x, 0|q) = (a; q)nxn , we find that

(c, axt; q)∞
(ab, t x; q)∞

2φ1

(
d, xt

axt
; q, c

)
=

∞∑

n=0

λn(a; q)nx
n.

Using the Heine transformation formula and noting that ab = cd, we have

(c, axt; q)∞
(ab, t x; q)∞

2φ1

(
d, xt

axt
; q, c

)
= 2φ1

(a, c

ab
; q, xt

)
.

Comparing the above two equations, we find that (q, ab; q)nλn = (c; q)ntn. This
completes the proof of Theorem 3.3. ��

4 The proof of Theorem 1.9

Proof. If we use f (x1, y1, . . . , xk, yk) to denote the right-hand side of the equation
in Theorem 1.9, then, using the ratio test, we find that f is an analytic function of
x1, y1, . . . , xk, yk for max{|a|, |c|, |x1|, |y1|, . . . , |xk |, |yk |} < 1. By a direct compu-
tation, we deduce that for j = 1, 2 . . . , k,
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∂q,x j (1 − β jηy j ){ f } = ∂q,y j (1 − α jηx j ){ f }

= (1 − α j )(1 − β j )(a, α1x1, β1y1, . . . , qα j x j , qβ j y j , . . . αk xk, βk yk; q)∞
(c, x1, y1, . . . , x j , y j , . . . , xk, yk; q)∞

×2k+1φ2k

(
c/a, x1, y1, . . . , x j , y j , . . . , xk, yk

α1x1, β1y1, . . . , qα j x j , qβ j y j , . . . , αk xk, βk yk
; q, qa

)
.

Thus, by Theorem 1.7, there exists a sequence {λn1,...,nk } independent of x1, y1, . . . ,
xk, yk such that

f (x1, y1, . . . , xk, yk)

=
∞∑

n1,...,nk=0

λn1,...,nkΦ
(α1,β1)
n1 (x1, y1|q)) · · · Φ(αk ,βk )

nk (xk, yk |q). (4.1)

Setting x1 = x2 · · · = xk = 0 in this equation, we immediately deduce that

∞∑

n1,...,nk=0

λn1,...,nk (β1; q)n1 · · · (βk; q)nk y
n1
1 · · · ynkk

= (a, β1y1, . . . , βk yk; q)∞
(c, y1, . . . , yk; q)∞

k+1φk

(
c/a, y1, . . . , yk
β1y1, . . . , βk yk

; q, a

)
. (4.2)

Applying the Andrews identity in Proposition 1.8 to the right-hand side of the above
equation, we obtain

∞∑

n1,...,nk=0

λn1,...,nk (β1; q)n1 · · · (βk; q)nk y
n1
1 · · · ynkk

=
∞∑

n1,...,nk=0

(a; q)n1+···+nk (β1; q)n1 · · · (βk; q)nk y
n1
1 · · · ynkk

(c; q)n1+···+nk (q; q)n1 · · · (q; q)nk
. (4.3)

Equating the coefficients of yn11 · · · ynkk on both sides of the equation, we find that

λn1,...,nk = (a; q)n1+n2+···+nk

(c; q)n1+···+nk (q; q)n1(q; q)n2 · · · (q; q)nk
.

Substituting this into (4.1), we complete the proof of Theorem 1.9. ��
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5 Another multilinear generating function

In this section, we will discuss some applications of Theorem 1.7 to q-beta integrals.
The Jackson q-integral of the function f (x) from a to b is defined as

∫ b

a
f (x)dq x = (1 − q)

∞∑

n=0

[b f (bqn) − a f (aqn)]qn.

Using the q-integral notation, one canwrite some q-formulas inmore compact forms.
For example, Sears’ nonterminating extension of the q-Saalschütz summation can
be rewritten in the following beautiful form, which was first noticed by Al-Salam
and Verma [1].

Proposition 5.1 If there are no zero factors in the denominator of the integral and
max{|a|, |b|, |cx |, |cy|, |ax/y|, |by/x |} < 1, then, we have

∫ y

x

(qz/x, qz/y, abcz; q)∞
(az/y, bz/x, cz; q)∞

dqz = (1 − q)y(q, x/y, qy/x, ab, acx, bcy; q)∞
(ax/y, by/x, a, b, cx, cy; q)∞

.

Using this proposition we can find the following q-integral representation for
Φ

(a,b)
k (x, y|q).

Proposition 5.2 If there are no zero factors in the denominator of the integral, then,
we have

Φ
(a,b)
k (x, y|q)

= (ab; q)k(a, b, by/x, ax/y; q)∞
(1 − q)y(q, ab, x/y, qy/x; q)∞

∫ y

x

(qz/x, qz/y; q)∞zk

(bz/x, az/y; q)∞
dqz.

Proof. Using the generating function for Φ(a,b)
n (x, y|q) in Proposition 3.2, we find

that
(acx, bcy; q)∞
(cx, cy; q)∞

=
∞∑

n=0

Φ(a,b)
n (x, y|q)cn

(q; q)n
.

It follows that
∫ y

x

(qz/x, qz/y, abcz; q)∞
(az/y, bz/x, cz; q)∞

dqz

= (1 − q)y(q, x/y, qy/x, ab; q)∞
(ax/y, by/x, a, b; q)∞

∞∑

n=0

Φ(a,b)
n (x, y|q)cn

(q; q)n
.

Applying the q-partial derivative operator ∂n
q,c to act both sides of the equation, we

deduce that
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(ab; q)k

∫ y

x

(qz/x, qz/y, qkabcz; q)∞
(az/y, bz/x, cz; q)∞

dqz

= (1 − q)y(q, x/y, qy/x, ab; q)∞
(ax/y, by/x, a, b; q)∞

∞∑

n=k

Φ(a,b)
n (x, y|q)cn−k

(q; q)n−k
.

Setting c = 0 in this equation, we complete the proof of Proposition 5.2. ��
Putting a = b = 0 in Proposition 5.2, we immediately find the following q-integral
representation for the homogeneous Rogers–Szegő polynomials.

Proposition 5.3 We have

hk(x, y|q) = 1

(1 − q)y(q, x/y, qy/x; q)∞

∫ y

x
(qz/x, qz/y; q)∞zkdq z.

Using Proposition 5.2 and Theorem 1.7, we can prove the following theorem.

Theorem 5.4 For max j∈{1,...,k}{|xt |, |yt |, |xu j |, |xv j |, |yu j |, |yv j |} < 1, we have

∞∑

n1,...,nk=0

Φ
(α1,β1)
n1 (u1, v1|q) · · · Φ(αk ,βk )

nk (uk, vk |q)

(q; q)n1 · · · (q; q)nk

×
∫ y

x
zn1+···+nk

(qz/x, qz/y, γ zt; q)∞
(bz/x, az/y, zt; q)∞

dqz

=
∫ y

x

(qz/x, qz/y, γ zt, α1u1z, β1v1z, . . . , αkukz, βkvk z; q)∞
(bz/x, az/y, zt, zu1, zv1, . . . , zuk, zvk; q)∞

dqz.

Proof. If we use f (u1, v1, . . . , uk, vk) to denote the right-hand side of the equa-
tion in Theorem 5.4, then, using the ratio test, we find that f is analytic function
at (0, . . . , 0) ∈ C

2k . For simplicity, we use I (α1, β1, . . . , αk, βk; z) to denote the
integrand function.

By a direct computation, we easily deduce that for j = 1, 2 . . . , k,

∂q,u j (1 − β jηv j ){ f } = ∂q,v j (1 − α jηu j ){ f }
= (1 − α j )(1 − β j )

∫ y

x
z I (α1, β1, . . . , qα j , qβ j , . . . αk, βk; z)dqz.

Thus, by Theorem 1.7, there exists a sequence {cn1,...,nk } independent of u1, v1, . . . ,
uk, vk such that

f (u1, v1, . . . , uk, vk)

=
∞∑

n1,...,nk=0

cn1,...,nkΦ
(α1,β1)
n1 (u1, v1|q)) · · · Φ(αk ,βk )

nk (uk, vk |q). (5.1)
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Putting v1 = · · · = vk = 0 in this equation and noting that Φ
(α j ,β j )
n j (u j , 0|q) =

(α j ; q)n j u
n j

j for j = 1, 2 . . . , k, we find that

∞∑

n1,...,nk=0

cn1,...,nk (α1; q)n1 · · · (αk; q)nk u
n1
1 · · · unkk

=
∫ y

x

(qz/x, qz/y, γ zt, α1u1z, . . . , αkukz; q)∞
(bz/x, az/y, zt, zu1, . . . , zuk; q)∞

dqz.

Applying the operator ∂n1
q,u1 · · · ∂nk

q,uk to act both sides of the equation and then setting
u1 = · · · = uk = 0, we deduce that

cn1,...,nk (α1; q)n1 · · · (αk; q)nk (q; q)n1 · · · (q; q)nk

= (α1; q)n1 · · · (αk; q)nk

∫ y

x
zn1+···+nk

(qz/x, qz/y, γ zt; q)∞
(bz/x, az/y, zt; q)∞

dqz.

It follows that

cn1,...,nk (q; q)n1 · · · (q; q)nk

=
∫ y

x
zn1+···+nk

(qz/x, qz/y, γ zt; q)∞
(bz/x, az/y, zt; q)∞

dqz.

Substituting this equation into (5.1), we complete the proof of Theorem 5.4. ��
Setting a = b = 0 in Theorem 5.4 and then equating the coefficients of tm on both
sides of the resulting equation, we conclude the following proposition, which is
equivalent to [9, Theorem 7.3].

Proposition 5.5 Formax j∈{1,...,k}{|xt |, |yt |, |xu j |, |xv j |, |yu j |, |yv j |} < 1, we
have

∞∑

n1,...,nk=0

Φ
(α1,β1)
n1 (u1, v1|q) · · · Φ(αk ,βk )

nk (uk, vk |q)

(q; q)n1 · · · (q; q)nk

×
∫ y

x
zm+n1+···+nk (qz/x, qz/y; q)∞dqz

=
∫ y

x

zm(qz/x, qz/y, α1u1z, β1v1z, . . . , αkukz, βkvk z; q)∞
(zu1, zv1, . . . , zuk, zvk; q)∞

dqz.
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6 A q-integral formula

The Andrews–Askey integral formula [3, Theorem 1] is stated in the following
proposition.

Proposition 6.1 If there are no zero factors in the denominator of the integral, then,
we have

∫ v

u

(qx/u, qx/v; q)∞
(cx, dx; q)∞

dq x = (1 − q)v(q, u/v, qv/u, cduv; q)∞
(cu, cv, du, dv; q)∞

. (6.1)

Applying ∂n
q,c to act both sides of (6.1) and then using the q-Leibniz rule, one can

easily find the following proposition [17].

Proposition 6.2 If there are no zero factors in the denominator of the integral, then,
we have

∫ v

u

xn(qx/u, qx/v; q)∞
(cx, dx; q)∞

dq x = (1 − q)v(q, u/v, qv/u, cduv; q)∞
(cu, cv, du, dv; q)∞

×
n∑

j=0

[
n

j

]

q

(cv, dv; q) j

(cduv; q) j
u j vn− j .

The main result of this section is the following q-integral formula.

Theorem 6.3 If there are no zero factors in the denominator of the integral, then,
we have

∫ v

u

(qx/u, qx/v, αax, βbx; q)∞
(ax, bx, cx, dx; q)∞

dqx

= (1 − q)v(q, u/v, qv/u, cduv; q)∞
(cu, cv, du, dv; q)∞

×
∞∑

n=0

Φ
(α,β)
n (a, b|q)

(q; q)n

n∑

j=0

[
n

j

]

q

(cv, dv; q) j

(cduv; q) j
u j vn− j .

Proof. If we use I (a, b) to denote the q-integral in the above theorem, then it is easy
to show that I (a, b) is analytic near (0, 0) ∈ C

2.A straightforward evaluation shows
that

∂q,a{I (a, b) − β I (a, bq)} = ∂q,b{I (a, b) − α I (aq, b)}
= (1 − α)(1 − β)

∫ v

u

x(qx/u, qx/v, αqax, βqbx; q)∞
(ax, bx, cx, dx; q)∞

dqx .
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Thus, by Theorem 1.7, there exists a sequence {λn} independent of a and b such that

I (a, b) =
∫ v

u

(qx/u, qx/v, αax, βbx; q)∞
(ax, bx, cx, dx; q)∞

dqx =
∞∑

n=0

λnΦ
(α,β)
n (a, b|q). (6.2)

Setting b = 0 in the above equation and usingΦ
(α,β)
n (a, 0|q) = (α; q)nan , we imme-

diately deduce that

∫ v

u

(qx/u, qx/v, αax; q)∞
(ax, cx, dx; q)∞

dq x =
∞∑

n=0

λn(α; q)na
n.

Applying ∂n
q,a to act both sides of the equation, setting a = 0, and using Proposi-

tion 6.2, we obtain

λn = (1 − q)v(q, u/v, qv/u, cduv; q)∞
(cu, cv, du, dv; q)∞(q; q)n

×
n∑

j=0

[
n

j

]

q

(cv, dv; q) j

(cduv; q) j
u j vn− j .

Substituting the above equation into (6.2), we complete the proof Theorem 6.3. ��
Acknowledgements I am grateful to the anonymous referee for careful reading of the manuscript
and many invaluable suggestions and comments.
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Abstract We extend a theorem of Alladi and Gordon asymmetrically to overparti-
tions. As special cases, we find asymmetric generalizations of Schur’s theorem and
partition identities closely related to Capparelli’s identity and the Alladi–Andrews
dual of Göllnitz’ theorem.
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1 Introduction and Statement of Results

1.1 Introduction

Recall that a partition λ of n is a nonincreasing sequence of positive integers
(λ1, λ2, . . . , λk) whose sum is n. Like many papers on partition identities, this one
begins with an influential theorem of Schur [15].

Theorem 1 (Schur). Let S(n) denote the number of partitions of n such that

λi − λi+1 ≥
{
6, if λi ≡ λi+1 ≡ 0 (mod 3),

3, otherwise.
(1.1)
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Then S(n) is equal to the number of partitions of n into parts congruent to 1 or 5
modulo 6.

In terms of generating functions, Schur’s theorem may be written

∑
n≥0

S(n)qn = 1

(q; q6)∞(q5; q6)∞
, (1.2)

where we use the usual q-hypergeometric notation,

(a)n = (a; q)n :=
n−1∏
k=0

(1 − aqk), (1.3)

valid for n ∈ N ∪ ∞. Given the simple fact that

1

(q; q6)∞(q5; q6)∞
= (−q; q3)∞(−q2; q3)∞, (1.4)

the S(n) in Schur’s theorem is also equal to the number of partitions of n into distinct
parts not divisible by 3. From this perspective, Alladi and Gordon [7, 8] gave a
generalization and refinement of Schur’s theorem, which we now describe.

Consider the positive integers in the three colors a, b, and ab, with the order

ab < a < b, (1.5)

so that the integers are ordered

1ab < 1a < 1b < 2ab < 2a < 2b < · · · . (1.6)

Let S(u, v, n) denote the number of three-colored partitions of n with no part 1ab, u
parts colored a or ab, v parts colored b or ab, and satisfying the difference conditions
in the matrix

A =
⎛
⎝
a b ab

a 1 2 1
b 1 1 1
ab 2 2 2

⎞
⎠. (1.7)

By this wemean that the entry (x, y) gives theminimal difference between λi of color
x and λi+1 of color y. Alladi and Gordon [7, 8] established the following elegant
generating function for S(u, v, n).

Theorem 2 (Alladi–Gordon). We have

∑
u,v,n≥0

S(u, v, n)aubvqn = (−aq; q)∞(−bq; q)∞. (1.8)
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Setting q = q3, a = aq−2 and b = bq−1, the three-colored positive integers
become the ordinary positive integers, with parts congruent to 0, 1, or 2 modulo 3
labeled ab, a, or b, respectively. Thematrix of difference conditions in (1.7) becomes

⎛
⎝
a b ab

a 3 5 4
b 4 3 5
ab 5 4 6

⎞
⎠, (1.9)

which is equivalent to (1.1), and we recover Schur’s theorem. In fact, we have a
refinement of Schur’s theorem, thanks to the extra parameters a and b.

Alladi and Gordon’s treatment of Schur’s theorem marked the beginning of the
so-called method of weighted words, which would subsequently be used to find
refinements and generalizations of partition identities such as those of Göllnitz [5],
Capparelli [6], and Siladić [12], as well as to discover a number of new identities.
For more on this, see [1, 2, 4].

It turns out that Theorem 2 is a special case of an identity for overpartitions. Recall
that an overpartition is a partition in which the first occurrence of a given integer
may be overlined. We consider overpartitions with the same three colors and the
same ordering as in (1.5) and (1.6), allowing the first occurrence of a given colored
integer to be overlined. We append the label d to the color of a non-overlined part.
Let S(u, v,m, n) denote the number of overpartitions of n having m non-overlined
parts, no part 1abd or 1ab, u parts having a in their color, v parts having b in their
color, and satisfying the difference conditions in the matrix

A =

⎛
⎜⎜⎜⎜⎜⎜⎝

a b ab ad bd abd

a 1 2 1 0 1 0
b 1 1 1 0 0 0
ab 2 2 2 1 1 1
ad 1 2 1 0 1 0
bd 1 1 1 0 0 0
abd 2 2 2 1 1 1

⎞
⎟⎟⎟⎟⎟⎟⎠

. (1.10)

These overpartitions are also generated by a simple infinite product.

Theorem 3 (See [16]). We have

∑
u,v,m,n≥0

S(u, v,m, n)aubvdmqn = (−aq; q)∞(−bq; q)∞
(adq; q)∞(bdq; q)∞

. (1.11)

When d = 0 we recover Theorem 2. With the same substitutions as before, q = q3,
a = aq−2 and b = bq−1, the matrix A becomes
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⎛
⎜⎜⎜⎜⎜⎜⎝

a b ab ad bd abd

a 3 5 4 0 2 1
b 4 3 5 1 0 2
ab 5 4 6 2 1 3
ad 3 5 4 0 2 1
bd 4 3 5 1 0 2
abd 5 4 6 2 1 3

⎞
⎟⎟⎟⎟⎟⎟⎠

, (1.12)

and we have a result known as Schur’s theorem for overpartitions.

Theorem 4 (See [16]). Let S(m, n) denote the number of overpartitions of n with
m non-overlined parts, such that

λi − λi+1 ≥
{
3, if λi+1 is overlined or if λi ≡ λi+1 ≡ 0 (mod 3),

6, if λi+1 is overlined and λi ≡ λi+1 ≡ 0 (mod 3).
(1.13)

Then S(m, n) is equal to the number of overpartitions of n into parts not divisible
by 3, m of which are non-overlined.

Note that when there are no non-overlined parts (i.e., m = 0) we recover Schur’s
theorem. See [11] for a proof of Theorem 4 using q-difference equations and [14]
for a bijective proof.

1.2 Statement of Results

In this paper, we prove two asymmetric extensions of Theorem 2 to overpartitions.
The word asymmetric refers to the fact that one of the terms in the denominator of
(1.11) is missing from each of (1.14) and (1.15) below.

Theorem 5. The following are true.

(i) Let S1(u, v,m, n) denote the number of overpartitions counted by S(u, v,m, n)

where, in addition, the s smallest parts must be overlined, where s is the number
of parts of color b or bd. Then

∑
u,v,m,n≥0

S1(u, v,m, n)aubvdmqn = (−aq; q)∞(−bq; q)∞
(adq; q)∞

, (1.14)

(ii) Let S2(u, v,m, n) denote the number of overpartitions counted by S(u, v,m, n)

where, in addition, the r smallest parts must be overlined, where r is the number
of parts of color a or ad. Then

∑
u,v,m,n≥0

S2(u, v,m, n)aubvdmqn = (−aq; q)∞(−bq; q)∞
(bdq; q)∞

. (1.15)
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Note that if m = 0 in either (1.14) or (1.15), we recover the Alladi–Gordon result
in Theorem 2. Also note that although we recover the overpartitions in Theorem 3 if
either of the extra conditions is omitted, Theorem 5 is not a special case of Theorem3.

With the usual substitutions q = q3, a = aq−2, and b = bq−1, we obtain a pair
of results which may be compared with Schur’s theorem and Schur’s theorem for
overpartitions.

Corollary 1. For j = 1 or 2, let S j (m, n) denote the number of overpartitions
counted by S(m, n) in Theorem 4with the extra condition that the smallest s parts are
overlined, where s is the number of parts congruent to 3− j modulo 3. Then S j (m, n)

is equal to the number of overpartitions of n into overlined parts not divisible by 3
and m non-overlined parts congruent to j modulo 3.

We highlight two other special cases of Theorem 5, where the overpartitions
become ordinary partitions.

Corollary 2. Let C(n) denote the number of partitions of n satisfying the difference
conditions

λi − λi+1 ≥
{
5, if λi+1 is even or if λi+1 ≡ 5 (mod 6) and λi ≡ 0, 5 (mod 6),

11, if λi+1 ≡ 0 (mod 6) and λi ≡ 0, 5 (mod 6),
(1.16)

and, in addition, having the s smallest parts even, where s is the number of parts
congruent to 1 or 2 modulo 6. Then C(n) is equal to the number of partitions of n
into distinct parts not congruent to ±1 modulo 6.

Corollary 3. Let G(n) denote the number of partitions of n satisfying the difference
conditions in (1.16), and, in addition, having the r smallest parts even, where r is the
number of parts congruent to 3 or 4 modulo 6. Then G(n) is equal to the number of
partitions of n into parts congruent 1, 2, or 4 modulo 6, where only parts congruent
to 1 modulo 6 may repeat.

Note that the partitions into distinct parts not congruent to±1 modulo 6 in Corol-
lary 2 are precisely those in Capparelli’s partition identity [6], while the partitions
into parts 1, 2, or 4 modulo 6 in Corollary 3 are nearly those in the dual Göllnitz
theorem due to Alladi and Andrews [3]. For other partitions related to Capparelli’s
identity, see [10].

The remainder of the paper is organized as follows. In the next section, we prove
Theorem 5 using a q-series identity, reviewing the work on Schur’s theorem and
Schur’s theorem for overpartitions along the way. The colored partitions are similar
in all three cases, but while Schur’s theorem uses a staircase and the overpartition
version uses a generalized staircase, the asymmetric version uses what we call a
partial staircase. In Section 3 we give a bijective proof of Theorem 5. In Section 4
we deduce Corollaries 2 and 3 from Theorem 5. In Section 5 Corollaries 2 and 3 are
illustrated with examples. We close in Section 6 with some final remarks.
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2 Weighted words and the proof of Theorem 5

2.1 Schur’s theorem

Recall that we have been considering the positive integers in the three colors a, b,
and ab, with the order ab < a < b. Take one ordinary partition with parts colored a,
another ordinary partition with parts colored b, and one partition into distinct parts
≥ 2 colored ab. If we then order the three-colored integers accordingly, we obtain a
three-colored partition with no 1ab and the matrix of difference conditions,

A′ =
⎛
⎝
a b ab

a 0 1 0
b 0 0 0
ab 1 1 1

⎞
⎠. (2.1)

Let S′(u, v, n) denote the number of such three-colored partitions of n, where u is
the number of parts with a in their color and v is the number of parts with b in their
color. Then it is quite clear that

∑
u,v,n≥0

S′(u, v, n)aubvqn =
∑

r,s,t≥0

arqr

(q)r

bsqs

(q)s

(ab)t qtq(t+1
2 )

(q)t
, (2.2)

the first two terms corresponding to the ordinary partitions colored a and b and the
third term to the partition into distinct parts ≥ 2 colored ab.

Next, let us add a “staircase” to the three-colored partition. That is, we add 0 to
the smallest part, 1 to the next smallest part, and so on. This augments each minimal
difference by one, giving us a partition with no part 1ab and the difference conditions
in (1.7). The quantities u and v do not change, and so we have the partitions counted
by our S(u, v, n) defined in the introduction.

Now, to compute the generating function for S(u, v, n), we observe that adding a
staircase simply corresponds to multiplying the summand on the right-hand side of
(2.2) by q(r+s+t

2 ), and we have the generating function

∑
S(u, v, n)aubvqn =

∑
r,s,t≥0

arqr

(q)r

bsqs

(q)s

(ab)t qtq(t+1
2 )

(q)t
q(r+s+t

2 ). (2.3)

To simplify this sum (and some later ones), we recall several basic q-series facts
(see [13]). First, we have

(a)n−k = (a)n

(q1−n/a)k
(−q/a)kq(k2)−nk, (2.4)
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so that

(q)n−k = (q)n

(q−n)k
(−1)kq(k2)−nk (2.5)

and
(aq−n)n

(bq−n)n
= (q/a)n

(q/b)n
(a/b)n . (2.6)

We also recall the q-Chu-Vandermonde summation,

n∑
k=0

(a)k(q−n)kqk

(q)k(c)k
= (c/a)nan

(c)n
, (2.7)

and the q-binomial identity,

∑
n≥0

zn(−a)n

(q)n
= (−az)∞

(z)∞
, (2.8)

noting the special cases

n∑
k=0

(q−n)k(q−m)kqk

(q)k
= q−mn (2.9)

and ∑
n≥0

q(n+1
2 )zn

(q)n
= (−zq)∞. (2.10)

We now evaluate (2.3) as follows:

∑
S(u, v, n)aubvqn =

∑
r,s,t≥0

q(r+s+t
2 )+r+s+t+(t+1

2 )ar+t bs+t

(q)r (q)s(q)t

=
∑

r,s,t≥0
t≤min{r,s}

q(r+s−t
2 )+r+s+(t

2)arbs

(q)r−t (q)s−t (q)t
((r, s) = (r − t, s − t))

=
∑

r,s,t≥0
t≤min{r,s}

q(r+1
2 )+(s+1

2 )+rsarbs(q−r )t (q−s)t qt

(q)r (q)s(q)t
(from (2.5))

=
∑
r,s≥0

q(r+1
2 )+(s+1

2 )arbs

(q)r (q)s
(by (2.9))

= (−aq)∞(−bq)∞ (by (2.10)).

This is Theorem 2.
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2.2 Schur’s theorem for overpartitions

Now let us go back to the three-colored partitions counted by S′(u, v, n). Instead
of adding a staircase to such a partition, we will add a generalized staircase. This
corresponds the term dr+s+t (−1/d)r+s+t , as follows. For each part k between 0 and
r + s + t − 1 in the partition into distinct parts generated by (−1/d)r+s+t , we add
1 to each of the k largest parts and then overline the k + 1st part. Notice that the
exponent of d counts the number of non-overlined parts, and when d = 0 we just
have the staircase q(r+s+t

2 ).
Thus we obtain a three-colored overpartition λ where the minimal difference

between λi and λi+1 is as in (1.7) if λi+1 is overlined, but as in (2.1) if λi+1 is non-
overlined; that is, as in (1.10). There is no part 1ab or 1abd , and u and v count the
same quantities as before. With m counting the number of non-overlined parts, then,
we have the overpartitions counted by S(u, v,m, n). So,

∑
S(u, v,m, n)aubvdmqn =

∑
r,s,t≥0

arqr

(q)r

bsqs

(q)s

(ab)t qtq(t+1
2 )

(q)t
(−1/d)r+s+t d

r+s+t .

(2.11)

We emphasize that the only difference with the generating function for S(u, v, n)

in (2.3) is that the generalized staircase (−1/d)r+s+t dr+s+t replaces the staircase
q(r+s+t

2 ).
We now evaluate (2.11) as follows:

∑
S(u, v,m, n)aubvdmqn =

∑
r,s,t≥0

(−1/d)r+s+t d
r+s+t a

r qr

(q)r

bsqs

(q)s

(ab)t qt q(t+1
2 )

(q)t

=
∑

r,s,t≥0
t≤min{r,s}

(−1/d)r+s−t dr+s−t qr+s+(t2)ar bs

(q)r−t (q)s−t (q)t
((r, s) = (r − t, s − t))

=
∑

r,s,t≥0
t≤min{r,s}

(−1/d)r+sdr+sar bsqr+s(q−r )t (q−s)t qt

(q)r (q)s(q)t (−dq1−r−s)t
(by (2.5) and (2.4))

=
∑
r,s≥0

(−1/d)r+sdr+sar bsqr+s

(q)r (q)s

(−dq1−s)s

(−dq1−r−s)s
q−rs (by (2.7))

=
∑
r,s≥0

(−1/d)r+sdr+sar bsqr+s

(q)r (q)s

(−1/d)s

(−qr /d)s
(by (2.6))

=
∑
r,s≥0

(−1/d)r+sdr+sar bsqr+s

(q)r (q)s

(−1/d)s(−1/d)r

(−1/d)r+s

=
∑
r,s≥0

(−1/d)r (−1/d)sdr+sar bsqr+s

(q)r (q)s

= (−aq)∞(−bq)∞
(adq)∞(bdq)∞

(by (2.8)).

This is Theorem 3.
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2.3 The asymmetric Schur’s theorem for overpartitions

Finally, we turn to the asymmetric case. Instead of a staircase or generalized staircase,
we use a partial staircase, which is a kind of generalized staircase which is an actual
staircase at the top. If we have r + s + t parts, we require that the s largest steps in
the staircase occur, namely r + s + t − 1, r + s + t − 2, . . . , r + t . Then we allow
a generalized staircase from r + t − 1 down to 0. The result is the partial staircase
corresponding to the term

q(r+s+t
2 )−(r+t

2 )(−1/d)r+t d
r+t = q(s2)+rs+st (−1/d)r+t d

r+t . (2.12)

Adding such apartial staircase to a three-coloredpartition countedby S′(u, v, n)gives
an overpartition counted by S1(u, v,m, n), where as usual m denotes the number of
non-overlined parts.

In terms of generating functions, we have

∑
S1(u, v,m, n)rusvdmqn =

∑
r,s,t≥0

arqr

(q)r

bsqs

(q)s

(ab)t qt q(t+1
2 )

(q)t
q(s2)+rs+st (−1/d)r+t d

r+t ,

(2.13)

which may compared with (2.11) and (2.3). This triple sum may be evaluated as
follows:

∑
S1(u, v,m, n)aubvdmqn

=
∑

r,s,t≥0

q(s2)+rs+st (−1/d)r+t dr+t qr+s+t+(t+1
2 )ar+t bs+t

(q)r (q)s(q)t

=
∑

r,s,t≥0
t≤min{r,s}

q(s−t
2 )+(r−t)(s−t)+(s−t)t (−1/d)r dr qr+s+(t2)ar bs

(q)r−t (q)s−t (q)t
((r, s) = (r − t, s − t))

=
∑

r,s,t≥0
t≤min{r,s}

q(s+1
2 )+rs+r+t (−1/d)r dr ar bs(q−r )t (q−s)t

(q)r (q)s(q)t
(by (2.5))

=
∑
r,s≥0

q(s+1
2 )+r (−1/d)r dr ar bs

(q)r (q)s
(by (2.9))

= (−aq)∞(−bq)∞
(adq)∞

(by (2.10) and (2.8)).

This is the first part of Theorem 5. Note that by symmetry we can exchange the
roles of r and s in the partial staircase (2.12) and the same argument would give the
product
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(−aq)∞(−bq)∞
(bdq)∞

, (2.14)

corresponding to the overpartitions counted by S2(u, v,m, n). This completes the
proof. �

3 A bijective proof

Here we give a bijective proof of Theorem 5. We give details only for the first part.
We start with the product side, namely a partition λ corresponding to (−bq)∞ and
an overpartition μ corresponding to (−aq)∞/(adq)∞. To illustrate the steps in the
bijection, we follow the example

λ = (23b, 22b, 19b, 15b, 14b, 11b, 7b, 4b, 3b, 1b)

and
μ = (15a, 13a, 13a, 10a, 9a, 8a, 8a, 8a, 5a, 5a, 5a, 4a, 3a, 1a).

(We omit the label d from the colors of the non-overlined parts.) Let r be the number
of parts in μ. Then, for each part xb of λ which is ≤ r , we add 1 to the x largest
parts of μ and change the color of the x th part to ab. This gives us λ′ and μ′. In our
example, we have

λ′ = (23b, 22b, 19b, 15b)

and

μ′ = (21ab, 18a, 18ab, 14ab, 12a, 11a, 11ab, 10a, 7a, 7a, 7ab, 5a, 4a, 2ab).

Next, we remove a generalized staircase from μ′ (reversing the process described at
the beginning of Sect. 2.2) and then remove r from the smallest part of λ′, r +1 from
the next smallest part, and so on. The result is λ′′, μ′′, and the removed parts in ν. In
our example, we have

λ′′ = (6b, 6b, 4b, 1b),

μ′′ = (16ab, 14a, 14ab, 11ab, 10a, 9a, 9ab, 8a, 6a, 6a, 6ab, 4a, 3a, 2ab),

and the partial staircase

ν = (17, 16, 15, 14, 13, 8, 4, 3, 1).

Since there were 4 parts in λ′, the 4 largest parts of ν form a staircase. Now we recall
the order ab < a < b and put the parts of λ′′ into μ′′ in the proper place. Continuing
our example, we have a partition
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μ′′′ = (16ab, 14a, 14ab, 11ab, 10a, 9a, 9ab, 8a, 6b, 6b, 6a, 6a, 6ab, 4b, 4a, 3a, 2ab, 1b).

Finally, we add the partial staircase ν back on to μ′′′. In our case, we have

(25ab, 22a, 22ab, 18ab, 16a, 15a, 15ab, 14a, 11b, 11b, 11a, 11a, 11ab, 8b, 7a, 5a, 3ab, 1b).

Notice that because we are adding the partial staircase in the manner described in
Section 2.2, and since the s largest possible parts of ν occur (where s is the number
of b-parts), the s smallest parts of the final overpartition will be overlined. (In our
example, s = 4.) A little thought reveals that the difference conditions between parts
match what is claimed in (1.10) and that the operation is reversible.

4 Proofs of Corollaries 2 and 3

We begin by treating Corollary 2. For this, we use (1.15) with the substitutions
q = q6, a = q−4, b = q−2, and d = q−1. The product side is then

(−q2; q6)∞(−q4; q6)∞
(q3; q6)∞

= (−q2; q6)∞(−q4; q6)∞(−q3; q3)∞, (4.1)

which is the generating function for partitions into distinct parts not congruent to ±1
modulo 6. On the other hand, in the colored partitions counted by S2(u, v,m, n), a
part x of color a, b, ab, ad, bd, or abd becomes the integer 6x − 4, 6x − 2, 6x −
6, 6x − 5, 6x − 3, or 6x − 7, respectively. (Recall that the label d corresponds to a
non-overlined part.) Since there was no part 1ab or 1abd , this is the full set of positive
integers. The matrix of difference conditions in (1.10) becomes

⎛
⎜⎜⎜⎜⎜⎜⎝

a b ab ad bd abd

a 6 10 8 1 5 3
b 8 6 10 3 1 5
ab 10 8 12 5 3 7
ad 5 9 7 0 4 2
bd 7 5 9 2 0 4
abd 9 7 11 4 2 6

⎞
⎟⎟⎟⎟⎟⎟⎠

, (4.2)

which is succinctly summarized by the difference conditions in (1.16) To finish, we
note that the parts colored a or ad in overpartitions counted by S2(u, v,m, n) become
parts of the form 6x − 4 or 6x − 5. This gives Corollary 2

Corollary 3 is similar. We use the same substitutions q = q6, a = q−4, b = q−2,
and d = q−1, but this time in (1.14). On the product side we have

(−q2; q6)∞(−q4; q6)∞
(q; q6)∞

, (4.3)
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which is the generating function for the number of partitions into parts 1, 2, or
4 modulo 6, where only parts congruent to 1 modulo 6 may be repeated. From
S1(u, v,m, n) we have the same difference conditions as in (4.2) (and hence (1.16)).
Finally, the parts colored b or bd correspond to parts of the form 6x − 3 and 6x − 2.

5 Examples

5.1 Generalizations of Schur’s theorem

Here we illustrate Theorem 4 and Corollary 1 for n = 6. To begin, there are 24
overpartitions of 6 satisfying the difference conditions in (1.13),

(6), (6), (5, 1), (5, 1), (5, 1), (5, 1), (4, 2), (4, 2), (4, 1, 1), (4, 1, 1), (4, 1, 1), (4, 1, 1),

(3, 2, 1), (3, 2, 1), (3, 1, 1, 1), (3, 1, 1, 1), (2, 2, 2), (2, 2, 2), (2, 2, 1, 1, ), (2, 2, 1, 1),

(2, 1, 1, 1, 1), (2, 1, 1, 1, 1), (1, 1, 1, 1, 1, 1), (1, 1, 1, 1, 1, 1),
(5.1)

as well as 24 overpartitions of 6 into parts not divisible by 3,

(5, 1), (5, 1), (5, 1), (5, 1), (4, 2), (4, 2), (4, 2), (4, 2), (4, 1, 1), (4, 1, 1), (4, 1, 1), (4, 1, 1),

(2, 2, 2), (2, 2, 2), (2, 2, 1, 1), (2, 2, 1, 1), (2, 2, 1, 1), (2, 2, 1, 1),

(2, 1, 1, 1, 1), (2, 1, 1, 1, 1), (2, 1, 1, 1, 1), (2, 1, 1, 1, 1), (1, 1, 1, 1, 1, 1), (1, 1, 1, 1, 1, 1),
(5.2)

confirming Theorem 4 for n = 6 (and 0 ≤ m ≤ 6).
Of the overpartitions in (5.1), 12 of them have their s smallest parts overlined,

where s is the number of parts congruent to 2 modulo 3. These are

(6), (6), (5, 1), (5, 1), (4, 1, 1), (4, 1, 1), (4, 1, 1), (4, 1, 1),
(3, 1, 1, 1), (3, 1, 1, 1), (1, 1, 1, 1, 1, 1), (1, 1, 1, 1, 1, 1).

And, as predicted by Theorem 1 for j = 1, there are 12 overpartitions in (5.2) whose
non-overlined parts are all congruent to 1 modulo 3,

(5, 1), (5, 1), (4, 2), (4, 2), (4, 1, 1), (4, 1, 1), (4, 1, 1), (4, 1, 1),
(2, 1, 1, 1, 1), (2, 1, 1, 1, 1), (1, 1, 1, 1, 1, 1), (1, 1, 1, 1, 1, 1).

Similarly, of the overpartitions in (5.1), there are 6 which have their s smallest
parts overlined, where s is the number of parts congruent to 1 modulo 3,
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(6), (6), (5, 1), (5, 1), (2, 2, 2), (2, 2, 2),

and there are 6 overparititons in (5.2) whose non-overlined parts are all congruent to
2 modulo 3,

(5, 1), (5, 1), (4, 2), (4, 2), (2, 2, 2), (2, 2, 2).

5.2 Corollaries 2 and 3

Next, we illustrate Corollaries 2 and 3 for n = 10. There are 19 partitions of 10
which satisfy the difference conditions in (1.16). They are

(10), (9, 1), (8, 2), (8, 1, 1), (7, 3), (7, 2, 1), (7, 1, 1, 1), (6, 3, 1), (6, 1, 1, 1, 1), (5, 3, 1, 1),

(5, 1, 1, 1, 1, 1), (4, 3, 3), (4, 3, 1, 1, 1), (4, 1, 1, 1, 1, 1, 1), (3, 3, 3, 1), (3, 3, 1, 1, 1, 1),

(3, 1, 1, 1, 1, 1, 1, 1), (2, 1, 1, 1, 1, 1, 1, 1, 1), (1, 1, 1, 1, 1, 1, 1, 1, 1, 1).
(5.3)

Of these, the ones that have their s smallest parts even, where s is the number of
parts congruent to 1 or 2 modulo 6, are

(10), (8, 2), (4, 3, 3).

Thus C(10) = 3, and as predicted, there are 3 partitions of 10 into distinct parts not
congruent to ±1 modulo 6,

(10), (8, 2), (6, 4).

On the other hand, nine of the partitions in (5.3) have their r smallest parts even,
where r is the number of parts congruent to 3 or 4 modulo 6. These are

(10), (8, 2), (8, 1, 1), (7, 2, 1), (7, 1, 1, 1), (6, 1, 1, 1, 1), (5, 1, 1, 1, 1, 1),
(2, 1, 1, 1, 1, 1, 1, 1, 1), (1, 1, 1, 1, 1, 1, 1, 1, 1, 1).

Thus G(10) = 9, and the nine partitions of 10 into parts congruent 1, 2, or 4 modulo
6 with only parts congruent to 1 modulo 6 allowed to repeat are

(10), (8, 2), (8, 1, 1), (7, 2, 1), (7, 1, 1, 1), (4, 2, 1, 1, 1, 1), (4, 1, 1, 1, 1, 1, 1),
(2, 1, 1, 1, 1, 1, 1, 1, 1), (1, 1, 1, 1, 1, 1, 1, 1, 1, 1).
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6 Conclusion

In establishing Theorem 5, we have shown that using a partial staircase in the context
of weighted words can lead to elegant infinite product generating functions, just as
with staircases and generalized staircases. We have limited ourselves to the frame-
work of Schur’s theorem, but partial staircases can be used to asymmetrically extend
other partition identities, such as Göllnitz’s theorem [5] or the Alladi-Andrews-
Berkovich identity [4]. We leave the details to the motivated reader.

We have also seen that partial staircases work well with bijective arguments. It
remains to be seen, however, whether proofs of Schur’s theorem [9] and Schur’s
theorem for overpartitions [12] using q-difference equations can be adapted to the
asymmetric case.
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f (n + i1) < f (n + i2) < · · · < f (n + ik),

g(n + j1) < g(n + j2) < · · · < g(n + jk). (1.1)

In [5], it was shown that the number-of-prime-divisors function, denoted ω, and the
number-of-divisors function, denoted τ , are independent. They also showed that σ ,
the sum-of-divisors function, and ϕ, Euler’s function, are not independent (when
k ≥ 5). In [2], it was shown that ϕ and the Carmichael function λ are independent.
In [8], it was shown that the compositions σ ◦ ϕ and ϕ ◦ σ are independent.

Here, we put
s(n) = σ(n) − n and sϕ(n) = n − ϕ(n).

These functions are well-known in the literature, and the first has an ancient history,
dating to Pythagoras. It is not known if the sets of values of these functions has
an asymptotic density, though recent progress was made in [7]. Due to the result
in [5] that σ and ϕ are not independent, it seems likely that s and sϕ are also not
independent. Our principal result is the following theorem.

Theorem 1 The functions s ◦ sϕ and sϕ ◦ s are independent.

We also show the following result, by somewhat different methods.

Theorem 2 The closure of the set of rationals

{
s(n)

sϕ(n)
: n > 1

}

is the interval [1,∞). The closure of the set of rationals

{
(s ◦ sϕ)(n)

(sϕ ◦ s)(n)
: n composite

}

is [0,∞). The same is true for the rationals (s ◦ s)(n)/(sϕ ◦ sϕ)(n) with n composite.

Note that s(1) = sϕ(1) = 0 and (s ◦ sϕ)(p) = (sϕ ◦ s)(p) = 0 for p prime, and this
is why there are certain values of n excluded in the sets in Theorem 2.

One can also ask about typical behavior; we find it to be markedly different.

Theorem 3 There is a set A of asymptotic density 1 such that

(s ◦ sϕ)(n)

n
∼ s(n)sϕ(n)

n2
∼ (sϕ ◦ s)(n)

n

as n → ∞, n ∈ A . In particular,

lim
n→∞, n∈A

(s ◦ sϕ)(n)

(sϕ ◦ s)(n)
= 1.
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In addition, as n → ∞, n ∈ A ,

(s ◦ s)(n)

n
∼

(
s(n)

n

)2

,
(sϕ ◦ sϕ)(n)

n
∼

(
sϕ(n)

n

)2

.

That s(s(n))/n is normally asymptotic to (s(n)/n)2 is essentially [4, Theorem 5.1
and (5.1)]. Probably s(n)/sϕ(n) has a continuous and strictly increasing distribu-
tion function on [1,∞), but we haven’t been able to show this. The existence of
a distribution function may follow from the methods of [13, Section 3] and [11,
Section 3].

Throughout this paper, we use the Landau symbols O, o and the Vinogradov
symbols �, 	 with their usual meaning. The constants implied by them might
depend on the fixed parameter k. For a set A of integers and a real number t ≥
1, let A (t) = A ∩ [1, t]. The letters p, q run over primes. Our conjecture about
s(n)/sϕ(n) at the end of Sect. 1 was recently proved by [15].

2 The proof of Theorem 1

Let i ≥ 1 be an integer and

fi (t) =
(

σ(i)

i
t − 1

) (
1 − ϕ(i)

i t

)
for real t ≥ 1.

Clearly fi (t) → ∞ as t → ∞ and

f ′
i (t) = σ(i)

i
− ϕ(i)

i t2
> 0 for t > 1,

so fi (t) is increasing for t ≥ 1. Let k ≥ 2,Ck := max{2, fi (2) : 1 ≤ i ≤ k} and con-
sider two permutations i1, . . . , ik and j1, . . . , jk of {1, . . . , k}. Choose real numbers

Ck < α j1 < · · · < α jk ,

and solve the equations

fi (ui ) = αi for ui > 2 and i ∈ {1, . . . , k}.

This is possible because αi > Ck ≥ fi (2). Now choose real numbers

0 < βi1 < βi2 < · · · < βik ≤ 1

and put
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vi = ϕ(i)/ i

1 − βi/αi + (βi/αi )(ϕ(i)/(iui ))
.

Since βi/αi ≤ 1
2 and 0 < ϕ(i)/(iui ) < 1, we have

0 <
ϕ(i)

i
< vi <

ϕ(i)/ i

1 − βi/αi
≤ 2

ϕ(i)

i
≤ 2,

so that for i = 1, . . . , k, we have 0 < vi < ui . Further, the way we have chosen vi
and ui gives

(
σ(i)

i
ui − 1

) (
1 − ϕ(i)

iui

)
= αi , (2.1)

(
σ(i)

i
ui − 1

) (
1 − ϕ(i)

ivi

)
= βi , (2.2)

for all i ∈ {1, . . . , k}.
Let Q be the set of odd primes 3 = q1 < q2 < · · · such that for all 	 ≥ 2, q	 is

the smallest odd prime with q	 
≡ 1 (mod q j ) for any j = 1, . . . , 	 − 1. The first
elements of Q are 3, 5, 17, . . .. Erdős [3] showed that

#Q(t) = (1 + o(1))
t

log t log log t
for t → ∞. (2.3)

In particular, by Abel summation,

∑
a<q<b
q∈Q

1

q
= log log log b − log log log a + o(1) (2.4)

uniformly in b > a and a → ∞. We now let x be large, and put

y := (log log x)4, z := e(log log x)1/2 , ε := (log log x)−1.

By (2.4), it follows easily that

∏
y<q<z
q∈Q

(
1 + 1

q

)
=

(
1

2
+ o(1)

)
log log log x

log log log log x
for x → ∞. (2.5)

We choose pairwise disjoint sets of primes

Qi ⊂ Q ∩ (y, z) for all i ∈ {1, . . . , k}, (2.6)

such that
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∏
q∈Q i

(
1 + 1

q

)
∈ (ui − ε, ui + ε) for all i ∈ {1, . . . , k}. (2.7)

We select subsetsRi ⊆ Qi such that

∏
q∈R i

(
1 + 1

q

)
∈ (vi − ε, vi + ε) for all i ∈ {1, . . . , k}. (2.8)

All this is possible because of (2.5) and because vi < ui for all i ∈ {1, . . . , k}. Put

Qi =
∏
q∈Q i

q and Ri =
∏
q∈R i

q for all i ∈ {1, . . . , k}.

We now choose for each i ∈ {1, . . . , k}, Ui to be the smallest prime such that

Ui ≡ −1 + Ri + 2R2
i (mod R3

i )

Ui ≡ 2 + 2(Qi/Ri )
2 (mod (Qi/Ri )

3) (2.9)

Ui ≡ 2 + 2Q2
j (mod Q3

j ) for all j ∈ {1, . . . , k}\{i}.

Note thatU1, . . . ,Uk are distinct and {U1, . . . ,Uk} is disjoint from⋃k
i=1 Qi because

any prime among the U ’s is larger than any member of
⋃k

i=1 Qi . The congruences
(2.9) put Ui in a certain arithmetic progression modulo (

∏k
i=1 Qi )

3. By a result of
Xylouris [14], we have

Ui 	
(

k∏
i=1

Q3
i

)5

<

(∏
p<z

p

)15

. (2.10)

Finally, let
P =

∏
2k<p<3z2

p/∈⋃k
i=1 Q i

⋃{U1,...,Uk }

p.

Consider the Chinese Remainder Theorem system of congruences:

n ≡ 0 (mod (2k)!P)

n ≡ −i + Q2
i Ui (mod Q3

i U
2
i ) for all i = 1, . . . , k. (2.11)

Congruences (2.11) put n into an arithmetic progression of modulus

M := (2k)!P
k∏

i=1

(Q3
i U

2
i ). (2.12)
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Recalling that implied constants depend on the choice of k, note that from (2.10),

M 	 P

⎛
⎝ k∏

j=1

Qi

⎞
⎠

3 (
k∏

i=1

Ui

)2

	 P

(
k∏

i=1

Qi

)3+30k

<

⎛
⎝ ∏

p<3z2

p

⎞
⎠

(∏
p<z

p

)3+30k

	 e4z
2
, (2.13)

so that M ≤ e(log x)o(1) as x → ∞. Write

n = Mλ + N0,

where 0 < N0 < M is the smallest positive integer in the progression. Then

n + i = Mλ + (i + N0) = i Q2
i Ui (Miλ + Ni ),

where Mi := M

iQ2
i Ui

(2.14)

and Ni := i + N0

i Q2
i Ui

for all i ∈ {1, . . . , k}.

Fix i ∈ {1, . . . , k}. We start by noting that Mi is divisible by all primes p ≤ 3z2,
while the numbers Ni are coprime to all primes p ≤ 3z2 for i ∈ {1, . . . , k}. To justify
this claim, first of all let us note that for large x , we have y > 2k, so all primes in
Qi , all primes dividing P , and all the primes U1, . . . ,Uk are larger than 2k. Then:

(i) Since i ≤ k, we get i2 | (k!)2 | (2k)! | M , so i | Mi .
(ii) If p ∈ (k, 2k), then p | (2k)! and p � i for any ∈ {1, . . . , k}, so p | Mi .
(iii) Since, Q3

i | M , we have Qi | Mi .
(iv) If Ui ≤ 3z2 for some i ∈ {1, . . . , k}, then U 2

i | M , so Ui | Mi .
(v) If p ∈ (2k, 3z2] and p /∈ ⋃k

i=1 Qi ∪ {U1, . . . ,Uk}, then p | P | Mi .

From (i)–(v) above, we get that p | Mi for all p ≤ 3z2.
Similar observations show that Ni is not a multiple of any prime p ≤ 3z2. Indeed,

if p | i , then p2 | i2 | (2k)! | N0, so p does not divide (i + N0)/ i . If p ≤ k does not
divide i , then p divides N0 but not N0 + i , so p � Ni . If p ∈ (k, 2k), then p | N0

and p � i , so p does not divide i + N0, and in particular p � Ni . If p ∈ Qi , then
p2 ‖ i + N0, so p � Ni . Similar arguments show that p does not divide Ni if p is
either in {U1, . . . ,Uk}, or if it divides P .

So, Ni is coprime to all primes p ≤ 3z2 as well as with the primes in {U1, . . . ,Uk}.
In particular,

gcd(Mi , Ni ) = 1.
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Further, Miλ + Ni is neither a multiple of any prime p ≤ 3z2 nor a multiple of any
of the primes in {U1, . . . ,Uk}. Then we have for i = 1, . . . , k,

sϕ(n + i) = (n + i) − ϕ(n + i)

= i Q2
i Ui (Miλ + Ni ) − ϕ(i)Qi (Ui − 1)ϕ(Miλ + Ni )

∏
q∈Q i

(q − 1)

= i Qi Ti , (2.15)

where

Ti := QiUi (Miλ + Ni ) − ϕ(i)(Ui − 1)(ϕ(Miλ + Ni )/ i)
∏
q∈Q i

(q − 1).

Also,

s(n + i) = σ(n + i) − (n + i)

= σ(i)(Ui + 1)σ (Miλ + Ni )
∏
q∈Q i

(q2 + q + 1) − i Q2
i Ui (Miλ + Ni )

= i Ri Si , (2.16)

where

Si = σ(i)((Ui + 1)/Ri )(σ (Miλ + Ni )/ i)
∏
q∈Qi

(q2 + q + 1) − Qi (Qi/Ri )Ui (Miλ + Ni ).

Now we start sieving. Note that if λ ≤ x/M , then Miλ + Ni < n < 2x . Let us
throw away some values of λ ≤ x/M in such a way that at each step we only throw
an amount of λ of order of magnitude

o
( x

M

)
as x → ∞.

There exists an absolute constant c0 such that for every i ∈ {1, . . . , k}, the set �1

of λ ≤ x/M such that ϕ(Miλ + Ni ) or σ(Miλ + Ni ) is not divisible by all numbers
m < c0 log log x/ log log log x is of cardinality 	 x/(M log log x). For ϕ and with-
out the arithmetic progression, this follows from Lemma 2 in [6]. The proof of that
lemma can be adapted in a straightforward way to yield the current result. So, we
ignore λ ∈ �1, and assume from now on that

ϕ(Miλ + Ni ), σ (Miλ + Ni ) are multiples of all numbers m ≤ c0
log log x

log log log x
.

In particular, this implies that Ti , Si are integers.
We eliminate λ ∈ �2, where this set is such that for some i ∈ {1, . . . , k} we have

that Miλ + Ni is a multiple of a prime p > x/M . Assume λ ∈ �2. Then for some
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i ∈ {1, . . . , k} we have that Miλ + Ni = pm, where m < 2M . Fixing m, this puts
λ ≤ x/M into a certain progression modulo m, such that Miλ + Ni ≡ 0 (mod m)

and (Miλ + Ni )/m = p is prime. Thus, the number of λ ≤ x/M satisfying these
conditions is

	 Mim

ϕ(Mim)

x/Mm

log(x/Mm)
	 x log log x

Mm log x
,

using the minimal order of ϕ and (2.13). Summing on m < 2M and on i = 1, . . . , k
and again using (2.13), we have

#�2 	 x logM log log x

M log x
	 xz2 log log x

M log x
	 x

M
√
log x

= o
( x

M

)

as x → ∞.
We eliminate λ ∈ �3 such that Miλ + Ni is not squarefree. So, assume that i ∈

{1, . . . , k} and Miλ + Ni is not squarefree. Thus, some p2 | Miλ + Ni . Assume first
that p2 < x/M . Then the number of such λ ≤ x/M is 	 x/(Mp2). Summing over
all i ∈ {1, . . . , k} and p > 3z2, we get a bound of

	
∑
p>3z2

x

Mp2
	 x

M

∑
p>3z2

1

p2
	 x

Mz2
= o

( x

M

)
as x → ∞. (2.17)

Assume now that p2 > x/M . Since Miλ + Ni < 2x , we have p <
√
2x . Moreover,

each such p gives rise to at most one value of λ ≤ x/M . Thus, the number of choices
of λ in this case is at most π(

√
2x) <

√
x = o(x/M) as x → ∞, by (2.13). We

deduce from (2.17) that

#�3 = o
( x

M

)
as x → ∞.

We eliminate λ ∈ �4 such that for some i ∈ {1, . . . , k},

ω(Miλ + Ni ) ≥ 10 log log x .

For this, write Miλ + Ni = m ′m where the least prime factor of m ′ exceeds the
greatest prime factor of m and m is maximal with m ≤ x/M . Since

√
Miλ + Ni <√

2x < x/M and since Miλ + Ni is squarefree (using λ /∈ �3), it follows that
ω(m) ≥ 1

2ω(Miλ + Ni ). Thus, summing over i = 1, . . . , k,

#�4 	
∑

m≤x/M
m squarefree

ω(m)≥5 log log x

x

Mm
≤ x

M

∑
j≥5 log log x

1

j !

⎛
⎝ ∑

p≤x/M

1

p

⎞
⎠

j

	 x

M(log x)3
,

since the inner sum on p is log log x + O(1). Thus, #�4 = o(x/M) as x → ∞.
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We now eliminate those λ ∈ �5 where for some i = 1, . . . , k, we have a prime
p | Miλ + Ni with ω(p − 1) > 5 log log x . Since λ /∈ �2, we may assume that p ≤
x/M . For a given p with ω(p − 1) > 5 log log x and a given i ∈ {1, . . . , k}, the
number of λ ≤ x/M with Miλ + Ni divisible by p is 	 x/Mp < x/M(p − 1).
Writing p − 1 = m and ignoring that p is prime, we have

#�5 	 x

M

∑
m≤x/M

ω(m)>5 log log x

1

m
≤ x

M

∑
j>5 log log x

1

j !

⎛
⎝ ∑

qa≤x/M

1

qa

⎞
⎠

j

,

where qa runs over prime powers. Since the inner sum is log log x + O(1), we have,
as with the calculation for �4, that #�5 = o(x/M) as x → ∞.

We eliminate λ ∈ �6 such that for some i ∈ {1, . . . , k}, we have that

gcd((Miλ + Ni )Ui , ϕ(Miλ + Ni )) > 1.

Since λ /∈ �3, we have that Miλ + Ni is squarefree. Thus, if for some i ∈ {1, . . . , k},
the number Miλ + Ni and its Euler function are not coprime, then there are primes
p and q with pq | Miλ + Ni and p | q − 1. There are two cases here to consider.
If pq ≤ x/M , then we fix i, p, q and we get that the number of such λ ≤ x/M
is 	 x/Mpq. Summing up this inequality over all q ≡ 1 (mod p) with q ≤ x/M
(using [12, Theorem 1, Remark 1]), then over all p ∈ (3z2, x/M), then over all
i ∈ {1, . . . , k}, we get a bound of

k
x log log x

Mz2
= o

( x

M

)
for x → ∞.

The other case to consider is when pq > x/M . We then write Miλ + Ni = pqm,
wherem < 2M and fixm. Since q > p, we get that p < 2x1/2. So, pm < 4x1/2M <

x/M for large x . Fixing also p, we get that λ ≤ x/M is in a certain arithmetic
progression modulo pm such that pm | Miλ + Ni and (Miλ + Ni )/pm is prime.
The number of such λ is, using the minimal order of ϕ,

	 Mim

ϕ(Mim)

x

Mpm log x
	 x log log x

Mpm log x
.

Summing over p ≤ 2x1/2, m < 2M , i ≤ k, we get an estimate that is

	 x(log log x)2 logM

M log x
= o

( x

M

)
,

as x → ∞, using (2.13). Finally, consider the case that Ui | ϕ(Miλ + Ni ). Then
there is a prime q ≡ 1 (mod Ui ) with q | Miλ + Ni . Again using [12],

∑
1/q 	



486 F. Luca and C. Pomerance

(log log x)/Ui , so the number of such λ ≤ x/M is o(x/M) as x → ∞. Thus, #�6 =
o(x/M) as x → ∞.

We eliminate λ ∈ �7 such that for some i ∈ {1, . . . , k} we have

gcd(Miλ + Ni ,Ui − 1) > 1.

Assume that i ∈ {1, . . . , k} and that there is a prime p | gcd(Miλ + Ni ,Ui − 1).
Then p > 3z2. Fixing p, we have p ≤ x/M becauseλ /∈ �2, therefore, the number of
such λ ≤ x/M is ≤ 1 + x/Mp ≤ 2x/Mp. Summing this over all the prime divisors
p > 3z2 of Ui − 1, we get a bound of

	 xω(Ui − 1)

Mz2
	 x logUi

Mz2 log logUi
	 x logM

Mz2 log logM
	 x

M log logM

where we used the maximal order of ω(m) together with (2.13). Summing this up
over i ∈ {1, . . . , k}, we get

#�7 	 x

M log logM
= o

( x

M

)
as x → ∞.

Now let us look at

Ti = QiUi (Miλ + Ni ) − ϕ(i)(Ui − 1)(ϕ(Miλ + Ni )/ i)ϕ(Qi ).

Note that

gcd(QiUi (Miλ + Ni ), ϕ(i)(Ui − 1)ϕ(Qi )) = 1;
gcd(Ui (Miλ + Ni ), ϕ(Miλ + Ni )) = 1.

Indeed, Qi is coprime to ϕ(Qi ) due to the definition of the setQ. The other relations
follow from the sizes of the primes involved, the definition of Ui , and because λ /∈
�6 ∪ �7. So, it follows that

gcd(QiUi (Miλ + Ni ), ϕ(i)(Ui − 1)(ϕ(Miλ + Ni )/ i)ϕ(Qi )) = Wi ,

where
Wi := gcd(Qi , ϕ(Miλ + Ni )).

We may write
Ti = W ′

i T
′
i ,

where W ′
i is a multiple of Wi and is the largest divisor of Ti supported on the prime

factors of Wi , and where T ′
i is coprime to Wi and its least prime factor exceeds

c0 log log x/ log log log x (because λ /∈ �1).
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We continue with the sieving. We put

Y := exp

(
log x log log log x

log log x

)
,

and eliminate λ ∈ �8 such that for some i ∈ {1, . . . , k} we have that the largest
prime factor P of Miλ + Ni satisfies P ≤ Y . Since the conditions (1.10) for the
main theorem in [1] are fulfilled, we get that

#�8 	 x

M exp(u log u + u log log u)
= o

( x

M

)
as x → ∞,

where u = log(xMi/M)/ log Y = (1 + o(1)) log log x/ log log log x as x → ∞.
We eliminate λ ∈ �9 such that ω(T ′

i ) > 100 log log x . Fix i ∈ {1, . . . , k} and
assume that ω(T ′

i ) > 100 log log x . Write Miλ + Ni = Pm, where Y < P ≤ x/M
andm < 2x/Y . This is possible becauseλ /∈ �2 ∪ �8. Further, P andm are coprime,
and m is squarefree because λ /∈ �3. Substituting Miλ + Ni = Pm into

iTi = i QiUi (Miλ + Ni ) − ϕ(i)(Ui − 1)ϕ(Miλ + Ni )ϕ(Qi ) = iW ′
i T

′
i ,

we get
Ai P + Bi = iW ′

i T
′
i ,

where

Ai = i QiUim − ϕ(i)(Ui − 1)ϕ(m)ϕ(Qi ), Bi = ϕ(i)(Ui − 1)ϕ(m)ϕ(Qi ).

It follows from the definition of T ′
i that T

′
i is coprime to gcd(Ai , Bi ), and so Qi ,m, T ′

i
are pairwise coprime. We consider the prime factors of T ′

i in three ranges:

(i) At least x1/(20 log log x) (the number of such is at most 20 log log x);
(ii) At most x1/(log log x)

2
;

(iii) In the interval I = [x1/(log log x)2 , x1/(20 log log x)].
Suppose that T ′

i has at least 5 log log x prime divisors in the range (ii) above and let τ
be the product of �5 log log x� of them. Then τ < x6/ log log x <

√
Y . The relation τ |

Ai P + Bi with τ coprime to gcd(Ai , Bi ) puts P in a certain arithmetic progression
modulo τ , which for a fixed value of m, puts λ in a particular arithmetic progression
modulo mτ . Ignoring that P is prime and since mτ < 2x/

√
Y < x/M , the number

of such λ ≤ x/M is

	 x

Mmτ
.

http://dx.doi.org/10.1007/978-3-319-68376-8_1
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We now sum over all possible m < 2x/Y and all possible τ , a number which is at
most x/M but has �5 log log x� distinct prime factors. We get

x

M

∑
m≤x

1

m

∑
τ≤x/M

ω(τ)≥5 log log x

1

τ
	 x log x

M

∑
τ≤x/M

ω(τ)≥5 log log x

1

τ
	 x

M(log x)2
= o

( x

M

)
,

as x → ∞, where the last bound follows from the argument above for �4 or �5.
Assume now that T ′

i has at least K := �5 log log log x� prime divisors in I and
let τ ′ be a product of K of them. Then

τ ′ < x5 log log log x/20 log log x <
√
Y .

Thus, for fixed τ ′,m, we have the number of λ ≤ x/M with λ in the particular
class mod mτ ′ and (Miλ + Ni )/m = p prime, is at most the number of primes
p ≤ 2Mi x/(Mm) which are in a fixed congruence class modulo Miτ

′, and this is

	 Miτ
′

ϕ(Miτ ′)
x

Mmτ ′ log((2x)/(Mmτ ′))
	 x log log x

Mmτ ′ log Y
,

using mτ ′ 	 x/
√
Y and (2.13). (We have also used the minimal order of ϕ.) Thus,

by an argument similar to the preceding one we get that the number of such numbers
λ ≤ x/M is

	 x(log log x)2

M log x

∑
m≤x

1

m

∑
τ ′ squarefree

ω(τ ′)=K
p|τ ′⇒p∈I

1

τ ′ 	 x(log log x)2

M

1

K !

⎛
⎝∑

p∈I

1

p

⎞
⎠

K

.

The inner sum is log log log x + O(1), and since 5(log 5 − 1) > 3, the estimate is
o(x/M) as x → ∞. Thus, we get that the number of λ for which there are at least K
prime factors of T ′

i in I is o(x/M) as x → ∞. To summarize, except for a set of λ of
cardinality o(x/M), the number T ′

i has at most 25 log log x + 5 log log log x prime
factors. Thus, �9 has cardinality o(x/M) as x → ∞ and we may assume, therefore,
that ω(T ′

i ) < 100 log log x .
Now we have

(s ◦ sϕ)(n + i) = σ(sϕ(n + i)) − sϕ(n + i)

= σ(i QiW
′
i T

′
i ) − i QiW

′
i T

′
i

= sϕ(n + i)

(
σ(i)

i

σ(QiW ′
i )

QiW ′
i

σ(T ′
i )

T ′
i

− 1

)
.
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Thus,

(s ◦ sϕ)(n + i)

n + i
= (s ◦ sϕ)(n + i)

sϕ(n + i)

sϕ(n + i)

n + i

=
(

σ(i)

i

σ(QiW ′
i )

QiW ′
i

σ(T ′
i )

T ′
i

− 1

)

×
(
1 − ϕ(i)

i

(
1 − 1

Ui

)
ϕ(Qi )

Qi

ϕ(Miλ + Ni )

Miλ + Ni

)
.

So, let us see what we have. Since all primes dividing W ′
i are inQi , it follows that

σ(Qi )

Qi
≤ σ(QiW ′

i )

QiW ′
i

≤ σ(Qi )

Qi
exp

(
O

(∑
q>y

1

q2

))
= (1 + o(1))

σ (Qi )

Qi
,

for x → ∞. Further, since primes dividing T ′
i exceed c0 log log x/ log log log x and

the number of them is < 100 log log x , we get that for large x ,

σ(T ′
i )

T ′
i

= 1 + o(1) as x → ∞.

Since λ /∈ �4, Miλ + Ni has O(log log x) prime factors all larger than 3z2 > y =
(log log x)4, so

ϕ(Miλ + Ni )

Miλ + Ni
= 1 + o(1) as x → ∞.

Finally,

σ(Qi )ϕ(Qi )

Q2
i

=
∏
q∈Q i

(
1 − 1

q2

)
= exp

(
O

(∑
q>y

1

q2

))
= exp

(
O

(
1

y

))
,

which is 1 + o(1) as x → ∞. Summarizing all these observations, we get that

(s ◦ sϕ)(n + i)

n + i
= (1 + o(1))

(
σ(i)

i

σ(Qi )

Qi
− 1

) (
1 − ϕ(i)

i

Qi

σ(Qi )

)

= (1 + o(1)) fi (ui ) = (1 + o(1))αi ,

as x → ∞.
Now we deal with s(n + i) given by formula (2.16). Here, much like in the case

of sϕ(n + i), we have

gcd(QiUi (Miλ + Ni ), σ (i)((Ui + 1)/Ri )σ (Q2
i )) = 1;

gcd(Ui (Miλ + Ni ), σ (Miλ + Ni )) = 1.
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Indeed, because the primes in QiUi (Miλ + Ni ) are all large, they do not divide σ(i).
Similarly, Miλ + Ni is coprime to σ(Q2

i ). We have Ui coprime to σ(Q2
i ) by (2.9).

The fact that all prime factors inQi are congruent to 2 modulo 3, implies they cannot
divide σ(q2) = q2 + q + 1 for any prime q, so Qi is coprime to σ(Q2

i ). Also, the fact
that gcd(Miλ + Ni ,Ui + 1) = 1 can be achieved by removing a set of values of λ

similar to�7 whose cardinality is o(x/M) for x → ∞. As for the second line above,
this is certainly true if we exclude a set of λ similar to �6, namely the set of λ ∈ �10

such that for some i ∈ {1, . . . , k} we have gcd((Miλ + Ni )Ui , σ (Miλ + Ni )) > 1,
a set which by the arguments used to deal with �6 can be proved to have cardinality
o(x/M) as x → ∞. It then follows that

gcd(σ (i)((Ui + 1)/Ri )(σ (Miλ + Ni )/ i)σ (Q2
i ), QiUi (Qi/Ri )(Miλ + Ni ))

= gcd(Q2
i /Ri , σ (Miλ + Ni )) =: Zi ,

say. Writing
Si = Z ′

i S
′
i ,

where Zi | Z ′
i , Z

′
i is the largest divisor of Si supported on the primes from Zi , we have

that S′
i is coprime to Z ′

i and all its prime factors exceed c0 log log x/ log log log x . This
last condition holds since λ /∈ �1. Since Miλ + Ni is squarefree (using λ /∈ �3), we
haveω(Z ′

i ) ≤ ∑
p|Miλ+Ni

ω(p + 1). Eliminating a set of λ’s similar to�5, let’s call it
�11, but for which there exists i ∈ {1, . . . , k} and a prime factor p of Miλ + Ni with
ω(p + 1) > 10 log log x , a set whose cardinality is o(x/M) for x → ∞, we get that
Z ′
i has O((log log x)2) distinct prime factors all of which exceed y = (log log x)4,

so
ϕ(Z ′

i )

Z ′
i

= 1 + O

(
1

log log x

)
. (2.18)

Finally, eliminating a subset ofλ denoted�12 similar to�9 and of cardinality o(x/M)

as x → ∞, we can assume that ω(S′
i ) < 100 log log x . As in the previous case, this

implies that
ϕ(S′

i )

S′
i

= 1 + o(1),

as x → ∞. Thus, using (2.18),

(sϕ ◦ s)(n + i)

s(n + i)
= 1 − ϕ(i Ri Si )

i Ri Si
= 1 − ϕ(i)

i

ϕ(Ri Z ′
i )

Ri Z ′
i

ϕ(S′
i )

S′
i

= (1 + o(1))

(
1 − ϕ(i)

i

ϕ(Ri )

Ri

)
,

= (1 + o(1))

(
1 − ϕ(i)

i

Ri

σ(Ri )

)
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as x → ∞, while

s(n + i)

n + i
= σ(i)

i

(
1 + 1

Ui

)
σ(Miλ + Ni )

Miλ + Ni

∏
q∈Q i

(
1 + 1

q
+ 1

q2

)
− 1

= (1 + o(1))

(
σ(i)

i

σ(Qi )

Qi
− 1

)
.

Thus,

(sϕ ◦ s)(n + i)

n + i
= (1 + o(1))

(
σ(i)

i

σ(Qi )

Qi
− 1

) (
1 − ϕ(i)

i

Ri

σ(Ri )

)

= (1 + o(1))

(
σ(i)

i
ui − 1

) (
1 − ϕ(i)

ivi

)

= (1 + o(1))βi

for i ∈ {1, . . . , k}. Since n + i = (1 + o(1))n, we get that

(s ◦ sϕ)(n + i) = (αi + o(1))n while (sϕ ◦ s)(n) = (βi + o(1))n

as x → ∞. This certainly implies that inequalities (1.1) hold for ( f, g) = (s ◦ sϕ, sϕ ◦
s) and for our large n as x → ∞, which finishes the proof of the theorem.

3 The proof of Theorem 2

For n > 1, let f (n) = s(n)/sϕ(n). Simple arguments show that for a prime p, we
have f (np) > f (n) (one considers the two cases: p | n, p � n). Further f (p) = 1.
Thus, f (n) ≥ 1 for all n > 1.

Let α > 1 be arbitrary. Assume n is squarefree. Then

σ(n)ϕ(n) = n2
∏
p|n

(
1 − 1

p2

)
,

so if n runs over any sequence of squarefree numbers with least prime tending
to infinity, we have σ(n)/n ∼ n/ϕ(n). Since the reciprocal sum of the primes is
divergent, it follows that there is a sequence of squarefree integers n1 < n2 < . . .

such that the least prime factor of ni tends to infinity as i → ∞, and at the same
time, σ(ni )/ni → α. Then

f (ni ) = σ(ni )/ni − 1

1 − ϕ(ni )/ni
→ α − 1

1 − 1/α
= α, as i → ∞.

This proves the first assertion of the theorem.
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We now turn to the second assertion in Theorem 2. If p, q are different primes,
note that

(s ◦ sϕ)(pq)

(sϕ ◦ s)(pq)
= s(p + q − 1)

sϕ(p + q + 1)
.

Thus it suffices to show that the set of limit points of the rationals of the form
s(m − 1)/sϕ(m + 1), where m runs over those numbers that are the sum of two
distinct primes, is [0,∞). If we knew the slightly stronger form of Goldbach’s
conjecture which asserts that all even numbers at least 8 are the sum of two distinct
primes, we could assume that m runs over all even numbers at least 8. It turns out
this slightly stronger form of Goldbach’s conjecture is “almost” true.

Theorem 4 There is a positive constant c such that if x is sufficiently large, the
number of even numbers in [1, x] which are not the sum of two distinct primes is at
most x1−c.

This result is due to Montgomery and Vaughan [9], with later improvements due to
Pintz and others, see [10].

Let α > 0 be an arbitrary real number. Let x be large, let m1 = m1(x) be the
product of all of the oddprimes to y := (log log x)1/2, and letm2 = m2(x) < z := ee

y

be an integer not divisible by any prime p ≤ y and such that σ(m2)/m2 → α + 1
as x → ∞. Now let m ≤ x run over even integers with

m ≡ −1 (mod m1), m ≡ 1 (mod m2). (3.1)

Note that the number of solutions m to x of this system is of magnitude x/m1m2 >

x/z2, which is huge compared with the exceptional set in Theorem 4. Thus, most
of these numbers m are of the form p + q where p, q are distinct primes. We now
show that most of these m also satisfy s(m − 1)/sϕ(m + 1) → α as x → ∞.

It is clear that ϕ(m + 1) = o(m) as x → ∞. Write m − 1 = m2m3 = m ′
2m

′
3,

where m ′
2 is the largest divisor of m − 1 supported on the primes dividing m2. Since

the primes in m − 1 all exceed y, it is clear that

σ(m ′
2)

m ′
2

= (1 + o(1))
σ (m2)

m2
, as x → ∞.

Further, 1 ≤ σ(m ′
3)/m

′
3 ≤ σ(m3)/m3. For m1,m2 fixed, m3 ≤ (x − 1)/m2 runs

through an arithmetic progression with modulus m1. Let g(m) = ∑
p|m 1/p. Since

no integer ≤ x is divisible by two primes p >
√
x ,

∑
m3

g(m3) ≤
∑
m3

1√
x

+
∑

y<p≤√
x

1

p

∑
m3≤(x−1)/m2

p|m3

1.
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The inner sum is 	 x/pm1m2. Thus,

∑
m3

g(m3) 	 x

m1m2y
.

We conclude that the number of choices for m3 with g(m3) > 1/y1/2 is o(x/m1m2)

as x → ∞. Hence there are � x/m1m2 choices of m ≤ x where g(m3) ≤ 1/y1/2.
Applying Theorem 4, we may also assume that these numbers m are the sum of two
distinct primes. But

σ(m3)

m3
	 eg(m3),

so we may assume that σ(m3)/m3 → 1 as x → ∞. Putting the above observations
together, we have for our numbers m that

s(m − 1)

sϕ(m + 1)
= (1 + o(1))(α + 1)m − m

m − o(1)m
= (1 + o(1))α, as x → ∞.

This completes the proof of the second assertion in Theorem 2.
For the last assertion of Theorem 2, we again assume n is of the form pq where

p, q are distinct primes. Then

(s ◦ s)(n)

(sϕ ◦ sϕ)(n)
= s(m + 1)

sϕ(m − 1)
,

where m = p + q. By interchanging “−1” and “1” in the system (3.1), the above
argument allows us to complete the proof of the theorem.

4 The proof of Theorem 3

For an integer n > 20, let a(n) denote the largest divisor of n supported on the
primes to y(n) := log log n/ log log log n. It follows from [7, Lemma 2.1] that on a
set of asymptotic density 1 we have a(n) = a(s(n)) = gcd(n, s(n)). Moreover, the
same proof shows that on a set of asymptotic density 1, we have a(n) = a(sϕ(n)) =
gcd(n, sϕ(n)). Let

h(n) =
∑
p|ns(n)

y(n)<p<(log n)2

1

p
.

We will show that there is a set A of asymptotic density 1 such that

HA (x) :=
∑

n∈(x,2x]∩A
h(n) = o(x) as x → ∞.
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It will follow that there is a subset A ′ of A of asymptotic density 1 on which
h(n) = o(1) as n → ∞.

Let y = y(x), so that

HA (x) ≤
∑

y<p<(log(2x))2

1

p

∑
n∈(x,2x]∩A

p|ns(n)

1.

The contribution to HA (x) from the case p | n is

	
∑

y<p<(log(2x))2

x

p2
	 x

y
= o(x) as x → ∞.

Thus, wemay concentrate on the case p | s(n).Write n = Pm, where P is the largest
prime factor of n. By a well-known result of de Bruijn, the number of n ∈ (x, 2x]
with P ≤ z := x1/ log log x is 	 x/ log x , so we may assume that A captures the
condition P > z. Fixing a value of m ≤ 2x/z and a prime p ∈ (y, (log(2x))2), we
consider those primes P ≤ x/m with p | s(Pm). Discarding the case where P2 | n
as negligible, we have

s(Pm) = Ps(m) + σ(m).

Since a(n) = a(s(n)) = gcd(n, s(n)) may be assumed to hold for members of A ,
we have P � σ(n), so in particular P � σ(m). Thus, having p | s(Pm) puts P in
a residue class mod p. So, ignoring the condition that P is prime, the number of
choices for P ≤ 2x/m is 	 x/mp. Hence

HA (x) 	
∑

y<p<(log x)2

∑
m∈(x/P,2x/P]

x

mp2
	

∑
y<p<(log x)2

x

p2
	 x

y
,

which is o(x) as x → ∞.
By an analogous argument, the same holds if we change s to sϕ . Note also that

for any n ∈ (x, 2x], we have
∑

p≥(log n)2

p|ns(n)sϕ(n)

1

p
	 1

log x
= o(1) as x → ∞.

Thus, there is a setA of asymptotic density 1 such that for n ∈ A , we have a(n) =
a(s(n)) = a(sϕ(n)) and

∑
p>y(n)

p|ns(n)sϕ(n)

1

p
= o(1) as n → ∞.
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For each fixed ε > 0, letAε denote the subset ofA consisting of those numbers n
where ε < s(n)/n < 1/ε. By the continuity of the distribution function for s(n)/n,
the density of A \ Aε tends to 0 as ε → 0. On Aε each of s(n)/n, (s ◦ s)(n)/s(n),
and (s ◦ sϕ)(n)/sϕ(n) is asymptotically equal to s(a(n))/a(n). And, each of sϕ(n)/n,
(sϕ ◦ sϕ)(n)/sϕ(n), and (sϕ ◦ s)(n)/s(n) is asymptotically equal to sϕ(a(n))/a(n).
The various assertions in Theorem 3 now follow.
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On the Universal Mock Theta Function g2
and Zwegers’ µ-Function

Richard J. McIntosh

Dedicated to Krishnaswami Alladi on the occasion of his 60th
birthday

Abstract Kang discovered a formula expressing the universal mock θ -function g2
in terms of Zwegers’μ-function and a θ -quotient. Bymodifying the elliptic variables
in μ the θ -quotient can be removed from Kang’s formula. We also obtain a formula
expressing μ in terms of g2, proving that μ is not more general than g2, even though
it has one more elliptic variable.

Keywords mock theta function · mock modular form · Jacobi form
Appell–Lerch function
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In their survey paper, [4] Gordon and McIntosh observed that the classical mock
θ -functions, including those found by Ramanujan, can be expressed in terms of two
‘universal’ mock θ -functions denoted by g2 and g3. In particular, the mock theta
functions of odd order can be expressed in terms of g3 and those of even order in
terms of g2. They also observed that g3 can be expressed in terms of g2. For this
reason, they referred to g2 as the universal mock θ -function.

Throughout this paper, the modern notation a = e2π iu , b = e2π iv , and q = e2π iτ

will be used. The variables u and v are called elliptic variables and τ is called the
modular variable. A Jacobi form is a function of a modular variable and one or more
elliptic variables with appropriate transformation properties. A θ -function is a Jacobi
form with one elliptic variable.
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The mock θ -functions g2 and g3 can be defined by

g2(u ; τ) = g2(a, q) = 1

j (q, q2)

∞∑

n=−∞

(−1)nqn(n+1)

1 − aqn
,

g3(u ; τ) = g3(a, q) = 1

j (q, q3)

∞∑

n=−∞

(−1)nq3n(n+1)/2

1 − aqn
,

where

j (v ; τ) = j (b, q) =
∞∑

n=−∞
(−1)nqn(n−1)/2bn = (b ; q)∞(q/b ; q)∞(q ; q)∞ .

These functions are normalized level 2 and level 3 Appell–Lerch functions. The last
equality in the definition of j is Jacobi’s Triple Product Identity. The arguments in
the functions g2, g3, j , ϑ , Ak and μ are sometimes given in terms of a, b, and q
instead of u, v, and τ . To help avoid confusion we separate the elliptic variables u
and v from the modular variable τ by a semicolon. We do not do this when we are
using the variables a, b, and q, except in the definition of the q-shifted factorial. Here
the q-shifted factorial is defined by

(a ; qk)0 = 1 ,

(a ; qk)n = (1 − a)(1 − aqk)(1 − aq2k) · · · (1 − aq(n−1)k)

and

(a ; qk)∞ =
∞∏

m=0

(1 − aqmk) .

When k = 1 we often write (a)n and (a)∞ instead of (a ; q)n and (a ; q)∞, respec-
tively. For non-negative integers n, we have

(a ; qk)n = (a ; qk)∞
(aqkn; qk)∞

,

and for other real n we take this as the definition of (a ; qk)n . The function g2 appears
in [2, eq. (2.34)] and the function g3 appears in [5, eq. (2.0) and Theorem 2.0] (also,
see [3, Lemma (7.9)]).

The level k Appell–Lerch function [1, 8] is defined by

Ak(u, v ; τ) = Ak(a, b, q) = ak/2
∞∑

n=−∞

(−1)knqkn(n+1)/2bn

1 − aqn
.

The sum in this definition is often called a generalized Lambert series.
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In his proof [10, 11] that a mock θ -function is essentially a mock modular form
(the holomorphic part of a real analytic non-holomorphic modular form) Zwegers
defined a normalized level 1 Appell–Lerch function by

μ(u, v ; τ) = μ(a, b, q) = A1(a, b, q)

ϑ(b, q)
,

where
ϑ(v ; τ) = ϑ(b, q) = −ib−1/2q1/8 j (b, q) .

The function μ behaves nearly like a Jacobi form. Its failure to transform exactly
like a Jacobi form depends only on the difference u − v.

In an important paper S.-Y. Kang [7] obtained the following formulas for g2 and
g3 in terms of μ:

iag2(a, q) = η4(2τ)

η2(τ )ϑ(2u ; 2τ)
+ aq−1/4μ(2u, τ ; 2τ) ,

ia3/2q−1/24g3(a, q) = η3(3τ)

η(τ )ϑ(3u ; 3τ)
+ aq−1/6μ(3u, τ ; 3τ) + a2q−2/3μ(3u, 2τ ; 3τ) ,

where η(τ) = q1/24(q ; q)∞ is the Dedekind η-function. Another formula for g3 in
terms of level 1 Appell–Lerch functions found in [5, Theorem 2.2] (also, see [6, eq.
(4.5)]) is

j (a3z, q3)g3(a, q) = (q ; q)2∞ j (az, q) j (z, q3)

j (a, q) j (z, q)
+ az1/2q−1/2A1(zq, a3z, q3)

+ a−1z−1/2q1/2A1(z
−1q, a−3z−1q3, q3) .

Observe that when z = 1/a the θ -quotient vanishes and we obtain

j (a2, q3)g3(a, q) = a1/2q−1/2A1(a
−1q, a2, q3) + a−1/2q1/2A1(aq, a−2q3, q3) .

(1)

This identity in a different form is given in [6, Proposition 4.2].
After learning about Zwegers work, the author turned his attention toward finding

formulas connecting g2 and μ. Can these functions be expressed in terms of each
other? This connection is important because it brings the classical mock θ -functions
of Ramanujan, Watson, Gordon, and McIntosh into the family of mock modular
forms and Maass wave forms. At first glance, it appears that μ is more general than
g2 because it has two elliptic variables. It is the purpose of this paper to prove that
this is not the case.

The transformation formulas for mock θ -functions (mock modular forms) are
more complex than those for θ -functions and Jacobi forms. They involve Mordell
integrals. (A discussion of the transformation formulas for mock θ -functions is given
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in [4].) The transformation laws for μ and g2 can be combined to eliminate the
Mordell integrals. It turns out that

iμ(u, v ; τ) + q1/8g2(a
1/2b−1/2q1/4, q1/2) (2)

transforms without a Mordell integral. With the aid of computer algebra and numer-
ical analysis, the author discovered that (2) vanishes when u + v = τ/2, leading to
the conjecture that

ig2(a, q) = q−1/4μ(u, τ − u ; 2τ) . (3)

Observe that this removes the θ -quotient from Kang’s first formula. It also turns out
that if we subtract u from the two elliptic arguments of μ in Kang’s second formula,
then the θ -quotient disappears and we obtain

ia3/2q−1/24g3(a, q) = aq−1/6μ(2u, τ − u ; 3τ) + a2q−2/3μ(2u, 2τ − u ; 3τ) .

This identity is equivalent to (1). A generalization of this property for related level k
Appell–Lerch functions is proved in [9].

We now prove (3). Since

ig2(a, q) = η4(2τ)

aη2(τ )ϑ(2u ; 2τ)
+ q−1/4μ(2u, τ ; 2τ)

by Kang’s first formula, it suffices to show

μ(u, τ − u ; 2τ) − μ(2u, τ ; 2τ) = q1/4η4(2τ)

aη2(τ )ϑ(2u ; 2τ)
.

By Propositions 1.4(7) and 1.3(10) of [11] (also known to Lerch [8]), we have

μ(u + z, v + z) − μ(u, v) = ϑ ′(0)ϑ(u + v + z)ϑ(z)

2π iϑ(u)ϑ(v)ϑ(u + z)ϑ(v + z)
= iη3(τ )ϑ(u + v + z)ϑ(z)

ϑ(u)ϑ(v)ϑ(u + z)ϑ(v + z)
.

(4)

With τ → 2τ , u → 2u, v → τ , and z → −u, this becomes

μ(u, τ − u ; 2τ) − μ(2u, τ ; 2τ) = iη3(2τ)ϑ(u + τ ; 2τ)ϑ(−u ; 2τ)

ϑ(2u ; 2τ)ϑ(τ ; 2τ)ϑ(u ; 2τ)ϑ(τ − u ; 2τ)

= iη3(2τ)ϑ(u + τ ; 2τ)

ϑ(2u ; 2τ)ϑ(τ ; 2τ)ϑ(u − τ ; 2τ)
,

since ϑ(u) is an odd function. By its behavior with respect to the quasi-period [11,
Proposition 1.3(2)],
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ϑ(u + τ ; 2τ) = ϑ((u − τ) + 2τ ; 2τ) = −a−1ϑ(u − τ ; 2τ) ,

and by the identity

ϑ(τ ; 2τ) = −iq−1/4 j (q, q2) = −iq−1/4η2(τ )/η(2τ) ,

we obtain

μ(u, τ −u ; 2τ)−μ(2u, τ ; 2τ) = iη3(2τ)ϑ(u + τ ; 2τ)

ϑ(2u ; 2τ)ϑ(τ ; 2τ)ϑ(u − τ ; 2τ)
= q1/4η4(2τ)

aη2(τ )ϑ(2u ; 2τ)
,

which completes the proof of (3).

We can use (3) and (4) to express (2) as a Jacobi form. Observe that

iq1/8g2(a
1/2b−1/2q1/4, q1/2) − μ(u, v ; τ)

= μ( u2 − v
2 + τ

4 , v
2 − u

2 + τ
4 ; τ) − μ(u, v ; τ)

= μ
(
u − ( u2 + v

2 − τ
4 ) , v − ( u2 + v

2 − τ
4 ) ; τ

) − μ(u, v ; τ)

= −iη3(τ )ϑ( u2 + v
2 + τ

4 ; τ)ϑ( u2 + v
2 − τ

4 ; τ)

ϑ(u ; τ)ϑ(v ; τ)ϑ( u2 − v
2 + τ

4 ; τ)ϑ( v
2 − u

2 + τ
4 ; τ)

.

Hence (2) is equal to the Jacobi form

−η3(τ )ϑ( u2 + v
2 + τ

4 ; τ)ϑ( u2 + v
2 − τ

4 ; τ)

ϑ(u ; τ)ϑ(v ; τ)ϑ( u2 − v
2 + τ

4 ; τ)ϑ( v
2 − u

2 + τ
4 ; τ)

.

It now follows that

μ(u, v ; τ) = iq1/8g2(a
1/2b−1/2q1/4, q1/2)

+ iη3(τ )ϑ( u2 + v
2 + τ

4 ; τ)ϑ( u2 + v
2 − τ

4 ; τ)

ϑ(u ; τ)ϑ(v ; τ)ϑ( u2 − v
2 + τ

4 ; τ)ϑ( v
2 − u

2 + τ
4 ; τ)

= iq1/8g2(a
1/2b−1/2q1/4, q1/2)

− iq1/8(q; q)3∞ j (a1/2b1/2q1/4, q) j (a1/2b1/2q−1/4, q)

j (a, q) j (b, q) j (a1/2b−1/2q1/4, q) j (a−1/2b1/2q1/4, q)
.

This equation proves that Zwegers’ function μ is not more general than g2. So both
μ and g2 deserve to be called universal mock theta functions. However, with two
elliptic variables, the transformation formulas [11, pp. 8–9] for μ are symmetric and
more simple than those for g2.
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Mock Theta Function Identities Deriving
from Bilateral Basic Hypergeometric Series

James Mc Laughlin

This paper is dedicated to Krishna Alladi on the occasion of his
60th birthday
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eighth-order mock theta functions may be derived as special cases of 2ψ2 series
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zn.

Three transformation formulae for this series due to Bailey are used to derive various
transformation and summation formulae for both these mock theta functions and
the corresponding bilateral series. New and existing summation formulae for these
bilateral series are also used to make explicit in a number of cases the fact that for a
mock theta function, say χ(q), and a root of unity in a certain class, say ζ , that there
is a theta function θχ(q) such that

lim
q→ζ

(χ(q) − θχ (q))

exists, as q → ζ from within the unit circle.
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1 Introduction

The mock theta functions were introduced to the world by Ramanujan in his last
letter to G.H. Hardy ([24, pp. 354–355], [9, pp. 220–223]), in which he also gave
examples of mock theta functions of orders three, five, and seven. Ramanujan did
not explain precisely what he meant by a mock theta function, and Ramanujan’s
statements were interpreted by Andrews and Hickerson [5] to mean a function f (q)

defined by a q-series which converges for |q| < 1 and which satisfies the following
two conditions:
(0) For every root of unity ζ , there is a θ -function θζ (q) such that the difference
f (q) − θζ (q) is bounded as q → ζ radially.
(1) There is no single θ -function which works for all ζ ; i.e., for every θ -function
θ(q), there is some root of unity ζ for which f (q) − θ(q) is unbounded as q → ζ

radially.
A similar definition was given by Gordon and McIntosh [15, 17], where they

also distinguish between a mock theta function and a “strong” mock theta function.
The modern view of mock theta functions is based on the work of Zwegers [29, 30],
who showed that the mock theta functions are holomorphic parts of certain harmonic
weak Maass forms.

In relation to the results in the present paper, we recall two areas of investigation
in the subject of mock theta functions. First, as regards condition (0) above, Folsom,
Ono, and Rhoades [13] make this condition explicit for the third-order mock theta
function f (q), in that they found a formula for the θ -function θζ (q) and an expression
for the limit of the difference f (q) − θζ (q) as q → ζ radially, where ζ is a primitive
even-order root of unity (see Theorem3.4 below). Second, there is the subject of basic
hypergeometric transformations ofmock theta functions, and summation formula for
sums/differences ofmock theta functions. Several identities of these typeswere stated
by Ramanujan [24] and were subsequently investigated by Watson [26], and later
work was carried out by Andrews [1, 2], and more recently by Gordon andMcIntosh
[16, 17].

The starting point for the investigation in the present paper is the observation that
many of the mock theta functions are special cases of one “side” (n ≥ 0 or n < 0)
of certain general bilateral series, bilateral series which in turn derive from the 2ψ2

series
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∞∑

n=−∞

(a, c; q)n

(b, d; q)n
zn =

∞∑

n=0

(a, c; q)n

(b, d; q)n
zn +

∞∑

n=1

(q/b, q/d; q)n

(q/a, q/c; q)n

(
bd

acz

)n

.

These include:

Third order—all 9 (Ramanujan, Watson, Gordon, and McIntosh);
Fifth order—8 of 10 (Ramanujan);
Sixth order—8 (Ramanujan);
Eighth order—4 of 8 (Gordon and McIntosh).

A number of transformations and summation formula for the 2ψ2 series due to
Bailey [6] are combined with the representation of these mock theta functions in
terms of the 2ψ2 series, together with other existing summation and transformation
formulae for q-series, to derive new representations for the mock theta functions,
and other q-series identities.

Results in the present paper include:
1) radial limit results for a number of third-, fifth-, sixth-, and eighth-order mock
theta functions similar to that of Folsom, Ono, and Rhoades [13] alluded to above,
2) new summation formulae for the bilateral series associated with some of these
order mock theta functions,
3) new transformation formulae for some of these mock theta functions deriving
from these general bilateral transformations,
4) a number of other summation formulae.

One example of a new summation formula is the following identity for the third-
order mock theta function φ(q):

φ(q) +
∞∑

r=1

(−1; q2)rq
r =

∞∑

n=−∞

qn2

(−q2; q2)n
= (−q,−q, q2; q2)∞

(q,−q2; q2)∞
.

This formula, in turn, implies that if ζ is a primitive even-order 4k root of unity,
then as q approaches ζ radially within the unit disk,

lim
q→ζ

(
φ(q) − (q2,−q,−q; q2)∞

(−q2, q; q2)∞

)
= −2

k−1∑

n=0

(1 + ζ 2)(1 + ζ 4) . . . (1 + ζ 2n)ζ n+1.

For the third-order mock theta function ψ(q), there is the transformation

ψ(q) = −
∞∑

n=0

(q; q2)n(−1)n + 1

2(q2; q2)2∞

∞∑

r=−∞
q2r2+r (4r + 1)(−1)r .

Note: See the remark at the end of the proof of Theorem 3.2 about the convergence
of the first series on the right.
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As an example of one of the new summation formulae, there is the following:

∞∑

r=−∞
(10r + 1)q(5r2+r)/2 =

(
4q(q4, q16, q20; q20)∞

(q2; q4)∞ + (q2, q3, q5; q5)∞
(−q; q)∞

)
(q; q)2∞

(−q; q)∞
.

A number of results of a similar nature may be found throughout the paper.
Remark: The first version of the present paper was written in 2014, and subse-

quently the author attention was directed (my thanks to the anonymous referee) to a
number of recent papers containing similar results, of which the present author was
previously unaware (see [7], for example).

In [21], Mortenson derived several identities involving the Appell–Lerch sum

m(x, q, z) := 1

j (z; q)

∑

r=−∞

(−1)rqr(r−1)/2zr

1 − qr−1xz
, (1.1)

(here j (z; q) = (z, q/z, q; q)∞) and the universal mock theta function g(x, q) (see
(3.1)), and some of these were used in [22] to derive explicit radial limits for mock
theta functions. As well deriving such radial limits for several particular mock theta
functions, in [22] the author also derives a general result for g(x, q), a result which
permits an explicit radial limit to be derived for any even-order mock theta function
that may be expressed in terms of g(x, q). We will compare results in the present
paper with those in [21, 22] in several places throughout the paper.

For example, by applying a formula of Mortenson ([22, Eq. (6.10)]), a different
radial limit result is obtained for the eighth-order mock theta function S0(q) (see
(6.18)).

Subsequent to writing the first draft of the present paper, the author was also
directed to the recent paper [7], in which the authors also derive explicit radial limits
for all of Ramanujan’s third- and fifth-order mock theta functions, as well as giving
the level and weight information for the theta functions (which are modular forms).
The authors in [7] also state, without proof, explicit radial limits for many of the
even-order mock theta functions.

In the present paper, we also derive these explicit radial limits using somewhat
different methods, but in addition also derive many identities that come from the
aforementioned connections with the 2ψ2 series.

2 Some required basic hypergeometric formulae

To prove some of the results in the present paper, it is necessary to use a number of
transformation and summation formulae for basic hypergeometric series.
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(a; q)−n := (a; q)∞
(aq−n; q)∞

= 1

(aq−n; q)n
= (−q/a)n

(q/a; q)n
qn(n−1)/2, (2.1)

∞∑

n=−∞
(−z)nqn2 = (zq, q/z, q2; q2)∞. (2.2)

∞∑

n=−∞

(a, c; q)n

(b, d; q)n
zn = (az, cz, qb/acz, qd/acz; q)∞

(b, d, q/a, q/c; q)∞
(2.3)

×
∞∑

n=−∞

(acz/b, acz/d; q)n

(az, cz; q)n

(
bd

acz

)n

.

∞∑

n=−∞

(a, c; q)n

(b, d; q)n
zn (2.4)

= (b/a, d/c, az, qb/acz; q)∞
(b, q/c, z, bd/caz; q)∞

∞∑

n=−∞

(a, acz/b; q)n

(az, d; q)n

(
b

a

)n

.

∞∑

n=−∞

(e, f ; q)n

(aq/c, aq/d; q)n

(
qa

e f

)n

= (q/c, q/d, aq/e, aq/ f ; q)∞
(aq, q/a, aq/cd, aq/e f ; q)∞

×
∞∑

n=−∞

(1 − aq2n)(c, d, e, f ; q)n

(1 − a)(aq/c, aq/d, aq/e, aq/ f ; q)n

(
qa3

cde f

)n

qn2 .

(2.5)

∞∑

n=−∞

(q
√
a,−q

√
a, b, c, d, e; q)n

(
√
a,−√

a, aq/b, aq/c, aq/d, aq/e; q)n

(
qa2

bcde

)n

= (aq, aq/bc, aq/bd, aq/be, aq/cd, aq/ce, aq/de, q, q/a; q)∞
(aq/b, aq/c, aq/d, aq/e, q/b, q/c, q/d, q/e, qa2/bcde; q)∞

.

(2.6)

∞∑

n=−∞

(b, c; q)n

(aq/b, aq/c; q)n

(−qa

bc

)n

= (aq/bc; q)∞(aq2/b2, aq2/c2, q2, aq, q/a; q2)∞
(aq/b, aq/c, q/b, q/c,−qa/bc; q)∞

.

(2.7)
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The identity at (2.2) is the famous Jacobi triple product identity. The bilateral
transformations at (2.3), (2.4), and (2.5) are all due to Bailey [6]. The identity at
(2.6) Bailey’s 6ψ6 summation formula and (2.7) is a special case of this (see [14, Eq.
(II.30), p. 357]).

3 Mock theta functions of the third order

The third-order mock theta functions stated by Ramanujan ([24, pp. 354–355], [9,
pp. 220–223]) are the following basic hypergeometric series:

f (q) =
∞∑

n=0

qn2

(−q,−q; q)n
, φ(q) =

∞∑

n=0

qn2

(−q2; q2)n
,

χ(q) =
∞∑

n=0

qn2(−q; q)n

(−q3; q3)n
, ψ(q) =

∞∑

n=1

qn2

(q; q2)n
.

All of the third-order mock theta functions of Ramanujan, as well as those stated
later by Watson [26] and Gordon and McIntosh [16], may be expressed in terms of
the function g(x, q), where

g(x, q) :=
∞∑

n=0

qn2+n

(x, q/x; q)n+1
= x−1

(
−1 +

∞∑

n=0

qn2

(x; q)n+1(q/x; q)n

)
. (3.1)

This was shown by Hickerson and Mortenson [18, Eqs. (5.4)–(5.10)] (this function
was also defined by Gordon and McIntosh [17], where it was labeled “g3(x, q)”).
For completeness, we consider a generalization, namely the series

G3(s, t, q) := 1 +
∞∑

n=1

sntnqn2

(sq, tq; q)n
, (3.2)

which was defined in [10, Eq. (7)], and state a number of transformation formulae
for this function. Note that the connection with the third-order mock theta functions
is that

G3(x, q/x, q) = (1 − x)(1 − q/x)g(x, q). (3.3)

Proposition 3.1. Let G3(s, t, q) be as defined at (3.2) above. Then,

G3(s, t, q) = −
∞∑

r=1

(s−1, t−1; q)r q
r + (q/s, q/t; q)∞

(sq, tq; q)∞

∞∑

r=−∞
(s, t; q)r q

r ; (3.4)
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= −
∞∑

r=1

(s−1, t−1; q)r q
r + (q/t; q)∞

(sq, q; q)∞

∞∑

r=−∞

(t; q)r (−s)rqr(r+1)/2

(tq; q)r
; (3.5)

= −
∞∑

r=1

(s−1, t−1; q)r q
r (3.6)

+ (q/s, q/t; q)∞
(stq, q/(st), q; q)∞

∞∑

r=−∞

(1 − stq2r )(s, t; q)r (st)2rq2r2

(1 − st)(sq, tq; q)r
.

Proof. The transformations at (3.4) and (3.5) will follow as special cases of twomore
general identities. Replace z with zq/ac, let a, c → ∞ and set b = sq and d = tq
in, respectively, (2.3) and (2.4), to get that

∞∑

n=−∞

znqn2

(sq, tq; q)n
= (sq/z, tq/z; q)∞

(sq, tq; q)∞

∞∑

r=−∞
(z/s, z/t; q)r

(
stq

z

)r

, (3.7)

= (qs/z; q)∞
(sq, stq/z; q)∞

∞∑

r=−∞

(z/s; q)r (−s)rqr(r+1)/2

(tq; q)r
. (3.8)

Lastly, replace z with st , and use (2.1) on the terms of negative index in the new
series on the left sides.

We also prove a generalization of the transformation at (3.6) first, by letting
e, f → ∞ in (2.5), and then replacing a with z, c with z/s, and d with z/t , to get

∞∑

n=−∞

znqn2

(sq, tq; q)n

= (sq/z, tq/z; q)∞
(zq, q/z, stq/z; q)∞

∞∑

r=−∞

(1 − zq2r )(z/s, z/t; q)r (zst)rq2r2

(1 − z)(sq, tq; q)r
.

(3.9)

The identity at (3.6) follows after replacing z with st . �

The identities (3.4)–(3.6) may be more concisely expressed using the function

G∗
3(s, t, q) :=

∞∑

n=−∞

sntnqn2

(sq, tq; q)n
(3.10)



510 J. Mc Laughlin

as follows

G∗
3(s, t, q) = (q/s, q/t; q)∞

(sq, tq; q)∞
G∗

3(s
−1, t−1, q), (3.11)

= (q/t; q)∞
(sq, q; q)∞

∞∑

r=−∞

(t; q)r (−s)rqr(r+1)/2

(tq; q)r
; (3.12)

= (q/s, q/t; q)∞
(stq, q/(st), q; q)∞

∞∑

r=−∞

(1 − stq2r )(s, t; q)r (st)2rq2r2

(1 − st)(sq, tq; q)r
. (3.13)

The identity at (3.4) (or (3.12)) was also proved by Choi [10, Theorem 4], and stated
previously by Ramanujan (see [4, Entry 3.4.7]).

We will employ (3.5) to derive some results on explicit radial limits, as mentioned
earlier. Before coming to that, we remark that other transformations listed above may
be used to derive some new transformations for three of the third order mock theta
functions of Ramanujan and one of the third-order mock theta functions of Watson
(similar results may be derived for the other third-order mock theta functions of
Watson [26] and thoseofGordon andMcIntosh [16]).Before stating thenext theorem,
we recall Watson’s [26] third-order mock theta function ν(q), where

ν(q) =
∞∑

r=0

qn2+n

(−q; q2)n+1
.

Theorem 3.2. If |q| < 1, then

f (q) = −
∞∑

n=1

(−1,−1; q)nq
n + 4

(−q; q)2∞
(q; q)3∞

∞∑

r=−∞

q2r2+r (4rqr + 1)

(1 + qr )2
. (3.14)

φ(q) = −
∞∑

n=1

(−1; q2)nq
n + 4

(−q2; q2)∞
(q; q)3∞

∞∑

r=−∞

q2r2+2r (2rq2r + 1)

(1 + q2r )2
. (3.15)

ν(q) = −
∞∑

n=0

(−q; q2)nq
n

+ 4
(−q; q2)∞
(q; q)3∞

∞∑

r=−∞

q2r2+2r (r + 1)

(1 + q2r+1)2
− 2

(−q; q2)∞
(q; q)3∞

(−q4,−q12, q16; q16)∞.

(3.16)

ψ(q) = −
∞∑

n=0

(q; q2)n(−1)n + 1

2(q2; q2)2∞

∞∑

r=−∞
q2r2+r (4r + 1)(−1)r . (3.17)
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Proof. For (3.14), replace z with z2, s and t with −z in (3.9), and then let z → 1.
A similar application of (3.9), again with z replaced with z2, s replaced with i z,

and t replaced with −i z and once again letting z → 1 leads to (3.15).
For (3.16), in (3.9) again replace z with z2, and then replaces with i z, t with −i z,

let z → √
q and divide through by 1 + q.

Finally, the transformation at (3.17) follows similarly from (3.9), this time with z
replaced with z2, s replaced with z/

√
q , and t replaced with −z/

√
q and once again

letting z → 1. Note that convergence of the first series on the right of (3.17) is in the
Cesàro sense. �

As Watson pointed out in [27, Section 7], certain bilateral series related to fifth-
order mock theta functions, which are essentially the sums of pairs of fifth-order
mock theta functions, are expressible as theta functions, or combinations of infinite
q-products. It seems less well known that the bilateral series associated with two
of Ramanujan’s third-order mock theta functions are also expressible as infinite
products. We also give similar statement for Watson’s [26] third-order mock theta
function ν(q).

Theorem 3.3. If |q| < 1, then

φ(q) +
∞∑

r=1

(−1; q2)rq
r =

∞∑

n=−∞

qn2

(−q2; q2)n
= (−q,−q, q2; q2)∞

(q,−q2; q2)∞
; (3.18)

ν(q) +
∞∑

r=0

(−q; q2)rq
r =

∞∑

r=−∞

qn2+n

(−q; q2)n+1
= 2(−q2,−q2; q2)∞(q4; q4)∞;

(3.19)

ψ(q) +
∞∑

r=0

(q; q2)r (−1)r =
∞∑

n=−∞

qn2

(q; q2)n
= (−q,−q, q2; q2)∞

2(q,−q2; q2)∞
. (3.20)

Proof. From (2.7) (replace q with q2, set b = −z/t , a = −z, and let c → ∞),

∞∑

r=−∞

(−z/t; q)r trqr(r+1)/2

(tq; q)r
= (−t2q2/z,−zq,−q/z, q2; q2)∞

(tq,−tq/z; q)∞
,

and from (3.8) (with s = −t),

∞∑

n=−∞

znqn2

(t2q2; q2)n
= (−tq/z; q)∞

(−tq,−t2q/z; q)∞

∞∑

r=−∞

(−z/t; q)r (t)rqr(r+1)/2

(tq; q)r
.

Together, these equations imply that

∞∑

n=−∞

znqn2

(t2q2; q2)n
= (−zq,−q/z, q2; q2)∞

(t2q2,−t2q/z; q2)∞
. (3.21)
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The identity at (3.18) is now immediate upon setting z = 1 and t2 = −1, and that
at (3.20) results similarly upon setting z = 1 and t2 = 1/q. The identity at (3.19)
follows upon setting z = q, t2 = −q, multiplying the resulting product by 1/(1 + q),
and finally performing some elementary q-product manipulations. �

Note that the convergence of the sum added toψ(q) on the left side of (3.20) is in the
Cesàro sense. Note also that comparison of the infinite products on the right sides of
(3.18) and (3.20) yields the rather curious identity

∞∑

n=−∞

qn2

(−q2; q2)n
= 2

∞∑

n=−∞

qn2

(q; q2)n
, (3.22)

where, by the previous comment, convergence of the part of the bilateral series on
the right consisting of terms of negative index is again in the Cesàro sense.

The summation formulae in the preceding theorem have some interesting impli-
cations. First, they allow condition (0) above to be made explicit for some of the
third-order mock theta functions. We recall the recent result for f (q) in [13].

Theorem 3.4. (Folsom, Ono, and Rhoades [13]) If ζ is a primitive even-order 2k
root of unity, then, as q approaches ζ radially within the unit disk, we have that

lim
q→ζ

( f (q) − (−1)kb(q)) = −4
k−1∑

n=0

(1 + ζ )2(1 + ζ 2)2 . . . (1 + ζ n)2ζ n+1. (3.23)

Here,

b(q) = (q; q)∞
(−q; q)2∞

.

The infinite product representation of b(q) was not stated in [13] but was stated by
Rhoades in [25]. Note that Theorem 3.4 was also proved recently by Zudilin [28].

The following results are immediate upon rearranging the identities in Theorem
3.3, and letting q tend radially to the specified root of unity from within the unit
circle, since the other series accompanying each of the mock theta functions in the
bilateral sums terminates (the interchange of summation and limit in each of the
corresponding series on the right is justified by the absolute convergence of each of
these series).

Corollary 3.5. (i) If ζ is a primitive even-order 4k root of unity, then, as q
approaches ζ radially within the unit disk, we have that

lim
q→ζ

(
φ(q) − (q2,−q,−q; q2)∞

(−q2, q; q2)∞

)
= −2

k−1∑

n=0

(1 + ζ 2)(1 + ζ 4) . . . (1 + ζ 2n)ζ n+1.

(3.24)
(ii) If ζ is a primitive even-order 4k + 2 root of unity, then, as q approaches ζ radially
within the unit disk, we have that
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lim
q→ζ

(
ν(q) − 2(−q2; q2)2∞(q4; q4)∞

) = −
k∑

n=0

(1 + ζ )(1 + ζ 3) . . . (1 + ζ 2n−1)ζ n.

(3.25)
(iii) If ζ is a primitive odd-order 2k + 1 root of unity, then, as q approaches ζ radially
within the unit disk, we have that

lim
q→ζ

(
ψ(q) − (q2, −q, −q; q2)∞

2(−q2, q; q2)∞

)
= −

k∑

n=0

(1 − ζ )(1 − ζ 3) . . . (1 − ζ 2n−1)(−1)n .

(3.26)

Remark: The results in Corollary 3.5 were also proved in [7], using somewhat similar
arguments, as were the results in Corollary 4.2 below.

The second implication is that they imply some summation formulae for some of
the bilateral series appearing in Theorem 3.2.

Corollary 3.6. If |q| < 1, then

∞∑

r=−∞

qr
2+r (2rqr + 1)

(1 + qr )2
= (q; q2)4∞(q; q)4∞

4
(3.27)

∞∑

r=−∞

q2r2+2r (r + 1)

(1 + q2r+1)2
= (−q2; q2)2∞(q; q)3∞(q4; q4)∞

2(−q; q2)∞
+ (−q4,−q12, q16; q16)∞

2

(3.28)

Proof. The first identity (3.27) follows from combining the results at (3.15) and
(3.18) and then replacing q2 with q. The identity at (3.28) follows directly from
comparing the identities (3.16) and (3.19). �

4 Mock theta functions of the fifth order

Ramanujan’s fifth-order mock theta functions are the following:

f0(q) =
∞∑

n=0

qn2

(−q; q)n
, f1(q) =

∞∑

n=0

qn(n+1)

(−q; q)n
,

F0(q) =
∞∑

n=0

q2n2

(q; q2)n
, F1(q) =

∞∑

n=0

q2n(n+1)

(q; q2)n+1
,

φ0(q) =
∞∑

n=0

qn2(−q; q2)n, φ1(q) =
∞∑

n=0

q(n+1)2(−q; q2)n,

ψ0(q) =
∞∑

n=0

q(n+1)(n+2)/2(−q; q)n, ψ1(q) =
∞∑

n=0

qn(n+1)/2(−q; q)n,
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χ0(q) =
∞∑

n=0

qn(q; q)n

(q; q)2n
, χ1(q) =

∞∑

n=0

qn(q; q)n

(q; q)2n+1
.

Of interest, here is the fact that that certain combinations of pairs of mock theta
functions of order five may be expressed as single bilateral series, and hence in
terms of theta products, as was described by Watson in section 7 of [27] (see also
the forthcoming book [19], where the proofs of these identities are possibly more
transparent than those of Watson [27]). We state these identities directly in terms
of q-products, rather than employing the Ramanujan functions G(q) and H(q), as
Watson did.

Proposition 4.1. The following identities hold.

∞∑

n=−∞

qr
2

(−q; q)r
= f0(q) + 2ψ0(q) = 4q

(q4, q16, q20; q20)∞
(q2; q4)∞

+ (q2, q3, q5; q5)∞
(−q; q)∞

.

(4.1)
∞∑

n=−∞

qr
2+r

(−q; q)r
= f1(q) + 2ψ1(q) = 4

(q8, q12, q20; q20)∞
(q2; q4)∞

− (q, q4, q5; q5)∞
(−q; q)∞

.

(4.2)

∞∑

n=−∞

q4r2

(q2; q4)r

= F0(q
2) + φ0(−q2) − 1 = q

(q4, q16, q20; q20)∞
(q2; q4)∞

+ (q2, q3, q5; q5)∞
(−q; q)∞

.

(4.3)

∞∑

n=−∞
q4r

2+4r

(q2; q4)r+1
= F1(q

2) − φ1(−q2)

q2
= (q8, q12, q20; q20)∞

q(q2; q4)∞ − (q, q4, q5; q5)∞
q(−q; q)∞

.

(4.4)

We note that these summation formulae may be rearranged and used to give
explicit radial limits for the difference of certain fifth-order mock theta functions
and certain corresponding theta functions, as q tends to certain roots of unity from
within the unit circle, in a manner similar to the result of Folsom, Ono, and Rhoades
[13] for the third-order mock theta function f (q) stated at (3.23) above, or to the
results stated for the third-order mock theta functions φ(q), ν(q) and ψ(q) stated in
Corollary 3.5. For ease of notation, the statements for F0(q) and F1(q) are written
in terms of q2 instead of q.

Corollary 4.2. (i) If ζ is a primitive even-order 2k root of unity, then, as q
approaches ζ radially within the unit disk, we have that

lim
q→ζ

(
f0(q) −

[
4q

(q4, q16, q20; q20)∞
(q2; q4)∞

+ (q2, q3, q5; q5)∞
(−q; q)∞

])
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= −2
k−1∑

n=0

(1 + ζ )(1 + ζ 2) . . . (1 + ζ n)ζ (n+1)(n+2)/2. (4.5)

(ii) If ζ is a primitive even-order 2k root of unity, then, as q approaches ζ radially
within the unit disk, we have that

lim
q→ζ

(
f1(q) −

[
4
(q8, q12, q20; q20)∞

(q2; q4)∞
− (q, q4, q5; q5)∞

(−q; q)∞

])

= −2
k−1∑

n=0

(1 + ζ )(1 + ζ 2) . . . (1 + ζ n)ζ n(n+1)/2. (4.6)

(iii) If ζ is a primitive even-order 4k + 2 root of unity, then, as q approaches ζ

radially within the unit disk, we have that

lim
q→ζ

(
F0(q

2) −
[
q

(q4, q16, q20; q20)∞
(q2; q4)∞

+ (q2, q3, q5; q5)∞
(−q; q)∞

])

= −
k∑

n=1

(1 − ζ 2)(1 − ζ 6) . . . (1 − ζ 4n−2)(−1)nζ 2n2 . (4.7)

(iv) If ζ is a primitive even-order 4k + 2 root of unity, then, as q approaches ζ

radially within the unit disk, we have that

lim
q→ζ

(
F1(q

2) −
[
(q8, q12, q20; q20)∞

q(q2; q4)∞
− (q, q4, q5; q5)∞

q(−q; q)∞

])

= −
k∑

n=0

(1 − ζ 2)(1 − ζ 6) . . . (1 − ζ 4n−2)(−1)nζ 2n2+4n.

(4.8)

There are no known unilateral transformations for mock theta functions of the
fifth order similar to those that exist for mock theta functions of the third order.
However, there are bilateral transformations that may be applied to the bilateral
series in Proposition 4.1.

Here, we consider the series

G∗
5(w, y, q) =

∞∑

n=−∞

wnqn2

(y; q)n
. (4.9)

Identities for this function are not so plentiful as those forG3(s, t, q) andG∗
3(s, t, q),

but two such are given in the next theorem.



516 J. Mc Laughlin

Theorem 4.3. Let G∗
5(w, y, q) be as defined at (4.9). Then,

G∗
5(w, y, q) = (y/w; q)∞

(y; q)∞

∞∑

r=−∞
(wq/y; q)r (−y)r qr(r−1)/2, (4.10)

= (y/w; q)∞
(wq, q/w; q)∞

∞∑

r=−∞

(1 − wq2r )(wq/y; q)r (−yw2)rq(5r2−3r)/2

(1 − w)(y; q)r
.

(4.11)

Proof. In (2.3) (or (2.4)), replace z with z/ac, then let a, c → ∞ and d → 0. Then
replace z with wq and b with y, and (4.10) follows.

For (4.10), let d, e, f → ∞ in (2.5), and then set a = w and c = wq/y. �
Remark: For G∗

5(w, y, q) to represent a sum of fifth-order mock theta function, it
necessary to have w = 1 or w = q, and in those cases (4.10) does not provide any
nontrivial results (for w = 1, the right side is just the series in reverse order).

The identity at (4.11) could be used to derive new expressions for the sums of
fifth-order mock theta functions found in Proposition 4.1. However, we instead use
it to derive four identities for bilateral series similar to those in Corollary 3.6.

Corollary 4.4. The following identities hold for |q| < 1:

∞∑

r=−∞
(10r + 1)q(5r2+r)/2 (4.12)

=
(
4q(q4, q16, q20; q20)∞

(q2; q4)∞
+ (q2, q3, q5; q5)∞

(−q; q)∞

)
(q; q)2∞

(−q; q)∞
,

∞∑

r=−∞
(10r + 3)q(5r2+3r)/2 (4.13)

=
(
4(q8, q12, q20; q20)∞

(q2; q4)∞
− (q, q4, q5; q5)∞

(−q; q)∞

)
(q; q)2∞

(−q; q)∞
,

∞∑

r=−∞
(5r + 1)(−1)r q10r2+4r (4.14)

=
(
q(q4, q16, q20; q20)∞

(q2; q4)∞
+ (q2, q3, q5; q5)∞

(−q; q)∞

)
(q4; q4)2∞
(q2; q4)∞

,

∞∑

r=−∞
(5r + 2)(−1)rq10r2+8r (4.15)

=
(

(q8, q12, q20; q20)∞
(q2; q4)∞

− (q, q4, q5; q5)∞
(−q; q)∞

)
(q4; q4)2∞
(q2; q4)∞

.

Proof. For (4.12), in (4.11) replacewwithw2, set y = −wq and simplify the resulting
right side to get
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∞∑

n=−∞

w2nqn2

(−wq; q)n
= (−q/w; q)∞

(w2q, q/w2; q)∞

∞∑

r=−∞

(1 − wqr )w5rq(5r2−r)/2

(1 − w)

= (−q/w; q)∞
(w2q, q2/w; q)∞

×
(
1 +

∞∑

r=1

(1 − wqr )w5rq(5r2−r)/2 + (1 − wq−r )w−5r q(5r2+r)/2

1 − w

)

= (−q/w; q)∞
(w2q, q2/w; q)∞

×
(
1 +

∞∑

r=1

w−5r q(5r2−r)/2

1 − w
((1 − wqr )w10r + (1 − wq−r )qr )

)

= (−q/w; q)∞
(w2q, q2/w; q)∞

×
(
1 +

∞∑

r=1

w−5r q(5r2−r)/2

(
−w

1 − w10r−1

1 − w
+ qr

1 − w10r+1

1 − w

))
.

Now let w → 1, noting that the left side above tends to the left side of (4.1), and
hence to the right side of (4.1). After using L’Hospital’s rule on the terms in the last
series on the right side, this series becomes

1 +
∞∑

r=1

q(5r2−r)/2
(−(10r − 1) + qr (10r + 1)

)

=
∞∑

r=−∞
10rq(5r2+r)/2 +

∞∑

r=−∞
q(5r2−r)/2.

The result now follows.
To obtain (4.13), in (4.11) replace w with w2q, set y = −wq and simplify the

resulting right side to get

∞∑

n=−∞

w2nqn2+n

(−wq; q)n
= (−1/w; q)∞

(w2q2, 1/w2; q)∞

∞∑

r=−∞

(1 − w2q2r+1)w5rq(5r2+3r)/2

(1 − w2q)

= (−1/w; q)∞(−w2)

(w2q, q/w2; q)∞
×

∞∑

r=0

(1 − w2q2r+1)w5rq(5r2+3r)/2

(1 − w2)
+

∞∑

r=0

(1 − w2q−2r−1)w−5r−5q(5r2+7r+2)/2

(1 − w2)

= (−1/w; q)∞(−w2)

(w2q, q/w2; q)∞
×
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∞∑

r=0

w5r q(5r2+3r)/2

(
(1 − w−10r−3)

(1 − w2)
− w2q2r+1 (1 − w−10r−7)

(1 − w2)

)
,

where the second series in the second right side came from taking the terms of
negative index in the series on the first right side, and replacing r with −r − 1. The
identity at (4.13) now follows as previously upon letting w → 1, this time noting
that the left side tends to (4.2).

For (4.14) and (4.15), in (4.11) replace (w, y, q) with (w2,wq2, q4) and (w2q4,

wq6, q4), respectively (in the case of (4.15), after making the replacements in (4.11),
multiply both sides by 1/(1 − wq2)). The details are similar to those in the proofs
of (4.12) and (4.13), and are omitted. �

5 Mock theta functions of the sixth order

The sixth-order mock theta functions which concern us here are

φ(q) =
∞∑

n=0

(−1)nqn2(q; q2)n

(−q; q)2n
, ψ(q) =

∞∑

n=0

(−1)nq(n+1)2(q; q2)n

(−q; q)2n+1
,

ρ(q) =
∞∑

n=0

qn(n+1)/2(−q; q)n

(q; q2)n+1
, σ (q) =

∞∑

n=0

q(n+1)(n+2)/2(−q; q)n

(q; q2)n+1
,

λ(q) =
∞∑

n=0

(−1)nqn(q; q2)n

(−q; q)n
, μ(q) =

∞∑

n=0

(−1)n(q; q2)n

(−q; q)n
,

φ−(q) =
∞∑

n=1

qn(−q; q)2n−1

(q; q2)n
, ψ−(q) =

∞∑

n=1

qn(−q; q)2n−2

(q; q2)n
.

The series stated for μ(q) does not converge, but the sequence of even-indexed
partial sums and the sequence of odd-indexed partial sums do converge, and μ(q) is
defined to be the average of these two values.

Andrews andHickerson [5] proved a number of identities for the sixth-ordermock
theta functions stated by Ramanujan in the Lost Notebook [23]. Berndt and Chan [8]
proved a number of similar identities. The proofs in both of these papers were quite
involved, employing both Bailey pairs and the constant term method, and simpler
proofs were later given by Lovejoy [20], for four of the identities proved by Andrews
and Hickerson [5]. These four identities are listed in the following theorem.

Theorem 5.1. The following identities hold for |q| < 1.

q−1ψ(q2) + ρ(q) = (−q; q2)2∞(−q,−q5, q6; q6)∞, (5.1)

φ(q2) + 2σ(q) = (−q; q2)2∞(−q3,−q3, q6; q6)∞, (5.2)
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2φ(q2) − 2μ(−q) = (−q; q2)2∞(−q3,−q3, q6; q6)∞, (5.3)

2q−1ψ(q2) + λ(−q) = (−q; q2)2∞(−q,−q5, q6; q6)∞, (5.4)

Tomaintain uniformity, we show that, as with the third-order and fifth-order mock
theta functions, the bilateral transformations of Bailey at (2.3), (2.4), and (2.5) may
be used to express sums of sixth-order mock theta functions as theta functions, and
that these identities in turn may likewise be used to examine the limiting behavior
of some of these sixth-order mock theta functions as q tends to certain classes of
roots of unity from within the unit circle. As above, we begin by stating a number of
general bilateral transformations.

Theorem 5.2. (i) If |q|, |bd/azq| < 1, then

G6(a, b, d, z, q) :=
∞∑

n=−∞

(a; q2)r zrqr
2

(b, d; q2)r
= (−zq,−qb/az,−qd/az; q2)∞

(b, d, q2/a; q2)∞

×
∞∑

n=−∞

(−azq/b,−azq/d; q2)r

(−zq; q2)r

(−bd

azq

)r

. (5.5)

(ii) If |q|, |bd/azq|, |b/a| < 1, then

∞∑

n=−∞

(a; q2)r zrqr
2

(b, d; q2)r
= (b/a,−qb/az; q2)∞

(b,−bd/azq; q2)∞

×
∞∑

n=−∞

(−azq/b, a; q2)r

(d; q2)r

(
b

a

)r

.

(5.6)

(iii) If |q|, |bd/azq| < 1, then

∞∑

n=−∞

(a; q2)r zrqr
2

(b, d; q2)r
= (−bq/az,−dq/az,−qz; q2)∞

(−bd/aqz,−q3/az,−aqz; q2)∞

×
∞∑

n=−∞

(1 + azq4r−1)(a,−azq/b,−azq/d; q2)r (bdz)r q3r2−4r

(1 + az/q)(b, d,−zq; q2)r
.

(5.7)

Proof. For (5.5) and (5.6), replace q with q2, z with −zq/c, and then let c → ∞ in
(2.3) and (2.4), respectively.

The identity (5.7) is a consequence of replacing q with q2 in (2.5), and then
replacing c with aq2/b and d with aq2/d, letting f → ∞, and replacing, in turn, a
with −ze/q and finally e with a. �
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The sums of various pairs of sixth-order mock theta functions may be expressed
in terms of G6(a, b, d, z, q), and the above theorem may be used to derive some
alternative expressions for these sums.

Corollary 5.3. The following identities hold for |q| < 1.

4σ(q) + 2μ(q) = (q; q2)∞
(q; q)2∞

∞∑

r=−∞
(−1)r (6r + 1)qr(3r+1)/2, (5.8)

φ(q) + 2φ−(q) = (−q; q)∞
(q2; q4)∞

(5.9)

× [
2(−q2; q4)2∞(−q6,−q6, q12; q12)∞ − (q2; q4)2∞(q6, q6, q12; q12)∞

]
,

ψ(q) + 2ψ−(q) = 3q(−q; q)∞(q6, q6, q6; q6)∞
(q2; q2)2∞

(5.10)

2ρ(q) + λ(q) = 3(q; q2)∞(q3, q3, q3; q3)∞
(q; q)2∞

(5.11)

Proof. In (5.7), replace z with −zq3 and set a = zq2, b = zq3 and d = −zq3 to get

∞∑

r=−∞

(zq2; q2)r (−z)rqr
2+3r

(zq3,−zq3; q2)r
= (1/qz,−1/qz, zq4; q2)∞

(−1, 1/q2z2, q6z2; q2)∞

×
∞∑

r=−∞

q3r2+5r z3r
(
1 − z2q4r+4

) (
q2z; q2

)
r(

1 − q4z2
) (
q4z; q2

)
r

,

= (q2/z2; q4)∞(zq4; q2)∞z

2(1 − 1/z)(−q2, q2/z2, q6z2; q2)∞

∞∑

r=−∞

qr(3r+5)z3r
(
1 + zq2r+2

)

(1 + q2z)(1 + z)

Now multiply both sides by q2/(1 − z2q2) and let z → −1, noting that the left side
tends to σ(q2) + μ(q2)/2 using the definitions above and (2.1). On the right side,
replace r with r − 1 and rewrite the resulting series as

∞∑

r=−∞

(1 + zq2r )z3rq3r2−r

1 + z
=

∞∑

r=−∞

z3rq3r2−r + z3r+1q3r2+r

1 + z

=
∞∑

r=−∞

z3rq3r2−r + z−3r+1q3r2−r

1 + z
=

∞∑

r=−∞
z3rq3r2−r 1 + z−6r+1

1 + z
,

where the second equality follows from reversing the order of summation for the
second terms in the sum. Now let z → −1 to arrive at

σ(q2) + μ(q2)

2
= (q2; q4)∞

4(q2; q2)2∞

∞∑

r=−∞
(6r + 1)(−1)r q3r2+r .
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The identity at (5.8) now follows uponmultiplying this last identity by 4 and replacing
q with q1/2.

Note that the expression for 4σ(q) + 2μ(q) deriving from (5.2) and (5.8) together
with (5.2) implies that

∞∑

r=−∞
(6r + 1)(−1)rq(3r2+r)/2 = (q; q)2∞

(q; q2)∞

× [
2(−q; q2)2∞(−q3,−q3, q6; q6)∞ − (q; q2)2∞(q3, q3, q6; q6)∞

]
.

(5.12)

Remark: It may be of interest to compare the identity above with that of Fine [12,
p. 83]:

∞∑

r=−∞
(6r + 1)qr(3r+1)/2 = (q; q)3∞(q; q2)2∞. (5.13)

For (5.9), set a = −zq, b = zq and d = zq2 in (5.7) to get, after simplifying the
right side

∞∑

r=−∞

(−zq; q2)r zrqr
2

(zq, zq2; q2)r
= (q/z, q2/z,−zq; q2)∞

(q, q2/z2, q2z2; q2)∞

∞∑

r=−∞

(1 + zq2r )z3rq3r2−r

1 + z
,

Let z → −1 on the left side to get, once again using the definitions above and (2.1),

φ(q) + 2φ−(q) = (−q; q)∞
(q2; q2)2∞

∞∑

r=−∞
(6r + 1)(−1)r q3r2+r .

An application of (5.12), with q replaced with q2, gives the result.
Similarly, for (5.10), replace z with zq2, a with −zq, b with zq2, and d with zq3

in (5.7) to get, after once again simplifying the right side, that

∞∑

r=−∞

(−zq; q2)r zrqr
2+2r

(zq2, zq3; q2)r
= (1/z, q/z,−zq3; q2)∞

(q, 1/z2, q4z2; q2)∞

∞∑

r=−∞
z3rq3r2+3r

= (1/z, q/z,−zq3; q2)∞(−q6z3,−1/z3, q6; q6)∞
(q, 1/z2, q4z2; q2)∞

,

where the Jacobi triple product identity (2.2) has been used at the last step. The result
now follows after multiplying both sides by q/(1 + q) and letting z → −1 as before.

The details of the proof of (5.11) are omitted. Briefly, replace z with zq, a with
−zq2, b with zq3, and d with −zq3 in (5.7), simplify and sum the right side using
the Jacobi triple product identity (2.2), let z → 1, multiply both sides by 2/(1 − q2),
and finally replace q with q1/2. �
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Remark: Choi [10, p. 370] also gave expressions for each of the sums of sixth-
order mock theta functions in Corollary 5.3, but with different combinations of theta
functions on the right sides. Yet another version of (5.9) was stated by Ramanujan
[23, p. 6 and p. 16] (see also [11, p. 1740]). Different proofs of (5.10) and (5.11)
were given by Choi and Kim [11, Theorem 1.4, p. 1742]. The identities in Corollary
5.3 also follow from expressions for the sixth-order mock theta functions in terms of
the function m(x, q, z) (see (1.1)) proved by Hickerson and Mortenson in [18], and
known results about m(x, q, z).

We note that the identities in Corollary 5.3 may be used to describe the asymptotic
behavior of each of the two sixth-order mock theta functions on the left side of each
identity, at particular classes of roots of unity. For example, (5.8) may be used in
conjunction with (5.12), to make condition (0) in the interpretation by Andrews and
Hickerson of a mock theta function explicit for both σ(q) at primitive roots of unity
of odd-order, and for μ(q) at primitive roots of unity of even-order. We state the
result for just one of each pair of mock theta functions, and leave the result for the
other mock theta function of each pair to the reader.

Corollary 5.4. (i) If ζ is a primitive odd-order 2k + 1 root of unity, then, as q
approaches ζ radially within the unit disk, we have that

lim
q→ζ

(
σ(q) − 1

4

[
2(−q; q2)2∞(−q3,−q3, q6; q6)∞ − (q; q2)2∞(q3, q3, q6; q6)∞

])

= −1

2

k∑

n=0

(1 − ζ )(1 − ζ 3) . . . (1 − ζ 2n−1)

(1 + ζ )(1 + ζ 2) . . . (1 + ζ n)
(−1)n . (5.14)

(ii) If ζ is a primitive even-order 2k root of unity, then, as q approaches ζ radially
within the unit disk, we have that

lim
q→ζ

(
φ(q) − (−q; q)∞

(q2; q4)∞

×
[
2(−q2; q4)2∞(−q6,−q6, q12; q12)∞ − (q2; q4)2∞(q6, q6, q12; q12)∞

])

= −2
k∑

n=1

(1 + ζ )(1 + ζ 2) . . . (1 + ζ 2n−1)

(1 − ζ )(1 − ζ 3) . . . (1 − ζ 2n−1)
ζ n. (5.15)

(iii) If ζ is a primitive even-order 2k root of unity, then, as q approaches ζ radially
within the unit disk, we have that

lim
q→ζ

(
ψ(q) − 3q(−q; q)∞(q6, q6, q6; q6)∞

(q2; q2)2∞

)
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= −2
k∑

n=1

(1 + ζ )(1 + ζ 2) . . . (1 + ζ 2n−2)

(1 − ζ )(1 − ζ 3) . . . (1 − ζ 2n−1)
ζ n.

(5.16)

(iv) If ζ is a primitive odd-order 2k + 1 root of unity, then, as q approaches ζ radially
within the unit disk, we have that

lim
q→ζ

(
ρ(q) − 3(q; q2)∞(q3, q3, q3; q3)∞

2(q; q)2∞

)

= −1

2

k∑

n=0

(1 − ζ )(1 − ζ 3) . . . (1 − ζ 2n−1)

(1 + ζ )(1 + ζ 2) . . . (1 + ζ n)
(−ζ )n.

(5.17)

Before considering eighth-order mock theta functions, we compare the results in
the present paper with those implied by an identity of Mortenson ([22, Eq. (6.10)]):

∞∑

n=0

qn(n+1)/2(−q; q)n

(x; q)n+1(q/x)n+1
+

∞∑

n=0

1

2

qn(q/x; q)n(x; q)n

(−q; q)n
= − j (x; q)

2J2
g3(−x; q)

+ J 3
2

J1,2 j (x2; q2)
+ 1

2x

J 10
2 j (−x2; q2)

J 4
1 J

4
4 j (x

2; q2) j (−qx2; q2)
− 1

2x

J 2
2,4 j (x; q)

j (−x; q) j (−qx2; q2)
,

(5.18)

where the first series is g2(x, q), the universal mock theta function of Gordon and
McIntosh [17, Eq. (4.11)], g3(x; q) is as defined at (3.1), and

j (x; q) := (x, q/x, q; q)∞, Ja,m := j (qa; qm),

J̄a,m := j (−qa; qm), Jm := Jm,3m = (qm; qm)∞.

As Mortenson indicated in [22], if a mock theta function is expressible in terms of
g2(x, q) and combinations of infinite products, then it may be possible to derive a
radial limits result for certain classes of roots of unity, and indeedMortenson derives
such results for a second-order mock theta function and one of tenth order, and states
that there are many other cases where (5.18) may be applied.

As one way of deriving explicit radial limits, one might hope, after substituting
for g2(x, q) in (5.18), so that this expression now contains a mock theta function,
that there is then a class of roots of unity such that as q approaches one of these
roots of unity, say ζ , from within the unit circle, the mock theta function becomes
unbounded, the term involving g3(−x; q) vanishes, and the second series on the left
terminates. In this case, (5.18) may then be rearranged to give an identity of the form

lim
q→ζ

(mock theta function − theta function) = finite q-series in ζ,
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which is the typical form of a radial limits result. For example, if q is replaced with
q6 and x with q3 in (5.18) and the second identity at [17, Eq. (5.10)], namely

ψ(q4) = q3 J 2
2 J4 J24

2

J1 J3 J 2
8

− q3g2(q
3, q6) (5.19)

is used to substitute for g2(q3, q6), then after some q-product manipulation, we get

ψ(q4) + q3 J 5
12

J 4
6

+ J 17
12

4J 8
6 J

8
24

− J 4
3 J

7
12

4J 6
6 J

4
24

− q3 J 2
2 J4 J

2
24

J1 J3 J 2
8

− q3 J 2
3

2J6 J12

∞∑

n=0

q6n(n+1)

(−q3; q6)2n+1

=
∞∑

n=0

q6n+3(q3, q3; q6)n

(−q6; q6)n
.

(5.20)

If q → ζ , where ζ is a primitive even-order root of unity, then both the series on the
right of (5.20) and the last term on the left become unbounded, and there is no radial
limit. Unfortunately, for producing explicit radial limits, when q → ζ , where ζ is a
primitive odd-order root of unity, while the series on the right of (5.20) terminates,
and the last term on the left vanishes, the series for ψ(q4) also terminates. After
eliminating terms that vanish when q → ζ , where ζ is a primitive 2k + 1-th root of
unity, one gets that

lim
q→ζ

(
q3 J 5

12

J 4
6

+ J 17
12

4J 8
6 J

8
24

− q3 J 2
2 J4 J

2
24

J1 J3 J 2
8

)

=
k∑

r=0

ζ 6r+3(ζ 3, ζ 3; ζ 6)r

2(−ζ 6; ζ 6)r
−

k∑

r=0

(−1)rζ 4(r+1)2
(
ζ 4; ζ 8

)
r(−ζ 4; ζ 4

)
2r+1

. (5.21)

Curiously, what experiment suggests is that each side is identically zero, and in
particular, that if ζ is a primitive 2k + 1-th root of unity, then

k∑

r=0

ζ 6r+3(ζ 3, ζ 3; ζ 6)r

2(−ζ 6; ζ 6)r
=

k∑

r=0

(−1)rζ 4(r+1)2
(
ζ 4; ζ 8

)
r(−ζ 4; ζ 4

)
2r+1

(= ψ(ζ 4)) (5.22)

holds for all k ≥ 0. Note that equality in (5.22) does not hold if ζ is replaced with an
arbitrary value of q inside the unit circle since the difference is a nonzero function
of q:
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k∑

r=0

q6r+3(q3, q3; q6)r

2(−q6; q6)r
−

k∑

r=0

(−1)r q4(r+1)2
(
q4; q8

)
r(−q4; q4

)
2r+1

= q3

2
− q4 + q8 + q9

2
− 2q12 + q15

2
+ 2q16 − 3q20 . . . .

Note also that each of the three individual terms on the left side of (5.21) diverges to
∞ as q → ζ , even though the combination converges to zero. Of course (5.22) will
hold if

q3 J 5
12

J 4
6

+ J 17
12

4J 8
6 J

8
24

− q3 J 2
2 J4 J

2
24

J1 J3 J 2
8

= (q; q2)∞θ(q),

where θ(q) is a function of q that remains bounded as q approaches any primitive
odd-order root of unity from within the unit circle. We have not attempted to prove
this, nor (5.22).

If Ramanujan’s identity (see [17, Eq. (5.8)])

2q−1ψ(q2) + λ(−q) = (−q; q2)2∞ j (−q, q6)

with q replaced with −q2 is used to replace ψ(q4) in (5.20), and a similar analysis
of radial limits is attempted, what experiment also appears to indicate is that

k∑

r=0

ζ 6r+1(ζ 3, ζ 3; ζ 6)r

(−ζ 6; ζ 6)r
=

k∑

r=0

(−1)rζ 2r
(
ζ 2; ζ 4

)
r(−ζ 2; ζ 2

)
r

(= λ(ζ 2)) (5.23)

holds, where ζ is a 2k + 1-th primitive root of unity (and again (5.23) does not hold
if ζ is replaced with an arbitrary q inside the unit circle). Similar results may be
obtained from (5.18) for other sixth-order mock theta functions.

6 Mock theta functions of the eighth order

We consider four of the eight mock theta functions of order eight introduced by
Gordon and McIntosh [15]:

S0(q) =
∞∑

n=0

qn2(−q; q2)n

(−q2; q2)n
, S1(q) =

∞∑

n=0

qn(n+2)(−q; q2)n

(−q2; q2)n
, (6.1)

T0(q) =
∞∑

n=0

q(n+1)(n+2)(−q2; q2)n

(−q; q2)n+1
, T1(q) =

∞∑

n=0

qn(n+1)(−q2; q2)n

(−q; q2)n+1
. (6.2)
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As with mock theta functions of other orders, certain sums of eighth-order mock
theta functions may be written as single bilateral series, and it is a straightforward
consequence of the definitions and (2.1) that

S0(q) + 2T0(q) =
∞∑

r=−∞

(−q; q2)rqr
2

(−q2; q2)r
, (6.3)

S1(q) + 2T1(q) =
∞∑

r=−∞

(−q; q2)rqr
2+2r

(−q2; q2)r
. (6.4)

In fact, following the method of the authors in [15], it will be shown that each of
these sums has an expression in terms of infinite products. We include the proof here
since in [15], the authors omitted the final step of explicitly stating the form of the
infinite products (although these expressions were stated by them in [17, Eq. (5.12)],
and these expressions with further details of the proof were given by them in [16,
Section 4]). As with the identities in Corollary 5.3, the identities in Theorem 6.1 may
also be shown to follow from identities proved by Hickerson and Mortenson in [18].

Theorem 6.1. If |q| < 1, then

S0(q
2) + 2T0(q

2) = (q2; q2)∞
[
(q; q2)3∞ + (−q; q2)3∞

]

2(−q2; q2)∞
, (6.5)

S1(q
2) + 2T1(q

2) = (q2; q2)∞
[
(−q; q2)3∞ − (q; q2)3∞

]

2q(−q2; q2)∞
. (6.6)

Proof. Let R0(q) and R1(q) denote the series on the right side of (6.3) and (6.4),
respectively. Next, in (2.6), replace q with q2, set a = q, b = iq and c = −iq, and
then let d, e → ∞. This leads to

R0(q
2) − qR1(q

2)

1 − q
=

∞∑

r=−∞
(1 − q4r+1)(−q2; q4)r q2r2

(1 − q)(−q4; q4)r

= (q3, q, q2, q; q2)∞
(iq2, −iq2, iq, −iq; q2)∞ = (q2; q2)∞(q; q2)3∞

(1 − q)(−q2; q2)∞ .

Multiply through by 1 − q and then replace q with −q to get an expression for
R0(q2) + qR1(q2). The pair of equations may then be solved for, in turn, R0(q2) and
R1(q2), to give the results. �

To make use of the above identities, we consider bilateral sums related to the
eighth-order mock theta functions (the eight order equivalent of Theorem 5.2).
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Theorem 6.2. (i) If |q| < 1, then

G8(a, b, d, z, q) :=
∞∑

n=−∞

(a; q2)r zrqr
2

(b; q2)r
= (−zq,−qb/az; q2)∞

(b, q2/a; q2)∞

×
∞∑

n=−∞

(−azq/b; q2)r

(−zq; q2)r
(−b)r qr

2−r .

(6.7)

(ii) If |q|, |b/a| < 1, then

∞∑

n=−∞

(a; q2)r zrqr
2

(b; q2)r
= (b/a,−qb/az; q2)∞

(b; q2)∞
×

∞∑

n=−∞
(−azq/b, a; q2)r

(
b

a

)r

.

(6.8)
(iii) If |q|, |bd/azq| < 1, then

∞∑

n=−∞

(a; q2)r zrqr
2

(b; q2)r
= (−bq/az,−qz; q2)∞

(−q3/az,−aqz; q2)∞

×
∞∑

n=−∞

(1 + azq4r−1)(a,−azq/b; q2)r
(
baz2

)r
q4r2−4r

(1 + az/q)(b,−zq; q2)r
.

(6.9)

Proof. Let d → 0 in (5.5), (5.6), and (5.7), respectively. �

The following identities are a consequence of combining the results in Theorems
6.2 and 6.1.

Corollary 6.3. If |q| < 1, then

∞∑

r=−∞

q4r2

(−q2; q2)2r
= (q2; q2)∞

2

[
(q; q2)3∞ + (−q; q2)3∞

]
, (6.10)

∞∑

r=−∞

q4r2+4r

(−q2; q2)2r+1
= (q2; q2)∞

2q

[
(−q; q2)3∞ − (q; q2)3∞

]
, (6.11)

∞∑

r=−∞
(8r + 1)q8r2+2r = (q2; q2)3∞

2

[
(q; q2)3∞ + (−q; q2)3∞

]
, (6.12)

∞∑

r=−∞
(8r + 3)q8r2+6r = (q2; q2)3∞

2q

[
(−q; q2)3∞ − (q; q2)3∞

]
, (6.13)

Proof. The identity at (6.10) follows upon setting a = −q, b = −q2, and z = 1 in
(6.8), reversing the order of summation in the resulting series on the right, replacing
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q with q2, and using (6.3) in conjunction with (6.5). The identity at (6.11) follows
similarly, except that z = q2, and (6.4) is used in conjunction with (6.6).

The identities at (6.12) and (6.13) follow similarly from (6.9). For (6.12), replace
a with −zq, b with −zq2, and take the limits as z → 1. For (6.13), replace z with
zq2, set a = −zq, b = −zq2, and again take the limits as z → 1. The details are
omitted. �

The identities in Theorem 6.1 also contain implications for the limiting behavior
of each of the four eighth-order mock theta functions that appear in these identities,
as q tends to certain classes of roots of unity from within the unit circle. We state
these for S0(q) and S1(q), as those for T0(q) and T1(q) are equally easily derived.
To avoid fractional exponents, we state the results for q2 instead of q.

Corollary 6.4. (i) If ζ is a primitive even-order 8k root of unity, then, as q
approaches ζ radially within the unit disk, we have that

lim
q→ζ

(
S0(q

2) − (q2; q2)∞
[
(q; q2)3∞ + (−q; q2)3∞

]

2(−q2; q2)∞

)

= −2
k−1∑

n=0

(1 + ζ 4)(1 + ζ 8) . . . (1 + ζ 4n)

(1 + ζ 2)(1 + ζ 6) . . . (1 + ζ 4n+2)
ζ 2n2+6n+4. (6.14)

(ii) If ζ is a primitive even-order 8k root of unity, then, as q approaches ζ radially
within the unit disk, we have that

lim
q→ζ

(
S1(q

2) − (q2; q2)∞
[
(−q; q2)3∞ − (q; q2)3∞

]

2q(−q2; q2)∞

)

= −2
k−1∑

n=0

(1 + ζ 4)(1 + ζ 8) . . . (1 + ζ 4n)

(1 + ζ 2)(1 + ζ 6) . . . (1 + ζ 4n+2)
ζ 2n2+2n. (6.15)

Finally, as was done for sixth-order mock theta functions, we compare the results
in the present paper for eighth-order mock theta functions with those implied by
Mortenson’s identity at (5.18). In that identity, if q is replaced q8, x is set equal to q
and the identity of Gordon and McIntosh [17, p. 125],

S0(−q2) = j (−q, q2) j (q6, q16)

j (q2, q8)
− 2qg2(q, q8) (6.16)

is used to replace g2(q, q8), then
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S0(−q2) −
∞∑

n=0

q8n+1
(
q, q7; q8

)
n(−q8; q8

)
n

= q J1,8
J16

∞∑

n=0

q8n(n+1)

(−q,−q7; q8
)
n+1

− 2q J 3
16

J8,16 J2,16
+ J 2

16,32 J1,8

J̄1,8 J̄10,16
− J 10

16 J̄2,16
J 4
8 J

4
32 J2,16 J̄10,16

+ J̄1,2 J6,16
J2,8

.

(6.17)

As with sixth-order mock theta functions, when q tends to a primitive root of unity
of even-order, the second series on the left side of (6.17) does not terminate, so that
the usual kind of explicit radial limit is not obtained. However, when ζ is a primitive
root of a certain order, what is obtained is a convergent infinite series, thus leading
to another type of explicit radial limit. For example, if

ζ8 = e2π i/8 =
√
2 + √

2i

2
,

a primitive eighth root of unity, then it follows from (6.17) that

lim
q→ζ8

(
S0(−q2) −

[
− 2q J 3

16

J8,16 J2,16
− J 10

16 J̄2,16
J 4
8 J

4
32 J2,16 J̄10,16

+ J̄1,2 J6,16
J2,8

])

=
∞∑

n=0

ζ 8n+1
8

(
ζ8, ζ

7
8 ; q8

)
n(−ζ 8

8 ; ζ 8
8

)
n

= ζ8

∞∑

n=0

(
(1 − ζ8)(1 − ζ̄8)

2

)n

= ζ8

∞∑

n=0

(
2 − √

2

2

)n

= 1 + i.

(6.18)

Note how this compares with the radial limit given by (6.14):

lim
q→ζ8

⎛

⎝S0(−q2) −
((−iq;−q2

)3
∞ + (

iq;−q2
)3
∞

) (−q2;−q2
)

∞

2
(
q2;−q2

)
∞

⎞

⎠

= 1 + i.
(6.19)

While the limits are the same, the two theta functions subtracted from S0(−q2) are
not equal as functions of q.

Here also, as with the sixth-order mock theta functions ψ(q) and λ(q), a radial
limit is not obtained q tends to a primitive root of unity of odd-order. What is true is
that if ζ is a primitive root of unity of order 2k + 1, then
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k∑

n=0

(−1)nζ 2n2
(
ζ 2; ζ 4

)
n(−ζ 4; ζ 4

)
n

−
k∑

n=0

ζ 8n+1
(
ζ, ζ 7; ζ 8

)
n(−ζ 8; ζ 8

)
n

= lim
q→ζ

(
J̄1,2 J6,16
J2,8

− 2q J 3
16

J8,16 J2,16
− J 10

16 J̄2,16
J 4
8 J

4
32 J2,16 J̄10,16

)
,

(6.20)

and once again, experiment seems to suggest that each side is identically zero when
ζ is any primitive root of unity of odd-order. As with the hypotheses suggested by
experiment for mock theta functions of sixth order, we have not attempted to prove
these assertions.

Results similar to those described above may be derived for other eighth-order
mock theta functions.
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1 Notation and questions

We let

FN =
{
f (x) =

N−1∑
n=0

ane(nx) : an = ±1∀ n
}

These are what we call Littlewood polynomials. Here e(θ) = e2π iθ , as usual. These
polynomials are a special subclass of the more general polynomials
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GN =
{
g(x) =

N−1∑
n=0

ane(nx) : |an| = 1∀ n
}
.

This notation is due to Littlewood, but our definition is slightly different, since
Littlewood’s polynomials have N + 1 terms while ours have only N . By Parseval’s
identity (which is trivial for trigonometric polynomials) it is evident that if g ∈ GN ,
then ∫ 1

0
|g(x)|2 dx =

N−1∑
n=0

|an|2 = N ,

and hence
min
x

|g(x)| ≤ √
N ≤ max

x
|g(x)| .

We also note that the variance of |g(x)|2 about its mean is

∫ 1

0

(|g(x)|2 − N
)2
dx =

∫ 1

0
|g(x)|4 dx − N 2.

Concerning functions of the classes FN , GN we ask questions of the following sort:

Question 1. Does there exist an absolute constant c > 0 and a function g(x) such
that

min
x

|g(x)| ≥ c
√
N ?

Question 2. Does there exist an absolute constant C < ∞ and a function g(x) such
that

max
x

|g(x)| ≤ C
√
N ?

Question 3. Do there exist absolute constants a, A with 0 < a < A < ∞ and a func-
tion g(x) such that

a
√
N ≤ |g(x)| ≤ A

√
N

for all x ?

Question 4. For every ε > 0 does there exist a function g(x) such that

∫ 1

0
|g(x)|4 dx < (1 + ε)

√
N ?

In each case, we may ask whether the property holds for all N , all sufficiently
large N , or for infinitely many N . If g ∈ GN , then the frequencies of e(Kx)g(x) lie in
the interval [K , K + N − 1], but since |e(Kx)g(x)| = |g(x)| for all x , the situation
regarding our questions is unchanged. Thus the length of our polynomial is all that
matters.
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2 Historical review

In describing what is presently known about our questions, we proceed chronologi-
cally. A hundred years ago, Hardy and Littlewood [23] announced the first result in
this area, namely that if we take

gN (x) =
N∑

n=1

ein log ne(nx),

then
gN (x) = O

(√
N

)
(1)

uniformly in x . This has applications to Fourier analysis. For example, it is natural
to ask how smooth a function should be, in order to assure that its Fourier series
is absolutely convergent, i.e., f ∈ A(T). Bernstein [4] showed that if f ∈ Λα for
some α > 1/2, then f ∈ A(T). Here Λα denotes the Lipschitz class of functions f
with period 1 for which there is a constant c such that | f (x) − f (y)| ≤ c|x − y|α .
As to the question of whether the condition α > 1/2 might be relaxed, the Hardy–
Littlewood example enables us to show that

f (x) =
∞∑
n=1

ein log n

n
e(nx) ∈ Λ1/2,

but f /∈ A(T). To see how this is done, put

fN (x) =
N∑

n=1

ein log n

n
e(nx) .

By partial summation we see that if M < N , then

fN (x) − fM(x) = − gM(x)

M
+ gN (x)

N + 1
+

N∑
n=M

gn(x)

n(n + 1)
.

Weuse (1) to estimate the three terms on the right-hand side, and let N tend to infinity
to see that

f (x) = fM(x) + O
(
M−1/2

)
.

Now f ′
M(x) = 2π igM(x) = O

(
M1/2

)
, so

fM(x + δ) − fM(x) = O
(|δ|M1/2

)
.

On taking M comparable to 1/|δ|, we deduce that | f (x + δ) − f (x)| = O
(|δ|1/2),

which is to say that f ∈ Λ1/2.
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A Weyl sum is an exponential sum of the form

N∑
n=1

e(P(n))

where P is a polynomial with real coefficients, say

P(x) = c0 + c1x + · · · + cd x
d .

HermannWeyl not only established a useful criterion for uniformdistributionmodulo
1 in terms of exponential sums, he also devised a method for estimating Weyl sums,
and in particular showed that if at least one of c1, c2, . . . , cd is irrational, then the
numbers P(n) are uniformly distributed modulo 1. By Weyl’s method, we find that
if

g(x) =
N∑

n=1

e
(
n2/N

)
e(nx),

then g(x) = O
(√

N
)
. This is suggestive of a Gauss sum. If p is an odd prime, then

∣∣∣∣
p−1∑
n=1

( n

p

)
e
(an

p

)∣∣∣∣ =
{√

p if p � a,

0 if p|a .

Whenwe replace a/p by x we obtain a Littlewood polynomial, but it is not uniformly
O

(√
p
)
. Indeed, Montgomery [34] showed that there is an absolute constant c > 0

such that

max
x

∣∣∣∣
p−1∑
n=1

( n

p

)
e(nx)

∣∣∣∣ > c
√
p log log p

for all p > 2.
H. S. Shapiro [43] defined two families of Littlewood polynomials Pk and Qk by

means of the initial conditions P0(x) = Q0(x) = 1 and the recurrences

Pk+1(x) = Pk(x) + e
(
2k x

)
Qk(x), Qk+1(x) = Pk(x) − e

(
2k x

)
Qk(x) (2)

for k = 0, 1, 2, . . .. Clearly the first 2k coefficients of Pk+1(x) are the coefficients
of Pk(x), and they will be the first 2k coefficients of Pk+2(x), Pk+3(x), and so on,
so the recurrences above define an infinite sequence of numbers c(n) (the Shapiro
coefficients) with the property that

Pk(x) =
2k−1∑
n=0

c(n)e(nx), Qk(x) =
2k−1∑
n=0

c(2k + n)e(nx) .
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Brillhart and Carlitz [8] showed that if the binary expansion of n is

n =
∑
j≥0

b j2
j

with each b j = 0 or 1, and if

a(n) =
∑
j≥0

b jb j+1

is the number of pairs of adjacent 1’s in the expansion, then c(n) = (−1)a(n). Thus
the c(n) are an example of a 2-automatic sequence, as discussed by Allouche and
Shallit [1]. Brillhart [7] observed further that the c(n) are uniquely determined by
the properties that

c(0) = 1, c(2n) = c(n), c(2n + 1) = (−1)nc(n) . (3)

From the defining recurrence (2) we see that

|Pk+1(x)|2 + |Qk+1(x)|2 = |Pk(x) + e
(
2k x

)
Qk(x)|2 + |Pk(x) − e

(
2k x

)
Qk(x)|2.

The so-called ‘law of the parallelogram’ asserts that |z + w|2 + |z − w|2 = 2|z|2 +
2|w|2 for arbitrary complex numbers z and w. Thus the above is

= 2|Pk(x)|2 + 2|Qk(x)|2.

By induction, it follows that

|Pk(x)|2 + |Qk(x)|2 = 2k+1 (4)

for all x and k. Since |Qk(x)|2 ≥ 0, it follows that

|Pk(x)| ≤ 2(k+1)/2. (5)

This upper bound is
√
2 times the square root of the length of Pk . From the examples

of Hardy–Littlewood and of Weyl, we have seen that our Question 2 has a positive
answer with regard to the class GN . We now see that Question 2 also has a positive
answer in the case of the class FN , at least for N of the form N = 2k . Let

T (N ; x) =
N−1∑
n=0

c(n)e(nx) . (6)

Shapiro [43] used his basic result to show more generally that there is an absolute
constant C such that
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|T (N ; x)| ≤ C
√
N (7)

for all x . Shapiro showed that C = 2 + 2
√
2 = 4.8284 is admissible. Later Mendès

France and Tenenbaum [33] obtained a better constant, C = 2 + √
2 = 3.4142. For

a simple proof of the bound with this value ofC , see Exercise 6.5.23 of Montgomery
[35]. Saffari [42] has sketched a proof that (7) holds with

C = (2 + √
2)

√
3/5 = 2.6446 .

It has long been conjectured that (7) holds with C = √
6 = 2.4495. This would be

best-possible, for it is not hard to show that if we take

N = Br = 8 · 4r + 1

3
, (8)

then
T (Br ; 0) = 2r+2 − 1 = √

6Br − 1 + O
(
1/

√
Br

)
.

In a paper devoted to unsolved problems, Erdős [16] asked whether there is a
constant c > 1 such that

max
x

|g(x)| > c
√
N

for all g ∈ GN . (As we shall see below, this is now known to be false for GN , but it
is thought to be true for FN .) He also posed our Question 3 for functions of the class
FN , i.e., for Littlewood polynomials.

Rudin [41] rediscovered some of Shapiro’s results, and made applications to
Fourier analysis.

In 1963, Kahane and Salem (see p. 134 of [27]) discovered that a trigonometric
polynomial formed from a short block of Shapiro coefficients is uniformly canceling
to the root mean square size. That is, there is an absolute constant C such that

∣∣∣
M+H−1∑
n=M

e(n)e(nx)
∣∣∣ ≤ C

√
H (9)

for all real x and all integers M ≥ 0 and H ≥ 1. This is important, because the
classical examples of Hardy–Littlewood and of Weyl do not have this property.
Kahane and Salem needed this property for a construction in Fourier analysis. They
had C = 16, but with more care one can show that the above holds with C = 2 +
2
√
2.
Littlewood [28–30] studied the class FN in great detail, and in his book of prob-

lems, [31] formulated three conjectures:

Conjecture 1. (JEL) There exist absolute constants a and A with 0 < a < A < ∞
such that for each N there is an f ∈ FN such that
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a
√
N < | f (x)| < A

√
N (10)

for all x .

Conjecture 2. (JEL) For each ε > 0 there is an N0(ε) such that if N > N0(ε), then
there exists an f ∈ FN such that

∫ 1

0
| f (x)|4 dx = (1 + ε)N 2. (11)

Conjecture 3. (JEL) The f of Conjecture 1 are exceptional or highly exceptional.
Their number is o

(
2N

)
, possibly O

(
N 3

)
.

Toward Conjecture 1, Beck [3] showed that there exist trigonometric polynomials
f satisfying (10), whose coefficients are roots of unity of order 400.Withmore work,
it should be possible to reduce 400 to a smaller number, possibly even to 3, but his
method fails in principle for coefficients ±1. Odlyzko [38] has recently completed a
major numerical study of Littlewood polynomials, which suggests that Conjecture 1
is true, but without identifying a specific sequence of f with the desired properties.

Littlewood [31] showed that the fourth moment of the Shapiro polynomial is

∫ 1

0
|Pk(x)|4 dx = 4 · 22k − (−1)k2k

3
∼ 4

3
22k .

Thus if the fourth moment is ≥ cN 2 for all g ∈ GN , as Erdős suggested, we must
have c ≤ 4/3.

Kahane [26] proved that there exist g ∈ GN such that

(
1 − εN

)√
N ≤ |g(x)| ≤ (

1 + εN
)√

N

with

εN 

√

log N

N 1/17
.

Such trigonometric polynomials are sometimes called ‘ultra-flat’. Bombieri and
Bourgain [5] have sharpened the above; they showed that one can have

εN 
 N−1/9+ε.

With regard to Littlewood’s third conjecture, AndrewOdlyzko remarks that while
such polynomials are exceptional, and clearly o

(
2N

)
in number, but if they do exist,

then their number cannot be as small as O
(
N 3

)
, since one can alter a large number

of coefficients without materially affecting the absolute value of the sum.
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3 The applied literature

Until comparatively recently, the pure and applied literature developed in complete
ignorance of the other. Suppose that f ∈ FN , say

f (x) =
N−1∑
n=0

ane(nx); (12)

thus an = ±1 for all n. Then

| f (x)|2 = N + 2
N−1∑
k=1

bk cos 2πkx

where

bk =
N−k−1∑
n=0

anan+k .

These are the aperiodic autocorrelation coefficients of f . Golay [17] defined f1 and
f2 to form a complementary pair if the aperiodic autocorrelation coefficients of f1
are the negatives of those for f2. Equivalently,

| f1(x)|2 + | f2(x)|2 = 2N

for all x . Golay noted that f1(x) = 1 + e(x), f2(x) = 1 − e(x) form a complemen-
tary pair. He also used the law of the parallelogram to show that if f1, f2 is a
complementary pair of length N , then f1(x) + e(Nx) f2(x), f1(x) − e(Nx) f2(x) is
a complementary pair of length 2N . Thus he had the Shapiro polynomials. He also
exhibited a complementary pair of length 10.

By Parseval’s identity, we see that

∫ 1

0
| f (x)|4 dx = N 2 + 2

N−1∑
k=1

b2k .

Thus the fourth moment is close to N 2 if the bk are small in mean square. In a series
of papers, Golay [17–20, 22] investigated Littlewood polynomials whose aperiodic
autocorrelation coefficients are small on average, and in 1972 introduced a precise
measure of this, which he called the merit factor:

F( f ) = N 2

2
N−1∑
k=1

b2k

.
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In this language, Littlewood’s calculation of 1968 can be interpreted as asserting
that F(Pk) → 3 as k → ∞. Littlewood’s Conjecture 2 is equivalent to asserting that
F( f ) can be arbitrarily large. Golay’s opinion was different: He thought that merit
factors could exceed 12, but not 13. Høholdt and Jensen [24] used the Legendre
symbol with a translated argument,

(
n+c
p

)
, to show that merit factors approaching 6

can be achieved, and they conjectured that this is best possible. However, Jedwab,
Katz, and Schmidt [25] have shown that merit factors can exceed 6.34. Byrnes and
Newman [13] showed that if the an are independent random variables with P(an =
1) = P(an = −1) = 1/2, then

E

[
2

N−1∑
k=1

b2k

]
= N 2 − N ,

which is to say that

E
[ 1

F

]
= 1 − 1

N
.

For the general Littlewood polynomial as in (12), the aperiodic autocorrelation
coefficient bk is a sum of N − k odd integers. Barker [2] considered polynomials
for which these numbers are as small as possible, which is to say that bk = 0 when
N − k is even, and bk = ±1 when N − k is odd. We note that − f (x) has the same
bk as f (x), and that f (x + 1/2) has aperiodic autocorrelation coefficients (−1)kbk .
Thus by considering f (x), − f (x), f (x + 1/2), − f (x + 1/2) as a group, we may
confine our attention to those f for which a0 = a1 = 1. With this understanding, the
coefficients of the known Barker polynomials have signs as follows:

2 + +
3 + + −
4 + + + −
4 + + − +
5 + + + − +
7 + + + − − + −
11 + + + − − − + − − + −
13 + + + + + − − + + − + − +

Turyn and Storer [44] showed that there are no further Barker codes of odd length.
WhenaBarker codeof even length N exists, it follows that there is an N × N circulant
Hadamard matrix. Such matrices are conjectured not to exist for even N > 4, so the
above list is conjectured to be complete. Borwein and Mossinghoff [6] have shown
that there is at most one more Barker code of length < 4 · 1033.
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4 Shapiro polynomials

From the properties of the Shapiro coefficients c(n) already noted it is easy to show
that if k and m are nonnegative and 0 ≤ n < 2k , then

c
(
2k+1m + n

) = c(m)c(n),

c
(
2k+1m + 2k + n

) = (−1)mc(m)c(2k + n) .

Thus in an interval
[
m2k, (m + 1)2k

)
the coefficients c(n) are the coefficients of

c(m)Pk if m is even, and are the coefficients of c(m)Qk if m is odd.
Much of what we know about the Shapiro polynomials is due to John Brillhart

and his collaborators. In particular, Brillhart, Lomont, and Morton [10] noted an
interesting relation that arises when the coefficients of Pk are read in reverse order:
If k > 0, then

c
(
2k − 1 − n

) = (−1)k+n−1c(2k + n)

for 0 ≤ n < 2k . Brillhart [7] devised a two-parameter family of identities: For any
j ≥ 0,

Pj+k+1(x) = Pj (x)Pk(2
j+1x) + e(2 j x)Q j (x)Pk(2

j+1x + 1/2)

for all k ≥ 0, and

Q j+k+1(x) = Pj (x)Qk(2
j+1x) + e(2 j x)Q j (x)Qk(2

j+1x + 1/2)

for k ≥ 1. Further interesting results are found in Brillhart, Erdős, and Morton [9],
Brillhart, Lomont, and Morton [10], Brillhart and Morton [11], and Brillhart and
Morton [12].

For |z| < 1 we define the power series

P(z) =
∞∑
n=0

c(n)zn .

Brillhart [7] showed that the unit circle |z| = 1 is a natural boundary for the function
P(z). From (3) it is clear that

P(z) = P(z2) + zP(−z2), P(−z) = P(z2) − zp(−z2) .

Nishioka [36] showed that P(z) and P(−z) are algebraically independent overC(z),
and then applied Mahler’s method to prove that if α is algebraic, 0 < |α| < 1, then
P(α) is transcendental; indeed she showed that P(α) and P(−α) are algebraically
independent. (See also pp. 155, 158–160 of Nishioka [37].)
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In another direction, Mauduit and Rivat [32] have shown that there is a θ < 1
such that ∑

p≤N

c(p)e(px) 
 N θ

for N ≥ 2.
Salem and Zygmund have shown that if the coefficients an of a Littlewood poly-

nomial are independent random variables with P(an = 1) = P(an = −1) = 1/2,
then

max
x

| f (x)| � √
N log N

with probability tending to 1 as N → ∞. Since Pk(x) = O
(√

N
)
, it is clear that the

Shapiro coefficients c(n) do not resemble independent random variables. In partic-
ular, from the basic properties already noted it is clear that if n ≡ 2 (mod 4), then
c(n + 1) = −c(n). Hence there is no n for which c(n) = c(n + 1) = c(n + 2) =
c(n + 3) = c(n + 4). Let B(H) denote the number of different blocks of length H
that occur in the sequence of Shapiro coefficients. We find that B(H) = 2H for H =
1, 2, 3, 4. It is not hard to show that anyblock (c(M), c(M + 1), . . . , c(M + H − 1))
that occurs will occur with M ≤ 26H . Thus B(H) ≤ 26H for all H . Blocks can
be sorted lexicographically and then counted. A computation of this kind reveals
that B(5) = 24, B(6) = 36, B(7) = 46, B(8) = 56, and strongly suggests that
B(H) = 8H − 8 for all H ≥ 8. This is probably not hard to prove.

Concerning the bound (9) for a sum over a block of H terms of the sequence
c(n)e(nx), we consider the question of the best possible constant. Let

μ(H) = max
M,x

∣∣∣∣
M+H−1∑
n=M

c(n)e(nx)

∣∣∣∣
√
H

.

In Tables 1, 2 we find values of μ(H). Any block of coefficients of length H will
occur with M ≤ 26H , so in the computations we consider M in this range. As to the
values of x , we take x = k/(2K ) for 0 ≤ k ≤ K where K = 100H .

Among the values in the Tables, we note that μ(H) is especially large when H is
a power of 4:

μ(1) = 1 = 3 − 2

μ(4) = 2 = 3 − 1

μ(16) = 2.5 = 3 − 0.5

μ(64) = 2.75 = 3 − 0.25

μ(256) = 2.875 = 3 − 0.125
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Table 1 μ(H) for 1 ≤ H ≤ 128.

H μ(H) M x H μ(H) M x H μ(H) M x H μ(H) M x

1 1.000 0 0.000 33 2.263 52 0.500 65 2.605 106 0.000 97 2.310 243 0.125

2 1.414 0 0.000 34 2.121 58 0.308 66 2.462 105 0.000 98 2.253 242 0.125

3 1.732 0 0.000 35 2.031 24 0.040 67 2.321 104 0.000 99 2.199 9 0.268

4 2.000 7 0.000 36 2.000 7 0.000 68 2.425 107 0.000 100 2.199 244 0.125

5 1.637 2 0.351 37 1.981 22 0.039 69 2.287 102 0.000 101 2.156 243 0.125

6 1.821 2 0.373 38 1.947 0 0.000 70 2.171 108 0.375 102 2.208 66 0.375

7 1.927 7 0.106 39 2.082 4 0.000 71 2.059 114 0.218 103 2.241 231 0.125

8 2.121 13 0.500 40 2.214 45 0.500 72 2.121 99 0.000 104 2.278 91 0.055

9 1.805 6 0.153 41 2.030 0 0.000 73 1.990 98 0.000 105 2.220 230 0.125

10 1.897 0 0.000 42 2.160 0 0.000 74 1.985 104 0.375 106 2.272 216 0.125

11 2.111 0 0.000 43 2.287 0 0.000 75 2.051 53 0.491 107 2.304 216 0.125

12 2.309 31 0.000 44 2.412 127 0.000 76 2.129 127 0.008 108 2.338 231 0.125

13 1.941 8 0.500 45 2.236 40 0.500 77 2.028 126 0.009 109 2.356 231 0.125

14 2.138 27 0.000 46 2.359 123 0.000 78 2.098 125 0.008 110 2.376 230 0.125

15 2.324 27 0.000 47 2.480 123 0.000 79 2.172 124 0.008 111 2.373 213 0.500

16 2.500 27 0.000 48 2.598 123 0.000 80 2.248 123 0.008 112 2.457 213 0.500

17 2.183 26 0.000 49 2.429 122 0.000 81 2.149 122 0.008 113 2.352 212 0.500

18 1.886 25 0.000 50 2.263 121 0.000 82 2.064 121 0.008 114 2.334 216 0.125

19 1.923 13 0.465 51 2.100 34 0.500 83 2.094 77 0.468 115 2.365 216 0.125

20 2.042 31 0.033 52 2.219 111 0.000 84 2.076 179 0.281 116 2.387 217 0.125

21 1.921 19 0.373 53 2.221 114 0.375 85 2.087 83 0.375 117 2.461 216 0.125

22 2.066 18 0.375 54 2.324 114 0.375 86 2.172 82 0.375 118 2.534 216 0.125

23 2.063 31 0.030 55 2.292 107 0.000 87 2.129 81 0.374 119 2.494 216 0.125

24 2.074 27 0.027 56 2.405 107 0.000 88 2.202 177 0.282 120 2.456 215 0.125

25 2.077 25 0.219 57 2.285 114 0.375 89 2.170 176 0.282 121 2.518 212 0.125

26 2.113 23 0.219 58 2.385 110 0.375 90 2.237 82 0.375 122 2.591 212 0.125

27 2.170 56 0.123 59 2.474 107 0.000 91 2.270 248 0.125 123 2.619 216 0.125

28 2.268 53 0.500 60 2.582 111 0.000 92 2.292 248 0.125 124 2.638 216 0.125

29 2.199 25 0.218 61 2.433 107 0.000 93 2.247 247 0.125 125 2.598 215 0.125

30 2.191 53 0.500 62 2.540 107 0.000 94 2.301 244 0.125 126 2.645 212 0.125

31 2.335 53 0.500 63 2.646 107 0.000 95 2.333 244 0.125 127 2.673 212 0.125

32 2.475 53 0.500 64 2.750 107 0.000 96 2.355 244 0.125 128 2.692 212 0.125

Based on these numerics, we conjecture that

∣∣∣∣
M+H−1∑
n=M

c(n)e(nx)

∣∣∣∣ ≤ 3
√
H

for all real x , all nonnegative integers M , and all positive integers H .
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Table 2 μ(H) for 129 ≤ H ≤ 256.

H μ(H) M x H μ(H) M x H μ(H) M x H μ(H) M x

129 2.652 211 0.125 161 2.286 180 0.500 193 2.663 490 0.000 225 2.501 428 0.375

130 2.604 210 0.125 162 2.200 179 0.500 194 2.585 489 0.000 226 2.467 428 0.375

131 2.538 212 0.125 163 2.166 35 0.195 195 2.506 488 0.000 227 2.417 425 0.375

132 2.557 212 0.125 164 2.186 7 0.000 196 2.571 491 0.000 228 2.435 424 0.375

133 2.518 211 0.125 165 2.102 31 0.195 197 2.494 486 0.000 229 2.407 424 0.375

134 2.472 206 0.125 166 2.173 0 0.000 198 2.416 485 0.000 230 2.445 434 0.375

135 2.384 205 0.125 167 2.244 4 0.000 199 2.339 483 0.000 231 2.468 434 0.375

136 2.312 211 0.125 168 2.315 173 0.500 200 2.404 483 0.000 232 2.506 475 0.055

137 2.325 207 0.125 169 2.231 0 0.000 201 2.328 482 0.000 233 2.457 433 0.375

138 2.344 206 0.125 170 2.301 0 0.000 202 2.252 481 0.000 234 2.495 446 0.375

139 2.258 205 0.125 171 2.371 0 0.000 203 2.192 135 0.125 235 2.544 427 0.000

140 2.174 205 0.125 172 2.440 511 0.000 204 2.240 447 0.000 236 2.604 447 0.000

141 2.139 203 0.125 173 2.357 168 0.500 205 2.236 343 0.188 237 2.556 428 0.375

142 2.091 202 0.125 174 2.426 507 0.000 206 2.251 134 0.125 238 2.593 443 0.000

143 2.091 27 0.000 175 2.495 507 0.000 207 2.294 443 0.000 239 2.652 443 0.000

144 2.167 27 0.000 176 2.563 507 0.000 208 2.357 443 0.000 240 2.711 443 0.000

145 2.077 195 0.125 177 2.480 506 0.000 209 2.283 442 0.000 241 2.641 442 0.000

146 2.062 212 0.125 178 2.399 505 0.000 210 2.232 461 0.469 242 2.571 441 0.000

147 2.076 88 0.010 179 2.317 162 0.500 211 2.286 461 0.469 243 2.574 434 0.375

148 2.045 214 0.268 180 2.385 495 0.000 212 2.280 127 0.125 244 2.591 435 0.375

149 2.085 271 0.177 181 2.304 160 0.500 213 2.330 434 0.375 245 2.645 434 0.375

150 2.036 96 0.229 182 2.372 491 0.000 214 2.387 434 0.375 246 2.698 434 0.375

151 2.063 95 0.229 183 2.439 491 0.000 215 2.359 434 0.375 247 2.670 434 0.375

152 2.109 173 0.500 184 2.507 491 0.000 216 2.332 429 0.375 248 2.667 427 0.000

153 2.063 41 0.195 185 2.426 490 0.000 217 2.382 430 0.375 249 2.692 430 0.375

154 2.095 16 0.000 186 2.493 491 0.000 218 2.439 430 0.375 250 2.745 430 0.375

155 2.169 16 0.000 187 2.559 491 0.000 219 2.461 429 0.375 251 2.765 429 0.375

156 2.242 181 0.500 188 2.626 495 0.000 220 2.479 428 0.375 252 2.782 428 0.375

157 2.155 14 0.000 189 2.546 491 0.000 221 2.451 428 0.375 253 2.754 428 0.375

158 2.228 181 0.500 190 2.612 491 0.000 222 2.489 430 0.375 254 2.791 430 0.375

159 2.300 181 0.500 191 2.677 491 0.000 223 2.511 429 0.375 255 2.818 427 0.000

160 2.372 181 0.500 192 2.742 491 0.000 224 2.539 427 0.000 256 2.875 427 0.000

For nonnegative integers r , let

Ar = 5 · 4r + 1

3
, Br = 8 · 4r + 1

3
.

This is the same Br that we defined in (8). It is not hard to show that

T (Ar ; 0) = 2r + 1, T (Br ; 0) = 2r+2 − 1.
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We note that Br = Ar + 4r . By differencing we deduce that

Ar+4r−1∑
n=Ar

c(n) = 3 · 2r − 2 .

Thus the conjecture is best-possible, if true. The numbers Ar and Br are famous
because T (H ; 0)/√H is unusually small when H = Ar , and unusually large when
H = Br . Brillhart andMorton [11] formulate this in precise terms, and show (among
other things) that

lim inf
H→∞

T (H ; 0)√
H

= lim
r→∞

T (Ar ; 0)√
Ar

=
√
3

5
,

lim sup
H→∞

T (H ; 0)√
H

= lim
r→∞

T (Br ; 0)√
Br

= √
6 .

From Shapiro’s bound (5) we know that 0 ≤ |Pk(x)|2 ≤ 2k+1 for all x . As to the
distribution of |Pk(x)|2 within this interval, we have the following conjecture.

Conjecture 4 (Saffari ca 1980). The distribution of

|Pk(x)|2
2k+1

as x runs from 0 to 1 tends toward uniform distribution on [0, 1] as k tends to infinity.
This conjecture is equivalent to the assertion that

∫ 1

0
|Pk(x)|2m dx ∼ 2m(k+1)

m + 1

as k → ∞, for each fixed positive integer m. Doche and Habsieger [14] have shown
that the above is true for m = 1, 2, . . . , 26.

We now propose a strengthening of Saffari’s Conjecture.

Conjecture 5 (Montgomery ca 2008). The distribution of

Pk(x)

2(k+1)/2

as x runs from 0 to 1 tends toward uniform distribution on the unit disc |z| ≤ 1 as k
tends to infinity.

For late-breaking information concerning these conjectures, see Ekhad and
Zeilberger [15] and Rodgers [40].
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Conjecture 5 is equivalent to the assertion that

∫ 1

0
Pk(x)

m Pk(−x)n dx =

⎧⎪⎪⎨
⎪⎪⎩

(
1 + o(1)

)2(k+1)m

m + 1
if m = n,

o
(
2k(m+n)/2

)
if m �= n

as k → ∞ for each fixed pair m, n of nonnegative integers. It is trivial that

∫ 1

0
Pk(x)

m dx = 1 = o
(
2km/2

)

for each positive integerm. To test the above in a slightly less trivial case, we consider
m = 2, n = 1. We set

Ak =
∫ 1

0
Pk(x)

2Pk(−x) dx, Gk =
∫ 1

0
Pk(x)Qk(x)Qk(−x) dx,

Bk =
∫ 1

0
Pk(x)

2e(−2k x)Pk(−x) dx, Hk =
∫ 1

0
Pk(x)Qk(x)e(−2k x)Qk(−x) dx,

Ck =
∫ 1

0
Pk(x)

2Qk(−x) dx, Ik =
∫ 1

0
Qk(x)

2Pk(−x) dx,

Dk =
∫ 1

0
Pk(x)

2e(−2k x)Qk(−x) dx, Jk =
∫ 1

0
Qk(x)

2e(−2k x)Pk(−x) dx,

Ek =
∫ 1

0
Pk(x)Qk(x)Pk(−x) dx, Kk =

∫ 1

0
Qk(x)

2Qk(−x) dx,

Fk =
∫ 1

0
Pk(x)Qk(x)e(−2k x)Pk(−x) dx, Lk =

∫ 1

0
Qk(x)

2e(−2k x)Qk(−x) dx .

(Here Ak and Bk have no connection with the Ar and Br considered earlier in a
different context.) From the usual recurrences for the Pk and Qk we deduce that

Ak+1 = Ak + Dk + 2Gk, Gk+1 = Ak − Dk,

Bk+1 = 2Fk + Ik + Lk, Hk+1 = −Ik + Lk,

Ck+1 = Ak − Dk − 2Gk, Ik+1 = Ak + Dk − 2Gk,

Dk+1 = 2Fk + Ik − Lk, Jk+1 = −2Fk + Ik + Lk,

Ek+1 = Ak + Dk, Kk+1 = Ak − Dk + 2Gk,

Fk+1 = −Ik − Lk, Lk+1 = −2Fk + Ik − Lk .

We observe that each of the six integrals Ak+1, Dk+1, Fk+1, Gk+1, Ik+1, Lk+1 is a
linear combination of the six integrals Ak , Dk , Fk , Gk , Ik , Lk , while the other six
integrals are linear combinations of these. Thus
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⎡
⎢⎢⎢⎢⎢⎢⎣

Ak+1

Dk+1

Fk+1

Gk+1

Ik+1

Lk+1

⎤
⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎣

1 1 0 2 0 0
0 0 2 0 1 −1
0 0 0 0 −1 −1
1 −1 0 0 0 0
1 1 0 −2 0 0
0 0 −2 0 1 −1

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎣

Ak

Dk

Fk

Gk

Ik
Lk

⎤
⎥⎥⎥⎥⎥⎥⎦

. (13)

The characteristic polynomial of this matrix is p(z) = z6 − 6z4 + 24z2 − 64. Hence
by the Cayley–Hamilton Theorem each of Ak , Dk , Fk , Gk , Ik , and Lk satisfies the
linear recurrence

un = 6un−2 − 24un−4 + 64un−6 .

The roots of this characteristic polynomial are 2, −2, and 1
2

( ± √
10 ± i

√
6
)
. Since

all six roots have modulus 2, we deduce that

∫ 1

0
Pk(x)

2Pk(−x) dx = O
(
2k

) = o
(
23k/2

)
.

The curves Pk(x) for k = 4, . . . 8 are plotted in Figures1, 2 and 3 (a).We note that
as k increases, it seems that the part of the plot near the boundary becomes darker than
the middle portion. We propose that while there is more ink near the boundary, the
quantity Pk(x) does not spend more time near the boundary, but rather that the point
Pk(x) tends to move more quickly when it is near the boundary. As a test of this idea,
in Figure3(b) we plot |P8| against |P ′

8|. It does indeed seem that |P8(x)| and |P ′
8(x)|

are correlated. This is all a little informal. A better visual depiction of the distribution
of Pk(x) is provided by a scatter plot, in which we plot Pk(x) at a large number of
equally spaced values of x . In Figure4 we have a plot of P10 at 10,000 points.
Bernstein’s inequality asserts that if T is a trigonometric polynomial with period 1
and degree not exceeding N , then ‖T ′‖∞ ≤ 2πN‖T ‖∞. Thus |Pk(x)| ≤ √

8π23k/2

for all x . When k = 10 we have N = 1023, so when q = 104 the difference between
P10(a/q) and P10((a + 1)/q) can be of a size comparable to the diameter of the
disc in which the values are occurring, and indeed will be of this size for a positive
proportion of x . Thus, the numbers P10(a/q) comprise a fairly random sampling
of the values of P10 when q = 104. The evaluations of P10(a/q) were not done by
summing 1024 terms, but rather by applying the recurrences for Pk and Qk . We note
that [

Pk(x)
Qk(x)

]
=

[
1 e

(
2k x

)
1 −e

(
2k x

)
] [

1 e
(
2k−1x

)
1 −e

(
2k−1x

)
]

· · ·
[
1 e(x)
1 −e(x)

] [
1
0

]
.

When calculated in this way, one evaluation of P10 amounts to nine multiplications
of 2 × 2 matrices.
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5 Rigorous bounds

In Tables 1, 2 we list the maximum modulus of various trigonometric polynomials.
To determine such a maximum modulus we compute the trigonometric polynomial
at a discrete set of points. This is fine for purposes of experimentation, but if a rig-
orous bound is desired, we must consider how much larger the actual maximum is,
compared to the computed value. Suppose that T is a real-valued trigonometric poly-
nomial with period 1 and degree not exceeding N . Suppose that M = maxx |T (x)|,
and put

M(q) = max
1≤a≤q

|T (a/q)| .

(a) (b)

Fig. 1 Plots of (a) P4(x), (b) P5(x) for 0 ≤ x ≤ 1.

(a) (b)

Fig. 2 Plots of (a) P6(x), (b) P7(x) for 0 ≤ x ≤ 1.
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(a) (b)

Fig. 3 Plot of (a) P8(x), (b) P8(x) vs P ′
8(x) for 0 ≤ x ≤ 1.

–40

–20

20

40

–40 –20 20 40

Fig. 4 Plot of P10(a/q) for a = 1, 2, . . . , q, with q = 104.
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Clearly M(q) ≤ M , and we seek an inequality in the reverse direction. For this
purpose, a classical result of M. Riesz [39] is the perfect tool. Suppose, as we may,
that T (x0) = M . Riesz’s result is that

T (x) ≥ M cos(2πN (x − x0))

for x0 − 1/(2N ) ≤ x ≤ x0 + 1/(2N ). That is, the peak that cos 2πNx has at the
origin is as narrow as the peak any trigonometric polynomial of degree at most N
can have at its maximum. Choose a so that

∣∣∣x0 − a

q

∣∣∣ ≤ 1

2q
.

If q ≥ N , then a/q ∈ [x0 − 1/(2N ), x0 + 1/(2N ), and so

M ≤ M(q)

cos
πN

q

.

This is best-possible when q is a multiple of N , and is in general quite sharp.
By making a linear change of variable we obtain the following useful variant of

the above. If T is a nonnegative trigonometric polynomial with period 1, degree not
exceeding N , and maxx T (x) = M , then

M ≤ M(q)

cos2
πN

2q

.

In connection with Tables 1, 2 we put

T (x) =
∣∣∣∣
M+H−1∑
n=M

c(n)e(nx)

∣∣∣∣
2

.

This is a nonnegative trigonometric polynomial of degree H . With q = 200H , we
see that the actual maxima can be larger than the values stated in the tables by a
factor of at most

sec2
π

400
= 1.000000015.
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Trapezoidal Numbers, Divisor Functions,
and a Partition Theorem of Sylvester

Melvyn B. Nathanson

To Krishnaswami Alladi on his 60th birthday

Abstract A partition of a positive integer n is a representation of n as a sum of a
finite number of positive integers (called parts). A trapezoidal number is a positive
integer that has a partition whose parts are a decreasing sequence of consecutive
integers, or, more generally, whose parts form a finite arithmetic progression. This
paper reviews the relation between trapezoidal numbers, partitions, and the set of
divisors of a positive integer. There is also a complete proof of a theorem of Sylvester
that produces a stratification of the partitions of an integer into odd parts and partitions
into disjoint trapezoids.
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1 Partition theorems of Euler and Sylvester

Let N, N0, and Z denote, respectively, the sets of positive integers, nonnegative
integers, and integers. A partition of a positive integer n is a representation of n as a
sum of a finite number of positive integers (called parts), written in decreasing order.
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The usual left-justified Ferrers diagram of the partition

n = a1 + a2 + · · · + ak

with
a1 ≥ a2 ≥ · · · ≥ ak ≥ 1

consists of k rows of dots, with ai dots on row i . For example, the Ferrers diagram
of the partition

57 = 11 + 11 + 11 + 9 + 5 + 5 + 5

is
• • • • • • • • • • •
• • • • • • • • • • •
• • • • • • • • • • •
• • • • • • • • •
• • • • •
• • • • •
• • • • •

Perhaps the best-known result about partitions is the following theorem of Euler.

Theorem 1.1 (Euler). The number of partitions of n into odd parts equals the
number of partitions of n into distinct parts.

Proof Let podd(n) denote the number of partitions of n into odd parts, and let pdis(n)

denote the number of partitions into distinct parts. A deceptively simple proof uses
formal power series:

∞∑

n=0

podd(n)qn =
∞∏

n=1

1

1 − q2n−1
=

∞∏

n=1

1 − q2n

(1 − q2n−1)(1 − q2n)

=
∞∏

n=1

1 − q2n

1 − qn
=

∞∏

n=1

(1 − qn)(1 + qn)

1 − qn

=
∞∏

n=1

(1 + qn) =
∞∑

n=0

pdis(n)qn .

This argument is valid only after one understands infinite products, inversion, and
composition of formal power series.

Every positive integer n has a unique g-adic representation in the form n =∑∞
i=0 εi gi , where εi ∈ {0, 1, . . . , g − 1} for i ∈ N0 and εi = 0 for all sufficiently

large i . Glaisher [11] generalized Euler’s theorem by using the uniqueness of the
g-adic representation. Theorem 1.1 is the special case g = 2.
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Theorem 1.2 (Glaisher). Let g ≥ 2. The number of partitions of n into parts not
divisible by g equals the number of partitions of n such that every part occurs less
than g times.

Proof. Every positive integer a can be written uniquely in the form a = gvs, where
s is not divisible by g. Sylvester calls s the nucleus of a. A partition of n in which
every part occurs at most g − 1 times can be written uniquely in the form

n = ε1a1 + · · · + εkak (1)

where the parts a1, . . . , ak are pairwise distinct and εi ∈ {1, . . . , g − 1} for i =
1, . . . , k. Let

ai = gvi si = si + · · · + si︸ ︷︷ ︸
gvi summands

where si is the nucleus of ai . The nuclei s1, . . . , sk are not necessarily distinct. Let
S = {s1, . . . , sk}. For each s ∈ S, let

δ(s) =
∑

i∈{1,...,k}
si=s

εi g
vi .

Then

n = ε1a1 + · · · + εkak
= ε1g

v1s1 + · · · + εkg
vk sk

= s1 + · · · + s1︸ ︷︷ ︸
ε1gv1 summands

+ · · · + sk + · · · + sk︸ ︷︷ ︸
εk gvk summands

=
∑

s∈S

⎛

⎜⎝
∑

i∈{1,...,k}
si=s

εi g
vi

⎞

⎟⎠ s

=
∑

s∈S
δ(s)s.

Thus, from the partition (1) of n into parts occurring less than g times we have
constructed a partition of n as a sum of integers not divisible by g.

Conversely, let n = ∑
s∈S δ(s)s be a partition of n with parts in a set S of integers

not divisible by g, and where each s ∈ S has multiplicity δ(s). Consider the g-adic
representation

δ(s) =
∑

i∈Is
εi g

i
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where εi ∈ {1, . . . , g − 1}. If (i1, s1) �= (i2, s2), then gi1s1 �= gi2s2 and so

n =
∑

s∈S
δ(s)s =

∑

s∈S

∑

i∈Is
εi g

i s

is a partition of n into distinct parts gi s with multiplicities at most g − 1. These
two partition transformations are inverse maps, and establish a one-to-one corre-
spondence between partitions into parts not divisible by g and parts occurring with
multiplicities less than g.

Sylvester [21, Sections 45–46] discovered and proved a different, very beautiful,
and insufficiently known generalization of Euler’s theorem. We prove this theorem
in Section 4.

2 Trapezoidal numbers

For integers k ∈ N, t ∈ N0, and a ∈ Z, the finite arithmetic progression with length
k, difference t , and first term a is the set

{a, a + t, a + 2t, . . . , a + (k − 1)t}. (2)

The sum of this arithmetic progression is

sk,t (a) =
k−1∑

i=0

(a + i t) = ka + k(k − 1)t

2
. (3)

The integer a is the smallest element of the set (2) because t ≥ 0.
Let t ∈ N0. A positive integer n is a k-trapezoid with difference t if it is the sum

of a finite arithmetic progression of integers of length k and difference t , that is, if it
can be represented in the form (3) for integers k ∈ N, t ∈ N0, and a ∈ Z. A trapezoid
with difference t is a k-trapezoid with difference t for some k ∈ N. A k-trapezoid
is a k-trapezoid with difference 1. For example, every odd integer is a 2-trapezoid,
because 2n − 1 = (n − 1) + n. A trapezoid is an integer that is a k-trapezoid for
some k, that is, an integer that can be represented as the sum of a strictly decreasing
sequence of consecutive integers.

A k-trapezoid with difference t is positive if a ≥ 1 and nonpositive if a ≤ 0. If a
is positive, then the Ferrers diagram of this partition of n has a trapezoidal shape. For
example, 32 = 11 + 9 + 7 + 5 is a positive 4-trapezoid with difference 2. Its Ferrers
diagram is

• • • • • • • • • • •
• • • • • • • • •
• • • • • • •
• • • • •
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Every positive integern has a trivial positive trapezoidal representationwith length
1 and difference 1, namely, n = n. Sylvester [22] and Mason [16] proved that a
positive integer n is a k-trapezoid for some k ≥ 2 if and only if n is not a power
of 2, and that the number of positive trapezoidal representations of n is exactly the
number of odd positive divisors of n. Bush [9] extended this result to trapezoidal
representations with difference t . We prove their theorems below.

In Section 4 we show how a special case of a partition theorem of Sylvester
establishes another bijection between the number of trapezoidal representations of n
and the number of positive odd divisors of n.

For every positive integer n, let Φt (n) denote the number of representations of n
as a trapezoid with difference t , and let Φ+

t (n) denote the number of representations
of n as a positive trapezoid with difference t . Thus,

Φt (n) = ∣∣{(k, a) ∈ N × Z : sk,t (a) = n
}∣∣

Φ+
t (n) = ∣∣{(k, a) ∈ N × N : sk,t (a) = n

}∣∣

For t = 1, these functions count partitions into consecutive integers.
Let d(n) denote the number of positive divisors of n, and let d1(n) denote the

number of odd positive divisors of n. Let d(n, θ) denote the number of positive
divisors d of n such that d < θ . If n/2 < k ≤ n, then

d(n, k) = d(n, n) = d(n) − 1.

Let [x] denote the integer part of the real number x .

Lemma 2.1. Let t and n be positive integers. For every positive integer k, there is at
most one representation of n as a sum of a k-term arithmetic progression of integers
with difference t.

Proof. This is true because the function sk,t (a) defined by (3) is a strictly increasing
function of a.

Theorem 2.1. Let t be an even positive integer. For every positive integer n,

Φt (n) = d(n) (4)

and
Φ+

t (n) = d(n, θ) (5)

where

θ = 1

2
+

√
2n

t
+ 1

4
.

Proof. For every positive divisor k of n,

ak,t (n) = n

k
− (k − 1)t

2
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is an integer and

sk,t
(
ak,t (n)

) =
k−1∑

i=0

(
n

k
− (k − 1)t

2
+ it

)
= n.

Moreover, if k and d are distinct positive divisors of n, then ak,t (n) �= ad,t (n). Thus,
d(n) ≤ Φt (n).

Conversely, if n is the sum of a k-term arithmetic progression with even difference
t and first term a, then

n = sk,t (a) = k

(
a + (k − 1)t

2

)

and so k is a positive divisor of n and a = ak,t (n).Thus,Φt (n) ≤ d(n), and so there is
a one-to-one correspondence between the positive divisors of n and representations
of n as a sum of a finite arithmetic progression with difference t . This proves (4).

Let n = ∑k−1
i=0 (a + i t). The first term a = ak,t (n) is positive if and only if

n

k
>

(k − 1)t

2

or, equivalently,

k <
1

2
+

√
2n

t
+ 1

4
.

This proves (5).

Lemma 2.2. Let t be an odd positive integer. Let n be a positive integer, and let
sk,t (a) = n for some integer a and some positive integer k. If k is odd, then k is an
odd positive divisor of n. If k is even, then 2n/k is an odd positive divisor of n.

Proof. If k is odd, then (k − 1)/2 is an integer and the identity

n = sk,t (a) = ka + k(k − 1)t

2
= k

(
a + (k − 1)t

2

)

implies that k is a positive divisor of n.
If k is even, then d = 2a + (k − 1)t is odd and the identity

n = k

2
(2a + (k − 1)t)

implies that 2n/k = 2a + (k − 1)t is an odd positive divisor of n. This completes
the proof.

Theorem 2.2. Let t be an odd positive integer. For every odd positive divisor k of n,
there is exactly one representation of n as a sum of a k-term arithmetic progression
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of integers with difference t, and there is exactly one representation of n as a sum of
a (2n/k)-term arithmetic progression of integers with difference t.

The number of representations of n as a t-trapezoid is

Φt (n) = 2d1(n).

Proof. Let k be an odd positive divisor of n, and let n = kq. If k = 2e + 1, then

n =
e∑

i=−e

(q + i t) (6)

is a representation of n as a sum of an arithmetic progression with difference t , length
k, and first term

ak,t (n) = q − et = n

k
− (k − 1)t

2
. (7)

Let
bk,t (n) = n

2q
− (2q − 1)t

2
= k + t

2
− nt

k
. (8)

Then bk,t (n) is an integer, and

n =
2q−1∑

i=0

(bk,t (n) + i t) (9)

is a representation of n as a sum of an arithmetic progression with difference t , length
2q = 2n/k, and first term bk,t (n). Applying Lemma 2.2, we see that there is a one-
to-one correspondence between the odd positive divisors of n and the representations
of n as a sum of an arithmetic progression with difference t and odd length, and there
is also a one-to-one correspondence between the odd positive divisors of n and the
representations of n as a sum of an arithmetic progression with difference t and even
length. This completes the proof.

For example, the only odd positive divisor of 1 is 1, and so Φt (1) = 2d1(1) = 2.
The two representations of 1 as a sum of a finite arithmetic progression with odd
difference t are 1 = 1 and

1 =
(
1 − t

2

)
+

(
1 + t

2

)
.

The only odd positive divisor of 2 is 1, and so Φt (2) = 2d1(1) = 2. The two
representations of 2 as a sum of a finite arithmetic progression with odd difference
t are 1 = 1 and

2 =
(
1 − 3t

2

)
+

(
1 − t

2

)
+

(
1 + t

2

)
+

(
1 + 3t

2

)
.



562 M. B. Nathanson

The trapezoidal representations with odd difference t of an odd prime p are

p = p − t

2
+ p + t

2

=
p−1∑

i=0

(
1 + (2i − p + 1)t

2

)

=
2p−1∑

i=0

1 + (2i − 2p + 1)t

2
.

Thus, the four trapezoidal representations with difference 3 of the prime 5 are

5 = 1 + 4

= (−5) + (−2) + 1 + 4 + 7

= (−13) + (−10) + (−7) + (−4) + (−1) + 2 + 5 + 8 + 11 + 14.

Theorem 2.3. For every positive integer n,

Φ+
1 (n) = d1(n).

In particular, Φ+
1 (n) = 1 if and only if n is a power of 2.

Equivalently, the positive integer n is a sum of k ≥ 2 consecutive positive integers
if and only if n is not a power of 2.

Proof. Let k be an odd positive divisor of n. The identities

ak,1(n) = n

k
− (k − 1)

2
and bk,1(n) = k + 1

2
− n

k

imply that
ak,1(n) + bk,1(n) = 1

and so exactly one of the integers ak,1(n) and bk,1(n) is positive. Thus, for each odd
positive divisor k of n there is exactly one sequence of consecutive positive integers
that sums to n. This proves that Φ+

1 (n) = d1(n).

Theorem 2.4. For every odd positive integer t , let

θt (n) =
√
2n

t
+ 1

4
+ 1

2
and ψt (n) =

√

2nt +
(
t − 2

2

)2

−
(
t − 2

2

)
.

The number of representations of n as a positive trapezoid with difference t is

Φ+
t (n) = d1(n) + d1(n, θt (n)) − d1(n, ψt (n)). (10)
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Proof. Let k be an odd divisor of n. All of the summands in the length k repre-
sentation (6) are positive if and only if ak,t (n) > 0, or, equivalently, k < θt (n). The
number of such divisors is d1(n, θt (n)).

All of the summands in the length 2n/k representation (9) are positive if and only
if bk,t (n) > 0 or, equivalently, k ≥ ψt (n). The number of such divisors is d1(n) −
d1(n, ψt (n)). This completes the proof.

Note that if t = 1, then θ1(n) = ψ1(n), and so, for every odd divisor k of n, exactly
one of the inequalities k < θ1(n) and k ≥ ψ1(n) will hold. This gives another proof
that Φ+

1 (n) = d1(n).
In a Comptes Rendus note in 1883, Sylvester [22] proved that “…le nombre de

suites de nombres consécutifs dont la somme est N est égal au nombre de diviseurs
impairs de N.” This result (Theorem 2.3) has been rediscovered many times. A
special case is in Number Theory for Beginners [25] by André Weil: Problem III.4
is to prove that an “integer > 1 which is not a power of 2 can be written as the sum
of 2 or more consecutive integers.”

MacMahon [15, vol. 2, p. 28] used generating functions to prove Theorem 2.3.
Here is a nice generalization. Let Φ+

1,0(n) (resp. Φ+
1,1(n)) denote the number of

representations of n as the sum of an even (resp. odd) number of consecutive positive
integers. Thus,

Φ+
1 (n) = Φ+

1,0(n) + Φ+
1,1(n).

Andrews, Jiménez-Urroz, and Ono [7] proved analytically that

Φ+
1,0(n) − Φ+

1,1(n) = d(n,
√
2n) − d(n,

√
(n/2)).

Chapman [10] gave a combinatorial proof of this result.

3 Hook numbers and the Durfee square

Before describing Sylvester’s algorithm, we recall some properties of the Durfee
square of a partition of a positive integer n. Let

n = r1 + · · · + rk (11)

be a partition of n into k positive and decreasing parts. We have r1 ≥ 1. Let s be the
greatest integer such that rs ≥ s. The square array of s2 dots in the upper left corner of
the Ferrers graph is called theDurfee square of the partition, and the positive integer
s is the side of the Durfee square. If s + 1 ≤ i ≤ k, then ri ≤ rs+1 ≤ s and all of the
dots on the i th row of the Ferrers graph lie on the first s columns of the graph. It
follows that every dot in the Ferrers graph lies on one of the first s rows or on one
of the first s columns of the graph. Therefore, the row numbers r1, . . . , rs and the
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column numbers c1, . . . , cs determine the partition (11). We extend this observation
as follows.

Lemma 3.1. Let s1 and s2 be positive integers, and let (ri )
s1
i=1 and (c j )

s2
j=1 be

sequences of integers such that

r1 ≥ r2 ≥ · · · ≥ rs1 ≥ s2

and
c1 ≥ c2 ≥ · · · ≥ cs2 ≥ s1.

The positive integer

n =
s1∑

i=1

ri +
s2∑

j=1

c j − s1s2

has a unique partition with parts r1, . . . , rs1 , rs1+1, . . . , rc1 , where, for i = s1 +
1, . . . , c1,

ri = max( j : c j ≥ i).

If s1 = s2 = s, then theDurfee square of this partition has side s, and the rownumbers
r1, . . . , rs and column numbers c1, . . . , cs determine the partition.

Proof. Note that

n =
s1∑

i=1

ri +
s2∑

j=1

(c j − s1) ≥
s1∑

i=1

ri ≥ s1s2.

Construct the Ferrers diagram with ri dots on row i for i = 1, . . . , s1, and with c j
dots on column j for j = 1, . . . , s2. The Ferrers diagram has c1 rows, and so the
partition of n has c1 parts. For i = s1 + 1, . . . , c1, there is a dot on the j th column
of row i if and only if j ≤ s2 and c j ≥ i . Therefore, ri = max( j : c j ≥ i) ≤ s2.

If s1 = s2 = s, then rs+1 = rs1+1 ≤ s2 ≤ rs1 = rs , and so this partition has a Dur-
fee square with side s. This completes the proof.

The upper left corner of a Ferrers diagram of a partition contains a uniqueminimal
square array of dots (the Durfee square) whose rows and columns determine the
partition. The upper left corner of a Ferrers diagramalso containsminimal rectangular
arrays of dots whose rows and columns determine the partition. The Ferrers diagram
contains a “Durfee rectangle” with sides (s1, s2) if

rs1+1 ≤ s2 ≤ rs1 and cs2+1 ≤ s1 ≤ cs2 .

These Durfee rectangles are not unique. For example, the partition

23 = 5 + 5 + 4 + 3 + 3 + 2 + 1
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has Durfee square of side 3, and Durfee rectangles of sides (s1, s2) = (2, 4) and
(s1, s2) = (5, 2).

For 1 ≤ i ≤ k and 1 ≤ j ≤ ri , let Ri, j be the set of dots on the i th row that are on
and to the right of the j th dot, and let Ci, j be the set of dots on the j th column that
are on and below the i th dot. The (i, j)th hook number is the cardinality of the set
Hi, j = Ri, j ∪ Ci, j . The number of dots on row i is ri = |Ri,1|. Denote the number
of dots on column j by c j = |C1, j |. We obtain

|Hi, j | = ri + c j − i − j + 1.

For i = 1, . . . , s, we define the diagonal hook number

hi = |Hi,i | = ri + ci − 2i + 1.

The set of diagonal hooks {Hi,i : i = 1, . . . , s} partitions the dots in the Ferrers
diagram and produces the hook partition of n:

n = h1 + h2 + · · · + hs .

Lemma 3.2. Let n = r1 + · · · + rk be a partition of n, let s be the side of the Durfee
square of the Ferrers diagram of this partition, and let h = h1 + · · · + hs be the
associated hook partition of n. For i = 1, . . . , s − 1,

hi − hi+1 ≥ 2

and
hi − hi+1 = 2

if and only if ri = ri+1 and ci = ci+1.

Proof. For i = 1, . . . , s − 1 we have

hi − hi+1 = (ri + ci − 2i + 1) − (ri+1 + ci+1 − 2i − 1)

= (ri − ri+1) + (ci − ci+1) + 2

≥ 2.

Moreover, hi − hi+1 = 2 if and only if ri = ri+1 and ci = ci+1.

For example, the partition into odd parts

57 = 11 + 11 + 11 + 9 + 5 + 5 + 5

has the left-justified Ferrers graph
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• • • • • • • • • • •
• • • • • • • • • • •
• • • • • • • • • • •
• • • • • • • • •
• • • • •
• • • • •
• • • • •

We have 5 = r5 = r6 < 6 and so the Durfee square has side 5 contains 52 = 25 dots.
The hook partition is

57 = 17 + 15 + 13 + 9 + 3.

Note that the hook partition of a partition does not determine the partition. For
example, the partitions 5 + 2 and 4 + 2 + 1 both have Durfee squares of side 2 and
hook partitions 6 + 1.

• • • • • • • • •
• • • •

•
Theorem 3.1. The number of partitions of n into exactly k parts differing by at least
2 is the number of partitions of n − k2 into at most k parts.

Proof. The first construction converts a partition of n − k2 into at most k parts into a
partition of n into exactly k parts differing by at least 2. Let n > k2, and let n − k2 =∑k

i=1 bi be a partition with 1 ≤ r ≤ k and b1 ≥ · · · ≥ br . For r + 1 ≤ i ≤ k we
define bi = 0, and for i = 1, . . . , k we define

ai = bi + 2(k − i) + 1.

It follows that

ai − ai+1 = (bi + 2(k − i) + 1) − (bi+1 + 2(k − i − 1) + 1)

= bi − bi+1 + 2 ≥ 0

for i = 1, . . . , k − 1. The identity

k2 =
k∑

i=1

(2i − 1) =
k∑

i=1

(2(k − i) + 1)

implies that
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n = (
n − k2

) + k2 =
k∑

i=1

(bi + 2(k − i) + 1) =
k∑

i=1

ai .

This is a partition of n into exactly k parts differing by at least 2.
The second construction converts a partition of n into exactly k parts differing by

at least 2 into a partition of n − k2 into at most k parts. Let n = ∑k
i=1 ai be a partition

of n into exactly k parts differing by at least 2. We have ak ≥ 1. If 1 ≤ i ≤ k − 1 and
ai+1 ≥ 2(k − (i + 1)) + 1, then

ai ≥ ai+1 + 2 ≥ (2(k − (i + 1)) + 1) + 2 = 2(k − i) + 1.

It follows by downward induction that ai ≥ 2(k − i) + 1 and so

bi = ai − (2(k − i) + 1) ≥ 0

for i = 1, . . . , k. We have

k∑

i=1

bi =
k∑

i=1

ai −
k∑

i=1

(2(k − i) + 1) = n − k2.

This is a partition of n − k2 into at most k parts.
It is straightforward to check that the first and second constructions are inverses

of each other. This completes the proof.

Consider a partition of n whose Ferrers diagram has Durfee square of side s. Let
r1, . . . , rs be the number of dots on the first s rows of the Ferrers diagram, and let
c1, . . . , cs be the number of dots on the first s columns. The Frobenius symbol of the
partition is the 2 × s matrix

(
r1 − 1 r2 − 2 · · · rs − s
c1 − 1 c2 − 2 · · · cs − s

)
.

Note that the rows are strictly decreasing sequences of nonnegative integers, and that

n = s +
s∑

i=1

(ri − 1) +
s∑

i=1

(ci − 1).

The Frobenius symbol is related to the construction in Lemma 3.1. See Andrews [3,
4].
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4 Sylvester’s algorithm

Sylvester discovered a graphical algorithm, sometimes called the fish-hook method,
that transforms a partition of n with odd parts into a partition of n with distinct parts,
and showed that this transformation is a bijection between the set of partitions into
odd parts and the set of partitions into distinct parts. Moreover, he proved that this
transformation has the extraordinary property that if the original partition of n into
odd parts contains exactly � different odd integers, then the new partition of n into
distinct parts contains exactly � maximal subsequences of consecutive integers.

Here is the algorithm. Let

n = a1 + · · · + ak (12)

be a partition of n into odd parts, with

a1 ≥ · · · ≥ ak ≥ 1 (13)

and
ai = 2ri − 1 (14)

for i = 1, . . . , k. Then
r1 ≥ · · · ≥ rk ≥ 1. (15)

Because the summandsai are odd,we can drawa center-justifiedFerrers diagram, and
divide it into two sub-diagrams. The major right half consists of the vertical central
line and the dots to its right. Theminor left half consists of the dots that are strictly to
the left of the central line.We compute the hook numbers of themajor half, and denote
them in decreasing order by h1 > h3 > h5 > · · · . We compute the hook numbers
of the minor half, and denote them in decreasing order by h2 > h4 > h6 > · · · . We
shall prove that h1 > h2 > h3 > h4 > h5 > h6 · · · , and so the hook numbers create
a partition of n into distinct parts.

Before proving this statement, we consider an example:

57 = 11 + 11 + 11 + 9 + 5 + 5 + 5

is a partition into odd parts. The center-justified Ferrers diagram is

• • • • • • • • • • •
• • • • • • • • • • •
• • • • • • • • • • •

• • • • • • • • •
• • • • •
• • • • •
• • • • •
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The major half is the Ferrers diagram of the partition 32 = 6 + 6 + 6 + 5 + 3 + 3 +
3:

• • • • • •
• • • • • •
• • • • • •
• • • • •
• • •
• • •
• • •

The remainder of the original Ferrers diagram is the minor half, associated with the
partition 25 = 5 + 5 + 5 + 4 + 2 + 2 + 2:

• • • • •
• • • • •
• • • • •

• • • •
• •
• •
• •

which we rearrange as the Ferrers diagram of the partition 5 + 5 + 5 + 4 + 2 + 2 +
2:

• • • • •
• • • • •
• • • • •
• • • •
• •
• •
• •

Note that deleting the first column of the major half produces the minor half.
The Durfee square of the major half consists of 42 = 16 vertices. Every dot in

this diagram lies on one of the first four rows or on one of the first four columns. We
partition the vertices of the major half into the four hooks of the Durfee square
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• • • • • •
• • • • • •
• • • • • •
• • • • •
• • •
• • •
• • •

and obtain the hook partition

32 = 12 + 10 + 8 + 2.

The minor left half is the major half with the left column removed, and the Durfee
square of the minor half also consists of 16 vertices. Separating the minor half into
hooks, we obtain

• • • • •
• • • • •
• • • • •
• • • •
• •
• •
• •

with hook partition
25 = 11 + 9 + 4 + 1.

Notice that not only are the parts in the hook partitions strictly decreasing, but they
are also interlaced in magnitude. Their union gives a partition of 57 into distinct
parts:

57 = 12 + 11 + 10 + 9 + 8 + 4 + 2 + 1.

Thus, the original partition with odd parts has been transformed into a partition with
distinct parts. We also observe that the original partition of 57 used only the three
odd integers 11, 9, and 5, and that the new partition of 57 into distinct parts consists
of three maximal decreasing sequences of consecutive integers: (12, 11, 10, 9, 8),
(4), and (2, 1).

MacMahon [15, vol. 2, pp. 13–14] contains a description of Sylvester’s fish-hook
method. Andrews [3, Section 4] uses the Frobenius symbol of a partition to explain
the fish-hook method.
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5 Sylvester’s proof of Euler’s theorem

Theorem 5.1. Let n be a positive integer, let U (n) be the set of all partitions of
n into odd parts, and V (n) be the set of all partitions of n into distinct parts. The
function f : U (n) → V (n) defined by Sylvester’s algorithm is a bijection.

Proof. Consider a partition of n into k odd parts of the form (12)–(15). Let s be the
side of the Durfee square of the major half. Every dot in the major half lies on one
of the first s rows or on one of the first s columns. For i = 1, . . . , s, the number ri
of dots on the i th row of the major half satisfies

r1 ≥ · · · ≥ rs ≥ s ≥ rs+1.

For i = 1, . . . , r1, let ci be the number of dots in the i th column of the major half.
Note that rs+1 ≤ s implies that cs+1 ≤ s, and so

k = c1 ≥ · · · ≥ cs ≥ s ≥ cs+1.

For i = 1, . . . , s, we have the hook numbers

hi = ri + ci − 2i + 1. (16)

By Lemma 3.2, these numbers satisfy hi − hi+1 ≥ 2 for i = 1, . . . , s − 1.
The minor half of the original Ferrers diagram is exactly the major half with

the first column removed. Therefore, every dot in the minor half lies on one of the
first s rows of the minor half or on one of the first s − 1 columns of the graph. For
i = 1, . . . , c2, let r ′

i = ri − 1 denote the number of dots on the i th row of the minor
half. For i = 1, . . . , r ′

1, let c
′
i denote the number of dots on the i th column of the

minor half.
Let s ′ be the side of the Durfee square of the minor half. Because

r ′
s−1 ≥ r ′

s = rs − 1 ≥ s − 1 ≥ rs+1 − 1 = r ′
s+1

it follows that s ′ = s − 1 or s ′ = s, Moreover, s ′ = s if and only if rs ≥ s + 1 and
cs+1 = s. Similarly, s ′ = s − 1 if and only if rs = s and cs+1 = s − 1.

For i = 1, . . . , s ′, there are the hook numbers

h′
i = r ′

i + c′
i − 2i + 1 = ri + ci+1 − 2i. (17)

By Lemma 3.2, we have h′
i − h′

i+1 ≥ 2 for i = 1, . . . , s ′ − 1.
If s ′ = s, then rs ≥ s + 1 and cs+1 = s, and so

h′
s = rs + cs+1 − 2s = rs − s.

If s ′ = s − 1, then rs = s. We define h′
s = 0, and again have
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h′
s = rs − s

and

h′
s−1 − h′

s = h′
s−1 = rs−1 + cs − 2s + 2

≥ (rs − s) + (cs − s) + 2

≥ 2.

We shall prove that

h1 > h′
1 > h2 > h′

2 > · · · > hs > h′
s ≥ 0.

For i = 1, . . . , s − 1, we have

hi − h′
i = (ri + ci − 2i + 1) − (r ′

i + c′
i − 2i + 1)

= (ri − r ′
i ) + (ci − c′

i )

= 1 + ci − ci+1

≥ 1.

Also,

hs − h′
s = (rs + cs − 2s + 1) − (rs − s)

= cs − s + 1 ≥ 1.

For i = 1, . . . , s − 1, we have

h′
i − hi+1 = (r ′

i + c′
i − 2i + 1) − (ri+1 + ci+1 − 2i − 1)

= (ri − 1 + ci+1 − 2i + 1) − (ri+1 + ci+1 − 2i − 1)

= ri − ri+1 + 1

≥ 1.

Therefore,

n = h1 + h′
1 + h2 + h′

2 + · · · + hs−1 + h′
s−1 + hs + h′

s (18)

is a partition into 2s or 2s − 1 distinct positive parts, and we have transformed a
partition with only odd parts to a partition into distinct parts. We shall prove that this
transformation is one-to-one and onto.

Consider a partition of n into 2s distinct nonnegative parts:

n = h1 + h′
1 + h2 + h′

2 + · · · + hs + h′
s
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where
h1 > h′

1 > h2 > h′
2 > · · · > hs−1 > h′

s−1 > hs > h′
s ≥ 0.

If the number of positive parts is even, then h′
s ≥ 1. If the number of positive parts

is odd, then h′
s = 0.

If this partition is constructed by Sylvester’s algorithm from a partition of n into
odd parts, then there are positive integers r1, r2, . . . , rs and c1, c2, . . . , cs such that

h1 = r1 + c1 − 1

h′
1 = r1 + c2 − 2

...

hi = ri + ci − (2i − 1)

h′
i = ri + ci+1 − 2i

...

hs = rs + cs − (2s − 1)

h′
s = rs − s.

Conversely, given the 2s parts h1, h′
1, . . . , h

′
s , we can solve these 2s equations

recursively, and obtain unique integers r1, . . . , rs, c1, . . . , cs . For i = 1, . . . , s, the
inequality hi > h′

i implies that

ri + ci − (2i − 1) > ri + ci+1 − 2i

and so
ci ≥ ci+1

For i = 1, . . . , s − 1, the inequality h′
i > hi+1 implies that

ri + ci+1 − 2i > ri+1 + ci+1 − (2i + 1)

and so
ri ≥ ri+1.

Because
rs = h′

s + s ≥ s

and
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cs = hs − rs + 2s − 1

= hs − (h′
s + s) + 2s − 1

= hs − h′
s + s − 1

≥ s

it follows that r1 ≥ · · · ≥ rs ≥ s and c1 ≥ · · · ≥ cs ≥ s are decreasing sequences of
positive integers.

Thus, every partition into odd parts determines a unique partition into distinct
parts, and every partition into distinct parts can be obtained uniquely from a partition
into odd parts.

For example, consider the partition

50 = 22 + 17 + 8 + 3.

We have d = 2 and

22 = r1 + c1 − 1

17 = r1 + c2 − 2

8 = r2 + c2 − 3

3 = r2 − 2.

Solving these equations, we obtain

r2 = 5

c2 = 6

r1 = 13

c1 = 10.

Thus, the major half has 10 rows, of lengths

r1 = 13

r2 = 5

ri = 2 for i = 3, . . . , 6

ri = 1 for i = 7, . . . , 10.

Defining ai = 2ri − 1 for i = 1, . . . , 10, we obtain the following partition of 50 into
odd parts:

50 = 25 + 9 + 3 + 3 + 3 + 3 + 1 + 1 + 1 + 1.
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Note that the partition into distinct parts consists of four maximal sequences of
consecutive integers, and that the corresponding partition into odd parts contains
four distinct odd numbers.

Here is another example:

31 = 9 + 8 + 7 + 4 + 3.

We have d = 3 and

9 = r1 + c1 − 1

8 = r1 + c2 − 2

7 = r2 + c2 − 3

4 = r2 + c3 − 4

3 = r3 + c3 − 5

0 = r3 − 3.

Solving these equations, we obtain

r3 = 3

c3 = 5

r2 = 3

c2 = 7

r1 = 3

c1 = 7.

Thus, the major half has seven rows, of lengths

ri = 3 for i = 1, 2, 3, 4

ri = 2 for i = 5, 6, 7.

Defining ai = 2ri − 1 for i = 1, . . . , 7, we obtain the following partition of 31 into
odd parts:

31 = 5 + 5 + 5 + 5 + 5 + 3 + 3.

Note that the partition into distinct parts consists of two maximal sequences of
consecutive integers, and that the corresponding partition into odd parts contains
two distinct odd numbers.

Another example: The partition into distinct parts

30 = 10 + 8 + 7 + 4 + 1

is mapped to the following partition into odd parts:

30 = 9 + 9 + 5 + 3 + 3 + 1.
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6 Sylvester’s stratification of Euler’s theorem

For every positive integer n, let podd(n) = |U (n)|, whereU (n) is the set of partitions
of n into not necessarily distinct odd parts. Let pdis(n) = |V (n)|, where V (n) is the
set of partitions of n into distinct parts. Euler proved (Theorem 1.1) that these two
sets have the same cardinality, that is, podd(n) = pdis(n). In the proof of Theorem 5.1,
we proved that the function f : U (n) → V (n) defined by Sylvester’s algorithm is
a bijection.

For positive integers n and �, let U�(n) denote the set of partitions of n into
not necessarily distinct odd parts with exactly � distinct odd parts, and let U�(n) =
|U�(n)|. We have

podd(n) =
∞∑

�=1

U�(n).

Similarly, if V�(n) denotes the set of partitions of n into distinct parts and V�(n) =
|V�(n)|, then

pdis(n) =
∞∑

�=1

V�(n).

Sylvester’s “stratification” of Euler’s theorem is that U�(n) = V�(n) for all positive
integers n and �.

For example, the set U3(57) contains the partition

11 + 11 + 11 + 9 + 5 + 5 + 5

which is a partition of 57 into odd parts whose three distinct parts are 11, 9, and 5.
Similarly, the set V3(57) contains the partition

12 + 11 + 10 + 9 + 8 + 4 + 2 + 1

which is a partition of 57 with three maximal subsequences of consecutive integers:
(12, 11, 10, 9, 8), (4), and (2, 1).

There are three partitions of 5 into odd parts: 5 = 3 + 1 + 1 = 1 + 1 + 1 + 1 + 1.
The partitions with one distinct part are 5 and 1 + 1 + 1 + 1 + 1, and soU1(5) = 2.
The partition with two distinct parts is 3 + 1 + 1, and so U2(5) = 1.

There are three partitions of 5 into distinct parts: 5 = 4 + 1 = 3 + 2. The parti-
tions with one maximal subsequence of consecutive integers are 5 and 3 + 2, and so
V1(5) = 2. The partition with two maximal subsequences of consecutive integers is
4 + 1, and so V2(5) = 1.

The proof of Sylvester’s theorem uses the following combinatorial observation.

Lemma 6.1. Let U and V be sets, and let {Ui : i = 1, 2, 3, . . .} and {Vi : i =
1, 2, 3, . . .} be partitions of U and V , respectively. Let f : U → V be a bijection.
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For every positive integer �, let f� : U� → V be the restriction of f to U�. If
f�(U�) ⊆ V� for all � ∈ N, then f� : U� → V� is a bijection for all � ∈ N.

Proof. Because f is a bijection, it follows that f is one-to-one, and so f� is one-to-
one for all � ∈ N. Let v ∈ V� ⊆ V . Because f is onto, there exists u ∈ U such that
f (u) = v. Because U = ⋃∞

i=1 Ui is a partition of U , there is a unique integer j
such that u ∈ U j . Therefore, v = f (u) = f j (u) ∈ V j and so v ∈ V� ∩ V j . Because
V = ⋃∞

i=1 Vi is a partition of V , it follows that � = j and u ∈ U�. Therefore, f� :
U� → V� is one-to-one and onto. This completes the proof.

Theorem 6.1. Let
n = a1 + · · · + ak (19)

be a partition of n into k not necessarily distinct odd parts, and let � be the number
of distinct odd parts in this partition. The major-minor hook partition consists of
exactly � pairwise disjoint maximal sequences of consecutive integers.

Proof. Let
a1 ≥ a2 ≥ · · · ≥ ak ≥ 1

and, for i = 1, . . . , k, let
ai = 2ri − 1.

We have
r1 ≥ r2 ≥ · · · ≥ rk ≥ 1.

Let � be the number of distinct odd parts in the partition (19). The proof is by induction
on �.

If � = 1, then ai = a1 = 2r1 − 1 for i = 1, . . . , k, and n = ka1. The Ferrers dia-
gram for the partition is a rectangular array consisting of k rows of a1 dots. Themajor
half of the diagram is a rectangular array consisting of k rows of r1 dots, and theminor
half is a rectangular array consisting of k rows of r1 − 1 dots. The Durfee square
of the major half has side s = min(k, r1) and the Durfee square of the minor half
has side s ′ = min(k, r1 − 1). Let n = h1 + h′

1 + h2 + h′
2 + · · · be the major-minor

hook partition. By Lemma 3.2, we have

hi − hi+1 = 2

for i = 1, . . . , s − 1, and
h′
i − h′

i+1 = 2

for i = 1, . . . , s ′ − 1. Because

h1 − h′
1 = (r1 + c1 − 1) − (r1 + c1 − 2) = 1

it follows that the parts in the major-minor hook partition of n form a strictly decreas-
ing sequence of consecutive integers.
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For example, if n = 21 = 7 + 7 + 7, then k = 3, r1 = 4, and the major-minor
hook partition is 21 = 6 + 5 + 4 + 3 + 2 + 1. If n = 21 = 3 + 3 + 3 + 3 + 3 +
3 + 3, then k = 7, r1 = 2, and the major-minor hook partition is 21 = 8 + 7 + 6.

Let � ≥ 2, and assume that the Theorem is true for partitions into at most � − 1
distinct odd parts. The smallest part in the partition (19) is ak = 2rk − 1. We also
know that ak < a1 because � ≥ 2. If j is the greatest integer such that ak < a j , then

1 ≤ rk < r j
ai = ak for i = j + 1, . . . , k

and
m = n − (k − j)ak = a1 + · · · + a j (20)

is a partition of m into odd parts with exactly � − 1 distinct parts. By the induction
hypothesis, the Theorem is true for this partition of m.

There are three cases.
Case 1:

j < rk < r j

Because j < r j , both the major and the minor halves of the partition of m have
Durfee squares with side j . Let

m = g1 + g′
1 + · · · + g j + g′

j (21)

be the major-minor hook partition for m, where

g1 > g′
1 > g2 > · · · > g j > g′

j . (22)

For i = 1, . . . , j we have

gi = ri + j − 2i + 1 (23)

g′
i = ri + j − 2i. (24)

The partition (20) is a partition of m into odd parts with exactly � − 1 distinct parts.
By the induction hypothesis, the major-minor hook partition (21) consists of exactly
� − 1 pairwise disjoint maximal sequences of consecutive integers.

Because
j + 1 ≤ rk = r j+1

the Durfee square for the major half of the partition of n has side s = min(k, rk) ≥
j + 1, and the Durfee square for the minor half of the partition of n has side s ′ =
min(k, rk − 1) ≥ j . Let

n = h1 + h′
1 + · · · + h j + h′

j + h j+1 + · · · (25)
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be the major-minor hook partition for n, where

h1 > h′
1 > h2 > · · · > h j > h′

j > h j+1 > · · · .

For i = 1, . . . , j we have

hi = ri + k − 2i + 1 = gi + (k − j) (26)

h′
i = ri + k − 2i = g′

i + (k − j) (27)

It follows that the number of pairwise disjoint maximal sequences of consecutive
integers in the sequence (g1, . . . , g′

1, . . . , g j , g′
j ) of parts in the major-minor hook

partition for m is equal to the number of pairwise disjoint maximal sequences of
consecutive integers in the sequence (h1, . . . , h′

1, . . . , h j , h′
j ). For i = j + 1, . . . , s

we have
hi = rk + k − 2i + 1

and for i = j + 1, . . . , s ′ we have

h′
i = rk + k − 2i.

We observe that, for i > j ,

hi − h′
i = h′

i − hi+1 = 1

and so
(h j+1, h

′
j+1, h j+2, . . .) (28)

is a sequence of consecutive integers. Moreover,

h′
j − h j+1 = (r j + k − 2 j) − (rk + k − 2 j − 1) = r j − rk + 1 ≥ 2

and so (28) is a maximal sequence of consecutive integers in the major-minor hook
partition of n. It follows that the number of pairwise disjoint maximal sequences of
consecutive integers in the major-minor hook partition of n is exactly one more than
the number of pairwise disjoint maximal sequences of consecutive integers in the
major-minor hook partition of m. By the induction hypothesis, the latter partition
consists of � − 1 maximal disjoint sequences, and so the partition (25) consists of �

maximal disjoint sequences.
For example, if

n = 49 = 13 + 13 + 9 + 7 + 7

then k = 5, � = 3, and
j = 3 < rk = 4 < r j = 5.
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We have k − j = 2 and
m = 35 = 13 + 13 + 9.

The major-minor hook partition for m is

m = 35 = 9 + 8 + 7 + 6 + 3 + 2

and contains two maximal sequences of consecutive integers: (9, 8, 7, 6) and (3, 2).
The major-minor hook partition for n is

n = 49 = 11 + 10 + 9 + 8 + 5 + 4 + 2

and contains three maximal sequences of consecutive integers: (11, 10, 9, 8), (5, 4),
and (2). Note that (11, 10, 9, 8) = (9, 8, 7, 6) + (2, 2, 2, 2) and (5, 4) = (3, 2) +
(2, 2).

Case 2:
rk ≤ j < r j

Because j < r j , themajor-minor hook partition ofm satisfies the relations (21), (22),
(23), and (24).

The major and minor halves of the center-justified Ferrers diagram for the par-
tition (19) of n also have Durfee squares with side j . The associated major-minor
hook partition for n, denoted

n = h1 + h′
1 + · · · + h′

rk−1 + hrk + h′
rk + hrk+1 + · · · + h′

j

is a partition into strictly decreasing parts, where

hi =
{
ri + k − 2i + 1 for i = 1, . . . , rk
ri + j − 2i + 1 for i = rk + 1, . . . , j.

h′
i =

{
ri + k − 2i for i = 1, . . . , rk − 1

ri + j − 2i for i = rk, . . . , j.

Applying (23) and (24), we obtain, for i = 1, . . . , rk − 1,

hi − gi = h′
i − g′

i = hrk − grk = k − j

and, for i = rk + 1, . . . , j ,

hi = gi = ri + j − 2I + 1

and
h′
i = g′

i = ri + j − 2I.
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The critical observations are that

h′
rk = g′

rk = rrk + j − 2rk

grk − g′
rk = (rrk + j − 2rk + 1) − (rrk + j − 2rk) = 1

and

hrk − h′
rk = (

rrk + k − 2rk + 1
) − (

rrk + k − 2rk
)

= k − j + 1 ≥ 2.

These imply that the number of pairwise disjoint maximal sequences of consecutive
integers in the major-minor hook partition for n is exactly one more than the number
in the major-minor hook partition for m. By the induction hypothesis, the hook
partition for m contains exactly � − 1 such sequences, and so the hook partition for
n contains exactly � pairwise disjoint maximal sequences of consecutive integers.

For example, if

n = 57 = 11 + 11 + 11 + 9 + 5 + 5 + 5

then k = 7, � = 3 and
r7 = 3 < j = 4 < r j = 5.

We have k − j = 3 and

m = 42 = 11 + 11 + 11 + 9.

The major-minor hook partition for m is

m = 42 = 9 + 8 + 7 + 6 + 5 + 4 + 2 + 1

and contains two maximal sequences of consecutive integers: (9, 8, 7, 6, 5, 4) and
(2, 1). The major-minor hook partition for n is

n = 57 = 12 + 11 + 10 + 9 + 8 + 4 + 2 + 1

and contains threemaximal sequences of consecutive integers: (12, 11, 10, 9, 8), (4),
and (2, 1). Note that rk = r7 = 3, h3 = 8, g3 = 5, and h′

3 = g′
3 = 4.

Case 3:
rk < r j = j

Because rk = r j+1 < r j = j , it follows that the sides of the Durfee squares of the
major halves of the partitions of both m and n are s = j . Because r ′

j = r j − 1 =
j − 1 and r ′

j−1 = r j−1 − 1 ≥ r j − 1 = j − 1, it follows that the sides of the Durfee
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squares of the minor halves of the partitions of both m and n are s ′ = j − 1. The
hook numbers of the major halves are

gi = ri + j − 2i + 1 for i = 1, . . . , j

hi =
{
ri + k − 2i + 1 if 1 ≤ i ≤ rk
ri + j − 2i + 1 if rk + 1 ≤ i ≤ j

and so

hi − gi =
{
k − j if 1 ≤ i ≤ rk
0 if rk + 1 ≤ i ≤ j

The hook numbers of the minor halves are

g′
i = ri + j − 2i for i = 1, . . . , j − 1

h′
i =

{
ri + k − 2i if 1 ≤ i ≤ rk − 1

ri + j − 2i if rk ≤ i ≤ j

and so

h′
i − g′

i =
{
k − j if 1 ≤ i ≤ rk − 1

0 if rk ≤ i ≤ j

Because
grk − g′

rk = (rrk + j − 2rk + 1) − (rrk + j − 2rk) = 1

and
hrk − h′

rk = (rrk + k − 2rk + 1) − (rrk + j − 2rk) = k − j + 1 ≥ 2

it follows that the major-minor hook partition for n contains exactly more maximal
sequence of consecutive integers than the hook partition for m.

For example, if
n = 13 = 9 + 3 + 1

then k = � = 3 and
r3 = 1 < r j = 2 = j.

We have k − j = 1 and
m = 12 = 9 + 3.

The major-minor hook partition for m is

m = 12 = 6 + 5 + 1
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and contains two maximal sequences of consecutive integers: (6, 5) and (1). The
major-minor hook partition for n is

n = 13 = 7 + 5 + 1

and contains three maximal sequences of consecutive integers: (7), (5), and (1).
Case 4:

rk < r j < j

Let s be the side of theDurfee square of themajor half of partition of n. The inequality
r j < j implies that s ≤ j − 1, and so

rk < r j ≤ rs+1 ≤ s < j.

The side of the Durfee square of the major half of the partition of m is also s. Let ci
be the number of dots in the i th column of the Ferrers diagram of the major half of
the partition of n. We have

gi =
{
ri + j − 2i + 1 if 1 ≤ i ≤ r j
ri + ci − 2i + 1 if r j + 1 ≤ i ≤ s

and

hi =

⎧
⎪⎨

⎪⎩

ri + k − 2i + 1 if 1 ≤ i ≤ rk
ri + j − 2i + 1 if rk + 1 ≤ i ≤ r j
ri + ci − 2i + 1 if r j + 1 ≤ i ≤ s.

Thus,

hi − gi =
{
k − j if 1 ≤ i ≤ rk
0 if rk + 1 ≤ i ≤ s.

Let c′
i = ci+1 be the number of dots in the i th column of the minor half of the

partition of n Let s ′ denote the side of the Durfee square of the minor half of the
partition of n. If rs ≥ s + 1, then

r ′
s = rs − 1 ≥ s ≥ rs+1 > r ′

s+1

and so
s ′ = s.

If rs = s, then
r ′
s−1 = rs−1 − 1 ≥ rs − 1 = s − 1 = r ′

s

and so
s ′ = s − 1.
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In both cases we have r j − 1 ≤ s − 1 ≤ s ′ and

g′
i =

{
ri + j − 2i if 1 ≤ i ≤ r j − 1

ri + c′
i − 2i if r j ≤ i ≤ s ′

and

h′
i =

⎧
⎪⎨

⎪⎩

ri + k − 2i if 1 ≤ i ≤ rk − 1

ri + j − 2i if rk ≤ i ≤ r j − 1

ri + c′
i − 2i if r j + 1 ≤ i ≤ s ′.

Thus,

h′
i − g′

i =
{
k − j if 1 ≤ i ≤ rk − 1

0 if rk ≤ i ≤ s ′.

Because
grk − g′

rk = (rrk + j − 2rk + 1) − (rrk + j − 2rk) = 1

and
hrk − h′

rk = (rrk + k − 2rk + 1) − (rrk + j − 2rk) = k − j + 1 ≥ 2

it follows that the major-minor hook partition for n contains exactly one more
sequence of consecutive integers than the hook partition for m.

For example, if
n = 50 = 11 + 11 + 9 + 7 + 7 + 5

then k = 6, � = 4, and
r6 = 3 < r5 = 4 < j = 5.

We have k − j = 1 and

m = 45 = 11 + 11 + 9 + 7 + 7.

The major-minor hook partition for m is

m = 45 = 10 + 9 + 8 + 7 + 5 + 4 + 2

and contains three pairwise disjoint maximal sequences of consecutive integers:
(10, 9, 8, 7), (5, 4), and (2). The major-minor hook partition for n is

n = 50 = 11 + 10 + 9 + 8 + 6 + 4 + 2

and contains four disjoint maximal sequences: (11, 10, 9, 8), (6), (4), and (2).
This completes the proof.
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Theorem 6.2 (Sylvester). For all positive integers n and �,

U�(n) = V�(n).

Proof ByTheorem6.1, Sylvester’s one-to-one and onto function f : U (n) → V (n)

maps U�(n) into V�(n). We simply apply Lemma 6.1 to complete the proof.

There are several recent proofs of Theorem 6.2, for example, Andrews [1],
Andrews and Eriksson [6], and Hirschhorn [13]. V. Ramamani and K. Venkat-
achaliengar [20] obtained a combinatorial proof. Their method is discussed in
Andrews [2, pp. 448–449] and [5, pp. 24–25].

For other recent work on trapezoidal numbers, see Apostol [8], Guy [12],
Leveque [14], Moser [17], Pong [18, 19], and Tsai and Zaharescu [23, 24].

7 A Problem

An odd integer is an integer of the form r + (r − 1). Thus, a partition into odd parts is
a partition into parts, each of which is a sum of two consecutive integers. A different
generalization of Euler’s theorem about partitions into odd parts would be a theorem
about partitions into parts, each of which is a sum of e consecutive integers, or,
equivalently, a sum of e-trapezoids. Thus, we consider positive parts of the form

ai =
e−1∑

j=0

(ri − j)

with
ri ≥ e

and partitions of the form

n =
k∑

i=1

ai =
k∑

i=1

⎛

⎝
e−1∑

j=0

(ri − j)

⎞

⎠ .

Interchanging summations, we obtain a partition of n into e parts, each of which
inherits a well-defined partition:

n =
e−1∑

j=0

n j

where

n j =
k∑

i=1

(ri − j).
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Partitions into 2-trapezoids (that is, partitions into odd numbers) are equinumerous
with partitions into distinct parts. What kind of partition are in one-to-one correspon-
dence with partitions into e-trapezoids for e ≥ 3?

Acknowledgements I thank the referee for providing many references to the current literature on
Sylvester’s theorem.
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mic integral of x , by θ(x) = ∑

p�x log p the Chebyshev function and let us set
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tion “A(x) > 0 for x � 11” is equivalent to the Riemann Hypothesis.
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Let us set θ(x) = ∑
p�x log p, the Chebyshev function, and

A(x) = li(θ(x)) − π(x). (1.1)

What is the behavior of A(x)? In [11, (220), (222), (227), and (228)], under the
Riemann Hypothesis (RH), Ramanujan proved that

A(x) = 2
√
x + ∑

ρ x
ρ/ρ2

log2(x)
+ O

( √
x

log3(x)

)

(1.2)

where ρ runs over the nontrivial zeros of the Riemann ζ function. Moreover, in [11,
(226)], Ramanujan writes under the Riemann Hypothesis

∣
∣
∣
∣
∣

∑

ρ

xρ

ρ2

∣
∣
∣
∣
∣
�

∑

ρ

∣
∣
∣
∣
xρ

ρ2

∣
∣
∣
∣ = √

x
∑

ρ

1

ρ(1 − ρ)
= √

x
∑

ρ

(
1

ρ
+ 1

1 − ρ

)

= 2
√
x

∑

ρ

1

ρ
= √

x(2 + γ0 − log(4π)) = 0.046...
√
x (1.3)

where γ0 is the Euler constant and concludes

under RH, ∃ x0 such that, for x � x0, A(x) is positive. (1.4)

The aim of this paper is to make these results effective and, in particular, to show
that Ramanujan’s result (1.4) is true for x0 = 11.

Let us set λ = ∑
ρ

1
|ρ|2 . Under the Riemann Hypothesis, we have (see below

(2.26))

λ =
∑

ρ

1

|ρ|2 =
∑

ρ

1

ρ(1 − ρ)
= 0.0461914179322420 . . . (1.5)

We shall prove

Theorem 1.1. Under the Riemann Hypothesis, we have

lim sup
x→∞

A(x) log2(x)√
x

� 2 + λ = 2.046 . . . , (1.6)

lim inf
x→∞

A(x) log2(x)√
x

� 2 − λ = 1.953 . . . , (1.7)

A(x) is positive for x � 11, (1.8)

A(x) � (2 − λ)

√
x

log2(x)
for x � 37, (1.9)
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and

A(x) � M

√
x

log2(x)
for x � 2, (1.10)

where M = A(3643)(log2 3643)/
√
3643 = 5.0643569138 . . .

Corollary 1.2. Each of the five assertions (1.6)–(1.10) is equivalent to the Riemann
Hypothesis.

Proof. In 1984, Robin (cf. [10, Lemma 2 and (8)] has shown that, if the Riemann
Hypothesis does not hold, there exists b > 1/2 such that

A(x) = �±(xb), i.e. lim sup
x→∞

A(x)

xb
> 0 and lim inf

x→∞
A(x)

xb
< 0

and the five assertions of the theorem are no longer satisfied. �

1.1 Notation

π(x) =
∑

p�x

1 is the prime counting function.

	(x) =
∑

pk�x

1

k
=

κ∑

k=1

π(x1/k)

k
with κ =

⌊
log x

log 2

⌋

.

θ(x) =
∑

p�x

log p and ψ(x) =
∑

pm�x

log p =
κ∑

k=1

θ(x1/k) are the Chebyshev func-

tions.

�(x) =
{
log p if x = pk

0 if not
is the von Mangoldt function.

ψ̃(x) = ψ(x) − 1

2
�(x) and 	̃(x) = 	(x) − �(x)

2 log x
.

li(x) denotes the logarithmic integral of x (cf. below §2.2).

L1(t) = li(t) − t

log t
, L2(t) = li(t) − t

log t
− t

log2 t
,

F1(t) = L1(t)

t/ log2 t
, F2(t) = L2(t)

t/ log3 t
(t > 1).
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F̃1(t) and F̃2(t) are defined below in (3.16).

γ0 = 0.57721566 . . . is the Euler constant. λ is defined in (1.5), cf. also (2.26).
∑

ρ

f (ρ) = lim
T→∞

∑

|�(ρ)|�T

f (ρ) where f : C → C is a complex function and ρ runs

over the nontrivial zeros of the Riemann ζ function.

1.2 Plan of the article

In §2, we shall recall some definitions and prove some results that we shall use in
the sequel, first, in §2.2, about the logarithmic integral, and, further, in §2.3, about
the Riemann ζ function and explicit formulas of the theory of numbers.

In §3, the proof of Theorem 1.1 is given. First, we write A(x) = A1(x) + A2(x)
with

A1(x) = li(ψ(x)) − 	(x) and A2(x) = li(θ(x)) − li(ψ(x)) + 	(x) − π(x).

In §3.1, under the Riemann Hypothesis, an estimate of A1(x) is given, by applying
the explicit formulas. In §3.2, it is shown that A2(x) depends on the quantity B(y) =
π(y) − θ(y)/ log y which is carefully studied.

In §3.3 (resp. §3.4), an effective lower (resp. upper) estimate for A(x) is given
when x � 108.

In §3.5, for x < 108, estimates of A(x) are given by numerical computation.
Finally, Theorem 1.1 is proved in two steps, depending on the cases x � 108 or

x > 108.

The computations, both algebraic and numerical, have been carried out with
Maple. On the website [13], one can find the code and a Maple sheet with the
results.

We often implicitly use the following result : for u and v positive, the function

t �→ logu t

tv
is increasing for 1 � t � eu/vand decreasing for t > eu/v. (1.11)

Moreover

max
t�1

logu t

tv
=

( u

e v

)u
. (1.12)
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2 Preliminary results

2.1 Effective estimates

Without any hypothesis, Platt and Trudgian [9] have shown by computation that

θ(x) < x for 0 < x ≤ 1.39 × 1017 (2.1)

so improving on results of Schoenfeld [12] and Dusart [3]. Under the Riemann
Hypothesis, for x � 599, we shall use the upper bounds (cf. [12, (6.3)])

|ψ(x) − x | � 1

8π

√
x log2 x and |θ(x) − x | � 1

8π

√
x log2 x . (2.2)

2.2 The logarithmic integral

For x real > 1, we define li(x) as (cf. [1, p. 228])

li(x) =
∫ x

0
− dt

log t
= lim

ε→0+

(∫ 1−ε

0
+

∫ x

1+ε

dt

log t

)

=
∫ x

2

dt

log t
+ li(2).

We have the following values:

x 1 1.45136 . . . 2 3.8464 . . . 8.3 599
li(x) −∞ 0 1.145163 . . . 2.8552 . . . 5.39671 . . . 117.49 . . .

(2.3)

From the definition of li(x), it follows that

d

dx
li(x) = 1

log x
and

d2

dx2
li(x) = − 1

x log2 x
. (2.4)

We also have

li(x) = γ0 + log(log(x)) +
∞∑

n=1

(log x)n

n × n!

(where γ0 = 0.577 . . . is the Euler constant) which implies

li(x) = log(log(x)) + γ0 + o(1), x → 1+. (2.5)
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Let N be a positive integer. For t > 1, we have (cf. [13])

∫
dt

logN t
= 1

(N − 1)!

(

li(t) −
N−1∑

k=1

(k − 1)! t

logk t

)

(2.6)

and, for x → ∞,

li(x) =
N∑

k=1

(k − 1)! x
(log x)k

+ O

(
x

(log x)N+1

)

. (2.7)

Lemma 2.1. For t > 1, we have

L2(t) = li(t) − t

log t
− t

log2 t
= F2(t)

(
t

log3 t

)

< 4.05
t

log3 t
. (2.8)

For t � t0 � 381, we have

L2(t) < F2(t0)
t

log3 t
. (2.9)

For t > 29, we have

L2(t) > 2
t

log3 t
. (2.10)

Proof. let us set (cf. the Maple sheet [13])

f1(t) = (3 − log t) li(t) + t − 2t

log t
− t

log2 t
= t2F ′

2(t)

log2(t)
,

f2(t) = t

log t
+ t

log2 t
+ 2

t

log3 t
− li(t) = t f ′

1(t)

and

f3(t) = f ′
2(t) = − 6

log4(t)
.

Since f ′
2(t) = f3(t) is negative, f2(t) decreases and vanishes for

t2 = 28.19524 . . .

It follows that f ′
1(t) = f2(t)/t is positive for 1 < t < t2 and negative for t > t2 so

that f1(t) has a maximum for t = t2,

f1(t2) = 4.54378 . . .
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and f1 vanishes (and so does F ′
2) in two points

t3 = 3.384879 . . . t4 = 380.1544 . . .

From (2.5), we get limt→1+ F2(t) = 0 and the variation of F2 is given in the following
array:

t 1 3.38 . . . 10.39 . . . 380.15 . . . ∞
0 4.040415 . . .

F2(t) = L2(t)
t/ log3 t

↘ ↗ 0 ↗ ↘
−1.369496 . . . 2

(2.11)

The proof of (2.8) and (2.9) follows from Array 2.11 and also the proof of (2.10),
after deducing from f2(t2) = 0 that F2(t2) = 2 holds. �

In the same way, it is possible to study the variation of the function

F1(t) = L1(t)

(t/ log2 t)
= li(t) − t

log t

(t/ log2 t)
,

The details can be found on [13]. We have

t 1 1.85 . . . 3.8464 . . . 94.6 . . . ∞
0 1.784 . . .

F1(t) = L1(t)
(
log2 t
t

)
↘ ↗ 0 ↗ ↘

−0.448 . . . 1

(2.12)

Since L1(10.3973 . . .) = 1, Array (2.12) yields

t > 10.4 =⇒ L1(t) = li(t) − t

log t
>

t

log2 t
. (2.13)

The derivative of li(t)/t is t/ log t−li(t)
t2 = − F1(t)

t log2 t
which, from Array 2.12, is positive

for 1 < t < 3.8464 and negative for t > 3.8465. Therefore, we have

t > 1 =⇒ li(t) � li(3.8464 . . .)

3.8464 . . .
t = 0.7423 . . . t <

3t

4
. (2.14)

Lemma 2.2. Let a and x be two real numbers satisfying exp(1) � a < a3 � x. Let
κ1 and κ2 be two integers such that

2 � κ1 < κ2 =
⌊
log x

log a

⌋

.
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Then we have

κ2∑

k=κ1+1

1

k
L1(x

1/k) � 1.785

(

4.05
κ3
1 x

1/κ1

log3 x
− L2(a)

)

. (2.15)

Proof. Let us set

T =
κ2∑

k=κ1+1

1

k
L1(x

1/k).

It follows from Array 2.12 that, for t > 1, L1(t) = t F1(t)/ log2 t � 1.785 t
log2 t

holds
and therefore,

T � 1.785

log2 x

κ2∑

k=κ1+1

kx1/k .

Now, as x � exp(1) > 1, the function t �→ t x1/t is positive and decreasing for 0 <

t � log x so that

T � 1.785

log2 x

∫ κ2

κ1

t x1/t dt � 1.785

log2 x

∫ log x
log a

κ1

t x1/t dt = 1.785
∫ x1/κ1

a

du

log3 u

by the change of variable u = x1/t . Finally, by (2.6) and (2.8), we get

T � 1.785
(
L2(x

1/κ1) − L2(a)
)

� 1.785

(

4.05
x1/κ1

log3(x1/κ1)
− L2(a)

)

which ends the proof of Lemma 2.2. �

Lemma 2.3. Let a � 2.11 and x � a3 be real numbers and κ2 =
⌊
log x
log a

⌋
. Then we

have
κ2∑

k=2

1

k
x1/(2k) � 5

4
x1/4. (2.16)

Proof. Let us set

T =
κ2∑

k=2

1

k
x1/(2k).

Since x � a3 > 1, the function t �→ x1/(2t)/t is positive and decreasing for t > 0 so
that

T = 1

2
x1/4 +

κ2∑

k=3

1

k
x1/(2k) � 1

2
x1/4 +

∫ log x
log a

2

x1/(2t)

t
dt = 1

2
x1/4 +

∫ x1/4

√
a

du

log u
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by the change of variable u = x1/(2t). Finally, by (2.6) and (2.14), we get

T � 1

2
x1/4 + li(x1/4) − li(

√
a) � 5

4
x1/4 − li(

√
a)

and (2.16) follows since
√
a �

√
2.11 > 1.452 so that, fromArray (2.3), li(

√
a) > 0

holds. �

Lemma 2.4. Under the Riemann Hypothesis, for x � 599, one has

θ(x) − x

log x
− 9 log2 x

10000
� li(θ(x)) − li(x) � θ(x) − x

log x
, (2.17)

ψ(x) − x

log x
− 9 log2 x

10000
� li(ψ(x)) − li(x) � ψ(x) − x

log x
(2.18)

and

ψ(x) − θ(x)

log x
− 9 log2 x

10000
� li(ψ(x)) − li(θ(x)) � ψ(x) − θ(x)

log x
+ 9 log2 x

10000
.

(2.19)

Proof. Let us suppose that x � 599 holds. From (2.2) and (1.11), we get

ψ(x)

x
� θ(x)

x
� 1

x

(

x −
√
x log2 x

8π

)

= 1 − log2 x

8π
√
x

� 1 − (log 599)2

8π
√
599

> 0.9335.

(2.20)
Further, for h > 1 − x , Taylor’s formula and (2.4) yield

li(x + h) = li(x) + h

log x
− h2

2 ξ log2 ξ
, (2.21)

with ξ � min(x, x + h). Let us set h = θ(x) − x ; we have h + x = θ(x)
� θ(599) > 1. From (2.20), we get ξ � bx with b = 0.9335 and

ξ log2 ξ � bx log2(bx) = bx log2(x)

(

1 + log b

log x

)2

� bx log2(x)

(

1 + log b

log(599)

)2

� 0.9135 x log2 x .

From (2.2), it follows that

0 � h2

2 ξ log2 ξ
� x log4 x

128π2ξ log2 ξ
� log2 x

0.9135 × 128π2
<

9 log2 x

10000
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which, with (2.21), proves (2.17). In the same way, setting h = ψ(x) − x yields
(2.18), and (2.19) follows by subtracting (2.17) from (2.18). �

2.3 The Riemann ζ function

We shall use the two explicit formulas valid for x > 1

ψ̃(x) = ψ(x) − 1

2
�(x) = x −

∑

ρ

xρ

ρ
− log(2π) − 1

2
log

(

1 − 1

x2

)

(2.22)

and

	̃(x) = 	(x) − �(x)

2 log x
= li(x) −

∑

ρ

li(xρ) − log 2 +
∫ ∞

x

dt

t (t2 − 1) log t

(2.23)

which can be found in many books in analytic number theory, for instance [5, chap.
4]. To Formula (2.23), we prefer the form described in [6, p. 361 and 362, with
R = 0] :

	̃(x) = li(x) −
∑

ρ

∫ ∞

0

xρ−t

ρ − t
dt − log 2 +

∫ ∞

x

dt

t (t2 − 1) log t
, x > 1. (2.24)

We also have (cf. [4, p. 67] or [2, p. 272])

∑

ρ

1

ρ
= 1 + γ0

2
− 1

2
logπ − log 2 = 0.02309570896612103 . . . (2.25)

and (cf. (1.5))

∑

ρ

1

ρ(1 − ρ)
=

∑

ρ

(
1

ρ
+ 1

1 − ρ

)

= 2
∑

ρ

1

ρ
= 2 + γ0 − log(4π). (2.26)

3 Proof of Theorem 1.1

3.1 Study of A1(x) = li(ψ(x)) − �(x)

Under the Riemann Hypothesis, we write
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γ = �ρ i.e. ρ = 1

2
+ iγ.

Lemma 3.1. Under the Riemann Hypothesis, we have

∑

ρ

1

|γ |3 � 1

300
.

Proof. It is possible to get better estimates for the sum
∑

ρ
1

|γ |3 , but, for our purpose,
the above upper bound will be enough. By observing that

|ρ|2 = ρ(1 − ρ) = 1

4
+ γ 2

and that the first zero of ζ(s) is 1/2 + 14.134725 . . . i (cf. [4, p. 96] or the extended
tables of [8]), we get

∑

ρ

1

γ 2
=

∑

ρ

1 + 1/(4γ 2)

1/4 + γ 2
�

∑

ρ

1 + 1/(4 × 14.1342)

1/4 + γ 2
� 800

799

∑

ρ

1

ρ(1 − ρ)
.

Further, from (2.26), we get

∑

ρ

1

|γ |3 � 1

14.134

∑

ρ

1

γ 2
� 800

799 × 14.134

∑

ρ

1

ρ(1 − ρ)
= 0.00327 . . .

which completes the proof of Lemma 3.1. �

Lemma 3.2. For x > 1, under the Riemann Hypothesis, we have

∑

ρ

∫ ∞

0

xρ−t

ρ − t
dt =

∑

ρ

xρ

ρ log x
+

∑

ρ

xρ

ρ2 log2 x
+ K (x)

with

|K (x)| � 2

300

√
x

log3 x
. (3.1)

Proof. By partial integration, one has

∫ ∞

0

xρ−t

ρ − t
dt = xρ

ρ log x
+ xρ

ρ2 log2 x
+ 2

log2 x

∫ ∞

0

xρ−t

(ρ − t)3
dt

and
∣
∣
∣
∣

∫ ∞

0

xρ−t

(ρ − t)3
dt

∣
∣
∣
∣ � 1

|�ρ|3
∫ ∞

0
x1/2−t dt = 1

|�ρ|3
√
x

log x
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so that we get

|K (x)| =
∣
∣
∣
∣
∣

∑

ρ

2

log2 x

∫ ∞

0

xρ−t

(ρ − t)3
dt

∣
∣
∣
∣
∣
� 2

√
x

log3 x

∑

ρ

1

|�ρ|3

and (3.1) follows from Lemma 3.1. �
Proposition 3.3. Under the Riemann Hypothesis, for x � 599, we have

A1(x) = li(ψ(x)) − 	(x) =
∑

ρ

xρ

ρ2 log2 x
+ J (x)

with

− 0.0009 log2 x − 2

300

√
x

log3 x
� J (x) � 2

300

√
x

log3 x
+ log 2. (3.2)

Proof. Let us write

li(ψ(x)) = li(x) + ψ(x) − x

log x
+ J1(x) = li(x) + ψ̃(x) − x + �(x)/2

log x
+ J1(x)

with, from (2.18), for x � 599,

− 0.0009 log2 x � J1(x) � 0. (3.3)

Therefore, from (2.22) and (2.24), we have

A1(x) = li(x) + 1

log x

(

−
∑

ρ

xρ

ρ
− log(2π) − 1

2
log

(

1 − 1

x2

)

+ 1

2
�(x)

)

+J1(x)−
(

li(x) −
∑

ρ

∫ ∞

0

xρ−t

ρ − t
dt +

∫ ∞

x

dt

t (t2 − 1) log t
− log 2 + �(x)

2 log x

)

=
∑

ρ

∫ ∞

0

xρ−t

ρ − t
dt − 1

log x

∑

ρ

xρ

ρ
+ J1(x) + J2(x) + J3(x)

with

J2(x) = log 2 − log(2π)

log x
and J3(x) = − log(1 − 1/x2)

2 log x
−

∫ ∞

x

dt

t (t2 − 1) log t
.

Further, from Lemma 3.2, one gets

A1(x) =
∑

ρ

xρ

ρ2 log2 x
+ J (x) (3.4)
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with
J (x) = K (x) + J1(x) + J2(x) + J3(x) (3.5)

and K (x) is as in Lemma 3.2.
It remains to bound J2(x) + J3(x). We have

J3(x) =
∫ ∞

x

1

t (t2 − 1)

(
1

log x
− 1

log t

)

dt

which, for x � 599, implies

0 � J3(x) � 1

log x

∫ ∞

x

dt

t (t2 − 1)
= log(1 + 1/(x2 − 1))

2 log x

� 1

2(x2 − 1) log x
<

log(2π)

log x

and 0 < J2(x) + J3(x) < log 2. Therefore, (3.2) results from (3.1), (3.3), (3.4), and
(3.5). �

3.2 Study of A2(x) = li(θ(x)) − li(ψ(x)) + �(x) − π(x)

For y � 2, let us set

B(y) = π(y) − θ(y)

log y
=

∑

p�y

(

1 − log p

log y

)

.

Note that B(y) is nonnegative. If q < q ′ are two consecutive primes, B(y) is increas-
ing and continuous on [q, q ′) and

lim
y→q ′, y<q ′ B(y) = π(q) − θ(q)

log q ′ = π(q ′) − 1 − θ(q ′) − log q ′

log q ′ = B(q ′)

so that B(y) is continuous and increasing for y � 2. In the two following lemmas,
we give estimates of B(y).

Lemma 3.4. Let y be a real number satisfying y0 = 8.3 � y � 1.39 × 1017. We
have

B(y) � L1(y) = li(y) − y

log y
(3.6)

while, if y � y1 = 599, under the Riemann Hypothesis, we have

B(y) � L1(y) +
√
y

4π
. (3.7)
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Under the Riemann Hypothesis, for y � y2 = 2903, we have

B(y) � L1(y) −
√
y

4π
. (3.8)

Proof. By Stieljes’s integral, one has

π(y) =
∫ y

2−

d[θ(t)]
log t

= θ(y)

log y
+

∫ y

2

θ(t)

t log2 t
dt. (3.9)

Further, we have

B(y) =
∫ y

2

θ(t)

t log2 t
dt =

∫ y0

2
+

∫ y

y0

θ(t)

t log2 t
dt = B(y0) +

∫ y

y0

θ(t)

t log2 t
dt. (3.10)

By (2.1) and (2.6), for y � 1.39 × 1017, we get

∫ y

y0

θ(t)

t log2 t
dt �

∫ y

y0

1

log2 t
dt = li(y) − y

log y
− li(y0) + y0

log y0
= L1(y) − L1(y0),

so that (3.10) yields B(y) � L1(y) + B(y0) − L1(y0), which proves (3.6), since
B(y0) − L1(y0) = −0.001379 . . . < 0 (cf. [13].

Replacing y0 by y1 in (3.10) yields

B(y) = B(y1) +
∫ y

y1

θ(t)dt

t log2 t
= B(y1) − L1(y1) + L1(y) + T (y, y1) (3.11)

with T (y, y1) = ∫ y
y1

θ(t)−t
t log2 t

dt and, from (2.2) ,

|T (y, y1)| �
∫ y

y1

√
t log2 t

8π t log2 t
dt =

√
y − √

y1
4π

. (3.12)

From (3.11) and (3.12), it follows that

B(y) � L1(y) +
√
y

4π
+ B(y1) − L1(y1) −

√
y1

4π

which proves (3.7), since B(y1) − L1(y1) −
√
y1

4π = −4.80566 . . . < 0.
In the same way than the one used to get (3.11), for y � y2, we obtain

B(y) = B(y2) − L1(y2) + L1(y) + T (y, y2) � L1(y) −
√
y

4π
+ B(y2) − L1(y2) +

√
y2

4π
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and as B(y2) − L1(y2) +
√
y2

4π = 0.00671 . . . > 0, this completes theproof ofLemma
3.4. �

Let us set

ε(y) =
{
0 if y � 1.39 × 1017

1 if y > 1.39 × 1017.

It follows from (3.6) and (3.7) that, under the Riemann Hypothesis, one has

B(y) � L1(y) + ε(y)
√
y

4π
for y � 8.3. (3.13)

Proposition 3.5. Under the Riemann Hypothesis, for x � 599, we have

A2(x) = li(θ(x)) − li(ψ(x)) + 	(x) − π(x) =
κ∑

k=2

1

k
B(x1/k) +U (x) (3.14)

with

κ :=
⌊
log x

log 2

⌋

and |U (x)| � 9 log2 x

10000
. (3.15)

Proof. From (2.19), for x � 599, we get

li(θ(x)) − li(ψ(x)) = θ(x) − ψ(x)

log x
+U (x) with |U (x)| � 9 log2 x

10000
.

From the definition of ψ(x) and 	(x), this implies

A2(x) =
κ∑

k=2

(
π(x1/k)

k
− θ(x1/k)

log x

)

+U (x)

which, via the definition of B, proves (3.14). �

It is convenient to introduce the notation

F̃2(t) =
{
4.05 if t � 381

F2(t) if t > 381
and F̃1(t) =

{
1.785 if t � 95

F1(t) if t > 95
(3.16)

so that, from Arrays (2.11) and (2.12), for t > 1, F̃2(t) and F̃1(t) are nonincreasing
and we have

L2(t) = t F2(t)

log3 t
� t F̃2(t)

log3 t
and L1(t) = t F1(t)

log2 t
� t F̃1(t)

log2 t
. (3.17)
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Lemma 3.6. Let us set a = 10.4. For x > 108, we set κ = 
 log x
log 2 �, κ2 = 
 log x

log a � and
let κ1 be an integer satisfying 3 � κ1 < κ2. Then, under the Riemann Hypothesis, we
have

κ∑

k=2

B(x1/k)

k
� 2

√
x

log2 x
+ 4

√
x

log3 x
F̃2(

√
x) +

κ1∑

k=3

kx1/k

log2 x
F̃1(x

1/k)

+ 7.23 κ3
1 x

1/κ1

log3 x
+ 2.35 + 0.94

√
x

log5 x
.

Proof. For 2 � k � κ2 we have x1/k � x1/κ2 � x (log a)/ log x = a, and, under the
Riemann Hypothesis, it follows from (3.13) that

B(x1/k) � L1(x
1/k) + ε(x1/k)

x1/(2k)

4π

which implies that

κ∑

k=2

B(x1/k)

k
� T1 + T2 + T3 + T4 + T5

with

T1 = 1

2
L1(

√
x), T2 =

κ1∑

k=3

L1(x1/k)

k
, T3 =

κ2∑

k=κ1+1

L1(x1/k)

k
,

T4 =
κ∑

k=κ2+1

B(x1/k)

k
, T5 =

κ2∑

k=2

ε(x1/k)
x1/(2k)

4kπ
.

From the definition of L1, L2, F1, F2 and from (3.17), one has

T1 = L2(
√
x)

2
+

√
x

2 log2
√
x

= 2
√
x

log2 x
+ 4

√
x F2(

√
x)

log3 x
� 2

√
x

log2 x
+ 4

√
x F̃2(

√
x)

log3 x

and

T2 =
κ1∑

k=3

L1(x1/k)

k
=

κ1∑

k=3

kx1/k

log2 x
F1(x

1/k) �
κ1∑

k=3

kx1/k

log2 x
F̃1(x

1/k).

From Array (2.11), L2(10.4) is positive, so that, from Lemma 2.2 with a = 10.4, we
have
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T3 � 1.785

(

4.05
κ3
1 x

1/κ1

log3 x
− L2(10.4)

)

� 1.785 × 4.05
κ3
1 x

1/κ1

log3 x
� 7.23 κ3

1 x
1/κ1

log3 x
.

For k � κ2 + 1 > (log x)/ log a, we have x1/k < a; since y �→ B(y) is nondecreas-
ing, we have B(x1/k) � B(a) = B(10.4) = 1.7166 . . . < 1.72 and

T4 � 1.72
κ∑

k=κ2+1

1

k
� 1.72

∫ κ

κ2

dt

t
� 1.72

∫ log x
log 2

log x
log a −1

dt

t

= 1.72

(

log

(
log x

log 2

)

− log

(
log(x/a)

log a

))

= 1.72

(

log

(
log a

log 2

)

+ log

(
log x

log(x/a)

))

� 1.72

(

log

(
log a

log 2

)

+
(

log x

log(x/a)
− 1

))

= 1.72

(

log

(
log a

log 2

)

+ log a

log(x/a)

)

� 1.72

(

log

(
log a

log 2

)

+ log a

log(108/a)

)

= 2.34449 . . .

Since ε(t) is nondecreasing and vanishes for x � 1017, from Lemma 2.3, one gets

T5 =
κ2∑

k=2

ε(x1/k)
x1/(2k)

4kπ
� ε(

√
x)

κ2∑

k=2

x1/(2k)

4kπ
� 5

16π
ε(

√
x)x1/4

= 5

16π
ε(

√
x)

√
x

log5 x

log5 x

x1/4
<

5

16π

√
x

log5 x

log5 1034

1034/4
= 0.93 . . .

√
x

log5 x
,

which completes the proof of Lemma 3.6. �

3.3 A lower bound for A(x)

Proposition 3.7. Under the Riemann Hypothesis, for x � 9 × 106, we have

A(x) �
√
x

log2 x

(

2 − λ + 1

log x

(

7.993 − log3 x

8πx1/4
− 18

10000

log5 x√
x

))

. (3.18)
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Proof. Since B(y) is nonnegative, from (3.14) and (3.15), we get, for x � 599

A2(x) � 1

2
B(

√
x) − 9 log2 x

10000
.

As x � 29032, we may apply (3.8) which yields

A2(x) � 1

2

(

L1(
√
x) − x1/4

4π

)

− 9 log2 x

10000

= 1

2

( √
x

log2
√
x

+ L2(
√
x) − x1/4

4π

)

− 9 log2 x

10000
.

Now, as x > 292, by (2.10), it follows

A2(x) � 1

2

( √
x

log2
√
x

+ 2
√
x

log3
√
x

− x1/4

4π

)

− 9 log2 x

10000

=
√
x

log2 x

(

2 + 8

log x
− log2 x

8πx1/4
− 9 log4 x

10000
√
x

)

.

From Proposition 3.3, one has:

A1(x) � −
∣
∣
∣
∣
∣

∑

ρ

xρ

ρ2 log2 x

∣
∣
∣
∣
∣
− 0.0009 log2 x − 2

300

√
x

log3 x

so that A(x) = A1(x) + A2(x) satisfies

A(x) �
√
x

log2 x

(

2 −
∑

ρ

1

|ρ2| + 8 − 2/300

log x
− log2 x

8πx1/4
− 18 log4 x

10000
√
x

)

which, via 1.5, implies (3.18). �

Corollary 3.8. Under the Riemann Hypothesis, for x � 108, we have

A(x) �
√
x

log2 x

(

2 − λ + 5.12

log x

)

. (3.19)

Proof. From (1.11), the functions x �→ log3 x
x1/4 and x �→ log5 x√

x
are decreasing for x �

108 and therefore, we have

7.993 − log3 x

8πx1/4
− 18

10000

log5 x√
x

� 7.993 − log3 108

8
4√
108 π

− 18

10000

log5 108√
108

= 5.124 . . .

(cf. [13]). �
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3.4 An upper bound for A(x)

Proposition 3.9. Under the Riemann Hypothesis, for x � 108, we have

A(x) �
√
x

log2 x

(

2 + λ + Q(κ1, x)

log x

)

(3.20)

where κ1 is an integer satisfying 3 � κ1 < 
 log x
log 10.4� and

Q(κ1, x) = 4F̃2(
√
x) + 2

300
+ 3.05 log3 x√

x
+

κ1∑

k=3

k F̃1(x1/k) log x

x1/2−1/k

+ 7.23 κ3
1

x1/2−1/κ1
+ 0.94

log2 x
+ 9 log5 x

10000
√
x

(3.21)

with F̃2 and F̃1 defined in (3.16).

Proof. From Proposition 3.3 and (1.5), for x � 599, we have

A1(x) � λ

√
x

log2 x
+ 2

300

√
x

log3 x
+ 0.7

while, from Proposition 3.5, we have

A2(x) �
κ∑

k=2

1

k
B(x1/k) + 9 log2 x

10000
.

Therefore, from Lemma 3.6, we get the upper bound (3.20) for A(x) = A1(x) +
A2(x). �

Corollary 3.10. Under the Riemann Hypothesis, for x � 108, we have

A(x) �
√
x

log2 x

(

2 + λ + 25.22

log x

)

. (3.22)

Proof. We choose κ1 = 5 and observe that, from (3.16) and (1.11), all the terms
of the right-hand side of (3.21) are positive and nonincreasing for x � 108 so that
Q(5, x) � Q(5, 108) = 25.2119 . . . (cf. [13]). �

Corollary 3.11. Under the Riemann Hypothesis, for x tending to infinity, we have

√
x

log2 x

(

2 − λ + 7.993 + o(1)

log x

)

� A(x) �
√
x

log2 x

(

2 + λ + 8.007 + o(1)

log x

)

.

(3.23)
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Proof. The lower bound of (3.23) follows from Proposition 3.7. From Array (2.11),
from (2.13) and from (3.16), one sees in (3.21) that limx→∞ F̃2(

√
x) = 2 and

limx→∞ F̃1(x1/3) = 1 so that (3.21) yields limx→∞ Q(3, x) = 8 + 2/300 and the
upper bound of (3.23) follows from Proposition 3.9 with κ1 = 3.

�

3.5 Numerical computation

Let us denote by p− and p+ the primes surrounding the prime p.

Proposition 3.12. For x < 1.39 × 1017, A(x) is nondecreasing. There exists infinitely
many primes p for which A(p) < A(p−) holds.

Proof. Let us consider a prime p satisfying 3 � p < 1.39 × 1017. From (2.1), one
has

A(p) − A(p−) = li(θ(p)) − li(θ(p−)) − 1 = −1 +
∫ θ(p)

θ(p−)

dt

log t

> −1 + θ(p) − θ(p−)

log θ(p)
= log p

log θ(p)
− 1 > 0.

From Littlewood (cf. [7] or [5, chap. 5]), we know that there exists C > 0 and a
sequence of values of x going to infinity such that

θ(x) � x + C
√
x log log log x .

Let p be the largest prime � x . For x and p large enough, one has

θ(p) = θ(x) � x + C
√
x log log log x > p + log p

and

A(p) − A(p−) <
log p

log θ(p−)
− 1 = log p

log(θ(p) − log p)
− 1 < 0

which completes the proof of Proposition 3.12. �

Remark. In [9, p. 8], Platt and Trudgian have proved the existence of u satisfying
727 < u < 728 and θ(eu) − eu > 10152. If P is the largest prime � eu , this implies

θ(P) = θ(eu) > eu + 10152 > P + u � P + log P

and A(P) < A(P−) + log P

log(θ(P) − log P)
− 1 < A(P−).
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Proposition 3.13. (i) For 11 � x � 1.39 × 1017 we have

A(x) > 0. (3.24)

(ii) Under the Riemann Hypothesis, for x � 2 we have

A(x) �
√
x

log x

(

2 + λ + 27.7269 . . .

log x

)

(3.25)

with equality for x = 33647.
(iii) Under the Riemann Hypothesis, for x � 520 878 we have

A(x) �
√
x

log2 x

(

2 + λ + 25.22

log x

)

. (3.26)

(iv) For 2 � x � 10000 we have

A(x) � 5.0643 . . .

√
x

log2 x
. (3.27)

with equality for x = 3643.
(v) Under the Riemann Hypothesis, for x � 84.11 we have

A(x) �
√
x

log2 x

(

2 − λ + 5.12

log x

)

. (3.28)

(vi) For 37 � x < 89 we have

A(x) �
√
x

log2 x
(2 − λ). (3.29)

Proof. First, for x � 2, we define C(x) and c(x) by

A(x) =
√
x

log2 x

(

2 + λ + C(x)

log x

)

and A(x) =
√
x

log2 x

(

2 − λ + c(x)

log x

)

so that

C(x) = (log x)

(
A(x) log2 x√

x
− 2 − λ

)

and

c(x) = (log x)

(
A(x) log2 x√

x
− 2 + λ

)

.



608 J.-L. Nicolas

(i) (3.24) follows from Proposition 3.12 and A(11) = 0.1301 . . . Note that A(7) =
−0.1541 < 0 (cf. [13]).

(ii) If x � 108, (3.25) follows from Corollary 3.10.
If 2 � x < 409, from (1.12), one has (log2 x)/

√
x � 16/e2 and, from Proposition

3.12, A(x) � A(401) � 2.52 so that

C(x) = (log x)

(

A(x)
log2 x√

x
− 2 − λ

)

� (log 409)

(

2.52
16

e2
− 2 − λ

)

< 20.51

which proves (3.25).
If 409 � x < 108, let p be the largest prime� x . As 409 > e6 holds, from (1.11),

for x ∈ [p, p+), the function x �→ (log x)
(
A(p) log

2 x√
x

− 2 − λ
)
is decreasing,which

implies
C(x) � C(p) (3.30)

and, by computation,

max
409�x�108

C(x) = max
409�p<108

C(p) = C(33647) = 27.7269 . . .

which completes the proof of (3.25).

(iii) For x � 108, (3.26) follows from Corollary 3.10.
We compute p0 = 520 867 the largest prime< 108 such that C(p0) � 25.22. For

p+
0 = 520 889 � x < 108, we denote by p the largest prime � x and, from (3.30),

one has C(x) � C(p) < 25.22, which implies (3.26). Then, one calculates

lim
x→p+

0 , x<p+
0

C(x) = (log p+
0 )

⎛

⎝A(p0)
log2 p+

0√
p+
0

− 2 − λ

⎞

⎠ = 25.21964 . . .

As the above value is < 25.22, we have to solve the equation C(t) = 25.22 for
p0 � t < p+

0 and find t = 520 877.54 . . .

(iv) For t � 1 the function t �→ (log2 t)/
√
t is maximal for t = e4 = 54.59 . . .where

its value is 16/e2 = 2.16 . . . (cf. (1.11) and (1.12)). As A(x) is nondecreasing, for
x < 59, we have

A(x)
log2 x√

x
� 16

e2
A(53) = 16

e2
1.155 . . . = 2.501 . . .

For p � 59 and p � x < p+, one has

A(x)
log2 x√

x
= A(p)

log2 x√
x

� A(p)
log2 p√

p
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and we compute the maximum of A(p) log
2 p√
p for 59 � p < 10000 which is equal to

5.064 . . . for p = 3643.

(v) Let us set

f (x) =
√
x

log2 x

(

2 − λ + 5.12

log x

)

.

For x � 108, A(x) > f (x) follows from Corollary 3.8.
Let p be a prime satisfying e6 < 409 � p < 108. For p � x < p+, one has

A(x) = A(p),

c(x) = (log x)

(

A(p)
log2 x√

x
− 2 + λ

)

,

c′(x) = A(p)(log2 x)(6 − log x) − 2(2 − λ)
√
x

2x3/2
< 0

so that c(x) is decreasing and

c(x) � c̃(p)
de f== lim

x→p+, x<p+
c(x) = (log p+)

(

A(p)
log2 p+
√
p+ − 2 + λ

)

.

Therefore, for 409 � x < 108 one has c(x) � min409�p<108 c̃(p) and, by computa-
tion, one gets

min
409�p<108

c̃(p) = c̃(409) = 15.3735 . . .

which implies A(x) > f (x).
The function f is decreasing on (1, x1 = 111.55 . . .] and increasing for x � x1

(cf. [13]). Therefore, for 1 < a < b, the upper bound of f on the interval [a, b) is
max( f (a), f (b)).Wehave A(84.1) = A(83) < f (84.1)while, for 84.11 � x < 89,
A(x) = A(83) > max( f (84.11), f (89)) � f (x) holds.

For 89 � p � 401 = 409−, one checks that A(p) > max( f (p), f (p+)) holds
which shows that A(x) > f (x) for 89 � x < 409 and completes the proof of (3.28).

(vi) From (1.11), the function ϕ(t) = (log2 t)/
√
t is increasing for 1 � t � e4 =

54.598 . . . and decreasing for t � e4 so that, for 1 < a < b, the lower bound of ϕ on
the interval [a, b) is min(ϕ(a), ϕ(b)).

Let p be a prime satisfying 11 � p � 83. From (i), one has A(p) > 0 and, for
x ∈ [p, p+),

A(x)
log2 x√

x
= A(p)

log2 x√
x

� A(p)min(ϕ(p), ϕ(p+)).

To prove (3.29), it remains to check that A(p)min(ϕ(p), ϕ(p+)) > 2 − λ holds for
37 � p � 83. �
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3.6 Proof of Theorem 1.1

Proof. The proof of (1.6) follows from Corollary 3.10 while Corollary 3.8 yields
(1.7).

The proof of (1.8) results of Proposition 3.13, (i) and (v).
Inequality (1.9) results of Proposition 3.13, (v) and (vi).
If x � 10000, Inequality (1.10) follows from Proposition 3.13, (iv), while for

x > 10000, Proposition 3.13, (ii), implies

A(x) �
√
x

log2 x

(

2 + λ + 27.7269 . . .

log x

)

�
√
x

log2 x

(

2 + λ + 27.7269 . . .

log 10000

)

= 5.0566 . . .

√
x

log2 x

which ends the proof of Theorem 1.1. �
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In celebration of Krishnaswami Alladi’s 60th birthday

Abstract If gcd(r, t) = 1, then Alladi proved the Möbius sum identity

−
∑

n≥2
pmin(n)≡r (mod t)

μ(n)n−1 = 1

ϕ(t)
.

Here pmin(n) is the smallest prime divisor of n. The right-hand side represents the
proportion of primes in a fixed arithmetic progression modulo t . Locus generalized
this toChebotarev densities forGalois extensions.Answering a question ofAlladi,we
obtain analogs of these results to arithmetic densities of subsets of positive integers
using q-series and integer partitions. For suitable subsets S of the positive integers
with density dS , we prove that

− lim
q→1

∑

λ∈P
sm(λ)∈S

μP (λ)q |λ| = dS ,
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where the sum is taken over integer partitions λ, μP (λ) is a partition-theoretic
Möbius function, |λ| is the size of partition λ, and sm(λ) is the smallest part of
λ. In particular, we obtain partition-theoretic formulas for even powers of π when
considering power-free integers.

Keywords Arithmetic densities · Partition-theoretic Möbius function

2010 Mathematics Subject Classification 05A17 · 11P82

1 Introduction and Statement of Results

The fact
∑∞

n=1 μ(n)/n = 0,whereμ(n) is theMöbius function, can be reformulated
as

−
∞∑

n=2

μ(n)

n
= 1.

For notational convenience define μ∗(n) := −μ(n). This equation above can be
interpreted as the statement that 100% of integers n ≥ 2 are divisible by at least one
prime. This idea was used by Alladi [1] to prove that if gcd(r, t) = 1, then

∑

n≥2
pmin(n)≡r (mod t)

μ∗(n)

n
= 1

ϕ(t)
. (1.1)

Here ϕ(t) is Euler’s phi function, and pmin(n) is the smallest prime factor of n.
Alladi has asked [2] for a partition-theoretic generalization of this result. We

answer his question by obtaining an analog of a generalization that was recently
obtained by Locus [7]. Locus began by interpreting Alladi’s theorem as a device for
computing densities of primes in arithmetic progressions. She generalized this idea,
and proved analogous formulas for the Chebotarev densities of Frobenius elements
in unions of conjugacy classes of Galois extensions.

We recall Locus’s result. Let S be a subset of primes with Dirichlet density, and
define

FS(s) :=
∑

n≥2
pmin(n)∈S

μ∗(n)

ns
. (1.2)

Suppose K is a finite Galois extension of Q and p is an unramified prime in K .
Define [

K/Q

p

]
:=

{[
K/Q

p

]
: p ⊆ OK is a prime ideal above p

}
,
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where
[

K/Q

p

]
is the Artin symbol (for example, see Chapter 8 of [8]), and OK is

the ring of integers of K . It is well known that
[

K/Q

p

]
is a conjugacy class C in

G = Gal(K/Q). If we let

SC :=
{

p prime :
[

K/Q

p

]
= C

}
, (1.3)

then Locus proved (see Theorem 1 of [7]) that

FSC (1) = #C

#G
.

Remark 1.1. Alladi’s formula (1.1) is the cyclotomic case of Locus’ Theorem.

We now turn to Alladi’s question concerning a partition-theoretic analog. A par-
tition is a finite non-increasing sequence of positive integers, say

λ = (λ1, λ2, ..., λ�(λ)),

where �(λ) denotes the length of λ, i.e. the number of parts. The size of λ is
|λ| := λ1 + λ2 + · · · + λ�(λ), i.e., the number being partitioned. Furthermore, we
let sm(λ) := λ�(λ) denote the smallest part of λ (resp. lg(λ) := λ1 the largest part of
λ). We require the partition-theoretic Möbius function

μP (λ) :=
{
0 if λ has repeated parts

(−1)�(λ) otherwise
(1.4)

examined in [11], whereP denotes the set of integer partitions. Notice thatμP (λ) =
0 if λ has any repeated parts, which is analogous to the vanishing ofμ(n) for integers
n which are not square-free. In particular, the parts in partition λ play the role of prime
divisors of n in this analogy. We define μ∗

P (λ) := −μP (λ) as in Locus’ theorem,
for aesthetic reasons.

The table below offers a complete description of the objects which are related
with respect to this analogy. However, it is worthwhile to first compare the generating
functions forμ(n) andμP (λ).Using theEuler product for theRiemannzeta function,
it is well known that the Dirichlet generating function for μ(n) is

1

ζ(s)
=

∏

p prime

(
1 − 1

ps

)
=

∞∑

m=1

μ(m)m−s . (1.5)

To obtain the generating function for μP (λ), we recall the q-Pochhammer symbol

(a; q)n :=
n−1∏

m=0

(1 − aqm). (1.6)
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For |q| < 1, the q-Pochhammer symbol with n = ∞ is naturally defined by

(a; q)∞ := lim
n→∞(a; q)n . (1.7)

Using this symbol, it is clear that the generating function for μP (λ) is

(q; q)∞ =
∞∏

n=1

(1 − qn) =
∑

λ

μP (λ)q |λ|.

Bycomparing the generating functions forμ(n) andμP (λ), we see that prime factors
and integer parts of partitions are natural analogs of each other. The following table
offers the identifications that make up this analogy.

Natural number m Partition λ

Prime factors of m Parts of λ

Square-free integers Partitions into distinct parts
μ(m) μP (λ)

pmin(m) sm(λ)

pmax(m) lg(λ)

m−s q |λ|
ζ(s)−1 (q; q)∞
s = 1 q → 1

Remark 1.2. There are further analogies between multiplicative number theory and
the theory of integer partitions. For instance, in [3] Alladi and Erdős exploited a
bijection between prime factorizations of integers and partitions into prime parts, to
study an interesting arithmetic function; recently, the first two authors have shown
that many theorems in multiplicative number theory are special cases of much more
general partition-theoretic phenomena [10, 11].

Suppose that S is a subset of the positive integers with arithmetic density

lim
X→∞

#{n ∈ S : n ≤ X}
X

= dS .

The partition-theoretic counterpart to (1.2) is

FS(q) :=
∑

λ∈P
sm(λ)∈S

μ∗
P (λ)q |λ|. (1.8)

To state our results, we define

Sr,t := {n ∈ Z+ : n ≡ r (mod t)}. (1.9)
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These sets are simply the positive integers in an arithmetic progression r modulo t .
Our first result concerns the case where t = 2. Obviously, the arithmetic densities

of S1,2 and S2,2 are both 1
2 . The theorem below offers a formula illustrating these

densities and also offers curious lacunary q-series identities expressed in terms of
theta series.

Theorem 1.1. Assume the notation above.

1. The following q-series identities are true:

FS1,2(q) =
∞∑

n=1

(−1)n+1qn2
,

FS2,2(q) = 1 +
∞∑

n=1

(−1)nqn2 −
∞∑

m=−∞
(−1)mq

m(3m−1)
2 .

2. We have that

lim
q→1

FS1,2(q) = lim
q→1

FS2,2(q) = 1

2
.

Remark 1.3. An identity which implies the first part of Theorem 1.1 was obtained
earlier by Andrews and Stenger [5]. This identity and a generalization is also dis-
cussed in Examples 2 and 3 on p. 156-157 of [4].

Remark 1.4. The limits in Theorem 1.1 are understood as q tends to 1 from within
the unit disk.

Example 1. For complex z in the upper-half of the complex plane, let q(z) :=
exp

(− 2π i
z

)
. Therefore, if z → 1 in the upper-half plane, then q(z) → 1 in the unit

disk. The table below displays a set of such z beginning to approach 1 and the
corresponding values of FS1,2(q(z)).

z FS1,2 (q(z))
1 + .10i 0.458233...
1 + .09i 0.471737...
1 + .08i 0.482784...
1 + .07i 0.491003...
1 + .06i 0.496296...
1 + .05i 0.498998...
1 + .04i 0.499919...
1 + .03i 0.500048...
1 + .02i 0.500024...
1 + .01i 0.500006...
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The first claim in Theorem 1.1 offers an immediate combinatorial interpretation.
Let D+

even(n) denote the number of partitions of n into an even number of distinct parts
with smallest part even, and let D+

odd(n) denote the number of partitions of n into an
even number of distinct partswith smallest part odd. Similarly, let D−

even(n) denote the
number of partitions of n into an odd number of distinct parts with smallest part even,
and let D−

odd(n) denote the number of partitions of n into an odd number of distinct
parts with smallest part odd. To make this precise, for integers k let ω(k) := k(3k−1)

2
be the index k pentagonal number.

Corollary 1.2. Assume the notation above.

1. For partitions into distinct parts whose smallest part is odd, we have

D+
odd(n) − D−

odd(n) =

⎧
⎪⎨

⎪⎩

0 if n is not a square

1 if n is an even square

−1 if n is an odd square.

2. For partitions into distinct parts whose smallest part is even, we have

D+
even(n) − D−

even(n)

=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

−1 if n is an even square and not a pentagonal number

1 if n is an odd square and not a pentagonal number

1 if n is an even index pentagonal number and not a square

−1 if n is an odd index pentagonal number and not a square

0 otherwise.

Question 1. It would be interesting to obtain a combinatorial proof of Corollary
1.2 which is in the spirit of Franklin’s proof of Euler’s Pentagonal Number Theorem
(see pages 10-11 of [4]).

Our proof of Theorem 1.1 makes use of the q-Binomial Theorem and some well-
known q-series identities. It is natural to ask whether such a relation holds for general
sets Sr,t . The following theorem shows that Theorem 1.1 is indeed a special case of
a more general phenomenon.

Theorem 1.3. If 0 ≤ r < t are integers and gcd(m, t) = 1, then we have that

lim
q→ζ

FSr,t (q) = 1

t
,

where ζ is a primitive mth root of unity.

Remark 1.5. The limits in Theorem 1.3 are understood as q tends to ζ from within
the unit disk.
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Obviously, these results hold for any set S of positive integers that is a finite union
of arithmetic progressions. It turns out that this theorem can also be used to compute
arithmetic densities of more complicated sets arising systematically from a careful
study of arithmetic progressions. We focus on the sets of positive integers S(k)

fr which
are kth power-free. In particular, we have that

S(2)
fr = {1, 2, 3, 5, 6, 7, 10, 11, 13, . . . }.

It is well known that the arithmetic densities of these sets are given by

lim
X→+∞

#
{
1 ≤ n ≤ X : n ∈ S(k)

fr

}

X
=

∏

p prime

(
1 − 1

pk

)
= 1

ζ(k)
.

Toobtain partition-theoretic formulas for these densities,wefirst compute a partition-
theoretic formula for the density of

S(k)
fr (N ) := {n ≥ 1 : pk � n for every p ≤ N}. (1.10)

Theorem 1.4. If k, N ≥ 2 are integers, then we have that

lim
q→1

FS(k)
fr (N )

(q) =
∏

p≤N prime

(
1 − 1

pk

)
.

The constants in Theorem 1.4 are the arithmetic densities of positive integers that
are not divisible by the kth power of any prime p ≤ N , namely S(k)

fr (N ). Theorem
1.4 can be used to calculate the arithmetic density of S(k)

fr by letting N → +∞.

Corollary 1.5. If k ≥ 2, then

lim
q→1

FS(k)
fr

(q) = 1

ζ(k)
.

Furthermore, if k ≥ 2 is even, then

lim
q→1

FS(k)
fr

(q) = (−1)
k
2 +1 k!

Bk · 2k−1
· 1

π k
,

where Bk is the kth Bernoulli number.

This paper is organized as follows. In Section2.1 we discuss the q-Binomial
Theorem, which will be an essential tool for our proofs, as well as a duality principle
for partitions related to ideas of Alladi. In Section2.2 we will use the q-Binomial
Theorem to prove results related to Theorem 1.3. Section3 will contain the proofs
of all of the theorems, and Section4 will contain some nice examples.
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2 The q-Binomial Theorem and its consequences

In this section we recall elementary q-series identities, and we offer convenient
reformulations for the functions FS(q).

2.1 Easy nuts and bolts

Let us recall the classical q-Binomial Theorem (see [4] for proof).

Lemma 2.1. For a, z ∈ C, |q| < 1 we have the identity

(az; q)∞
(z; q)∞

=
∞∑

n=0

(a; q)n

(q; q)n
· zn.

We recall the following well-known q-product identity (for proof, see page 6 of
[6]).

Lemma 2.2. Using the above notations, we have that

(q; q)2∞
(q2; q2)∞

= 1 + 2
∞∑

n=1

(−1)nqn2
.

The following elementary lemma plays a crucial role in this paper.

Lemma 2.3. If S is a subset of the positive integers, then the following are true:

FS(q) =
∑

n∈S
qn

∞∏

m=1

(1 − qm+n) = (q; q)∞ ·
∑

λ∈P
lg(λ)∈S

q |λ|.

Remark 2.1. Lemma 2.3 may be viewed as a partition-theoretic case of Alladi’s
duality principle, originally stated in [1] as a relation between functions on smallest
versus largest prime divisors of integers, which he gave in full generality in a lecture
[2].

Proof. By inspection, we see that

FS(q) =
∑

λ∈P
sm(λ)∈S

μ∗
P (λ)q |λ| =

∑

n∈S
qn

∞∏

m=1

(1 − qm+n).
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By factoring out (q; q)∞ from each summand, we find that

FS(q) =
∑

n∈S
qn

∞∏

m=1

(1 − qm+n) = (q; q)∞ ·
∑

n∈S

qn

(q; q)n

= (q; q)∞ ·
∑

λ∈P
lg(λ)∈S

q |λ|.

2.2 Case of FSr,t (q)

Here we specialize Lemma 2.3 to the sets Sr,t . The next lemma describes the q-series
FSr,t (q) in terms of a finite sum of quotients of infinite products. To prove this lemma
we make use of the q-Binomial Theorem.

Lemma 2.4. If t is a positive integer and ζt := e2π i/t , then

FSr,t (q) = (q; q)∞ · 1
t

[
t∑

m=1

ζ−mr
t

(ζ m
t q; q)∞

]
.

Proof. From Lemma 2.3, we have that

FSr,t (q) = (q; q)∞ ·
∞∑

n=0

qtn+r

(q; q)tn+r
.

By applying the q-Binomial Theorem (see Lemma 2.1) with a = 0 and z = ζ m
t q,

we find that

1

t

[
t∑

m=1

ζ−mr
t

(ζ m
t q; q)∞

]
= 1

t

[
t∑

m=1

∞∑

n=0

ζ
m(n−r)
t qn

(q; q)n

]
.

Due to the orthogonality of roots of unity we have

t∑

m=1

ζ
m(n−r)
t =

{
t if n ≡ r (mod t)

0 otherwise.

Hence, this sum allows us to sieve on the sum in n leaving only those summands
with n ≡ r (mod t), namely the series

∞∑

n=0

qtn+r

(q; q)tn+r
.
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Therefore, it follows that

FSr,t (q) = (q; q)∞ · 1
t

[
t∑

m=1

∞∑

n=0

ζ
m(n−r)
t qn

(q; q)n

]
.

Lemma 2.5. If a and m are positive integers and ζ is a primitive mth root of unity,
then

lim
q→1

(q; q)∞
(ζ aq; q)∞

=
{
1 if m | a

0 otherwise.

Proof. Since (aq; q)±1∞ is an analytic function of q inside the unit disk (i.e., of
q := e2π i z with z in the upper half-plane) when |a| ≤ 1, the quotient on the left-hand
side of Lemma 2.5 is well-defined as a function of q (resp. of z), and we can take
limits from inside the unit disk. When m | a, the q-Pochhammer symbols cancel and
the quotient is identically 1. When m � a, then (q; q)∞ clearly vanishes as q → 1
while (ζ aq; q)∞ is non-zero; thus the quotient is zero.

3 Proofs of our results

3.1 Proof of Theorem 1.1

Here we prove the first part of Theorem 1.1; we defer the proof of the second part
until the next section because it is a special case of Theorem 1.3.

Proof. Here we prove the first part of Theorem 1.1. By Lemma 2.4 we have

FS1,2(q) = (q; q)∞ · 1
2

[
1

(q; q)∞
− 1

(−q; q)∞

]

= 1

2

[
1 − (q; q)∞

(−q; q)∞

]

= 1

2

[
1 − (q; q)2∞

(q2; q2)∞

]
.

Lemma 2.2 now implies that

FS1,2(q) =
∞∑

n=1

(−1)n+1qn2
.

To prove the FS2,2(q) identity, first recall that
∑

λ∈P μ∗
P (λ)q |λ| = −(q; q)∞. From

this we know FS1,2(q) + FS2,2(q) = 1 − (q; q)∞. Using the identity for FS1,2(q) and
Euler’s Pentagonal Number Theorem completes the proof.
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Proof. Now we prove Corollary1.2.
Part 1. This claim follows easily from the first part of Theorem1.1. The reader

should recall that FS1,2(q) is the generating function for μ∗
P (λ) = −μP (λ).

Part 2. This corollary is not as immediate as the first part. Of course, we must
classify the integer pairs m and n for which n2 = m(3m − 1)/2. After simple manip-
ulation, we find that this holds if and only if

(6m − 1)2 − 6(2n)2 = 1.

In other words, we require that (x, y) = (6m − 1, 2n) be a solution to Pell’s equation

x2 − 6y2 = 1.

It is well known that all of the positive solutions to Pell’s equation are of the form
(xk, yk), where

xk + √
6 · yk = (5 + 2

√
6)k .

Using this description and the elementary congruence properties of (xk, yk), one
easily obtains the second part of Corollary1.2.

3.2 Proof of Theorem 1.3

Here we prove the general limit formulas for the arithmetic densities of Sr,t .

Proof. Now we prove Theorem 1.3. From Lemma 2.4 we have

FSr,t (q) = (q; q)∞ · 1
t

[
t∑

m=1

ζ−mr
t

(ζ m
t q; q)∞

]
.

We stress that we can take a limit here because we have a finite sum of functions
which are analytic inside the unit disk. Using Lemma 2.5 we see that

lim
q→1

(q; q)∞
(ζ m

t q; q)∞
=

{
1 if m = t

0 otherwise.

From this we have

lim
q→1

FSr,t (q) = 1

t
.

The proof for q → ζ where ζ is a primitive mth root of unity with gcd(m, t) = 1
follows the exact same steps.
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3.3 Proofs of Theorem 1.4 and Corollary 1.5

Here we will prove Theorem 1.4 and Corollary 1.5 by building up kth power-free
sets using arithmetic progressions. We prove Theorem 1.4 first.

Proof. Here we prove Theorem 1.4. The set of numbers not divisible by pk for any
prime p ≤ N can be built as a union of sets of arithmetic progressions. Therefore,
for a given fixed N we only need to understand divisibility by pk for all primes
p ≤ N . Because the divisibility condition for each prime is independent from the
other primes, we have

FS(k)
fr (N )

(q) =
∑

0≤r<M
pk � r

FSr,M (q),

where M := ∏
p≤N
prime

pk . We have a finite number of summands, and the result now

follows immediately from Theorem 1.3.

Next, we will prove Corollary 1.5.

Proof. Here we prove Corollary 1.5. For fixed N define

ζN (k) :=
∏

p≤Nprime

(
1

1 − pk

)
,

so limq→1 FS(k)
fr (N )

(q) = 1
ζN (k)

. It is clear limN→∞ ζN (k) = ζ(k). It is in this sense

that we say limq→1 FS(k)
fr

(q) = 1
ζ(k)

.

4 Examples

Example 2. In the case of S1,3, which has arithmetic density 1/3, Theorem 1.3
holds for any mth root of unity where 3 � m. The two tables below illustrate this as
q approaches ζ1 = 1 and ζ4 = i , respectively.

q FS1,3 (q)

0.70 0.340411885...
0.75 0.335336994...
0.80 0.333552814...
0.85 0.333331545...
0.90 0.333333329...
0.95 0.333333333...
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q FS1,3 (q)

0.70i ≈ 0.034621 + 0.793781i
0.75i ≈ 0.057890 + 0.802405i
0.80i ≈ 0.097030 + 0.771774i
0.85i ≈ 0.167321 + 0.674712i
0.90i ≈ 0.294214 + 0.454400i
0.95i ≈ 0.424978 + 0.067775i
0.97i ≈ 0.376778 − 0.016187i
0.98i ≈ 0.340170 + 0.005772i
0.99i ≈ 0.332849 + 0.000477i

Example 3. The table below illustrates Theorem 1.4 for the set S(2)
fr (5), which has

arithmetic density 16/25 = 0.64. These are the positive integers which are not divis-
ible by 4, 9 and 25. Here we give numerics for the case of FS(2)

fr (5)(q) as q → 1 along
the real axis.

q FS(2)
fr (5)

(q)

0.90 0.615367...
0.91 0.619346...
0.92 0.625991...
0.93 0.631607...
0.94 0.631748...
0.95 0.631029...
0.96 0.638291...
0.97 0.639893...

Example 4. Here we approximate the density of S(4)
fr , the fourth power-free positive

integers. Since ζ(4) = π4/90, it follows that the arithmetic density ofS(4)
fr is 90/π4 ≈

0.923938.... Here we choose N = 5 and compute the arithmetic density of S(4)
fr (5),

the positive integers which are not divisible by 24, 34, and 54. The density of this
set is 208/225 ≈ 0.924444.... This density is fairly close to the density of fourth
power-free integers because the convergence in the N aspect is significantly faster
for fourth power-free integers than for square-free integers, as discussed above.
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q FS(4)
fr (5)

(q)

0.90 0.934926...
0.91 0.936419...
0.92 0.936718...
0.93 0.935027...
0.94 0.931517...
0.95 0.925619...
0.96 0.921062...
0.97 0.925998...
0.98 0.924967...
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p(5n + 4) ≡ 0 (mod 5), p(7n + 5) ≡ 0 (mod 7), (1.1)

and
p(11n + 6) ≡ 0 (mod 11), n ≥ 0, (1.2)

where p(n) counts the number of partitions of the positive integer n.
For the congruences in (1.1) Ramanujan [11] provided clever elementary proofs

based on Euler’s pentagonal number theorem and on Jacobi’s identity for the third
power of Dedekind’s eta-function. Also in [11], Ramanujan presented two q-series
identities which in explicit fashion witness the stated divisibilities by 5 and 7:

∞∑

n=0

p(5n + 4)qn = 5
∞∏

n=1

(1 − q5n)5

(1 − qn)6
, (1.3)

∞∑

n=0

p(7n + 5)qn = 7
∞∏

n=1

(1 − q7n)3

(1 − qn)4
+ 49q

∞∏

n=1

(1 − q7n)7

(1 − qn)8
. (1.4)

Bruce Berndt’s commentary in [5, pp. 372–375] on Ramanujan’s paper gives the
history of proofs of Ramanujan’s congruences. In particular, Berndt points to the
fact that (1.4) in Ramanujan’s original paper is stated without any proof and also
that Ramanujan only briefly sketches a proof of (1.3)—an identity greatly admired
by Hardy; see Hardy’s remark in [5, p. xxxv].

Concerning Ramanujan’s congruence (1.2) a witness identity like (1.3) or (1.4),
i.e., presenting

∑
n≥0 p(11n + 6)qn as a linear combination of eta-quotients, has

been found only recently by Radu [10] with the help of his Ramanujan-Kolberg
Algorithm. As the main theorem of this note we present a new and simpler witness
identity but built in different fashion:

Theorem 1.1. Let

t := q−5
∞∏

k=1

(
1 − qk

1 − q11k

)12

, (1.5)

and

f := q t
∞∏

k=1

(1 − q11k)

∞∑

n=0

p(11n + 6)qn . (1.6)

Then

f 5 = 5 · 114 f 4 + 114(−2 · 5 · 114 + 251 t) f 3 (1.7)

+ 113(2 · 5 · 119 + 2 · 3 · 5 · 115 · 31 t + 4093 t2) f 2

+ 114(−5 · 1112 + 2 · 5 · 118 · 17 t − 22 · 3 · 113 · 1289 t2 + 3 · 41 t3) f
+ 115(114 + t)(1111 − 3 · 7 · 117 t + 112 · 1321 t2 + t3).
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The divisibility 11|p(11n + 6) follows immediately from the fact that all coefficients
of powers of q on the right hand side are integers containing 11 as a factor. This
property clearly carries over to f since f 5 is an element of an integral domain—
regardless whether the q-series/products involved are considered as formal Laurent
series or as analytic functions.

The rest of this article is structured as follows. In Section 2 we put the witness
identity (1.7) into the algebraic framework of presenting subalgebras of the poly-
nomial ring K[z] as finitely generated K[z]-modules. To apply the machinery for
deriving the witness identity (1.7) in algorithmic fashion, basic facts from modular
functions are needed; these are provided in Section 3. One of the consequences of this
setting is a computational verification of (1.7). Section 4 describes an algorithm to
compute the desired module presentation for the case of polynomials. The analogous
algorithm for modular functions is discussed in Section 5, including the algorithmic
derivation of the witness identity (1.7).

2 Presenting Subalgebras of the polynomial ring K[z]

By K[z] we denote the ring of univariate polynomials in z with coefficients from a
fieldK. In our context it is useful to keep in mind thatK[z] is also a vector space over
K; sometimeswe emphasize this fact by saying thatK[z] is aK-algebra1 For example,
we can consider the K-algebra generated by given polynomials f0, . . . , fn ∈ K[z],

K[ f0, f1, . . . , fn] :=
{ ∑

j0, j1,..., jn≥0

c j0, j1,..., jn f
j0
0 f j1

1 . . . f jn
n

}
;

i.e., the elements are polynomials in the f j with coefficients c j0, j1,..., jn ∈ K.
We will consider also slight variations of this setting. For example, the right hand

side of (1.7) can be considered as an element of the Q-algebra Q[t, f ]. Here t and
f are not polynomials but Laurent series in q. More precisely, the right hand side of
(1.7) has a particular structure; namely, it is an element of

Q[t] + Q[t] f + · · · + Q[t] f 4 := {p0(t) + p1(t) f + · · · + p4(t) f
4 : p j (t) ∈ Q[t]}.

Obviously this is a subalgebra of Q[t, f ]. Conversely, the relation (1.7) guarantees
that all the elements of Q[t, f ] are contained in this subalgebra. As a consequence,
the witness identity (1.7) has also an algebraic meaning; namely,

Q[t, f ] = Q[t] + Q[t] f + · · · + Q[t] f 4. (2.1)

In other words, (2.1) tells us that the algebra Q[t, f ] can be presented as a module
over the polynomial ring Q[t] with module generators 1, f, . . . , f 4.

1For us a K-algebra R is a commutative ring R with 1 which is also a vector space over K.
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We note that this module is freely generated2 owing to fact that the orders ord( f j )

are pairwise different. As usual, for a formal Laurent series, resp. meromorphic
function, F(q) = ∑∞

n=� Fnqn with F� �= 0, its order is defined as ord(F(q)) := �.
It is well-known that subalgebras of K[z] are finitely generated:

Theorem 2.1 ([4]). Let A �= K be a subalgebra of K[z] and let n be the degree of
the polynomial of smallest positive degree in A. Then A can generated by a set of
not more than n + 1 elements.

Gale’s proof is elegant and short, but non-constructive. Nevertheless, its underly-
ing idea is based upon presenting a subalgebra as a finitely generatedK[t]-module as
in (2.1). Almost 60 years after Gale’s paper, Radu3 in [10] introduced a constructive
version of this approach.

Remark 2.1. Presentations like (2.1) also solve the problem to decide subalgebra
membership. In computer algebra usually such problems are solved by constructing
a convenient basis. To this end, for multivariate polynomial rings, SAGBI (“Sub-
algebra Analogs to Gröbner Bases for Ideals”) bases are considered. This concept
was introduced by Kapur and Madlener [7] and independently by Robbiano and
Sweedler [12]. They also present a method for computing such bases given a set of
generators for a subalgebra of a multivariate polynomial ring. In general this method
is not algorithmic, but in the univariate case K[z] it can be shown to terminate
after a finite number of steps. In this context, Anna Torstensson [13] gave a careful
algorithm analysis for the case when the subalgebra is generated by two polyno-
mials. Radu’s algorithm works completely different to the SAGBI mechanism. The
algorithm computes a Noether normalization (e.g., [3, Theorem 30]) of a finitely
generatedK-subalgebra ofK[z] to solve the subalgebra membership problem in the
case of univariate polynomial rings.

In Section 4 we explain the main algorithmic ideas used to establish (1.7),
resp. (2.1). Before doing so, we set up the required algebraic/analytic frame for
these equalities.

3 Modular Functions Background

Modular functions provide a convenient mathematical environment for the objects t
and f in Theorem 1.1. In this context we view q = q(τ ) as a function on the upper
half complex plane H := {τ ∈ C : Im(τ ) > 0} defined by q(τ ) := exp(2π iτ). The
congruence subgroup Γ0(N ) of the modular group is defined as

2I.e., every element p0(t) + p1(t) f + · · · + p4(t) f 4 in the module has uniquely determined coef-
ficients p j (t) ∈ Q[t].
3Not knowing about Gale’s paper at that time.
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Γ0(N ) :=
{(

a b
c d

)
∈ SL2(Z) : N |c

}
.

A holomorphic function g defined onH is called a modular function for Γ0(N ) if (i)
for all

(
a b
c d

) ∈ Γ0(N ),

g

(
aτ + b

cτ + d

)
= g(τ ), τ ∈ H, (3.1)

and (ii) if for each γ = (
a b
c d

) ∈ SL2(Z) there exists a Laurent series expansion with
finite principal part such that for all τ ∈ H sufficiently close to a

c ∈ Q ∪ {∞}:

g(τ ) =
∞∑

n=−∞
cn(γ )e2π in(γ −1τ)/wγ (3.2)

where

wγ := min

{
h ∈ N \ {0} :

(
1 h
0 1

)
∈ γ −1Γ0(N )γ

}
.

Note. SL2(Z) and Γ0(N ) act onH by
(
a b
c d

)
τ := aτ+b

cτ+d , and also onH ∪ Q ∪ {∞} by
defining

(
a b
c d

) ∞ := a
c and a

0 := ∞.
If m = m(γ ) is the smallest index such that cm(γ ) �= 0 in (3.2), then we call m

the γ -order of g at τ = a
c ; notation:m = ordγ

a/c(g). If
a
c = γ1∞ = γ2∞ for γ1, γ2 ∈

SL2(Z), then ordγ1
a/c(g) = ordγ2

a/c(g). This leads to define the order of a modular
function g at a point a

c ∈ Q ∪ {∞}, called a “cusp of g”, by

orda/c(g) := ordγ

a/c(g)

for some γ ∈ SL2(Z) such that γ∞ = a
c .

The action of Γ0(N ) maps cusps onto cusps, and it turns out that for each N ∈
N \ {0} the set of cusps Q ∪ {∞} splits only into finitely many orbits. A cusp a

c ∈
Q ∪ {∞} is called a critical point of a modular function g if orda/c(g) < 0. This
property is invariant under the action of Γ0(N ) owing to the fact that for two cusps
a
c and a′

c′ from the same orbit, i.e., a′
c′ = γ a

c for some γ ∈ Γ0(N ), one has

orda′/c′(g) = orda/c(g).

The Γ0(N )-orbit of the cusp a
c ∈ Q ∪ {∞} is denoted by [ ac ]. An orbit [ ac ] where a

c
is a critical point of g is called critical orbit of g.

The set of modular functions for Γ0(N ) forms aC-algebra denoted by M(N ). An
important subalgebra is

M∞(N ) := {g ∈ M(N ) : g is constant, or [∞] is the only critical orbit of g}.
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This, in view of (3.2), gives a normal form presentation for any modular function
g ∈ M∞(N ). Namely, we take the Laurent series expansion at the cusp ∞ using
γ := (

1 0
0 1

) = Id:

g(τ ) =
∞∑

n=ord∞(g)

cnq
n. (3.3)

Note that q = q(τ ) = exp(2π iτ), cn := cn(Id), andwγ = wId = 1; if g is a constant
then ord∞(g) = 0 and cn = 0 for all n ≥ 1. We call this unique Laurent series the
q-series presentation of g.

This setting provides a convenient mathematical environment for the objects t
and f in Theorem 1.1.

Lemma 3.1. Let t and f be defined as in (1.5) and (1.6) of Theorem 1.1 where
q = q(τ ) := exp(2π iτ), τ ∈ H. Then

t, f ∈ M∞(11),

and the q-series/products in (1.5) and (1.6) correspond to the Laurent series expan-
sions of t and f at the cusp ∞ as in (3.3). Consequently,

ord∞(t) = −5 and ord∞( f ) = −4.

Proof. The statement follows immediately from

q−5
∞∏

k=1

(
1 − qk

1 − q11k

)12

∈ M∞(11) and q
∞∏

k=1

(1 − q11k)
∞∑

n=0

p(11n + 6)qn ∈ M∞(11),

which, for instance, is proven in [10].

Despite the analytic setting, to decide equality of two functions in M∞(N ) can
be done in purely algebraic and finitary fashion.

Lemma 3.2. Let g and h be in M∞(N ) with q-series presentations

g(τ ) =
∞∑

n=ord∞(g)

anq
n and h(τ ) =

∞∑

n=ord∞(h)

bnq
n.

Then g = h if and only if ord∞(g) = ord∞(h) =: � and

(a�, . . . , a−1, a0) = (b�, . . . , b−1, b0).

Proof. The lemma is just a special case of Liouville’s theorem for any compact
Riemann surface: a holomorphic function on a compact Riemann surface must be
constant. Also see [9, Sect. 6], or any introductory text on modular functions.
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In other words, if g(τ ) = ∑∞
n=ord∞(g) anq

n ∈ M∞(N ), the coefficients an , n ≥ 1,
are uniquely determined by those of the principal part and a0. Algebraically this
corresponds to an isomorphic embedding of C-vector spaces:

ϕ : M∞(N ) → C[z],
∞∑

n=ord∞(g)

anq
n 
→ aord∞(g)z

−ord∞(g) + · · · + a−1z + a0. (3.4)

In computationally feasible cases the zero test for g − h
?= 0 of Lemma 3.2 trivializes

the task of proving identities between modular functions.

Example 3.1. Knowing fromLemma 3.1 that t and f are inM∞(11) the proof of the
witness identity (1.7) can be left to a computer algebra package: First one specifies
the input for t and f as, for instance, in In[16] and In[17] of Section 5. Then applying
a simplification command as, for instance, Simplify in Mathematica reduces the
difference of the expressions on the left andon the right hand side of (1.7) toO[q]ˆ2;
this means, to 0 in view of Lemma 3.2.

4 Algorithm “MODULE GENERATORS” for Polynomials

In view of the isomorphic vector space embedding ϕ defined in (3.4), we present an
algorithm to compute a suitable module presentation as in (2.1).

ALGORITHM 4.1 (“MODULE GENERATORS: polynomial case”).
Given non-constant polynomials t := f0, f1, . . . , fn ∈ K[z], the algorithm computes
g1, . . . , gk ∈ K[z] such that

K[t, f1, . . . , fn] = K[t] + K[t] g1 + · · · + K[t] gk . (4.1)

To explain a basic ingredient of the algorithm, we first consider the problem
of finding convenient presentations of finitely generated additive submonoids of
N = {0, 1, . . . }.
Example 4.1. Consider the submonoid M generated by 6, 9, and 20; i.e.,

M = {6a + 9b + 20c : a, b, c ∈ N}.

The presentation of M which is most relevant for our purpose is a set partition of M
into residue classes modulo t :

[M]i := {x ∈ M : x ≡ i (mod t)}.
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For example, choosing t := 6we have thatM is the disjoint union of [M]0, . . . , [M]5
where [M]0 = 0 + 6N = {0 + 6m : m ∈ N}, and
[M]1 = 49 + 6N, [M]2 = 20 + 6N, [M]3 = 9 + 6N, [M]4 = 40 + 6N, [M]5 = 29 + 6N.

Example 4.2. How does one compute the elements 49, 20, etc.? For example, 49 is
the smallest element of the form 1 + 6a that can be represented in the form 9b + 20c,
a, b, c ∈ N. There are various tools to solve such linear Diophantine problems; e.g.,
the Omega package [1, 2] written in Mathematica:

In[1]:= << RISC`Omega.m`

Omega Package version 2.49 written by Axel Riese (in cooperation
with George E. Andrews and Peter Paule) © RISC-JKU

In[2]:= OEqR[OEqSum[xaybzc, −6a + 9b + 20c == 1, λ]]

Out[2]=
x8yz2

(1 − x3y2)(1 − x10z3)

Out[2] gives the rational form of the generating function
∑

xa ybzc of all non-
negative integer triples (a, b, c) satisfying −6a + 9b + 20c = 1; (8, 1, 2) corre-
sponds to 9 · 1 + 20 · 2 = 1 + 6 · 8 = 49.

Nextwe considerwhat happenswhen to a given submonoid ofN another generator
is added4.

Example 4.3. Consider the submonoid M+ generated by 4, 6, 9, and 20; i.e.,

M = {4a + 6b + 9c + 20d : a, b, c, d ∈ N} := 〈4, 6, 9, 20〉. (4.2)

Note. Subsequently it will be convenient to use a short hand notation for the monoid
which lists its generators as on the right side of (4.2).

Keeping the choice t := 6, we need to update the residue classes. Doing so, we
obtain M+ = [M+]0 ∪ · · · ∪ [M+]5 where [M+]0 = 0 + 6N, and

[M+]1 = 13 + 6N, [M+]2 = 8 + 6N, [M+]3 = 9 + 6N, [M+]4 = 4 + 6N, [M+]5 = 17 + 6N.

A simple but relevant observation is that for each j the smallest element in [M+] j is
less or equal to smallest element in [M] j .

These elementary facts about monoids are used to compute the desired module
presentations.

Example 4.4. As specified in the input/output description of Algorithm 4.1 we com-
pute a module presentation of the subalgebra Q[t, f1, f2] of Q[z] where
In[3]:= t = z6 − 1; f1 = z9 + 2; f2 = z20 + 1;

4An entertaining application of this situation is shown in the Numberphile video “How to order 43
Chicken McNuggets”: www.youtube.com/watch?v=vNTSugyS038

www.youtube.com/watch?v=vNTSugyS038
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Obviously the monoid 〈6, 9, 20〉 generated by the degrees of t , f1, and f2 is a
subset of the set of all possible degrees arising from the polynomials inQ[t, f1, f2].
Consequently, in view of Example 4.1, it is a natural idea to choose as monoid
generators g j ∈ Q[t, f1, f2] such that

(deg(g1), deg(g2), deg(g3), deg(g4), deg(g5)) ≡ (1, 2, 3, 4, 5) (mod 6). (T 1)

Note that here, as in Example 4.1, we decided to go modulo 6 which is the smallest
degree of the given polynomials t, f1, and f2. For setting up presentations ofmonoids
in general, this choice is free and can be adapted to the context.

To establish

Q[t, f1, f2] = Q[t] + Q[t] g1 + · · · + Q[t] g5 (4.3)

we need to show:

Q[t] + Q[t] g1 + · · · + Q[t] g5 is a subalgebra ofQ[t, f1, f2]; and (T 2a)

f1, f2 ∈ Q[t] + Q[t] g1 + · · · + Q[t] g5. (T 2b)

Task (T1). By Examples 4.1 and 4.2 we know that 49 = 1 · 9 + 2 · 20 is the smallest
element in the monoid 〈6, 9, 20〉 which is congruent to 1 modulo 6. This suggests to
take

In[4]:= g1 = f1f
2
2 .

With the same reasoning we choose also the remaining elements:

In[5]:= g2 = f2; g3 = f1; g4 = f22 ; g5 = f1f2;
This choice satisfies (T1):

(deg(g1), deg(g2), deg(g3), deg(g4), deg(g5)) = (49, 20, 9, 40, 29)

≡ (1, 2, 3, 4, 5) (mod 6),

and settles also Task (T2b).
In view of In[4] and In[5] Task (T2a) amounts to show

gi g j ∈ Q[t] + Q[t] g1 + · · · + Q[t] g5 for all i, j ∈ {1, . . . , 5}.

This is checked computationally. For example,

In[6]:= {g23, g23 − t3}//Expand

Out[6]= {4 + 4z9 + z18,5 − 3z6 + 4z9 + 3z12}

In[7]:= {g23 − t3, g23 − t3 − 3t2}//Expand
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Out[7]= {5 − 3z6 + 4z9 + 3z12,2 + 3z6 + 4z9}

In[8]:= {g23 − t3 − 3t2, g23 − t3 − 3t2 − 4g3}//Expand

Out[8]= {2 + 3z6 + 4z9, −6 + 3z6}

In[9]:= {g23 − t3 − 3t2 − 4g3, g
2
3 − t3 − 3t2 − 4g3 − 3(t − 1)}//Expand

Out[9]= {−6 + 3z6,0}

In other words, we obtained

g23 = t3 + 3t2 + 3(t − 1) + 4g3 ∈ Q[t] + Q[t] g1 + · · · + Q[t] g5.

Such reductions work for all gi g j . To give another example,

g2g4 = p − 3g2 + 3g4

for

p = t10 + 10t9 + 45t8 + 120t7 + 210t6 + 252t5 + 210t4 + 120t3 + 45t2 + 10t + 2.

In contrast to Example 4.4, in general it is not true that

{deg g(z) : g(z) ∈ K[t, f1, . . . , fn]} = 〈deg t (z), deg f1(z), . . . , deg fn(z)〉;

see the next example.

Example 4.5. Consider the subalgebra Q[t, f1, f2, f3] of Q[z] where
In[10]:= t = z6 − 1; f1 = z9 + 2; f2 = z20 + 1; f3 = z18 + z4;

Observe that

〈deg t (z), deg f1(z), deg f2(z), deg f3(z)〉 = 〈6, 9, 20, 18〉 = 〈6, 9, 20〉
�= {deg h(z) : g(z) ∈ Q[t, f1, f2, f3]};

for instance,

h(z) := f3 − (t3 + 3t2 + 3t) = z4 + 1 ∈ Q[t, f1, f2, f3] (4.4)

and therefore, deg(h) = deg(z4 + 1) = 4 �= 〈6, 9, 20〉. Consequently, to obtain a
general algorithm as specified in Algorithm 4.1, we need to modify the pro-
cedure from Example 4.4 as follows: we update the given data by considering
Q[t, f1, f2, f3, f4] instead of Q[t, f1, f2, f3] by adding explicitly the “new” ele-
ment from (4.4):

In[11]:= f4 = z4 + 1;
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Recall Example 4.3 where the element 4 was added to the monoid 〈6, 9, 20〉;
this had the effect that for the resulting monoid 〈4, 6, 9, 20〉 the smallest elements
in the representing residue classes modulo 6 changed from (49, 20, 9, 40, 29) to
(13, 8, 9, 4, 17). For termination reasons of the algorithm it is important to note that
by adding a new element to the monoid the new smallest elements are less or equal
than their predecessors in the respective residue classes.

To obtain a module representation for Q[t, f1, f2, f3, f4] we utilize this obser-
vation when updating the generators g j accordingly. This means, we now choose
G j ∈ Q[t, f1, f2, f3, f4] such that
In[12]:= G1 = f1f4;G2 = f24 ; G3 = f1; G4 := f4; G5 = f1f

2
4 ;

This choice satisfies condition (T1) from above:

(deg(G1), deg(G2), deg(G3), deg(G4), deg(G5)) = (13, 8, 9, 4, 17)

≡ (1, 2, 3, 4, 5) (mod 6).

Because of

In[13]:= f2 − G45 + 5G22 − 10G43 + 10G2 − 5G4//Expand

Out[13]= 0

and (4.4) it also satisfies condition (T2b). Again a computational check verifies
condition (T2a); for example:

In[14]:= G12 − (t3 + 3t2 + 3t − 3)G2 − 4G5//Expand

Out[14]= 0

FromExample 4.5we can obtain a complete picture of theAlgorithm 4.1, namely:
Out of the subalgebra generators f0, . . . , fn ∈ K[z] we choose a non-constant ele-
ment t := f0 which fixes the modulus deg(t) for all the steps of the algorithm. It also
determines the module structure

K[t] + K[t] g1 + · · · + K[t] gk
for the first step of the algorithm,where k = deg(t) − 1 is the number of non-constant
module generators g1, . . . , gk ∈ K[z]. Whenever it happens, as in Example 4.5, that
during the module-reduction with respect to g1, . . . , gk multiplied by powers of t an
element h ∈ K[t, f1, . . . , fn] arises with

deg(h) �= 〈deg(t), deg( f1), . . . , deg( fn)〉,

then we update to new generators G1, . . . ,Gk as in Example 4.5. Since in each such
update-step the degrees of the G j are less or equal to those of the corresponding g j

(at least one degree has to be smaller in case of an update!), the algorithm terminates
after a finite number of steps.
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5 Algorithm “MODULE GENERATORS” for Modular
Functions

Algorithm 4.1 carries over from polynomials to modular functions by the linear
embedding ϕ defined in (3.4). We present the version given in [9].

ALGORITHM 5.1 (“MODULE GENERATORS: modular function case”).
Given non-constant modular functions t := f0, f1, . . . , fn ∈ M∞(N ) with m :=
−ord∞(t) and

gcd (ord∞(t), ord∞(f2), . . . , ord∞(fn)) = 1,

the algorithm computes g1, . . . , gm−1 ∈ M∞(N ) such that

C[t, f1, . . . , fn] = C[t] + C[t] g1 + · · · + C[t] gm−1. (5.1)

The gcd-condition and also the steps of the algorithm are explained in detail in [9]. In
fact, exchanging the polynomial degrees with negative orders, the algorithm works
completely analogous to the case of polynomials.

As an illustration we sketch the derivation of our 11-witness identity (1.7).

Example 5.1. ConsiderC[t, f ]with t, f ∈ M∞(N ) as in (1.5) and (1.6) of ourmain
Theorem (1.1). We have m = −ord∞(t) = 5, hence we expect m − 1 = 4 module
generators in addition to the constant function 1. Observing that

(−deg( f ),−deg( f 2),−deg( f 3),−deg( f 4)) = (4, 8, 12, 16)

≡ (4, 3, 2, 1) (mod 5),

we choose
(g1, g2, g3, g4) := ( f, f 2, f 3, f 4).

This matches condition (T1) above; condition (T2b) is trivially satisfied. Owing to
the fact that gi g j = f i+ j , to verify condition (T2a) reduces to showing that

f 5 ∈ C[t] + C[t] f + C[t] f 2 + C[t] f 3 + C[t] f 4.

But this is a straightforward computational exercise. In fact, anyone being famil-
iar with Example 4.4 can easily accomplish this task; in other words, can easily
“discover” herself/himself the witness identity (1.7) just by applying the reduction
process to f 5 with respect to the given t and f .

We restrict to present only the first steps of this computational “discovery” of (1.7).

In[15]:= Tquot[k_] := 1 − qk

1 − q11k
;

In[16]:= t = 1

q5
Product[Series[Tquot[k]12,q, 0, 26],k, 1, 26]
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Out[16]=
1

q5
− 12

q4
+ 54

q3
− 88

q2
− 99

q
+ 540 − 418q − 648q2 + · · · − 22176q20 + 61656q21 + O[q]22

In[17]:= f = qtSeries[(1 − q11)(1 − q22),q, 0, 21] ∗ Sum[PartitionsP[11n + 6]qn, n, 0, 21]

Out[17]=
11

q4
+ 165

q3
+ 748

q2
+ 1639

q
+ 3553 + 4136q + 6347q2 + · · · + 12738q16 − 51216q17 + O[q]18

In[18]:= F = f
11

;

In[19]:= F5

Out[19]=
1

q20
+ 75

q19
+2590

q18
+ . . .+298958660282220

q
+530018316923711+877706745683995q+O[q]2

In[20]:= F5 − t4

Out[20]=
123

q19
+ 1510

q18
+ 69935

q17
+ · · · + 530018316923711 + 877706745683995q + O[q]2

In[21]:= F5 − t4 − 3 ∗ 41 ∗ t3F

Out[21]=
4093

q18
+ 54929

q17
+ 570947

q16
+ · · · + 530565611750339 + 877363195058527q + O[q]2

In[22]:= F5 − t4 − 3 ∗ 41t3F − 4093t2F2

Out[22]=
30371

q17
+ 1008898

q16
+ 12509585

q15
+ · · · + 536556550241327 + 873666097417069q + O[q]2

In[23]:= F5 − t4 − 3 ∗ 41t3F − 4093t2F2 − 112 ∗ 251 ∗ tF3

Out[23]=
6655

q16
+ 573782

q15
− 16074850

q14
+ · · · + 552225581222579 + 867953372178310q + O[q]2

In[24]:= F5 − t4 − 3 ∗ 41t3F − 4093t2F2 − 112 ∗ 251 ∗ tF3 − 113 ∗ 5 ∗ F4

Out[24]=
174482

q15
− 26869260

q14
+ 438710910

q13
+ · · · − 2294272165605596 − 3831090632203670q + O[q]2

In[25]:= F5 − t4 − 3 ∗ 41t3F − 4093t2F2 − 112 ∗ 251 ∗ tF3 − 113 ∗ 5 ∗ F4 −
112 ∗ 2 ∗ 7 ∗ 103 ∗ t3

Out[25]=
20587908

q14
+ 335068602

q13
+ 3501794450

q12
− · · · − 3781753922516174q + O[q]2

In[26]:= F5 − t4 − 3 ∗ 41t3F − 4093t2F2 − 112 ∗ 251 ∗ tF3 − 113 ∗ 5 ∗ F4 −
112 ∗ 2 ∗ 7 ∗ 103 ∗ t3 + 113 ∗ 22 ∗ 3 ∗ 1289 ∗ t2F

Out[26]=
149777430

q13
+ 2678278130

q12
+ 7440556200

q11
− · · · − 3884781928756850q + O[q]2

In[27]:= F5 − t4 − 3 ∗ 41t3F − 4093t2F2 − 112 ∗ 251 ∗ tF3 − 113 ∗ 5 ∗ F4 −
112 ∗ 2 ∗ 7 ∗ 103 ∗ t3 + 113 ∗ 22 ∗ 3 ∗ 1289 ∗ t2F − 115 ∗ 2 ∗ 3 ∗ 5 ∗ 31 ∗ tF2

Out[27]= −17715610

q12
− 797202450

q11
− 13641019700

q10
− · · · − 3863023611723320q + O[q]2

In[28]:= F5 − t4 − 3 ∗ 41t3F − 4093t2F2 − 112 ∗ 251 ∗ tF3 − 113 ∗ 5 ∗ F4 −
112 ∗ 2 ∗ 7 ∗ 103 ∗ t3 + 113 ∗ 22 ∗ 3 ∗ 1289t2F − 115 ∗ 2 ∗ 3 ∗ 5 ∗ 31 ∗ tF2 +
116 ∗ 2 ∗ 5 ∗ F3
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Out[28]=
1931001490

q10
− 9903025990

q9
+ 619514881700

q8
− · · · + 6359340881620540q + O[q]2

Some remarks are in place. As input for t and f we take their truncated q-series
expansions with one more term than needed to decide equality; i.e., up to O(q2).
In order to keep coefficient growth within bounds we work with F := f/11 instead
of f . Starting with the reduction of F5 each reduction step works with respect to a
uniquely determined power product ta Fb. The last reduction displayed shows a jump
from order −12 to order −10. By looking at the monoid 〈5, 4, 8, 12, 16〉 this can be
explained by the fact that 11 is the largest integer not contained in this monoid5. The
reduction process stops when the witness identity (1.7) is fully revealed.

6 Conclusion

The algorithm we applied to derive the witness identity (1.7) is a powerful tool also
in much more general situations when dealing with q-series identities in the context
of modular functions. For example, it plays an essential role in Radu’s algorithmic
approach to Ramanujan-Kolberg type identities [10]. There, in order to produce
generators of the multiplicative monoid of eta quotients in M∞(N ), a Diophantine
system of linear equations, resp. inequalities, has to be solved over the integers,
resp. non-negative integers, depending on the setting. In the non-negative integer
setting this translates to the problem of determining (interior) lattice points in certain
cones. This aspect plays a fundamental role in the extensive monograph by Köhler
[8]; namely, to determine whether eta quotients, being modular forms of weight
k, are holomorphic at their cusps. Apart from the fact that k = 0 in our context,
Radu’s machinery solves the linear Diophantine problem as a preprocessing step to
subalgebra reduction; i.e., to finding module presentations.

In [10], among other things, the Ramanujan-Kolberg algorithmwas used to derive
a witness identity for 11|p(11n + 6) of completely different character than (1.7);
namely, where

∑
n≥0 p(11n + 6)qn is expressed as a Q-linear combination of eta-

quotients. In order to conclude 11|p(11n + 6) from this presentation, additional
“massage” like “freshman’s dream relations” is needed. However, Ralf Hemmecke
[6] obtained an identity which presents

∑
n≥0 p(11n + 6)qn as a essentially integer-

linear combination which in direct fashion shows the divisibility by 11. This was
done by generalizing the algorithm for deciding membership in a Q-subalgebra of
Q[z] to an algorithm that decides membership in a Z-subalgebra of Z[z]. Such kind
of results indicate additional potential for using variants of this algorithm to obtain
suitable identities which witness divisibility.

Acknowledgements The authors thank the anonymous referee for carefully reading themanuscript
and for the suggestions to improve it. Special thanks go to Frank Garvan for very careful editing.

5Such a number is called Frobenius number. Note that 1, 2, 3, 6, and 7 are the other integers not
contained in the monoid.
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Abstract In this paper we use the theory of modular forms to find formulas for
the number of representations of a positive integer by a certain class of quadratic
forms in eight variables, viz., forms of the form a1x2
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representations of a positive integer by the quadratic forms (x2

1 + x1x2 + x2
2 ) +

c1(x2
3 + x3x4 + x2

4 ) + c2(x2
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1 Introduction

In this paper, we consider the problem of finding the number of representations of
the following quadratic forms in eight variables given by

a1x2
1 + a2x2

2 + a3x2
3 + a4x2

4 + b1(x2
5 + x5x6 + x2

6 ) + b2(x2
7 + x7x8 + x2

8 ), (1)

where the coefficients ai ∈ {1, 2, 3}, 1 ≤ i ≤ 4 and b1, b2 ∈ {1, 2, 4}.Without loss of
generality, we can assume that a1 ≤ a2 ≤ a3 ≤ a4 and b1 ≤ b2. In [3], A. Alaca et al.
considered similar types of quadratic forms in four variables, which are either sums
of four squares with coefficients 1, 2, 3, 4, or 6 (7 such forms) or direct sum of the
sums of two squares with coefficients 1 or 3 and the quadratic form x2 + xy + y2

with coefficients 1, 2, or 4 (6 such forms). They used theta function identities to
determine the representation formulas for these 13 quadratic forms. In our recent
work [17], we constructed bases for the space of modular forms of weight 4 for the
group Γ0(48) with character, and used modular forms techniques to determine the
number of representations of a natural number n by certain octonary quadratic forms
with coefficients 1, 2, 3, 4, 6. Finding formulas for the number of representations for
octonary quadratic forms with coefficients 1, 2, 3, or 6 were considered by various
authors using several methods (see, for example [1, 2, 4–7]). In the present work,
we adopt similar (modular forms) techniques to obtain the representation formulas.
We show directly that the theta series corresponding to each of the quadratic form
considered belongs to the space of modular forms of weight 4 on Γ0(24) with some
character (depending on the coefficients). Now, by constructing a basis for the space
of modular forms M4(Γ0(24), χ) we find the required formulas. Here χ is either
the trivial Dirichlet character modulo 24 or one of the primitive Dirichlet charac-
ters (modulo m) χm = (

m
·
)
, m = 8, 12, 24. Since M4(Γ0(24), χ) ⊆ M4(Γ0(48), χ),

where χ is a Dirichlet character modulo 24, we get the required explicit bases from
the basis of modular forms M4(Γ0(48), ψ), where ψ is a Dirichlet character modulo
48, which was constructed in [17].

In the second part of the paper, we consider the quadratic forms of eight variables
given by:

(x21 + x1x2 + x22 ) + c1(x23 + x3x4 + x24 ) + c2(x25 + x5x6 + x26 ) + c3(x27 + x7x8 + x28 ),

(2)
where c1 ≤ c2 ≤ c3 and c1, c2, c3 ∈ {1, 2, 4, 8}. We note that for the ci ’s in the list,
each of the quadratic form represents a theta series which belong to the space
M4(Γ0(24)). Therefore, using our methods adopted for the earlier case, we also
determine explicit formulas for the number of representations of a natural number
by these class of quadratic forms.

The total number of such quadratic forms given by (1) with coefficients ai ∈
{1, 2, 3} and bi ∈ {1, 2, 4} is 90. Each quadratic form in this list is denoted as a sextu-
ple (a1, a2, a3, a4, b1, b2) andwe list them in Table 1.We also put them in four classes
corresponding to each of the modular forms space M4(Γ0(24), χ). Similarly, we list
the quadratic forms (total 19) givenby (2) inTable 2. In this case, all the corresponding
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Table 1 List of quadratic forms in 8 variables given in (1)

(a1, a2, a3, a4, b1, b2) space

(1, 1, 1, 1, 1, 1), (1, 1, 1, 1, 1, 2), (1, 1, 1, 1, 1, 4), (1, 1, 1, 1, 2, 2),

(1, 1, 1, 1, 2, 4), (1, 1, 1, 1, 4, 4), (1, 1, 2, 2, 1, 1), (1, 1, 2, 2, 1, 2),

(1, 1, 2, 2, 1, 4), (1, 1, 2, 2, 2, 2), (1, 1, 2, 2, 2, 4), (1, 1, 2, 2, 4, 4),

(1, 1, 3, 3, 1, 1), (1, 1, 3, 3, 1, 2), (1, 1, 3, 3, 1, 4), (1, 1, 3, 3, 2, 2),

(1, 1, 3, 3, 2, 4), (1, 1, 3, 3, 4, 4), (2, 2, 2, 2, 1, 1), (2, 2, 2, 2, 1, 2), M4(Γ0(24))

(2, 2, 2, 2, 1, 4), (2, 2, 2, 2, 2, 2), (2, 2, 2, 2, 2, 4), (2, 2, 2, 2, 4, 4),

(2, 2, 3, 3, 1, 1), (2, 2, 3, 3, 1, 2), (2, 2, 3, 3, 1, 4), (2, 2, 3, 3, 2, 2),

(2, 2, 3, 3, 2, 4), (2, 2, 3, 3, 4, 4), (3, 3, 3, 3, 1, 1), (3, 3, 3, 3, 1, 2),

(3, 3, 3, 3, 1, 4), (3, 3, 3, 3, 2, 2), (3, 3, 3, 3, 2, 4), (3, 3, 3, 3, 4, 4)

(1, 1, 1, 2, 1, 1), (1, 1, 1, 2, 1, 2), (1, 1, 1, 2, 1, 4), (1, 1, 1, 2, 2, 2),

(1, 1, 1, 2, 2, 4), (1, 1, 1, 2, 4, 4), (1, 2, 2, 2, 1, 1), (1, 2, 2, 2, 1, 2),

(1, 2, 2, 2, 1, 4), (1, 2, 2, 2, 2, 2), (1, 2, 2, 2, 2, 4), (1, 2, 2, 2, 4, 4), M4(Γ0(24), χ8)

(1, 2, 3, 3, 1, 1), (1, 2, 3, 3, 1, 2), (1, 2, 3, 3, 1, 4), (1, 2, 3, 3, 2, 2),

(1, 2, 3, 3, 2, 4), (1, 2, 3, 3, 4, 4)

(1, 1, 1, 3, 1, 1), (1, 1, 1, 3, 1, 2), (1, 1, 1, 3, 1, 4), (1, 1, 1, 3, 2, 2),

(1, 1, 1, 3, 2, 4), (1, 1, 1, 3, 4, 4), (1, 2, 2, 2, 1, 1), (1, 2, 2, 3, 1, 2),

(1, 2, 2, 3, 1, 4), (1, 2, 2, 3, 2, 2), (1, 2, 2, 3, 2, 4), (1, 2, 2, 3, 4, 4), M4(Γ0(24), χ12)

(1, 3, 3, 3, 1, 1), (1, 3, 3, 3, 1, 2), (1, 3, 3, 3, 1, 4), (1, 3, 3, 3, 2, 2),

(1, 3, 3, 3, 2, 4), (1, 3, 3, 3, 4, 4)

(1, 1, 2, 3, 1, 1), (1, 1, 2, 3, 1, 2), (1, 1, 2, 3, 1, 4), (1, 1, 2, 3, 2, 2),

(1, 1, 2, 3, 2, 4), (1, 1, 2, 3, 4, 4), (2, 2, 2, 3, 1, 1), (2, 2, 2, 3, 1, 2),

(2, 2, 2, 3, 1, 4), (2, 2, 2, 3, 2, 2), (2, 2, 2, 3, 2, 4), (2, 2, 2, 3, 4, 4), M4(Γ0(24), χ24)

(2, 3, 3, 3, 1, 1), (2, 3, 3, 3, 1, 2), (2, 3, 3, 3, 1, 4), (2, 3, 3, 3, 2, 2),

(2, 3, 3, 3, 2, 4), (2, 3, 3, 3, 4, 4)

theta series belong to M4(Γ0(24)). Among the cases in Table 1, the following 18 cases
(for i, j ∈ {1, 2, 4}, the cases (t, t, t, t, i, j), t = 1, 3 and (1, 1, 3, 3, i, j)) were con-
sidered in [11]. The cases (1, 1, 1, 1, 1, 1) and (1, 1, 1, 1, 1, 2) were also considered
in [22]. The methods used in their works is different from our method and the corre-
sponding formulas are also different from ours (they differ in the cusp form parts). In
Table 2, we do not consider the case (1, 1, 1, 1) as the formula is already known (see
[21, Theorem 17.4]). It was shown that s8(n) = 24σ3(n) + 216σ3(n/3). In our nota-
tion (see §3) s8(n) = M(1, 1, 1, 1; n). Also, the cases (1, 2, 2, 4) and (1, 2, 4, 8) have
been proved in [10] by using convolution sums method. The same method was used
in [11] to get the cases (1, 1, 1, 2), (1, 1, 1, 4), (1, 1, 4, 8), (1, 2, 2, 2), (1, 2, 4, 4),
and (1, 2, 8, 8). The case (1, 1, 1, 2) was also considered in [22].

The paper is organized as follows. In §2, we present the theorems proved in this
article and in §3 we give some preliminary results which are needed in proving the
theorems. In §4, we give a proof of our theorems using the theory of modular forms.
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Table 2 List of quadratic forms in (2) indicated by (1, c1, c2, c3).

(1, c1, c2, c3) space

(1, 1, 1, 2), (1, 1, 1, 4), (1, 1, 1, 8), (1, 1, 2, 2), (1, 1, 2, 4),

(1, 1, 2, 8), (1, 1, 4, 4), (1, 1, 4, 8), (1, 1, 8, 8), (1, 2, 2, 2), M4(Γ0(24))

(1, 2, 2, 4), (1, 2, 2, 8), (1, 2, 4, 4), (1, 2, 4, 8), (1, 2, 8, 8),

(1, 4, 4, 4), (1, 4, 4, 8), (1, 4, 8, 8), (1, 8, 8, 8)

2 Statement of results

LetN,N0 andZ denote the set of positive integers, nonnegative integers and integers,
respectively. For (a1, a2, a3, a4, b1, b2) as in Table 1, we define

N (a1, a2, a3, a4, b1, b2; n) :=

#

⎧
⎨

⎩
(x1, . . . , x8) ∈ Z8∣∣ n =

4∑

i=1

ai x2i + b1(x25 + x5x6 + x26 ) + b2(x27 + x7x8 + x28 )

⎫
⎬

⎭
.

to be the number of representations of n by the quadratic form (1). Note that
N (a1, a2, a3, a4, b1, b2; 0) = 1. The formulas corresponding to Table 1 are stated
in the following theorem. Formulas are divided into four parts each corresponding
to one of the four spaces of modular forms M4(Γ0(24), χ).

Theorem 2.1 Let n ∈ N.
(i) For each entry (a1, a2, a3, a4, b1, b2) in Table 1 corresponding to the space
M4(Γ0(24)), we have

N (a1, a2, a3, a4, b1, b2; n) =
16∑

i=1

αi Ai (n), (3)

where Ai (n) are the Fourier coefficients of the basis elements fi defined in §4.1 and
the values of the constants αi s are given in Table 3.
(ii) For each entry (a1, a2, a3, a4, b1, b2) in Table 1 corresponding to the space
M4(Γ0(24), χ8), we have

N (a1, a2, a3, a4, b1, b2; n) =
14∑

i=1

βi Bi (n), (4)

where Bi (n) are the Fourier coefficients of the basis elements gi defined in §4.2 and
the values of the constants βi ’s are given in Table 4.
(iii) For each entry (a1, a2, a3, a4, b1, b2) in Table 1 corresponding to the space
M4(Γ0(24), χ12), we have
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N (a1, a2, a3, a4, b1, b2; n) =
16∑

i=1

γi Ci (n), (5)

where Ci (n) are the Fourier coefficients of the basis elements hi defined in §4.3 and
the values of the constants γi ’s are given in Table 5.
(iv) For each entry (a1, a2, a3, a4, b1, b2) in Table 1 corresponding to the space
M4(Γ0(24), χ24), we have

N (a1, a2, a3, a4, b1, b2; n) =
14∑

i=1

δi Di (n), (6)

where Di (n) are the Fourier coefficients of the basis elements Fi defined in §4.4 and
the values of the constants δi ’s are given in Table 6.

Now we consider, the class of quadratic forms given by (2). For (1, c1, c2, c3) as in
Table 2, we define

M(1, c1, c2, c3; n) :=

#

{

(x1, . . . , x8) ∈ Z8
∣
∣ n = (x21 + x1x2 + x22 ) +

3∑

t=1

ct (x22t+1 + x2t+1x2t+2 + x22t+2)

}

to be the number of representations of n by the quadratic form (2). Note that
M(1, c1, c2, c3; 0) = 1. The formulas corresponding to Table 2 are stated in the
following theorem.

Theorem 2.2 Let n ∈ N.
For each entry (1, c1, c2, c3; n) in Table 2, we have

M(1, c1, c2, c3; n) =
16∑

i=1

νi Ai (n), (7)

where Ai (n) are the Fourier coefficients of the basis elements fi defined in §4.1 and
the values of the constants νi ’s are given in Table 7.

Remark 2.1. Since one canwrite down the exact formulas using the explicit Fourier
coefficients of the basis elements and using the coefficients tables given in each of
the cases, we have not stated explicit formulas in the theorems (due to large number
of such formulas). However, in §5 (at the end of the Tables), we give some sample
formulas corresponding to each case.
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3 Preliminaries

In this section, we present some preliminary facts on modular forms. For k ∈ 1
2Z,

let Mk(Γ0(N ), χ) denote the space of modular forms of weight k for the congruence
subgroup Γ0(N ) with character χ and Sk(Γ0(N ), χ) be the subspace of cusp forms
of weight k for Γ0(N ) with character χ . We assume 4|N when k is not an integer
and in that case, the character χ (which is a Dirichlet character modulo N ) is an even
character. When χ is the trivial (principal) character modulo N , we shall denote the
spaces by Mk(Γ0(N )) and Sk(Γ0(N )), respectively. Further, when k ≥ 4 is an integer
and N = 1, we shall denote these vector spaces by Mk and Sk , respectively.

For an integer k ≥ 4, let Ek denote the normalized Eisenstein series of weight k
in Mk given by

Ek(z) = 1 − 2k

Bk

∑

n≥1

σk−1(n)qn,

where q = e2iπ z , σr (n) is the sum of the r th powers of the positive divisors of n, and

Bk is the kth Bernoulli number defined by
x

ex − 1
=

∞∑

m=0

Bm

m! xm .

The classical theta function which is fundamental to the theory of modular forms
of half-integral weight is defined by

Θ(z) =
∑

n∈Z
qn2

, (8)

and is a modular form in the space M1/2(Γ0(4)). Another function which is mainly
used in our work is the Dedekind eta function η(z) and it is given by

η(z) = q1/24
∏

n≥1

(1 − qn). (9)

An eta-quotient is a finite product of integer powers of η(z) and we denote it as
follows:

s∏

i=1

ηri (di z) := dr1
1 dr2

2 · · · drs
s , (10)

where di ’s are positive integers and ri ’s are nonzero integers.
We denote the theta series associated to the quadratic form x2 + xy + y2 by

F (z) =
∑

x,y∈Z
qx2+xy+y2 . (11)

This function is referred to as the Borweins’ two-dimensional theta function in
the literature. By [18, Theorem 4], it follows that F (z) is a modular form in
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M1(Γ0(3), χ−3). Here and in the sequel, for m < 0, the character χm is the odd
Dirichlet character modulo |m| given by

(−m
·

)
.

In the following, we shall present some facts about modular forms of integral
and half-integral weights, which we shall be using in our proof. We state them as
lemmas, whose proofs follow from elementary theory of modular forms (of integral
and half-integral weights).

Lemma 1. (Duplication of modular forms)
If f is a modular form in Mk(Γ0(N ), χ), then for a positive integer d, the function
f (dz) is a modular form in Mk(Γ0(d N ), χ), if k is an integer and it belongs to the
space Mk(Γ0(d N ), χχd), if k is a half-integer.

Lemma 2. For positive integers r , r1, r2, d1, d2, we have

Θr (d1z) ∈
⎧
⎨

⎩

Mr/2(Γ0(4d1), χd1) if r is odd,
Mr/2(Γ0(4d1), χ−4) if r ≡ 2 (mod 4),
Mr/2(Γ0(4d1)) if r ≡ 0 (mod 4).

(12)

For odd positive integers r1, r2, we have

Θr1(d1z) · Θr2(d2z) ∈
{

M r1+r2
2

(Γ0(4[d1, d2]), χ(−d1d2)) if r1 + r2 ≡ 2 (mod 4),
M r1+r2

2
(Γ0(4[d1, d2]), χ(d1d2)) if r1 + r2 ≡ 0 (mod 4).

(13)

Lemma 3. If fi ∈ Mki (Γ0(Mi ), ψi ), i = 1, 2, then the product f1 · f2 is a modular
form in Mk1+k2(Γ0(M), ψ1ψ2), where M = lcm(M1, M2).

Lemma 4. The vector space Mk(Γ1(N )) is decomposed as a direct sum:

Mk(Γ1(N )) = ⊕χ Mk(Γ0(N ), χ), (14)

where the direct sum varies over all Dirichlet characters modulo N if the weight k
is a positive integer and varies over all even Dirichlet characters modulo N, 4|N,
if the weight k is half-integer. Further, if k is an integer, one has Mk(Γ0(N ), χ) =
{0}, if χ(−1) 	= (−1)k . We also have the following decomposition of the space into
subspaces of Eisenstein series and cusp forms:

Mk(Γ0(N ), χ) = Ek(Γ0(N ), χ) ⊕ Sk(Γ0(N ), χ), (15)

where Ek(Γ0(N ), χ) is the space generated by the Eisenstein series of weight k on
Γ0(N ) with character χ .

Lemma 5. By the Atkin–Lehner theory of newforms, the space Sk(Γ0(N ), χ) can
be decomposed into the space of newforms and oldforms:

Sk(Γ0(N ), χ) = Snew
k (Γ0(N ), χ) ⊕ Sold

k (Γ0(N ), χ), (16)
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where the above is an orthogonal direct sum (with respect to the Petersson scalar
product) and

Sold
k (Γ0(N ), χ) =

⊕

r |N ,r<N
rd|N

Snew
k (Γ0(r), χ)|B(d). (17)

In the above, Snew
k (Γ0(N ), χ) is the space of newforms and Sold

k (Γ0(N ), χ) is the
space of oldforms and the operator B(d) is given by f (z) 
→ f (dz).

Lemma 6. Suppose that χ and ψ are primitive Dirichlet characters with conductors
M and N, respectively. For a positive integer k, let

Ek,χ,ψ(z) := c0 +
∑

n≥1

⎛

⎝
∑

d|n
ψ(d) · χ(n/d)dk−1

⎞

⎠ qn, (18)

where

c0 =
{
0 if M > 1,
− Bk,ψ

2k if M = 1,

and Bk,ψ denotes generalized Bernoulli number with respect to the character ψ .
Then, the Eisenstein series Ek,χ,ψ(z) belongs to the space Mk(Γ0(M N ), χ/ψ), pro-
vided χ(−1)ψ(−1) = (−1)k and M N 	= 1. When χ = ψ = 1 (i.e., when M = N =
1) and k ≥ 4, we have Ek,χ,ψ (z) = − Bk

2k Ek(z), where Ek is the normalized Eisenstein
series of integer weight k as defined before. We refer to [16, 20] for details.

We give a notation to the inner sum in (18):

σk−1;χ,ψ(n) :=
∑

d|n
ψ(d) · χ(n/d)dk−1. (19)

For more details on the theory of modular forms of integral and half-integral
weights, we refer to [8, 9, 12, 16, 18, 19].

4 Proofs of Theorems

In this section, we shall give a proof of our results. As mentioned in the introduction,
we shall be using the theory of modular forms.

The basic functions for the two types of quadratic forms considered in this paper
are Θ(z) and F (z). To each quadratic form in (1) with coefficients (a1, a2, a3, a4,

b1, b2) as in Table 1, the associated theta series is given by

Θ(a1z)Θ(a2z)Θ(a3z)Θ(a4z)F (b1z)F (b2z).
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Using Lemmas 1 and 2 along with the fact that F (z) ∈ M1(Γ0(3), χ−3), it follows
that the above product is a modular form in M4(Γ0(24), χ), where the character
χ is one of the four characters that appear in Table 1 and it is determined by the
coefficients a1, a2, a3, a4. As remarked earlier, the theta series corresponding to the
form x2 + xy + y2 is given by (11) and it belongs to the space M1(Γ0(3), χ−3).
Therefore, the associatedmodular form corresponding to the quadratic forms defined
by (2) is given explicitly by

F (z)F (c1z)F (c2z)F (c3z).

Again by using Lemmas 1, 2, and 3, it follows that the above product is a mod-
ular form in M4(Γ0(24)). Therefore, in order to get the required formulae for
N (a1, a2, a3, a4, b1, b2; n) and M(1, c1, c2, c3; n) we need a basis for the above
spaces of modular forms of level 24. (We have used the L-functions and modular
forms database [13] and [15] to get some of the cusp forms of weight 4.)

4.1 A basis for M4(Γ0(24)) and proof of Theorem 2.1(i).

The vector space M4(Γ0(24)) has dimension 16 and we have dimC E4(Γ0(24)) = 8
and dimC S4(Γ0(24)) = 8. For d = 6, 8, 12 and 24, Snew

4 (Γ0(d)) is one-dimensional.
Let us define some eta-quotients and use them to give an explicit basis for S4(Γ0(24)).
Let

f4,6(z) = 12223262 :=
∑

n≥1

a4,6(n)qn, f4,8(z) = 2444 :=
∑

n≥1

a4,8(n)qn, (20)

f4,12(z) = 1−12233436212−1 − 13223−14−162123 :=
∑

n≥1

a4,12(n)qn, (21)

f4,24(z) = 1−42113−44−361112−3 :=
∑

n≥1

a4,24(n)qn . (22)

We use the following notation in the sequel. For a Dirichlet character χ and
a function f with Fourier expansion f (z) = ∑

n≥1 a(n)qn , we define the twisted
function f ⊗ χ(z) as follows.

f ⊗ χ(z) =
∑

n≥1

χ(n)a(n)qn. (23)

A basis for the space M4(Γ0(24)) is given in the following proposition.

Proposition 4.1 A basis for the Eisenstein series space E4(Γ0(24)) is given by

{E4(t z), t |24} (24)
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and a basis for the space of cusp forms S4(Γ0(24)) is given by

{
f4,6(t1z), t1|4; f4,8(t2z), t2|3; f4,12(t3z), t3|2; f4,24 ⊗ χ4(z)

}
. (25)

Together they form a basis for M4(Γ0(24)).

For the sake of simplicity in the formulae, we list these basis elements as { fi (z)|1 ≤
i ≤ 16}, where f1(z) = E4(z), f2(z) = E4(2z), f3(z) = E4(3z), f4(z) = E4(4z),
f5(z) = E4(6z), f6(z) = E4(8z), f7(z) = E4(12z), f8(z) = E4(24z), f9(z) =
f4,6(z), f10(z) = f4,6(2z), f11(z) = f4,6(4z), f12(z) = f4,8(z), f13(z) = f4,8(3z),
f14(z) = f4,12(z), f15(z) = f4,12(2z), f16(z) = f4,24 ⊗ χ4(z).
For 1 ≤ i ≤ 16, we denote the Fourier coefficients of the basis functions fi (z) as

fi (z) =
∑

n≥1

Ai (n)qn .

We are now ready to prove the theorem. Noting that all the 36 cases corresponding to
the trivial character in Table 1, the resulting functions belong to the space of modular
forms of weight 4 on Γ0(24)with trivial character (using Lemmas 1 to 3). So, we can
express these theta functions as a linear combination of the basis given in Proposition
4.1 as follows.

Θ(a1z)Θ(a2z)Θ(a3z)Θ(a4z)F (b1z)F (b2z) =
16∑

i=1

αi fi (z), (26)

where αi ’s are some explicit constants. Comparing the n-th Fourier coefficients on
both the sides, we get

N (a1, a2, a3, a4, b1, b2; n) =
16∑

i=1

αi Ai (n).

Explicit values for the constants αi , 1 ≤ i ≤ 16 corresponding to these 36 cases are
given in Table 3.

4.2 A basis for M4(Γ0(24), χ8) and proof of Theorem 2.1(ii).

The vector space M4(Γ0(24), χ8) has dimension 14 and we have dimC E4(Γ0(24),
χ8)) = 4 and dimC S4(Γ0(24), χ8)) = 10. For d = 6 and 12, Snew

4 (Γ0(d), χ8) = {0}.
Also Snew

4 (Γ0(8), χ8) is two-dimensional and Snew
4 (Γ0(24), χ8) is six-dimensional.

In order to give explicit basis for this space, we define the following



On the Representations of a Positive Integer … 657

E4,1,χ8(z) = 11

2
+

∑

n≥1

σ3;1,χ8(n)qn, E4,χ8,1(z) =
∑

n≥1

σ3;χ8,1(n)qn . (27)

f4,8,χ8;1(z) = 1−22114−382 := ∑
n≥1 a4,8,χ8;1(n)qn, (28)

f4,8,χ8;2(z) = 122−34118−2 := ∑
n≥1 a4,8,χ8;2(n)qn . (29)

For the space of Eisenstein series, we use the basis elements of E4(Γ0(8), χ8) given
in (27). A basis for Snew

4 (Γ0(8), χ8) is given in (28) and (29). The following six
eta-quotients span the space Snew

4 (Γ0(24), χ8).

f4,24,χ8;1(z) = 12213−4416108212−4 :=
∑

n≥1

a4,24,χ8;1(n)qn, (30)

f4,24,χ8;2(z) = 11233−141648−1241 :=
∑

n≥1

a4,24,χ8;2(n)qn, (31)

f4,24,χ8;3(z) = 1−12431638112124−1 :=
∑

n≥1

a4,24,χ8;3(n)qn, (32)

f4,24,χ8;4(z) = 1−224426182121 :=
∑

n≥1

a4,24,χ8;4(n)qn, (33)

f4,24,χ8;5(z) = 213−24164122242 :=
∑

n≥1

a4,24,χ8;5(n)qn, (34)

f4,24,χ8;6(z) = 1−6214618−2121 :=
∑

n≥1

a4,24,χ8;6(n)qn . (35)

A basis for the space M4(Γ0(24), χ8) is given in the following proposition.

Proposition 4.2 A basis for the space M4(Γ0(24), χ8) is given by

{
E4,1,χ8(t z), E4,χ8,1(t z), t |3; f4,8,χ8;1(t1z), f4,8,χ8;2(t1z), t1|3; f4,24,χ8;1(z),

f4,24,χ8;2(z), f4,24,χ8;3(z), f4,24,χ8;4(z), f4,24,χ8;5(z), f4,24,χ8;6(z)
}
,

where E4,1,χ8(z), and E4,χ8,1(z) are defined in (27), f4,8,χ8;i (z), i = 1, 2 are defined
in (28), (29) and f4,24,χ8; j (z), 1 ≤ j ≤ 6 are defined by (30) – (35).

For the sake of simplifying the notation, we shall list the basis in Proposition 4.2 as

gi (z) =
∑

n≥1

Bi (n)qn, 1 ≤ i ≤ 14,

where g1(z) = E4,1,χ8(z), g2(z) = E4,1,χ8(3z), g3(z) = E4,χ8,1(z), g4(z) = E4,χ8,1

(3z), g5(z) = f4,8,χ8;1(z), g6(z) = f4,8,χ8;1(3z), g7(z) = f4,8,χ8;2(z),g8(z) = f4,8,χ8;2
(3z), g9(z) = f4,24,χ8;1(z), g10(z) = f4,24,χ8;2(z), g11(z) = f4,24,χ8;3(z), g12(z) =
f4,24,χ8;4(z), g13(z) = f4,24,χ8;5(z), g14(z) = f4,24,χ8;6(z),
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We now prove Theorem 2.1(ii). In this case, for all the 18 sextuples corresponding
to the χ8 character space (in Table 1), the resulting products of theta functions are
modular forms of weight 4 on Γ0(24) with character χ8 (By Lemmas 1 to 3). So,
we can express these products of theta functions as a linear combination of the basis
given in Proposition 4.2:

Θ(a1z)Θ(a2z)Θ(a3z)Θ(a4z)F (b1z)F (b2z) =
14∑

i=1

βi gi (z). (36)

Comparing the nth Fourier coefficients on both the sides, we get

N (a1, a2, a3, a4, b1, b2; n) =
14∑

i=1

βi Bi (n).

Explicit values for the constants βi , 1 ≤ i ≤ 14 corresponding to these 18 cases are
given in Table 4.

4.3 A basis for M4(Γ0(24), χ12), and proof
of Theorem 2.1(iii).

The dimension of the space, in this case, is 16, with dimC E4(Γ0(24), χ12) = 8 and
dimC S4(Γ0(24), χ12) = 8. The old class is spanned by the space Snew

4 (Γ0(12), χ12),
which is 4 dimensional with spanning functions given by the following four eta-
quotients:

f4,12,χ12;1(z) = 2−134426512−2, f4,12,χ12;2(z) = 34436−2123, (37)

f4,12,χ12;3(z) = 22344−16−4127, f4,12,χ12;4(z) = 144−16−2127. (38)

Wewrite the Fourier expansions of these forms as f4,12,χ12; j (z) =
∑

n≥1

a4,12,χ12; j (n)qn ,

1 ≤ j ≤ 4. In the following proposition, we give a basis for the space M4(Γ0(24),
χ12).

Proposition 4.3 A basis for the space M4(Γ0(24), χ12) is given by

{
E4,1,χ12(t z), E4,χ12,1(t z), E4,χ−4,χ−3(t z), E4,χ−3,χ−4(t z), t |2;

f4,12,χ12; j (t1z), t1|2, 1 ≤ j ≤ 4
}
,

where the Eisenstein series in the basis are defined by (18).

Let us denote, the 16 basis elements in the above proposition as follows.
{hi (z)|1 ≤ i ≤ 16}, where h1(z) = E4,1,χ12(z), h2(z) = E4,χ12,1(z), h3(z) =
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E4,χ−4,χ−3(z), h4(z) = E4,χ−3,χ−4(z), h5(z) = E4,1,χ12(2z), h6(z) = E4,χ12,1(2z),
h7(z) = E4,χ−4,χ−3(2z), h8(z) = E4,χ−3,χ−4(2z),h8+ j (z) = f4,12,χ12; j (z), 1 ≤ j ≤ 4,
h12+ j (z) = f4,12,χ12; j (2z), 1 ≤ j ≤ 4.

To prove Theorem 2.1(iii), we consider the case of 18 sextuples corresponding to
the character χ12 in Table 1. The resulting products of theta functions are modular
forms of weight 4 on Γ0(24) with character χ12 (once again we use Lemmas 1 to 3
to get this). So, we can express each of these products of theta functions as a linear
combination of the basis given in Proposition 4.3 as follows.

Θ(a1z)Θ(a2z)Θ(a3z)Θ(a4z)F (b1z)F (b2z) =
16∑

i=1

γi gi (z). (39)

Comparing the nth Fourier coefficients on both the sides, we get

N (a1, a2, a3, a4, b1, b2; n) =
16∑

i=1

γi Ci (n).

Explicit values of the constants γi , 1 ≤ i ≤ 16 corresponding to these 18 cases are
given in Table 5.

4.4 A basis for M4(Γ0(24), χ24) and proof of
Theorem 2.1(iv).

Wehave dimC M4(Γ0(24), χ24) = 14 and dimC E4(Γ0(24), χ24) = 4. To get the span
of the Eisenstein series space E4(Γ0(24), χ24), we use the Eisenstein series E4,χ,ψ (z)
defined in (18), where χ,ψ ∈ {1, χ−8, χ−12, χ24}. Note that for d = 6, 8 and 12,
Snew
4 (Γ0(d), χ24) = {0} and the space Snew

4 (Γ0(24), χ24) is spanned by the following
ten eta-quotients (notation as in (10)):

f4,24,χ24;1(z) = 3−2678312324−3, f4,24,χ24;2(z) = 32476−38−2124,

f4,24,χ24;3(z) = 324−36186122, f4,24,χ24;4(z) = 326−383125241,

f4,24,χ24;5(z) = 324−1682244, f4,24,χ24;6(z) = 32426−38−1123245,

f4,24,χ24;7(z) = 3241618−212−2248, f4,24,χ24;8(z) = 113−1618−2121248,

f4,24,χ24;9(z) = 2236416−382, f4,24,χ24;10(z) = 32436512−4242.

We write the Fourier expansions as f4,24,χ24; j (z) = ∑
n≥1 a4,24,χ24; j (n)qn . We now

give a basis for the space M4(Γ0(24), χ24) in the following proposition.
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Proposition 4.4 The following functions span the space M4(Γ0(24), χ24).

{
E4,1,χ24(z), E4,χ24,1(z), E4,χ−8,χ−3(z), E4,χ−3,χ−8,(z), f4,24,χ24; j (z), 1 ≤ j ≤ 10

}
.

(40)

We list these basis elements as {Fi (z)|1 ≤ i ≤ 14}, where F1(z) = E4,1,χ24(z), F2(z)
= E4,χ24,1(z), F3(z) = E4,χ−8,χ−3(z), F4(z) = E4,χ−3,χ−8,(z), F5(z) = f4,24,χ24;1(z),
F6(z) = f4,24,χ24;2(z), F7(z) = f4,24,χ24;3(z), F8(z) = f4,24,χ24;4(z), F9(z) = f4,24,χ24;5

(z), F10(z) = f4,24,χ24;6(z), F11(z) = f4,24,χ24;7(z), F12(z) = f4,24,χ24;8(z),
F13(z) = f4,24,χ24;9(z), F14(z) = f4,24,χ24;10(z).
As in the previous cases, we denote the Fourier coefficients of these basis functions
by

Fi (z) =
∑

n≥1

Di (n)qn, 1 ≤ i ≤ 14.

To get the formula in Theorem 2.1(iv), we note that for all the 18 sextuples corre-
sponding to the character χ24 in Table 1, the resulting functions belong to the space
M4(Γ0(24), χ24), by using Lemmas 1 to 3. So, as before, we express these theta
functions as linear combinations of the basis elements:

Θ(a1z)Θ(a2z)Θ(a3z)Θ(a4z)F (b1z)F (b2z) =
14∑

i=1

δi gi (z). (41)

Comparing the n-th Fourier coefficients on both the sides, we get

N (a1, a2, a3, a4, b1, b2; n) =
14∑

i=1

δi Di (n).

Explicit values of the constants δi , 1 ≤ i ≤ 14 corresponding to these 18 cases cor-
responding to character χ24 are given in Table 6.

4.5 Proof of Theorem 2.2

This theorem is corresponding to Table 2 and in this case all the product functions

F (z)F (c1z)F (c2z)F (c3z)

belong to the space M4(Γ0(24)). Therefore, proceeding as in the proof of Theo-
rem 2.1(i), we express these theta functions as linear combinations of the basis
elements:
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F (z)F (c1z)F (c2z)F (c3z) =
16∑

i=1

νi fi (z). (42)

Comparing the nth Fourier coefficients on both the sides, we get

M(1, c1, c2, c3; n) =
16∑

i=1

νi Ai (n).

The constants νi , 1 ≤ i ≤ 16 corresponding to the 19 cases of table 2 are given in
Table 7.

5 Sample formulas

In this section, we shall give explicit formulas for a few cases from Tables 1 and 2.

First two formulas of Theorem 2.1(i):

N (1, 1, 1, 1, 1, 1; n) = 112

5
σ3(n) − 84

5
σ3(n/2) − 432

5
σ3(n/3) − 448

5
σ3(n/4)

+324

5
σ3(n/6) + 1728

5
σ3(n/12) − 72

5
a4,6(n) − 288

5
a4,6(n/2) + 12a4,12(n),

N (1, 1, 1, 1, 1, 2; n) = 52

5
σ3(n) − 78

5
σ3(n/2) + 108

5
σ3(n/3) + 416

5
σ3(n/4)

−162

5
σ3(n/6) + 864

5
σ3(n/12) + 48

5
a4,6(n) + 96

5
a4,6(n/2) − 6a4,12(n).

First two formulas of Theorem 2.1(ii):

N (1, 1, 1, 2, 1, 1; n) = − 26

451
σ3;1,χ8(n) + 108

451
σ3;1,χ8(n/3) + 6656

451
σ3;χ8,1(n)

+27648

451
σ3;χ8,1(n/3) + 168

451
a4,8,χ8;1(n) + 11448

451
a4,8,χ8;1(n/3) − 2496

451
a4,8,χ8;2(n)

−17280

451
a4,8,χ8;2(n/3) + 24

41
a4,24,χ8;1(n) + 936

41
a4,24,χ8;2(n) + 144

41
a4,24,χ8;3(n)

−384

41
a4,24,χ8;4(n) + 4032

41
a4,24,χ8;5(n) − 48

41
a4,24,χ8;6(n),
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N (1, 1, 1, 2, 1, 2; n) = 28

451
σ3;1,χ8(n) + 54

451
σ3;1,χ8(n/3) + 3584

451
σ3;χ8,1(n)

−6912

451
σ3;χ8,1(n/3) + 480

451
a4,8,χ8;1(n) − 2052

451
a4,8,χ8;1(n/3) − 2688

451
a4,8,χ8;2(n)

+1728

451
a4,8,χ8;2(n/3) − 60

41
a4,24,χ8;1(n) + 216

41
a4,24,χ8;2(n) − 108

41
a4,24,χ8;3(n)

−2112

41
a4,24,χ8;4(n) − 1440

41
a4,24,χ8;5(n) + 288

41
a4,24,χ8;6(n).

First two formulas of Theorem 2.1(iii):

N (1, 1, 1, 3, 1, 1; n) = 1

23
σ3;1,χ12,(n) + 288

23
σ3;χ12,1,(n) + 32

23
σ3;χ−4,χ−3(n)

+ 9

23
σ3;χ−3,χ−4(n) + 84

23
a4,12,χ12;1(n) + 720

23
a4,12,χ12;2(n)

+336

23
a4,12,χ12;3(n) + 864

23
a4,12,χ12;4(n),

N (1, 1, 1, 3, 1, 2; n) = 1

23
σ3;1,χ12,(n) + 144

23
σ3;χ12,1(n) − 16

23
σ3;χ−4,χ−3(n)

− 9

23
σ3;χ−3,χ−4(n) + 156

23
a4,12,χ12;1(n) − 48

23
a4,12,χ12;2(n)

−168

23
a4,12,χ12;3(n) − 456

23
a4,12,χ12;4(n).

First two formulas of Theorem 2.1(iv):

N (1, 1, 2, 3, 1, 1; n) = 1

261
σ3;1,χ24 (n) + 256

29
σ3;χ24,1(n) − 256

261
σ3;χ−8,χ−3(n)

− 1

29
σ3;χ−3,χ−8(n) + 1808

87
a4,24,χ24;1(n) + 656

29
a4,24,χ24;2(n) − 2056

87
a4,24,χ24;3(n)

−3808

29
a4,24,χ24;4(n) − 4144

29
a4,24,χ24;5(n) + 736

3
a4,24,χ24;6(n) + 472

3
a4,24,χ24;7(n)

−41984

87
a4,24,χ24;8(n) − 1096

87
a4,24,χ24;9(n) − 968

87
a4,24,χ24;10(n),

N (1, 1, 2, 3, 1, 2; n) = 1

261
σ3;1,χ24 (n) + 128

29
σ3;χ24,1(n) + 128

261
σ3;χ−8,χ−3(n)

+ 1

29
σ3;χ−3,χ−8(n) + 208

87
a4,24,χ24;1(n) − 32

29
a4,24,χ24;2(n) − 284

87
a4,24,χ24;3(n)

−368

29
a4,24,χ24;4(n) + 1048

29
a4,24,χ24;5(n) − 6224

87
a4,24,χ24;6(n) − 7100

87
a4,24,χ24;7(n)

+21248

87
a4,24,χ24;8(n) + 8

3
a4,24,χ24;9(n) + 500

87
a4,24,χ24;10(n).
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First two formulas of Theorem 2.2:

M(1, 1, 1, 2; n) = 18σ3(n) − 48σ3(n/2) − 162σ3(n/3) + 432σ3(n/6),

M(1, 1, 1, 4; n) = 36

5
σ3(n) − 108

5
σ3(n/2) + 324

5
σ3(n/3) + 192

5
σ3(n/4) − 972

5
σ3(n/6)

+1728

5
σ3(n/12) + 54

5
a4,6(n) + 432

5
a4,6(n/2).
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Abstract Let F(X,Y ) =
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i=0
ai Xri Y r−ri ∈ Z[X,Y ] be a form of degree r ≥ 3, irre-

ducible overQ, and having at most s + 1 nonzero coefficients. Mueller and Schmidt
showed that the number of solutions of the Thue inequality

|F(X,Y )| ≤ h
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1 Introduction

Let F(X,Y ) be a form of degree r ≥ 3 with integer coefficients, irreducible overQ,
and having at most s + 1 nonzero coefficients. Write

F(X,Y ) =
s∑

i=0

ai X
ri Y r−ri (1.1)

with 0 = r0 < r1 < . . . < rs = r . Let D, H , and M denote the discriminant, naive
height, and Mahler height of F(X, 1), respectively. For h ≥ 1, consider the Thue
inequality

|F(X,Y )| ≤ h. (1.2)

Let NF (h) denote the number of integer solutions (x, y) of (1.2). Bombieri modified
a conjecture of Siegel and asked if NF (h) could be bounded by a function depending
only on s and h. (See Mueller and Schmidt [8, p. 208]). Toward this, Schmidt [10]
proved that

NF (h) � √
rs h2/r (1 + log h1/r ). (1.3)

Throughout this note, the constants implied by� are absolute. Themodified Siegel’s
conjecture was shown to be true in the case s = 1 by Hyyrö [3], Evertse [1], and
Mueller [6]. The case s ≥ 2 was considered by Mueller and Schmidt in [7] and [8].
They proved that

NF (h) � s2C(r, h) (1.4)

where C(r, h) = h2/r (1 + log h1/r ). From a result of Mahler [5], it is known that the
factor h2/r in C(r, h) is unavoidable while the logarithmic factor was improved by
Thunder when h is large, see [11] and [12].

When s is as large as r , (1.4) is weaker than (1.3). It was conjectured in [8] that
it may possible to replace the factor s2 above by s. In [9], some results were given
where the factor s2 was improved. For instance, the following results were proven.

(i) We always have |ri − rw| ≥ |i − w| ≥ 1 for i �= w. Suppose |ri − rw| ≥ c1|i −
w| with c1 ≥ 1, an absolute constant. Then,

NF (h) � s1+
1
c1 C(r, h).

Thus, the exponent of s is < 2 whenever c1 > 1.
(ii) Suppose |ri − rw| ≥ 1

3 |i − w| log |i − w|. Then,

NF (h) � s log3 s C(r, h).
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In another direction, it was shown that if the coefficients of F(X,Y ) satisfy

∣
∣
∣
∣
ai
a0

∣
∣
∣
∣

1/ri

≤
∣
∣
∣
∣
as
a0

∣
∣
∣
∣

1/rs

for i = 1, . . . , s − 1 (1.5)

and r ≥ max(4s, s log3 s), then

NF (h) � s(log s) C(r, h). (1.6)

If r < max(4s, s log3 s), then by (1.3), we have

NF (h) � s(log s)3/2 C(r, h).

Thus, under the condition (1.5), we have

NF (h) � s(log s)3/2 C(r, h).

In particular, the above estimate holds whenever |a0| = |as | = H where H is the
maximum of the absolute values of the coefficients of F . Hence, the estimate holds
for forms F with coefficients ±1.

Let q1 be the smallest integer, 0 ≤ q1 ≤ s, with |aq1 | = H and let q2 be the largest
integer, 0 ≤ q2 ≤ s, with |aq2 | = H . The condition (1.5) implies that

(q1, q2) ∈ {(0, 0), (0, s), (s, s)}.

In this note, we shall consider a few more cases of (q1, q2). Throughout, we use the
following assumptions A.

A: (a) r ≥ max(4s, s log3 s).
(b) |ai |rq1 ≤ |aq1 |ri |a0|rq1−ri for 0 ≤ i ≤ q1.
(c) |ai |r−rq2 ≤ |aq2 |r−ri |as |ri−rq2 for q2 ≤ i ≤ s.

Note that A(b) holds trivially if q1 = 0 and A(c) holds trivially if q2 = s. We prove
the following result.

Theorem 1.1. Suppose that the assumption A holds. Then, (1.6) is valid in the fol-
lowing three cases:

(i) q1 = 0, 0 < q2 < s and H ≤ |as |
r

max(s,rq2 ) ;

(ii) q2 = s, 0 < q1 < q2 and H ≤ |a0|
r

max(s,r−rq1 ) ;

(iii) q1 �= 0, q2 �= s and H ≤ min
(
|a0| r−s

r |as |
rq1
r , |a0|

r−rq2
r |as | r−s

r

)
.
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Remark.

(a) When r < max(4s, s log3 s), we use (1.3) to obtain

NF (h) � s(log s)3/2 C(r, h).

Therefore, under the conditions of the theorem, we have

NF (h) � s(log s)3/2 C(r, h).

(b) We may assume that s is large, as otherwise inequality (1.4) is sufficient.

2 Preliminaries

Let F(X,Y ) be given by (1.1). Let X1, X2 > 0. Divide the solutions (x, y) of (1.2)
into three sets as

max(|x |, |y|) > X1;max(|x |, |y|) ≤ X1 andmin(|x |, |y|) ≥ X2;
min(|x |, |y|) < X2.

Denote the number of primitive solutions in these sets by Plar (X1), Pmed(X1, X2),
and Psma(X2), respectively. If X2 > X1, put Pmed(X1, X2) = 0. Let P(h) be the
number of primitive solutions of (1.2). Thus,

P(h) = Plar (X1) + Pmed(X1, X2) + Psma(X2).

We can bound NF (h) by finding an upper estimate for P(h). Choose numbers a, b
with 0 < a < b < 1. Define

t =
√
2/(r + a2), λ = 2/((1 − b)t),

A = 1

a2

(
logM + r

2

)
.

Further, we put

B = 2r rr/2Mrh√|D| , R = e800 log
3 r ,

YE = (2B
√|D|)1/(r−λ)(4eA)λ/(r−λ),YW = R1/(r−λ)YE

YS = (4r (rs)2s Rsh)
1

r−2s .
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We take
X1 = YW and X2 = YS.

Mueller and Schmidt [8] had shown that

Plar (YW ) � s. (2.1)

To estimate the number of small solutions, we use the following lemma from [8].

Lemma 2.1. [8, Lemma 18]
Let F(X,Y ) be given by (1.1) and let r ≥ 4s. Then for any Y ≥ 1, we have

Psma(Y ) � (rs2)2s/r h2/r + s Y.

The next lemma is a consequence of the above lemma.

Lemma 2.2. Let F(X,Y ) be given by (1.1). Then,

Psma(YS) � s h2/rwhenever r ≥ s log3 s.

For dealing with the medium solutions, we use the Archimedean Newton polygon
of the polynomial F(X, 1).This is the lower boundary of the convex hull of the points
Pi = (ri ,− log |ai |), 0 ≤ i ≤ s. Let Li, j denote the line joining Pi to Pj with slope
σ(i, j), say. Further, let

F̂(X, 1) = as + as−1X
rs−rs−1 + · · · + a1X

rs−r1 + a0X
rs

be the reciprocal polynomial of F(X, 1). Let Qi = (rs − ri ,− log |ai |) and let L ′
i, j

denote the line joining Qi to Q j with slope σ ′(i, j).

Lemma 2.3. Suppose that the coefficients of F(X,Y ) satisfy the assumptions A(b)
and A(c). Then, the edges of the Archimedean Newton polygon of F(X, 1) are
L0,q1 , Lq1,q2 , and Lq2,s . Further, σ(q1, q2) = 0 and every root α of F(x, 1) satis-
fies

1

2
eσ(0,q1) < |α| < 2eσ(q2,s). (2.2)

Every root β of F̂(X, 1) satisfies

1

2
e−σ(q2,s) < |β| < 2e−σ(0,q1).

Proof. Put
σ1 = σ(0, q1) and σ2 = σ(q2, s).
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By A(b), we have
σ(0, i) ≥ σ1 for 0 ≤ i ≤ q1.

By A(c), we have
σ(q2, i) ≥ σ2 for q2 ≤ i ≤ s.

Hence, the Archimedean Newton polygon consists of L0,q1 and Lq2,s as the left most
edge and right most edge, respectively. Since the height of the polynomial is attained
at aq1 and at aq2 , we see that σ(q1, q2) = 0 and σ(q1, i) ≥ 0 for q1 ≤ i ≤ q2. Thus,
Lq1,q2 is the third edge. Nowwe prove (2.2). By the convexity of the Newton polygon,
we have

σ2 ≥ σ(i, s) for 0 ≤ i ≤ s. (2.3)

Let z = eσ2w with |w| ≥ 2. Then,

|F(z, 1)| ≥ |as |eσ2rs

(

|w|rs − |as−1|
|as | eσ2(rs−1−rs )|w|rs−1 − · · · − |a0|

|as | e
−σ2rs

)

.

By (2.3), we have
|ai |
|as |e

σ2(ri−rs ) ≤ 1.

Hence,
|F(z, 1)| ≥ |w|rs − |w|rs−1 − · · · − 1 > 0

since |w| ≥ 2. Thus, every root α of F(X, 1) has |α| < 2eσ2 .

To get the lower bound, we use the reciprocal polynomial F̂(X, 1). The
Archimedean Newton polygon of this polynomial has edges L ′

s,q2 , L
′
q2,q1 , and L ′

q1,0.

Arguing as above, we find that every root β which is the inverse of some root α of
F(X, 1) satisfies |β| ≤ 2eσ ′(q1,0), where σ ′(q1, 0) is the slope of L ′

q1,0. Hence,

|α| ≥ 1

2
e−σ ′(q1,0).

Now the result follows on noticing that σ ′(q1, 0) = −σ1. �

The Archimedean Newton polygons when conditions (i), (ii), or (iii) of Theorem
1.1 hold, are shown in Figure 1.

Another tool needed to estimate the medium solutions is the Diophantine approx-
imation property. Let S be the set of roots α1, · · · , αr of f (z) = F(z, 1) and S∗ the
set of roots of F(1, z). Then, S∗ = {α−1

1 , · · · , α−1
r }. Let (x, y) be a solution of (1.2)

with y �= 0. Define

d

(

S,
x

y

)

= min
1≤i≤r

∣
∣
∣
∣αi − x

y

∣
∣
∣
∣ .
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Fig. 1 Archimedean Newton polygon.

It was shown in [8, Lemma 7], that there exists S1 ⊆ S with |S1| � s such that

d

(

S1,
x

y

)

≤ R d

(

S,
x

y

)

. (2.4)

Suppose that d(S, x/y) = |α − x/y| for some α ∈ S. If f (u)(α) �= 0 for some u with
1 ≤ u ≤ r , then by [8, Lemma 10], we have

∣
∣
∣
∣α − x

y

∣
∣
∣
∣ ≤ r

2

(
2r h

| f (u)(α)||y|r
)1/u

. (2.5)

Let e, h be two nonnegative integers. Let (e)h be the Pochhammer symbol defined
as

(e)h =

⎧
⎪⎨

⎪⎩

0 if e = 0

1 if h = 0

e(e − 1) · · · (e − h + 1) otherwise.

Using the explanations given in [8, p. 223–231], we can obtain

s∑

u=1

E (s)
u αu f (u)(α) = asα

rs
∏

0≤i< j≤s

(ri − r j ) (2.6)

where

E (s)
u = (−1)s+u det

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 · · · 1
(r0)1 · · · (rs−1)1

...
...

...

(r0)u−1 · · · (rs−1)u−1

(r0)u+1 · · · (rs−1)u+1
...

...
...

(r0)s · · · (rs−1)s

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

.
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From [8, Eqns (6.12) & (6.13)], we get that

|E (s)
u | ≤ 2s(s2r)s−1

∏

0≤i< j≤s

(r j − ri ).

We also refer to [9] for more details. Using the above estimate for |E (s)
u | in (2.6), we

find that there exists u with 1 ≤ u ≤ s such that

| f (u)(α)| ≥ |as ||α|r−u2−s(s2r)−(s−1)s−1.

The following lemma is now immediate from (2.4) and (2.5).

Lemma 2.4. There exists a set S1 ⊆ S with |S1| � s, such that for some α ∈ S1,
we have ∣

∣
∣
∣α − x

y

∣
∣
∣
∣ ≤ r R

2

(
s(rs2)s−12r+sh

|y|r |as ||α|r−u

)1/u

.

A similar inequality holds with (x, y) replaced by (y, x) for some set S2 ⊆ S∗ of
roots with |S2| ≤ s.

The following is a lemma on counting the number of elements in a set satisfying
some gap conditions. (See [9, Lemma 2.1(i)]).

Lemma 2.5. Let n ≥ 2 and let U = {u1, · · · , un} be a set together with a map
T : U → R

∗ such that

A1 ≤ T (u1) ≤ T (u2) ≤ · · · ≤ T (un)

and
T (ui ) ≥ βT (ui−1)

γ f or 2 ≤ i ≤ n with β > 0, γ ≥ 2.

Let

κ =
{
2 i f β > 1

1 i f β ≤ 1.

Suppose that T (un) ≤ B1 and A1β
1/(κ(γ−1)) > 1. Then,

n ≤ 1 + 1

log γ
log

(
log B1

log A1 + (logβ)/(κ(γ − 1))

)

.

Proof. By induction, we get

T (un) ≥ β1+γ+···+γ n−2
T (u1)

γ n−1

≥ (β1/(κ(γ−1))T (u1))
γ n−1

. (2.7)

http://dx.doi.org/10.1007/978-3-319-68376-8_6
http://dx.doi.org/10.1007/978-3-319-68376-8_6
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Since T (un) ≤ B1, from (2.7), we get

(β1/(κ(γ−1))T (u1))
γ n−1 ≤ B1.

Taking logarithms twice, we get the assertion of the lemma. �

3 Proof of Theorem 1.1

By (2.1) and Lemma 2.1, it is enough to estimate Pmed(YW ,YS). We shall consider
S1 from Lemma 2.4. The argument for S2 is similar. We claim that

|asαr−u | ≥ Hu/r2−(r−u).

We prove this when condition (ii) of the theorem holds. The other cases are similar.
By Lemma 2.3,

|asαr−u | > |as |e(r−u)σ12−(r−u)

= |as |e(r−u)
(− log H+log |a0 |)

rq1 2−(r−u).

Thus, our claim is true if

|as ||a0|
r−u
rq1 ≥ H

r−u
rq1

+ u
r .

Since q2 = s, we have |as | = H . Therefore, the above inequality holds if

|a0| ≥ H
r−rq1

r ,

which is true by our assumption. Hence, the claim follows. Thus, by Lemma 2.4, for
y ≥ YS , ∣

∣
∣
∣α − x

y

∣
∣
∣
∣ <

r R

2H 1/r

(
s22r (rs2)s−1h

yr

)1/s

. (3.1)

LetU = {(x1, y1), · · · , (xν, yν)} be the set of all solutions of (3.1)with gcd(xi , yi ) =
1 and

YS ≤ y1 ≤ · · · ≤ yν ≤ YW .

Suppose ν ≥ 2. Then,

1

yi yi+1
≤

∣
∣
∣
∣
xi
yi

− xi+1

yi+1

∣
∣
∣
∣ ≤

∣
∣
∣
∣α − xi

yi

∣
∣
∣
∣ +

∣
∣
∣
∣α − xi+1

yi+1

∣
∣
∣
∣
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≤ K

2yr/si

+ K

2yr/si+1

≤ K

yr/si

,

where

K = R(rs)24r/sh1/s H−1/r .

Thus, we have

yi+1 ≥ K−1yr/s−1
i .

We apply Lemma 2.5 with T ((xi , yi )) = yi , β = 1/K , γ = r−s
s , A1 = YS and B1 =

YW . Note that γ = r/s − 1 ≥ max(3, log3 s − 1). Also, R ≥ 4(rs)4. Further,
log YW � √

r + log H + log h1/r . Hence, by Lemma 2.5, we get

ν � 1 + 1

log γ
log

(
log YW

log YS + logβ

κ(γ−1)

)

� 1

log γ
log

(
2(r − 2s)(

√
r + log H + log h1/r )

log H

)

� log r + log(1 + log h1/r )

log γ
.

Suppose r � s3. Then,

ν � log s + log(1 + log h1/r )

log log s
� log s + log(1 + log h1/r )

log log s
.

If r � s3, then

ν � 1 + log(1 + log h1/r )

log r
� log s + log(1 + log h1/r )

log s
.

Thus,

Pmed(YW ,YS) � s

(
log s + log(1 + log h1/r )

log log s

)

.

We combine the above inequality with (2.1) and Lemma 2.2 to get

P(h) � s(log s)h2/r .



A Note on Thue Inequalities with Few Coefficients 675

Using a partial summation argument, it was shown in [8, p. 212] that

NF (h) � P(h) + h1/rr−1
h−1∑

n=1

P(n)n−1−(1/r).

Substituting our estimate for P(h), we obtain the result of the theorem.
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1 Introduction

The theory of q-series has a prominent history. It made its first appearance in a
combinatorial study by Euler on partitions of numbers. Among the first q-series
identities were explicit summations for two different q-analogues of the exponen-
tial series. These identities were later unified by Gauß, Heine and Cauchy who, all
three independent from each other, discovered and proved the nonterminating q-
binomial theorem. This initiated the systematic study of q-hypergeometric series,
or synonymously, basic hypergeometric series, “basic” referring to the base q, as
objects of their own interest, separate from combinatorics. While in the early days
only a small number of mathematicians studied the combinatorics of q-series (most
notably, J. J. Sylvester in the nineteenth century, and P. A. MacMahon and I. Schur
in the early twentieth century, to name just a few figures whose research had big
impact), the situation rapidly changed in the 1960s when B. Gordon found exten-
sions of the Rogers–Ramanujan identities with combinatorial interpretations, after
which many more people entered the scene. See Andrews’ book chapter [1] for an
account of the history of q-series and partitions. Further, the preface of Gasper and
Rahman’s textbook [5] provides a brief history of basic hypergeometric series, and
the book itself contains further background on the subject.

Basic hypergeometric series appear from time to time in combinatorial studies. It
is particularly instructive to see combinatorial proofs of q-series identities. Having
a combinatorial interpretation of an identity at hand leads to a better understanding,
since one gets a feeling why the identity is true. Now, focusing on combinatorial
interpretations and given a reasonably simple identity, it is by all means legitimate
to ask the question: is there a combinatorial proof for it? For instance, for the well-
known q-Pfaff–Saalschütz summation,

n∑

k=0

(a, b, q−n; q)k

(q, c, abq1−n/c; q)k
qk = (c/a, c/b; q)n

(c, c/ab; q)n
, (1.1)

(see Section 2 for the notation) several combinatorial proofs are known [2, 8, 9,
16, 21, 22]. But what about a combinatorial proof of the following summation by
Jain [12] (which is a q-analogue of a 3F2 summation by Bailey [3] and can be written
as a summation for a specific 4φ3 series)?

n∑

k=0

(a, b; q)k(q−2n; q2)k

(q, q−2n; q)k(abq; q2)k
qk = (aq, bq; q2)n

(q, abq; q2)n
. (1.2)

In this paper, we present a new combinatorial proof of (1.1) and also, to the best
of our knowledge, a first combinatorial proof of (1.2), in addition to a few similar
results. We achieve this by employing a specific one-variable extension of q-rook
theory with an extra variable a, which we shall refer to as (a; q)-rook theory for
short. (The (a; q)-rook numbers that we are dealing with in this paper are actually
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special cases of the elliptic rook numbers which we recently have considered in [18–
20]. While the elliptic rook numbers satisfy nice identities, they don’t factorize in
general. However, for particular boards, the (a; q)-rook numbers do factorize into
closed forms. This is the reason why we focus on the (a; q)-case here which is still
more general than the q-case.)

Already earlier, Haglund [10] has made out intimate connections between rook
theory and (basic) hypergeometric series. In particular, he showed that a big class of
(q-)rook numbers generally admit a representation in terms of (basic) hypergeometric
series ofKarlsson–Minton type. In our case,we are on the onehand (for three different
rookmodels) workingwith (a; q)-rook numbers, i.e. we add an extra parameter to the
q-rook numbers.On the other hand,we are looking at very special situations, obtained
by restricting to special boards,where the (a; q)-rook numbers nicely factorize. Since
the (a; q)-rook numbers satisfy certain product formulas, we are thus able to obtain
explicit summations, by substituting the factorized forms in the product formulas.

In Section 2, we recall standard q-series notation and introduce the special (a; q)-
weights that we use. Section 3 is devoted to (a; q)-rook theory. We explain all the
ingredients we need for the (a; q)-extensions of the different rook models that we
work with, namely, the standard model, the (more general) alpha-parameter model
and the matching model. From these, we deduce basic hypergeometric summations
as applications.

2 Standard q-notation and (a; q)-weights

For a parameter q, called the base, and variable u, the q-shifted factorial is defined
by

(u; q)0 = 1, and (u; q)n = (1 − u)(1 − uq) . . . (1 − uqn−1).

(The index n can also be ∞, then the product is an infinite product in which case one
requires |q| < 1, for convergence.) For brevity, we frequently use the notation

(a1, . . . , am; q)n = (a1; q)n . . . (am; q)n .

The q-number of z is defined as

[z]q = 1 − qz

1 − q
.

We now introduce (a;q)-weights which include an additional variable a. Define

wa;q(k) = (1 − aq2k+1)

(1 − aq2k−1)
q−1,
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Wa;q(k) = (1 − aq2k+1)

(1 − aq)
q−k,

[z]a;q = (1 − qz)(1 − aqz)

(1 − q)(1 − aq)
q1−z,

for any value k, which we call the small weights, big weights and the (a; q)-number
of z, respectively. Note that in the limit case a → ∞, we recover the q-weights

lim
a→∞wa;q(k) = q, lim

a→∞ Wa;q(k) = qk, lim
a→∞[z]a;q = 1 − qz

1 − q
= [z]q .

For a positive integer k, we have

Wa;q(k) =
k∏

i=1

wa;q(i).

Other useful properties are

[y + z]a;q = [y]a;q + Wa;q(y)[z]aq2y ;q ,

and
Wa;q(k + n) = Wa;q(k)Waq2k ;q(n).

Remark 2.1. This (a; q)-weight was first defined in [17] to generalize the binomial
theorem for noncommuting variables. That is, in the unital algebra Ca;q [x, y] over
C defined by the following commutation relations:

yx = (1 − aq3)

(1 − aq)
q−1xy,

xa = qax,

ya = q2ay,

the binomial theorem

(x + y)n =
n∑

k=0

[
n
k

]

a;q
xk yn−k

holds, where the (a; q)-binomial coefficients are defined by

[
n
k

]

a;q
:= (q1+k, aq1+k; q)n−k

(q, aq; q)n−k
qk(k−n) = [n]a;q !

[k]a;q ![n − k]a;q ! , (2.1)
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with the (a; q)-factorials being defined by

[0]a;q ! = 1, [n]a,q ! = [n]a,q [n − 1]a,q !.

The (a; q)-binomial coefficients are symmetric in (k, n − k) (whereas the more gen-
eral elliptic extension of (2.1), considered in [16, 17], is not). They satisfy the two
recursions

[
n + 1
k

]

a;q
=

[
n
k

]

a;q
+ (1 − aq2n+2−k)

(1 − aqk)
qk−n−1

[
n

k − 1

]

a;q
,

[
n + 1
k

]

a;q
= (1 − aqn+1+k)

(1 − aqn+1−k)
q−k

[
n
k

]

a;q
+

[
n

k − 1

]

a;q
,

which, together with the initial conditions

[
0
0

]

a;q
= 1, and

[
n
k

]

a;q
= 0, for k > n or k < 0,

determine them uniquely. For a → ∞ the (a; q)-binomial coefficients reduce to the
usual q-binomial coefficients.

3 (a; q)-Rook theory

For an introduction to classical rook theory, see [4]. A lot of material on generalized
rook theory which we survey is borrowed from our papers [18–20] on elliptic rook
theory. As mentioned in the introduction, the (a; q)-case is just a special case of
the elliptic case which admits particularly attractive closed formulas. We utilize the
closed formulas from the (a; q)-extensions of different rook models to derive some
concrete basic hypergeometric summations.

3.1 (a; q)-Extension of the standard model

Let N denote the set of positive integers. We consider a finite subset of the N × N

grid which we refer to as a board, and label the columns and rows by 1, 2, . . . , from
the left and from the bottom, respectively. We use (i, j) to denote the cell in the
intersection of the column i and the row j .

Let B(b1, b2, . . . , bn) denote the set of cells

B = B(b1, . . . , bn) = {(i, j) | 1 ≤ i ≤ n, 1 ≤ j ≤ bi },
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for nonnegative integer bi ’s, for all i . If a board B can be represented by the set
B(b1, . . . , bn) with non-decreasing integer sequence 0 ≤ b1 ≤ · · · ≤ bn , then the
board B = B(b1, . . . , bn) is called a Ferrers board. Given a Ferrers board, we say
that we place k nonattacking rooks in B by choosing a k-subset of B such that no two
elements have a common coordinate. Let Nk(B) denote the set of all nonattacking
placements of k rooks in B. Note that |Nk(B)| is the original k-th rook number
defined in [13].

Given a rook placement P ∈ Nk(B), a rook in P is said to cancel all the cells to
the right in the same row and all the cells below it in the same column. Let UB(P)

denote the set of cells in B − P which are not cancelled by any rook in P . We define
the (a; q)-analogue of the k-th rook number by assigning the small weights wa;q( j)
to the respective cells in UB(P), depending on their position and the configuration
of rooks.

Definition 3.1. Given a Ferrers board B = B(b1, . . . , bn), let the k-th (a; q)-rook
number be

rk(a, q; B) =
∑

P∈N k (B)

wt (P), (3.1)

where
wt (P) =

∏

(i, j)∈UB (P)

wa;q(i − j − r(i, j)(P)),

and r(i, j)(P) counts the number of rooks in P positioned in the north-west region of
(i, j).

This (a; q)-analogue of the rook numbers satisfy the following product formula
which was proved with original rook numbers, i.e. in the a → ∞, q → 1 case, by
Goldman, Joichi, and White [7].

Theorem 3.1 ([18]). For any Ferrers board B = B(b1, . . . , bn), we have

n∏

i=1

[z + bi − i + 1]aq2(i−1−bi );q =
n∑

k=0

rn−k(a, q; B)

k∏

j=1

[z − j + 1]aq2( j−1);q .

Remark 3.1. In [18], we prove Theorem 3.1 with more general rook numbers. That
is, the rook numbers rk(a, b; q, p; B) and the weights used to define rk in (3.1) are
elliptic (i.e. meromorphic and doubly periodic) and include two more parameters b
and p. The (a; q)-rook numbers can be obtained from the elliptic ones by letting
p → 0 and b → 0.

By distinguishing the cases when there is a rook or not in the last column, we
obtain a recursion for the (a; q)-rook numbers.

Proposition 3.1. Let B be a Ferrers board with l columns of height at most m, and
B ∪ m denote the board obtained by adding the (l + 1)-st column of height m to the
right of B. Then, for integer k with 1 ≤ k ≤ l + 1, we have
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rk(a, q; B ∪ m) =
Waq2(l−m);q(m − k)rk(a, q; B) + [m − k + 1]aq2(l−m);qrk−1(a, q; B),

assuming the conditions

rk(a, b; q, p; B) = 0 f or k < 0 or k > l, and

r0(a, b; q, p; B) = 1 f or l = 0, i.e. f or B being the empty board.

In the case of a rectangular shapeboard B = [l] × [m],where [n] := {1, 2, . . . , n},
the (a; q)-rook number has a closed form expression which can be proved by the
recursion in Proposition 3.1:

rk(a, q; [l] × [m]) =
q(k+1

2 )−lm

[
l
k

]

q

[m]q !
[m − k]q !

(aql−m−k; q)k(aq1+2l−2m; q2)m−k

(aq1−2m; q2)m
. (3.2)

For more details, including the omitted proofs, see [18].

3.1.1 r-Restricted Lah numbers

The r -restricted Lah numbers count the number of placements of the elements
1, 2, . . . , n into k nonempty tubes of linearly ordered elements such that 1, 2, . . . , r
are in distinct tubes (cf. [15] or [14]). These numbers admit a rook theoretic inter-
pretation when B is the board L(r)

n = [n + r − 1] × [n − r ]. In [18, Subsection 3.4],
we have established a correspondence between the rook configurations P of n − k
nonattacking rooks on L(r)

n and the set of placements T of the elements 1, 2, . . . , n
into k nonempty tubes of linearly ordered elements such that the first r numbers
1, 2, . . . , r are in distinct tubes. For the full description of the correspondence, refer
to [18].

For the Ferrers board B = L(r)
n , the product formula in Theorem 3.1 becomes

n−r∏

i=1

[z + n − i]aq2(i−n);q
r∏

i=1

[z − i + 1]aq2(i−1);q

=
n∑

k=r

rn−k(aq
2(1−r), q;L(r)

n )

k∏

j=1

[z − j + 1]aq2( j−1);q , (3.3)

after doing certain shifts of variables and cancellation of factors.We define an (a; q)-
analogue of the r -restricted Lah numbers by

L (r)
n,k (a, q) := rn−k(aq

2(1−r), q;L(r)
n ).
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It can be shown that L (r)
n,k (a, q) satisfy the following recursion:

L (r)
n+1,k(a, q) = Waq−2n;q(n + k − 1)L (r)

n,k−1(a, q) + [n + k]aq−2n;q L
(r)
n,k (a, q),

assuming the initial conditions

L (r)
n,k (a, q) = 0 for k < r − 1 or k > n,

L (r)
r−1,r−1(a, q) = 1 (an artificial but felicious initial condition).

Since the board L(r)
n is of rectangular shape, (3.2) gives the closed form formula

forL (r)
n,k (a, q), namely,

L (r)
n,k (a, q) = q(k2)−(n2)−n(k−1)+2(r2)

[
n + r − 1
k + r − 1

]

q

[n − r ]q !
[k − r ]q !

× (aq1−n+k; q)n−k(aq1+2r ; q2)k−r

(aq3−2n; q2)n−r
. (3.4)

Combining (3.4) with the product formula (3.3) gives a combinatorial proof of the
q-Pfaff-Saalschütz sum, in the following form:

Proposition 3.2.

(qz+r ; q)n(a−1qr−z; q)n

(a−1; q)n(q2r ; q)n
=

n∑

k=0

(q−n; q)k(qr−z; q)k(aqz+r ; q)k

(q; q)k(q2r ; q)k(aq1−n; q)k
qk . (3.5)

Proof. If we replace rn−k(aq2(1−r), q;L(r)
n ) by the closed form given in (3.4), we

obtain

(qz+r ; q)n−r (aqz−n+1; q)n−r

(1 − q)n−r (aq3−2n; q2)n−r

(qz−r+1; q)r (aqz; q)r

(1 − q)r (aq; q2)r
q−nz+ 1

2 n(3−n)+r2−r

=
n∑

k=r

q(k2)−(n2)−n(k−1)+2(r2)−kz+(k+1
2 )

× (q; q)n+r−1

(q; q)n−k(q; q)k+r−1

(q; q)n−r

(q; q)k−r (1 − q)n−k

× (qz−k+1; q)k(aqz; q)k

(1 − q)k(aq; q2)k

(aq1−n+k; q)n−k(aq1+2r ; q2)k−r

(aq3−2n; q2)n−r
. (3.6)

Then (3.5) is the result of simplifying (3.6) with appropriate shifts of n and k. �
Remark 3.2. If we perform the substitution A = aqz+r , B = qr−z and C = q2r in
(3.5), we get

(C/A,C/B; q)n

(C,C/AB; q)n
= 3φ2

[
A, B, q−n

C, ABC−1q1−n ; q, q

]
(3.7)



Basic Hypergeometric Summations from Rook Theory 685

which is the q-Pfaff-Saalschütz summation [5, (II.12)], written in standard basic
hypergeometric form (cf. [5]). The problem with this substitution is that whereas a
and z are general parameters, r is not. To show that (3.5), where r is a nonnegative
integer, is actually equivalent to the general case where r is any complex number,
works by a standard polynomial argument. If we multiply both sides of (3.5) by
(q2r ; q)n and formally replace qr by x , we obtain a polynomial equation in x of
degree 2n which is valid for x = qr , for r = 0, 1, 2 . . . (i.e. for more than 2n values),
thus must be true for all complex x .

Asmentioned in the introduction, there exist also other combinatorial proofs of the
3φ2 summation. Among the references we have listed, Yee’s paper [21] is remarkable
as the proof there establishes the full q-Pfaff-Saalschütz summation at once, and no
appeal to a polynomial argument is needed.

3.2 (a; q)-Extension of the alpha-parameter model

In [6], Goldman and Haglund introduced generalized rook models, called i -creation
model and alpha-parameter model, which we briefly introduce first.

Given a board B, a file placement of k rooks is a k-subset of B such that no two
cells lie in the same column, that is, there can be two or more rooks in the same row,
but each column contains at most one rook. Let Fk(B) denote the set of all k-file
placements. Given a Ferrers board B and a file placement P ∈ Fk(B), we assign
weights to the rows containing rooks as follows. If there are u rooks in a given row,
then the weight of this row is

{
1 if 0 ≤ u ≤ 1,

α(2α − 1)(3α − 2) · · · ((u − 1)α − (u − 2)), if u ≥ 2.

The weight of a placement P , wt (P), is the product of the weights of all the rows.
Then for a Ferrers board B, set

r (α)
k (B) =

∑

P∈F k (B)

wt (P).

Note that for α = 0, r (0)
k (B) reduces to the original rook number. If α is a positive

integer i , r (i)
k (B) is the i-creation rook number which counts the number of i-creation

rook placements of k rooks on B. The i-creation rook placement is defined as follows:
we first choose the columns to place the rooks. Then as we place rooks from left to
right, each time a rook is placed, i new rows are created drawn to the right end and
immediately above where the rook is placed.

In this setting, Goldman and Haglund [6] proved the α-factorization theorem:
given a Ferrers board B = B(b1, . . . , bn),
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n∏

j=1

(z + b j + ( j − 1)(α − 1))

=
n∑

k=0

r (α)
k (B)z(z + α − 1) · · · (z + (n − k − 1)(α − 1)).

Furthermore, Goldman and Haglund defined a q-analogue of r (α)
k (B) by assigning

q-weights to the cells in B. Here, we describe the (a; q)-extension of their result
which involves the use of the extra variable a in the weights of the cells.

Given a Ferrers board B and a rook placement P ∈ Nk(B), for each cell c ∈ B,
let v(c) be the number of rooks strictly to the left of, and in the same row as c and
rc(P) be the number of rooks in the north-west region of c. Then define the weight
of c to be

wtα(c) =
⎧
⎨

⎩

1, if there is a rook above and in the same column as c,
[(α − 1)v(c) + 1]aq2(− j+(α−1)(1−i+rc (P)));q , if c contains a rook,
Waq2(− j+(α−1)(1−i+rc (P)));q((α − 1)v(c) + 1), otherwise.

The weight of the rook placement P is defined to be the product of the weights of
all cells:

wtα(P) =
∏

c∈B
wtα(c).

We define an (a; q)-analogue of r (α)
k (B) by setting

r (α)
k (a, q; B) =

∑

P∈F k (B)

wtα(P).

With this r (α)
k (a, q; B), we can also prove an (a; q)-analogue of the α-factorization

theorem.

Theorem 3.2. For any Ferrers board B = B(b1, b2, . . . , bn), we have

n∏

j=1

[z + b j + ( j − 1)(α − 1)]aq−2(b j+( j−1)(α−1));q

=
n∑

k=0

r (α)
n−k(a, q; B)

k∏

i=1

[z + (i − 1)(α − 1)]aq−2(i−1)(α−1);q . (3.8)

Proof. Let us extend the board by attaching z rows of width n below the board B,
denoted by Bz , and compute ∑

P∈F n(Bz)

wtα(P)
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in two different ways. The left-hand side of (3.8) is the result of computing the above
weight sum columnwise, and the right-hand side can be obtained by computing the
weight of the cells in B and the cells in the extended part separately. For the details,
see [20]. �

Remark 3.3. In [19], the authors have constructed a general rook theorymodel utiliz-
ing an augmented rook board which can be specialized to all the known rook theory
models. The product formula in Theorem 3.2 was also obtained in [19, (4.17)] but
by using a different approach.

In the case α = 2 and the board is of the staircase shape Stn = B(0, 1, 2, . . . , n −
1), r (2)

k (a, q; Stn) has a closed form expression (see [18]).

r (2)
k (a, q; Stn) = q−(n+k

2 )+k(k+2)

[
n + k − 1

2k

]

q

×
k∏

j=1

[2 j − 1]q (aq; q−2)n−k(aq1−2n; q2)k

(aq; q−4)n
. (3.9)

We now give combinatorial proofs of two special 4φ3 summations.

Proposition 3.3.

(qz+2, a−1q2−z; q2)n

(q, a−1q3; q2)n
=

n∑

k=0

(q−n,−q−n, qz+1, a−1q1−z; q)k

(q, q−2n, a−1/2q3/2,−a−1/2q3/2; q)k
qk, (3.10)

and

(qz+2, aqz−2n; q2)n

(qz+1, aqz−n; q)n
=

n∑

k=0

(q−n, qn+1, a1/2q−n−1/2,−a1/2q−n−1/2; q)k

(q,−q, q−z−n, aqz−n; q)k
qk .

(3.11)

Proof. If we use the closed form expression for r (2)
n−k(a, q; Stn) of (3.9) in (3.8) for

b j = j − 1, we get

(qz; q2)n

(1 − q)n

(aqz; q−2)n

(aq; q−4)n
q−n(z+1)

=
n∑

k=0

q−k(z+1) (q; q)2n−k−1

(q; q)2n−2k(q; q)k−1

(q; q2)n−k

(1 − q)n−k

× (aq; q−2)k(aq1−2n; q2)n−k

(aq; q−4)n

(qz; q)k

(1 − q)k

(aqz; q−1)k

(aq; q−2)k

which after some elementary manipulations simplifies to (3.10).
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Similarly, (3.11) is the result of simplifying

n∏

j=1

[z + 2( j − 1)]aq−4( j−1);q =
n∑

k=0

r (2)
k (a, q; Stn)

n−k∏

i=1

[z + i − 1]aq−2(i−1);q ,

after replacing r (2)
k (a, q; Stn) by the closed form expression in (3.9). �

The summation in (3.10) is equivalent (up to an obvious substitution of variables) to
Jain’s 4φ3 summation (1.2) mentioned in the introduction.

The summation in (3.11) can be also verified by the following terminating q-
analogue of Whipple’s 3F2 sum [5, (II.19)]:

4φ3

[
q−n, qn+1,C,−C
E,C2q/E,−q

; q, q

]

= (Eq−n, Eqn+1,C2q1−n/E,C2qn+2/E; q2)∞
(E,C2q/E; q)∞

q(n+1
2 ),

where we take C = a1/2q−n−1/2 and E = q−z−n , and apply

(q−z−2n, q1−z, aqz−2n, aqz+1; q2)∞
(q−z−n, aqz−n; q)∞

q(n+1
2 )

= (q−z−2n; q2)n

(q−z−n; q)n

(q−z, q1−z; q2)∞
(q−z; q)∞

(aqz−2n; q2)n

(aqz−n; q)n

(aqz, aqz+1; q2)∞
(aqz; q)∞

q(n+1
2 )

= (qz+2; q2)n

(qz+1; q)n

(aqz−2n; q2)n

(aqz−n; q)n
.

The two summations in (3.10) and (3.11) are actually equivalent to each other; one
follows from the other by reversing the sum (i.e. substituting the summation index
k �→ n − k).

3.3 (a; q)-Rook theory for matchings

Haglund andRemmel [11] extended the rook theory by considering partialmatchings
as opposed to considering partial permutations in the original rook theory, and for
which they consider the shifted board B2n pictured in Figure 1.

For each perfect matching M of K2n consisting of n pairwise vertex disjoint edges
in K2n , where K2n is the complete graph on the set of vertices {1, 2, . . . , 2n}, let

PM = {(i, j) | i < j and {i, j} ∈ M},



Basic Hypergeometric Summations from Rook Theory 689

Fig. 1 B2n .

Fig. 2 The shifted Ferrers board B = (7, 5, 4, 2, 0, 0, 0) ⊆ B8,
and the cells cancelled by a rook in (4, 7) on B8.

where (i, j) denotes the square in row i and column j of B2n according to the labelling
of rows and columns pictured in Figure 1. A rook placement in B2n is defined to be
a subset of some PM for a perfect matching M of K2n .

Given a board B ⊆ B2n , we letMk(B) denote the set of k element rook placements
in B. In this setting, we let B(a1, a2, . . . , a2n−1) denote the following set of cells in
B2n:

B(a1, a2, . . . , a2n−1) = {(i, i + j) | 1 ≤ i ≤ 2n − 1, 1 ≤ j ≤ ai }.

It is called a shifted Ferrers board if 2n − 1 ≥ a1 ≥ a2 ≥ · · · ≥ a2n−1 ≥ 0, and the
non-zero entries of ai ’s are strictly decreasing. A rook in (i, j) with i < j in a rook
placement cancels all cells (i, s) in B2n with i < s < j and all cells (t, j) and (t, i)
with t < i . See Figure 2 for a specific example of a shifted Ferrers board and the
cells being cancelled by a rook on the shifted board B8.
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Definition 3.2. Given a shifted Ferrers board B = B(a1, . . . , a2n−1) ⊆ B2n and a
rook placement P ∈ Mk(B), define

mk(a, q; B) =
∑

P∈M k (P)

wtm(P),

where
wtm(P) =

∏

(i, j)∈UB (P)

wa;q(î + ĵ − 1 − 2r(i, j)(P) − s(i, j)(P)),

UB(P) denotes the set of cells in B which are neither cancelled by rooks nor contain
any rooks in P , r(i, j)(P) is the number of rooks in P positioned south-east of (i, j)
such that the two columns cancelled by those rooks are to the right of the column j ,
s(i, j)(P) is the number of rooks in P which are in the south-east region of (i, j) such
that only one cancelled column is to the right of column j , and î := 2n − i .

We also have a product formula involving mk(a, q; B), which is an (a; q)-
analogue of the product formula proved by Haglund and Remmel [11].

Theorem 3.3. Given a shifted Ferrers board B = B(a1, . . . , a2n−1) ⊆ B2n, we have

2n−1∏

i=1

[z + a2n−i − 2i + 2]aq2(2i−2−a2n−i );q

=
n∑

k=0

mk(a, q; B)

2n−1−k∏

j=1

[z − 2 j + 2]aq4 j−4;q . (3.12)

In the case of the full board B2n = B(2n − 1, 2n − 2, . . . , 2, 1), mk(a, q; B2n)

has a closed form

mk(a, q; B2n) = qk2−(2n2 )
[
2n
2k

]

q

k∏

j=1

[2 j − 1]q (aq4n−2k−3; q2)2n−k−1

(aq−1; q4)2n−k−1
, (3.13)

which can be verified by the following recursion:

mk(a, q; BN ) = [N − 2k + 1]aq2(N−3);q mk−1(a, q; BN−1)

+ Waq2(N−3);q(N − 2k − 1)mk(a, q; BN−1).

Replacingmk(a, q; B) in (3.12) for ai = 2n − i by (3.13) gives a special case of the
q-Pfaff-Saalschütz sum.

Proposition 3.4. We have

(qz−n+ 3
2 , aqz− 1

2 ; q)n

(qz−2n+2, aqz+n− 1
2 ; q)n

=
n∑

k=0

(q−n, q−n+ 1
2 , q

5
2 −2n/a; q)k

(q, qz−2n+2, q2−2n−z/a; q)k
qk . (3.14)
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Proof. Putting the closed form expression formk(a, q; B2n) in (3.12) for ai = 2n − i
gives

(qz+1; q−1)2n−1(aqz−1; q)2n−1

(1 − q)2n−1(aq−1; q2)2n−1

=
n∑

k=0

q2k(k−2n+1)+kz (q; q)2n

(q; q)2k(q; q)2n−2k

(q; q2)k

(1 − q)k

× (aqz, aq4n−2k−3; q2)2n−k−1

(aq, aq−1; q4)2n−k−1

(qz; q−2)2n−k−1

(1 − q)2n−k−1

which simplifies to

(q−z−2, aqz−2; q)2n

(q−z−2, aqz−2; q2)2n
qn(2n−1) =

n∑

k=0

(q−2n, q1−2n, q5−4n/a; q2)k

(q2, qz−4n+4, q4−4n−z/a; q2)k
q2k .

The identity can now be obtained by replacing q2 → q and z/2 → z. �

Remark 3.4. The identity (3.14) (proved combinatorially) is actually the

A = q−n+ 1
2 , B = q

5
2 −2n/a, and C = qz−2n+2

special case of the q-Pfaff-Saalschütz sum (3.7).
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1 Introduction

A Frobenius symbol for n is a two-rowed array [2, 10]:

(
a1 a2 · · · aδ

b1 b2 · · · bδ

)

where
∑δ

t=1(at + bt + 1) = n, a1 > a2 > · · · > aδ ≥ 0, and b1 > b2 > · · · > bδ ≥
0. There is a natural one-to-one correspondence between the Frobenius symbols for
n and the ordinary partitions of n (see Section 2.2). Thus a Frobenius symbol for n
is another representation of an ordinary partition of n.

An overpartition of n is a partition in which the first occurrence of a part may
be overlined [5]. For an overparition, one can define the corresponding Frobenius
symbol by allowing overlined entries in a similar way. It should be noted that the
Frobenius symbol of an overpartition is defined in a different way in [5, 7].

Recently, GeorgeAndrews introduced a certain subclass of overpartitions, namely
singular overpartitions which are Frobenius symbols with at most one overlined
entry in each row [3]. For integers k, i with k ≥ 3 and 1 ≤ i < k, Andrews found
interesting combinatorial and arithmetic properties of (k, i)-singular overpartitions,
which are singular overpartitions with some restrictions subject to k and i . Because
of the complexity of the restrictions, we defer the exact definition to Section 2.4. One
of the main results of Andrews in [3] is the following.

Theorem 1.1 (Andrews, [3]). The number of (k, i)-singular overpartitions of n
equals the number of overpartitions of n in which no part is divisible by k and only
parts congruent to ±i mod k may be overlined.

Equivalently,

∞∑
n=0

Qk,i (n)qn =
∞∏
n=0

(1 + qnk+i )(1 + q(n+1)k−i )

(1 − qnk+1)(1 − qnk+2) · · · (1 − qnk+k−1)
,

where Qk,i (n) is the number of (k, i)-singular overpartitions of n.
Andrews concluded his paper with four open questions. The first question is to

prove Theorem 1.1 bijectively. The primary purpose of this paper is to provide an
answer to the first question. His second question is indeed a special case of the first
one. Consequently, the second question will be settled as well. In addition, we obtain
a refined version of Theorem 1.1, namely Theorem 4.1 in Section 4.

This paper is organized as follows. In Section 2, necessary definitions and maps
are reviewed. In Section 3, an enumeration formula for subclasses of (k, i)-singular
overpartitions is given (see Theorem 3.1), and finally, a combinatorial proof of
Theorem 1.1 will be presented in Section 4.
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2 Preliminaries

In this section, we provide some definitions and bijections that are needed in later
sections.

2.1 Definitions

For a partition or overpartition λ, we write it as λ = (λ1, λ2, . . .)with λ1 ≥ λ2 ≥ · · · .
We denote by |λ| the sum of parts, and by �(λ) the number of parts.

The conjugate λ′ of a partition λ is the partition resulting from the reflection of
the Ferrers graph of λ about the main diagonal.

For a positive integer k, we also define kλ as the partition whose parts are k times
each part of λ. For instance, let λ = (3, 3, 2, 1). Then 5λ = (15, 15, 10, 5).

Let λ and μ be two partitions. Then we define the union λ ∪ μ as the partition
consisting of all the parts of λ and μ.

We denote the number of partitions of n by p(n). We also denote the partition
with no parts by ∅. For further standard definitions, see [1].

2.2 Frobenius symbol

Recall the definition of a Frobenius symbol for n in Introduction. For a partition λ

of n, let δ be the largest integer such that λδ − δ ≥ 0, i.e., δ is the side of the Durfee
square of λ. We now consider the following two-rowed array:

(
λ1 − 1 λ2 − 2 · · · λδ − δ

λ′
1 − 1 λ′

2 − 2 · · · λ′
δ − δ

)
.

Clearly, this satisfies the conditions for Frobenius symbols for n, and this is reversible.
Thus there is a unique Frobenius symbol associated with λ. For instance, the associ-
ated Frobenius symbol of the partition (7, 5, 5, 3, 2, 2, 1) is

(
6 3 2
6 4 1

)
.

2.3 (k, i)-parity blocks and anchors

Throughout this paper, we assume that k and i are integers such that k ≥ 3 and
1 ≤ i ≤ k − 1.
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For a partition λ, by abuse of the notation, we will denote its Frobenius symbol by

λ. A column
at
bt

of λ is called (k, i)-positive if at − bt ≥ k − i − 1 and called (k, i)-

negative if at − bt ≤ −i + 1. If −i + 2 ≤ at − bt ≤ k − i − 2, we call the column
(k, i)-neutral.

If two columns are both (k, i)-positive or both (k, i)-negative, we shall say that
they have the same parity.

We now divide λ into (k, i)-parity blocks. These are sets of contiguous columns
maximally extended to the right, where all the entries have either the same parity or
neutral.

We shall say that a parity block is neutral if all columns are neutral. Owing to
the maximality condition this can only occur if all the columns of λ are neutral. In
all other cases, we shall say that a block is positive (or negative) if it contains no
negative (or positive, resp.) columns. For instance, consider the following Frobenius
symbol: (

31 28 27 25 22 18 16 14 13 9 8 7 6 4 1 0
30 28 25 24 20 19 16 15 12 11 8 7 4 3 2 0

)
.

The (3, 1)-parity blocks are

(
31 28 27 25 22 18 16 14 13 9 8 7 6 4 1 0
30 28 25 24 20 19 16 15 12 11 8 7 4 3 2 0

)
,

and the (5, 2)-parity blocks are

(
31 28 27 25 22 18 16 14 13 9 8 7 6 4 1 0
30 28 25 24 20 19 16 15 12 11 8 7 4 3 2 0

)
. (2.1)

For a non-neutral block, we now define its anchor as the first non-neutral column.

2.4 (k, i)-singular overpartitions

We are ready to define (k, i)-singular overpartitons. A Frobenius symbol is (k, i)-
singular if it satisfies one of the following conditions:

• there are no overlined entries;
• if there is one overlined entry on the top row, then it occurs in the anchor of a
positive block;

• if there is one overlined entry on the bottom row, then it occurs in the anchor of a
negative block;

• if there are two overlined entries, then they occur in adjacent anchors with one on
the top row of the positive block and the other on the bottom row of the negative
block.
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For the Frobenius symbol in (2.1), the following are all the (5, 2)-singular with
exactly two overlined entries:

(
31 28 27 25 22 18 16 14 13 9 8 7 6 4 1 0
30 28 25 24 20 19 16 15 12 11 8 7 4 3 2 0

)
,

(
31 28 27 25 22 18 16 14 13 9 8 7 6 4 1 0
30 28 25 24 20 19 16 15 12 11 8 7 4 3 2 0

)
,

(
31 28 27 25 22 18 16 14 13 9 8 7 6 4 1 0
30 28 25 24 20 19 16 15 12 11 8 7 4 3 2 0

)
.

2.5 Dyson map

For a partition λ, the rank of λ is the largest part minus the number of parts, i.e.,

rank(λ) := λ1 − �(λ).

We remark that the rank of λ is equal to a1 − b1 if
a1
b1

is the first column of the

Frobenius symbol of λ. For convenience, we define rank(∅) = 0.
Freeman Dyson defined a map to prove a symmetry in partitions [6]. Here, we use

the description of the Dyson map in [4, 8]. For a partition λ of n with rank(λ) ≤ r ,
we subtract 1 from each part of λ and then add a part of size r − 1 + �(λ). We call
this the Dyson map and denote it by dr .

Remark 2.1. It can be easily checked that dr (λ) is a partition of n + r − 1 with
rank(dr (λ)) ≥ r − 2.

We now describe the Dyson map with Frobenius symbol for later use. Consider

λ =
(
a1 a2 · · · aδ

b1 b2 · · · bδ

)
,

with rank(λ) ≤ r . When δ ≥ 2, dr (λ) is given by

•
(
b1 + r − 1 a1 − 2 · · · aδ−2 − 2 aδ−1 − 2 aδ − 2
b2 + 2 b3 + 2 · · · bδ + 2 1 0

)
if aδ ≥ 2,

•
(
b1 + r − 1 a1 − 2 · · · aδ−2 − 2 aδ−1 − 2
b2 + 2 b3 + 2 · · · bδ + 2 1

)
if aδ = 1,

•
(
b1 + r − 1 a1 − 2 · · · aδ−2 − 2
b2 + 2 b3 + 2 · · · bδ + 2

)
if aδ = 0, aδ−1 = 1,

•
(
b1 + r − 1 a1 − 2 · · · aδ−2 − 2 aδ−1 − 2
b2 + 2 b3 + 2 · · · bδ + 2 0

)
if aδ = 0, aδ−1 ≥ 2.
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When δ = 1, dr (λ) is given by

•
(
b1 + r − 1 a1 − 2

1 0

)
if a1 ≥ 2,

•
(
b1 + r − 1

1

)
if a1 = 1,

•
(
b1 + r − 1

0

)
if a1 = 0 and b1 ≥ 1 − r ,

• ∅ if a1 = 0 and b1 = −r .

Note that the upper left entry of dr (λ) is b1 + r − 1 if dr (λ) is nonempty.

2.6 Shift and Shifted Conjugate

Given an integer u, a shift map su is defined as follows:

(
a1 a2 · · · aδ

b1 b2 · · · bδ

)
su−→

(
a1 − u a2 − u · · · aδ − u
b1 + u b2 + u · · · bδ + u

)
.

Similarly, a shifted conjugate map cu is defined as follows:

(
a1 a2 · · · aδ

b1 b2 · · · bδ

)
cu−→

(
b1 − u b2 − u · · · bδ − u
a1 + u a2 + u · · · aδ + u

)
.

Remark 2.2. It follows from the definitions that s−1
u = s−u and c−1

u = cu . Also, for
the Frobenius symbol of the empty partition ∅, we define su(∅) = cu(∅) = ∅.

2.7 Wright map

The Wright map is a bijection between pairs of partitions into distinct parts and
pairs of an ordinary partition and a triangular number (see [8, 9, 11]). However, in
this paper, we give a modified version of the map using Frobenius symbol for our
purpose. We denote the map by ϕ.

Let μ1 be a partition into distinct parts congruent to i mod k and μ2 be a partition
into distinct parts congruent to (k − i) mod k, namely

μ1 = (ka1 + i, ka2 + i, . . . , kas+m + i),

μ2 = (kb1 + (k − i), kb2 + (k − i), . . . , kbs + (k − i)),

where a1 > a2 > · · · > as+m ≥ 0 and b1 > b2 > · · · > bm ≥ 0.
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Suppose that m ≥ 0. We consider the following Frobenius symbol

μ =
(
a1+m a2+m . . . as+m

b1 b2 . . . bs

)
.

We now take ν = (a1 − m + 1, a2 − m + 2, . . . , am). Then since a1 > a2 > · · · , it
is clear that ν is a partition. We define ϕ(μ1, μ2) = (k(ν ∪ μ),m).

For example, let k = 5 and i = 2. Ifμ1 = (37, 27, 22, 7) andμ2 = (18, 13), then
m = 2, and we obtain

μ =
(
4 1
3 2

)
= (5, 3, 2, 2), ν = (6, 5).

Thus

ϕ(μ1, μ2) = (5(6, 5, 5, 3, 2, 2), 2) = ((30, 25, 25, 15, 10, 10), 2).

Similarly, if m < 0, we consider the following Frobenius symbol

μ =
(
b1−m b2−m . . . bs
a1 a2 . . . as+m

)
.

We now take ν = (b1 + m + 1, b2 + m + 2, . . . , b−m). Then since b1 > b2 > · · · ,
it is clear that ν is a partition. We define ϕ(μ1, μ2) = (k(ν ∪ μ)′,m).

We can easily check that |μ1| + |μ2| = k(|ν| + |μ|) + k
(m
2

) + im, and we omit
the details.

Remark 2.3. We note that the Wright map proves that the number of such pairs of
partitions μ1, μ2 with |μ1| + |μ2| = n and �(μ1) − �(μ2) = m is

p

(
n − k

(m
2

) − im

k

)
.

3 Singular overpartitions and dotted blocks

3.1 Dotted parity blocks

We now introduce another representation of a (k, i)-singular overpartition. We will
use this representation throughout this paper.

Let λ be a (k, i)-singular overpartition. We first separate all the columns before
the first anchor to form a block. By the definition of parity blocks, we see that these
columns must be all neutral if exist. We denote this block by E . For the blocks of
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the remaining columns, we denote each of them by P and N if its anchor is positive
and negative, respectively.

If there is exactly one overlined entry in λ, we put a dot on the top of each of
the blocks between the first non-neutral block and the block of the overlined entry.
If there are two overlined entries in λ, then we put a dot on the top of each block
between the second non-neutral block and the block of the last overlined entry.

It is clear that a Frobenius symbol λ is (k, i)-singular if

S1. there are no dotted blocks, or
S2. there are consecutive dotted blocks starting from the first non-neutral block, or
S3. there are consecutive dotted blocks starting from the second non-neutral block.

For instance, if a sequence of parity blocks is EPN PN , then the following are
all singular:

EPN PN ,
E ṖN PN , E Ṗ Ṅ PN , E Ṗ Ṅ ṖN , E Ṗ Ṅ Ṗ Ṅ ,
EP Ṅ PN , EP Ṅ ṖN , EP Ṅ Ṗ Ṅ .

Since there is a one-to-one correspondence between (k, i)-singular overpartitions
and Frobenius symbols with a sequence of parity blocks satisfying S1, S2, or S3, we
will use the latter form from now on.

3.2 (k, i)-singular overpartitions with m dotted blocks

The following theorem is one of our main results.

Theorem 3.1. Let m be a positive integer.

1. The number of (k, i)-singular overpartitions of n with exactly m dotted blocks
and the last dotted block negative is

p

(
n − k

(
m

2

)
− im

)
.

2. The number of (k, i)-singular overpartitions of n with exactly m dotted blocks
and the last dotted block positive is

p

(
n − k

(
m + 1

2

)
+ im

)
.

Note that singular overpartitions with no dotted blocks are just ordinary partitions,
which with Theorem 3.1 yields the following corollary.
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Corollary 3.1. The number of (k, i)-singular overpartitions of n is

∞∑
m=−∞

p

(
n − k

(
m

2

)
− im

)
.

Proof. For m < 0, the number of (k, i)-singular overpartitions of n with exactly |m|
dotted blocks and the last block positive is

p

(
n − k

(
m

2

)
− im

)
,

which completes the proof.

To prove Theorem 3.1, we will construct a bijection in Section 3.3. However, we
first need the following two lemmas.

Lemma 3.1. Given integers f, g, h with g ≥ 1, 2g ≥ f + 1, h ≥ f , consider two
Frobenius symbols

L =
(
a1 · · · at−1

b1 · · · bt−1

)
and R =

(
α1 · · · ατ

β1 · · · βτ

)
	= ∅,

such that

i) ay − by ≥ f for all 1 ≤ y ≤ t − 1,
ii) α1 − β1 ≤ f − 2g + 1,
iii) at−1 > α1 + g − 1,
iv) bt−1 > β1 − g + 1 ≥ 0.

Let

μ =
(

μ11 μ12 · · · μ1δ′

μ21 μ22 · · · μ2δ′

)
:= cg− f +1(L) d f −2g+1(R),

where the first t − 1 columns of μ are from cg− f +1(L) and the rest are from
d f −2g+1(R). Then the following are true.

(1) μ is a Frobenius symbol.
(2) μ1y − μ2y ≤ f − 2g − 2 for all 1 ≤ y ≤ t − 1 and μ1t − μ2t ≥ f − 2g − 1 if

μ1t and μ2t exist.
(3) rank(μ) ≤ −h + 2 f − 2g − 2 if L 	= ∅ and rank(L) ≥ h.
(4) The correspondence from (L , R) to μ is reversible.
(5) |L| + |R| − |μ| = 2g − f .

Proof. First note that since rank(R) = α1 − β1 ≤ f − 2g + 1, d f −2g+1(R) is well
defined. We now prove each of the five statements.

(1) If L = ∅, then μ = d f −2g+1(R) is obviously a Frobenius symbol because the
Dyson map is defined on partitions. Now assume L 	= ∅. Then the last column of

cg− f +1(L) is
bt−1 − g + f − 1
at−1 + g − f + 1

.
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• If d f −2g+1(R) 	= ∅, then its first column is
β1 + f − 2g

γ
, where γ is 0, 1, or β2 + 2

(see Section 2.5). Since bt−1 > β1 − g + 1, we have

bt−1 − g + f − 1 > β1 + f − 2g.

Also, since at−1 − bt−1 ≥ f and bt−1 > β1 − g + 1, it follows that

at−1 + g − f + 1 ≥ bt−1 + g + 1 > β1 + 2 > β2 + 2 ≥ γ.

Thus μ = cg− f +1(L) d f −2g+1(R) is a Frobenius symbol.

• If d f −2g+1(R) = ∅, then R =
(

0
2g − f − 1

)
=

(
α1

β1

)
. Since bt−1 > β1 − g + 1,

bt−1 − g + f − 1 ≥ β1 − 2g + f + 1 = 0.

Also, since at−1 > α1 + g − 1 and 2g ≥ f + 1,

at−1 + g − f + 1 ≥ α1 + 2g − f + 1 ≥ 2.

Thus μ = cg− f +1(L) is a Frobenius symbol.

(2) For 1 ≤ y ≤ t − 1, since ay − by ≥ f ,

μ1y − μ2y = (by − ay) − 2g + 2 f − 2 ≤ − f − 2g + 2 f − 2.

Also, by Remark 2.1,

μ1t − μ2t = rank(d f −2g+1(R)) ≥ ( f − 2g + 1) − 2.

(3) If rank(L) ≥ h then a1 − b1 ≥ h. Thus

rank(μ) = μ11 − μ21 = (b1 − a1) − 2g + 2 f − 2 ≤ −h − 2g + 2 f − 2.

(4) Consider a Frobenius symbol μ =
(

μ11 μ12 · · · μ1δ′

μ21 μ22 · · · μ2δ′

)
satisfying (2). Set

L ′ =
(

μ11 · · · μ1(t−1)

μ21 · · · μ2(t−1)

)
and R′ =

(
μ1t · · · μ1δ′

μ2t · · · μ2δ′

)
.

Then L = cg− f +1(L ′) and R = d−1
f −2g+1(R

′) are desired Frobenius symbols, so
(4) holds.

(5) Finally, since |cg− f +1(L)| = |L| and |d f −2g+1(R)| = |R| − (2g − f ), (5)
holds true.
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Lemma 3.2. Given integers f, g, h with g ≥ 1, 2g ≥ f + 1, h ≤ f , consider two
Frobenius symbols

L =
(
a1 · · · at−1

b1 · · · bt−1

)
and R =

(
α1 · · · ατ

β1 · · · βτ

)
	= ∅,

such that

i) ay − by ≤ f for all 1 ≤ y ≤ t − 1,
ii) α1 − β1 ≤ f − 2g + 1,
iii) at−1 > β1 − g + f + 1,
iv) bt−1 > α1 + g − f − 1 ≥ 0.

Let

μ =
(

μ11 μ12 · · · μ1δ′

μ21 μ22 · · · μ2δ′

)
:= sg+1(L) d f −2g+1(R),

where the first t − 1 columns ofμ are from sg+1(L) and the rest are from d f −2g+1(R).
Then the following are true.

(1) μ is a Frobenius symbol.
(2) μ1y − μ2y ≤ f − 2g − 2 for all 1 ≤ y ≤ t − 1 and μ1t − μ2t ≥ f − 2g − 1 if

μ1t and μ2t exist.
(3) rank(μ) ≤ h − 2g − 2 if L 	= ∅ and rank(L) ≤ h.
(4) The correspondence from (L , R) to μ is reversible.
(5) |L| + |R| − |μ| = 2g − f .

Proof. First note that since rank(R) = α1 − β1 ≤ f − 2g + 1, d f −2g+1(R) is well
defined. We now prove each of the five statements.

(1) If L = ∅, then μ = d f −2g+1(R) is obviously a Frobenius symbol since the
Dyson map is defined on partitions. Now assume L 	= ∅. Then the last column of

sg+1(L) is
at−1 − g − 1
bt−1 + g + 1

.

• If d f −2g+1(R) 	= ∅, then its first column is
β1 + f − 2g

γ
, where γ is 0, 1, or β2 + 2

(see Section 2.5). Since at−1 > β1 − g + f + 1, we have

at−1 − g − 1 > β1 + f − 2g.

Also, since at−1 − bt−1 ≤ f and at−1 > β1 − g + f + 1, it follows that

bt−1 + g + 1 ≥ at−1 − f + g + 1 > β1 + 2 > β2 + 2 ≥ γ.

Thus μ = sg+1(L) d f −2g+1(R) is a Frobenius symbol.

• If d f −2g+1(R) = ∅, then R =
(

0
2g − f − 1

)
=

(
α1

β1

)
. Since at−1 > β1 − g +

f + 1,
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at−1 − g − 1 ≥ β1 − 2g + f + 1 = 0.

Also, since bt−1 > α1 + g − f − 1 and 2g ≥ f + 1,

bt−1 + g + 1 ≥ α1 + 2g − f + 1 ≥ 2.

Thus μ = sg+1(L) is a Frobenius symbol.

(2) For 1 ≤ y ≤ t − 1, since ay − by ≤ f ,

μ1y − μ2y = (ay − by) − 2g − 2 ≤ f − 2g − 2.

Also, by Remark 2.1,

μ1t − μ2t = rank(d f −2g+1(R)) ≥ ( f − 2g + 1) − 2.

(3) If rank(L) ≤ h, then a1 − b1 ≤ h. Thus

rank(μ) = μ11 − μ21 = (a1 − b1) − 2g − 2 ≤ h − 2g − 2.

(4) Consider a Frobenius symbol μ =
(

μ11 μ12 · · · μ1δ′

μ21 μ22 · · · μ2δ′

)
satisfying (2). Set

L ′ =
(

μ11 · · · μ1(t−1)

μ21 · · · μ2(t−1)

)
and R′ =

(
μ1t · · · μ1δ′

μ2t · · · μ2δ′

)
.

Then s−g−1(L ′) and d−1
f −2g+1(R

′) are the desired Frobenius symbols. So (4) holds.
(5) Finally, since |sg+1(L)| = |L| and |d f −2g+1(R)| = |R| − (2g − f ), (5) holds

true.

3.3 Bijection ψm

Assume that m is a positive integer. We now construct a bijection ψm between the
(k, i)-singular overpartitions of n withm dotted blocks and the partitions of n′, where
n′ = n − k

(m
2

) − im if the last dotted block is negative, and n′ = n − k
(m+1

2

) + im
if the last dotted block is positive. This proves Theorem 3.1. By symmetry, it is
sufficient to show the case that the last dotted block is negative.

Let λ be a (k, i)-singular overpartition in which there are exactlym dotted blocks
and the last dotted block is negative.

First let D1 be the union of the last dotted block and the blocks on the right of the
last dotted block if any. From the right to left, denote each of the unchosen dotted
blocks by Dv for 1 < v ≤ m. Let Dm+1 be the union of the blocks on the left of Dm

if any. For example, consider a (5, 2)-singular overpartition
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λ =
(
31 28 27 22 18 9 8 6 1 0
30 28 25 20 19 11 8 4 2 0

)
,

with its sequence of dotted blocks E Ṗ Ṅ PN . Then we have

D3 =
(
31 28
30 28

)
, D2 =

(
27 22
25 20

)
, D1 =

(
18 9 8 6 1 0
19 11 8 4 2 0

)
.

We then define Γ1, . . . , Γm+1 and ψm(λ) as follows.

• Set Γ1 = D1.
• For 1 ≤ v ≤ m, set

Γv+1 =
{
ci+wk(Dv+1) d1−i−(v−1)k(Γv) if v = 2w + 1 for somew ≥ 0,

swk(Dv+1) d1−i−(v−1)k(Γv) if v = 2w for somew > 0.

• Define ψm(λ) = Γm+1.

Nowwewill inductively show that, for each 1 ≤ v ≤ m,Γv is a partition satisfying

rank(Γv) ≤ 1 − i − (v − 1)k. (3.1)

First, since Γ1 = D1 and the first column of D1 is (k, i)-negative, Γ1 is a partition
satisfying (3.1). Assume that for 1 ≤ v < m, Γ1, Γ2, . . . , Γv are well defined and
satisfy (3.1). Consider Γv+1.

Case 1: Suppose v = 2w + 1 for some w ≥ 0. Then we can write Γv+1 = Γ2w+2 as

Γ2w+2 = ci+wk(D2w+2) d1−i−2wk(Γ2w+1).

In Lemma 3.1, set f = 2 − i , g = wk + 1, h = k − i − 1, and L = D2w+2, R =
Γ2w+1. Clearly f, g, h satisfy g ≥ 1, 2g ≥ f + 1, h ≥ f .
Let us check the four conditions of the lemma. First, note that D2w+2 is not (k, i)-
negative because the last dotted block is negative and the parity is alternating, so
Condition i) holds true. From the assumption (3.1),

rank(Γ2w+1) ≤ 1 − i − 2wk,

so Condition ii) holds true. Lastly, let
x1
x2

and
z1
z2

be the last column of D2w+2 and

the first column of D2w+1, respectively. Since D2w+2D2w+1 forms a Frobenius
symbol, we know

x1 > z1, x2 > z2.
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Also, since 
2w+1 = swk(D2w+1)d1−i−(2w−1)k(
2w), the first column of 
2w+1 is
z1 − wk
z2 + wk

. Thus, we have

x1 > (z1 − wk) + (wk + 1) − 1,

x2 > (z2 + wk) − (wk + 1) + 1 ≥ 0,

which verify Conditions iii) and iv). Since all the four conditions in Lemma 3.1 are
satisfied, by Statement (3) of Lemma 3.1, Γ2w+2 is a Frobenius symbol satisfying
(3.1).

Case 2: Suppose v = 2w for some w ≥ 1. Then we can write Γv+1 = Γ2w+1 as

Γ2w+1 = swk(D2w+1) d1−i−(2w−1)k(Γ2w).

In Lemma 3.2, set f = k − i − 2, g = wk − 1, h = 1 − i , and L = D2w+1, R =
Γ2w. Clearly, f, g and h satisfy g ≥ 1, 2g ≥ f + 1, h ≤ f . Note that D2w+1 is
not (k, i)-positive,

rank(Γ2w) ≤ 1 − i − (2w − 1)k,

and D2w+1D2w forms a Frobenius symbol. Thus, in the same way as Case 1, we
can see all the four conditions in Lemma 3.2 are satisfied. Therefore, by Statement
(3) of Lemma 3.2, Γ2w+1 is a Frobenius symbol satisfying (3.1).

We now have that Γm is a Frobenius symbol satisfying (3.1) from the induction.
Also, Dm+1 is a Frobenius symbol. We can easily check that Dm+1 and Γm satisfy the
conditions for Lemmas 3.1 or 3.2. Thus,Γm+1 is a Frobenius symbol by Statement (1)
of each lemma.

Let us then check the weight difference. By Statement (5) of each of Lemmas 3.1
and 3.2, we have

|Dv+1Γv| − |Γv+1| = i + (v − 1)k (3.2)

for v = 1, . . . ,m. By (3.2), we have

|λ| = |Dm+1Dm · · · D5D4D3D2D1|
= |Dm+1Dm · · · D5D4D3D2Γ1|
= |Dm+1Dm · · · D5D4D3Γ2| + i

= |Dm+1Dm · · · D5D4Γ3| + (i + k) + i

= |Dm+1Dm · · · D5Γ4| + (i + 2k) + (i + k) + i

...

= |Γm+1| +
m∑
v=1

(
i + k(v − 1)

)
.
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Thus

|Γm+1| = n − k

(
m

2

)
− im.

By Statement (4) of Lemma 3.1 and Lemma 3.2, each process of producing Γv+1

is reversible. Therefore,ψm is indeed a bijection. The inverse map will be given after
the following example.

Example 3.1. Consider a (5, 2)-singular overpartition

λ =
(
31 28 27 25 22 18 16 14 13 9 8 7 6 4 1 0
30 28 25 24 20 19 16 15 12 11 8 7 4 3 2 0

)
,

with its sequence of dotted blocks EP Ṅ Ṗ Ṅ . Note that k = 5, i = 2, and m = 3.
We have the following Γv for v = 1, 2, 3, 4:

• Γ1 = D1 =
(
1 0
2 0

)
,

• Γ2 = c2(D2) d−1(Γ1) =
(
2 1 0
8 6 2

)
,

• Γ3 = s5(D3) d−6(Γ2) =
(
13 11 9 8 4 3 2 1 0
24 21 20 17 15 13 12 8 4

)
,

• Γ4 = c7(D4) d−11(Γ3) =
(
23 21 18 17 13 12 11 9 7 6 2 1 0
38 35 34 32 30 23 22 19 17 15 14 10 6

)
,

where the dotted lines are put to separate the concatenated two arrays in each Γv.
Here Γ4 is the ordinary partition corresponding to the (5, 2)-singular overpartition
λ.

We now briefly describe the inverse of ψm . Let μ be an ordinary partition.

• Set Γm+1 = μ.

• For v = m, . . . , 1, let
at
bt

be the first column of Γv+1 such that at − bt ≥ −(v −
1)k − i − 1. If there exists no such t , then we define t to be 1 + �(Γv+1), where
�(Γv+1) denotes the number of columns of Γv+1. Split Γv+1 into two arrays Lv and
Rv by choosing the first t − 1 columns for Lv and the rest for Rv. Set

Dv+1 =
{
ci+wk(Lv) if v = 2w + 1 for somew ≥ 0,

s−wk(Lv) if v = 2w for somew > 0,

and Γv = d−1
1−i−(v−1)k(Rv).

• Define ψ−1
m (μ) = Dm+1 · · · D2D1.

In the following example, we present how ψ−1
m works with the partition obtained

in Example 3.1.
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Example 3.2. Let

μ =
(
23 21 18 17 13 12 11 9 7 6 2 1 0
38 35 34 32 30 23 22 19 17 15 14 10 6

)
.

Note that we know that k = 5, i = 2, and m = 3. Below a dotted line is used to
separate the two arrays in each step. Also, to the right of Γv, at − bt is given to
indicate t , and to the right of Dv+1Γv, two maps that are applied to get Dv+1 and Γv

are given.

• Γ4 = L4R4 =
(
23 21 18 17 13 12 11 9 7 6 2 1 0
38 35 34 32 30 23 22 19 17 15 14 10 6

)
, a6 − b6 ≥ −13,

• D4Γ3 =
(
31 28 27 25 23 13 11 9 8 4 3 2 1 0
30 28 25 24 20 24 21 20 17 15 13 12 8 4

)
, c7, d

−1
−11

• Γ3 = L3R3 =
(
13 11 9 8 4 3 2 1 0
24 21 20 17 15 13 12 8 4

)
, a8 − b8 ≥ −8,

• D3Γ2 =
(
18 16 14 13 9 8 7 2 1 0
19 16 15 12 10 8 7 8 6 2

)
, s−5, d

−1
−7 ,

• Γ2 = L2R2 =
(
2 1 0
8 6 2

)
, a3 − b3 ≥ −3,

• D2Γ1 =
(
6 4 1 0
4 3 2 0

)
, c2, d

−1
−1

• D1 = Γ1 =
(
1 0
2 0

)
.

Thus we recover the singular overpartition λ in Example 3.1:

λ =
(
31 28 27 25 23 18 16 14 13 9 8 7 6 4 1 0
30 28 25 24 20 19 16 15 12 10 8 7 4 3 2 0

)
,

where

D4 =
(
31 28 27 25 23
30 28 25 24 20

)
, D3 =

(
18 16 14 13 9 8 7
19 16 15 12 10 8 7

)
, D2 =

(
6 4
4 3

)
, D1 =

(
1 0
2 0

)
.

Let us give another (simple but nontrivial) example.

Example 3.3. Consider a partition

μ =
(
0
0

)
.

Note that we have information m = 2, but arbitrary k and i . Then,

• Γ3 = L3R3 =
(

0
0

)
, a1 − b1 = 0 ≥ −i − k − 1, so t = 1,
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• D3Γ2 =
(

0
i + k

)
, s−k, d

−1
1−i−k,

• Γ2 = L2R2 =
(

0
i + k

)
, a1 − b1 = −i − k < −i − 1, so t = 2,

• D2Γ1 =
(
k 0
i i − 1

)
, ci , d

−1
1−i ,

• D1 = Γ1 =
(

0
i − 1

)
.

Thus we can restore

λ =
(
k 0
i i − 1

)
,

where

D3 = ∅, D2 =
(
k
i

)
, D1 =

(
0

i − 1

)
.

4 The question of Andrews

Let Ck,i (n) be the number of overpartitions of n in which no parts are multiples of
k and only parts congruent to ±i mod k can be overlined. Theorem 1.1 says

Qk,i (n) = Ck,i (n).

For any integer m, we let Ck,i (n,m) be the number of overpartitions counted
by Ck,i (n) such that the number of overlined parts congruent to i mod k minus the
number of overlined parts congruent to −i mod k equals m.

Also, for m ≥ 0, let Qk,i (n,m) be the number of (k, i)-singular overpartitions
of n with exactly m dotted blocks and the last dotted block negative. For m < 0,
let Qk,i (n,m) be the number of (k, i)-singular overpartitions of n with exactly |m|
dotted blocks and the last dotted block positive.

We will prove the following refined version of Theorem 1.1:

Theorem 4.1. For any integer m,

Qk,i (n,m) = Ck,i (n,m).

Proof. Letπ be an overpartition counted byCk,i (n).Wefirst divide the parts ofπ into
three partitions μ1, μ2, γ as follows: μ1 is the partition consisting of the overlined
parts of π that are congruent to i mod k,μ2 is the partition consisting of the overlined
parts of π that are congruent to −i mod k, and γ is the partition consisting of the
nonoverlined parts of π . Clearly, π = μ1 ∪ μ2 ∪ γ and �(μ1) − �(μ2) = m.



710 S. Seo and A. J. Yee

Recall the Wright map ϕ from Section 2.7. Let (κ,m) = ϕ(μ1, μ2). Then κ is a
partition into multiples of k. Clearly, κ ∪ γ is a partition of n − k

(m
2

) − im. Thus we
have

Ck,i (n,m) = p

(
n − k

(
m

2

)
− im

)
,

which with Theorem 3.1 completes the proof.

Remark 4.1. Since only ϕ and ψm are used, the proof above is bijective, which
answers to the question of Andrews.

Lastly, we illustrate how to combine ϕ and ψm to relate a (k, i)-singular overpar-
tition of n to an overpartition counted by Ck,i (n) in an example.

Example 4.1. Let λ be the (5, 2)-singular overpartition of 469 given in Example 3.1,
i.e.,

λ =
(
31 28 27 25 22 18 16 14 13 9 8 7 6 4 1 0
30 28 25 24 20 19 16 15 12 11 8 7 4 3 2 0

)
,

with its sequence of dotted blocks is EP Ṅ Ṗ Ṅ . Then we know from Example 3.1
that m = 3 and

ψ3(λ) = μ =
(
23 21 18 17 13 12 11 9 7 6 2 1 0
38 35 34 32 30 23 22 19 17 15 14 10 6

)

= (24, 23, 212, 183, 17, 162, 139, 123, 113, 9, 8, 72, 56, 4, 3, 12),

where the power of a number indicates the number of occurrences of the number as
a part. We now take the multiples of 5 in μ to form the partition (5, 5, 5, 5, 5, 5).
Then

ϕ−1((5, 5, 5, 5, 5, 5), 3) = ((17, 12, 7, 2), (13)).

Thus, we obtain the following overpartition π counted by C5,2(469):

π = (24, 23, 212, 183, 17, 17, 162, 139, 13, 12, 123, 113, 9, 8, 7, 72, 4, 3, 2, 12).
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1 Notation and Motivation

1.1 q-series notation and classical results

Let q denote a formal variable. The standard notation for the infinite rising q-factorial
is

(a; q)∞ :=
∞∏

j=0

(1 − aq j ).
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In order to allow for positive and negative values of n, we define the finite rising
q-factorial as

(a; q)n := (a; q)∞
(aqn; q)∞

.

Wewill also use the abbreviations (q)n and (q)∞ for (q; q)n and (q; q)∞, respec-
tively. Additionally,

(a1, a2, . . . , ar ; q)n := (a1; q)n(a2; q)n · · · (ar ; q)n

and
(a1, a2, . . . , ar ; q)∞ := (a1; q)∞(a2; q)∞ · · · (ar ; q)∞.

The bilateral basic hypergeometric series is given by

rψr

[
a1, a2, . . . , ar
b1, b2, . . . , br

; q, z

]
:=

∑

n∈Z

(a1, a2, · · · , ar ; q)n

(b1, b2, · · · br ; q)n
zn.

For m, n ∈ Z, the q-binomial coefficients are defined as

[
n

m

]

q

:=
⎧
⎨

⎩

(q)n

(q)m(q)n−m
if 0 ≤ m ≤ n

0 otherwise.

Wewill require the following classical results: Jacobi’s triple product identity [17,
p. 15, Eq. (1.6.1)]. ∑

n∈Z
(−1)nznqn2 = (q/z, zq, q2; q2)∞, (1.1)

and a result that follows from (1.1) and the quintuple product identity ([16], cf. [17,
p. 147, ex. 5.6])

(−qz3,−q2z−3, q3; q3)∞ − z(−qx−3,−q2z3, q3; q3)∞
= (q/z, z, q; q)∞(q/z2, qz2; q2)∞.

(1.2)

In fact, Eq. (1.2) is called “The quintuple product identity; second version” in [10,
p. 19, Theorem 1.3.18].

Herein, we will only need to consider z of the form z = ±qr for some r ∈ 1
2Z.
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1.2 Certain affine Lie algebras and their connection to
q-series

Let g denote the affine Lie algebra A(1)
1 or A(2)

2 and let h0, h1 denote the usual basis
of a maximal toral subalgebra T of g. Let d denote the degree derivation of g and
let T̃ := T ⊕ Cd. For all dominant integral λ ∈ T̃ ∗, there is a unique irreducible,
integrable, highest weight module L(λ), assuming (without loss of generality) that
λ(d) = 0. Also, λ = s0Λ0 + s1Λ1 where Λ0 and Λ1 are the fundamental weights,
given by Λi (h j ) = δi j and Λi (d) = 0; s0 and s1 are nonnegative integers. For A

(1)
1 ,

the canonical central element is c = h0 + h1, and for A(2)
2 , the canonical central

element is c = h0 + 2h1. The level λ(c) = λg(c) of L(λ) is

λ(c) =
{
s0 + s1 if g = A(1)

1 ,

s0 + 2s1 if g = A(2)
2 ,

(cf. [20], [23]). For brevity, it is common to refer to L(λ) = L(s0Λ0 + s1Λ1) as the
“(s0, s1)-module”.

Additionally ([23]), there is an infinite product Fg associated with g, sometimes
called the “fudge factor”, which needs to be divided out of the the principally spe-
cialized character χ(L(λ)) = χ(s0Λ0 + s1Λ1), in order to obtain the quantities of
interest here. The fudge factor Fg is given by

Fg =
{

(q; q2)−1∞ if g = A(1)
1 ,(

(q; q6)∞(q5; q6)∞
)−1

if g = A(2)
2 .

Also, g has a certain infinite-dimensional Heisenberg subalgebra known as the
principal Heisenberg vacuum subalgebra s (consult [24] for the construction of
A(1)
1 and [21] for that of A(2)

2 ). As demonstrated in [25], the principal character
χ(Ω(s0Λ0 + s1Λ1)), where Ω(λ) is the vacuum space for s in L(λ), is

χ(Ω(s0Λ0 + s1Λ1)) = χ(L(s0Λ0 + s1Λ1))

Fg
, (1.3)

where χ(L(λ)) is the principally specialized character of L(λ).
By [23] applied to (1.3) in the case of A(1)

1 , the standard modules of odd level cor-
respond toAndrews’ analytic generalization of the Rogers–Ramanujan identities [3],
known as the “Andrews–Gordon identity”, and the partition theoretic generalization
of the Rogers–Ramanujan identities due to B. Gordon [18]. Bressoud’s evenmodulus
counterpart to the Andrews–Gordon identity [12, p. 15, Eq. (3.4)] and its partition
theoretic counterpart [11, p. 64, Theorem, j = 0 case] was explained vertex operator
theoretically in [26] and [27] to correspond to the standard modules of even level in
A(1)
1 .
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The combined Andrews–Gordon–Bressoud identity (for both even and odd mod-
uli) and its correspondence to the level � standard modules of A(1)

1 can be stated
compactly as

χ(Ω((� + 1 − i)Λ0 + (i − 1)Λ1))

=
∑

n1�n2�···�nk−1�0

qn21+n22+···+n2k−1+ni+ni+1+···+nk−1

(q)n1−n2(q)n2−n3 · · · (q)nk−2−nk−1(q)nk−1(−q)[2|�]nk−1

= (qi , q�+2−i , q�+2; q�+2)∞
(q)∞

, (1.4)

where k := k(�) = 1 + ��/2�, 1 ≤ i ≤ k, and

[P] :=
{
1 if P is true,
0 if P is false

,

is the “Iverson bracket” notation introduced by K.E. Iverson in [19] and advocated
for by D.E. Knuth in [22].

A pair of sequences (αn(a, q), βn(a, q)) form a Bailey pair with respect to a if

βn(a, q) =
n∑

s=0

αn(a, q)

(q)n−s(aq; q)n+s
.

[5, p. 25–26]; cf. [9, pp. 2, 5].
It is well known that identities of Rogers–Ramanujan type may be derived by the

insertion of Bailey pairs into limiting cases of Bailey’s lemma [5, p. 25, Thm. 3.3;
p. 27, Eq. (3.33)] such as

∞∑

n=0

anqn2βn(a, q) = 1

(aq; q)∞

∞∑

n=0

anqn2αn(a, q), (1.5)

and setting a equal to a power of q.
An efficient method for deriving (1.4) for odd � is via the Bailey lattice [2], which

is an extension of the Bailey chain ([4]; cf. [5, §3.5, pp. 27ff]) built upon the “unit
Bailey pair”

βn(1, q) = δn0,

where δi j is the Kronecker δ-function,

αn(1, q) =
{
1 if n = 0
(−1)nqn(n−1)/2(1 + qn) if n > 0.
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Similarly, for even �, (1.4) follows from a Bailey lattice built upon the Bailey pair

βn(1, q) = 1

(q2; q2)n
,

αn(1, q) =
{
1 if n = 0
(−1)n2qn2 if n > 0.

Thus, the standard modules of A(1)
1 correspond to two interlaced instances of the

Bailey lattice.
In contrast, the standardmodules of A(2)

2 are not as well understood, and a uniform
q-series and partition correspondence analogous to what is known for A(1)

1 has to
date remained beyond our reach.

As with A(1)
1 , there are 1 + � �

2� inequivalent level � standard modules associated

with the Lie algebra A(2)
2 , but the principal characters for the level � standardmodules

are given by instances of the quintuple product identity (1.2) (rather than the triple
product identity) divided by (q)∞:

χ(Ω((� − 2i + 2)Λ0 + (i − 1)Λ1))

= (qi , q�+3−i , q�+3; q�+3)∞(q�+3−2i , q�+2i+3; q2�+6)∞
(q)∞

,

(1.6)

where 1 ≤ i ≤ 1 + � �
2�; see [23].

2 Bailey pairs for A(2)
2

Let (α(�,i)
n , β(�,i)

n ) denote the Bailey pair which, upon insertion into (1.5) with a = 1,
gives the principally specialized character of the A(2)

2 standardmodule corresponding
to the highest weight (� − 2i + 2)Λ0 + (i − 1)Λ1.

The strategy is to choose α(�,i)
n that gives rise to the desired product side, and use

a standard transformation to find the corresponding β(�,i)
n .



718 A. V. Sills

2.1 Bailey pairs for χ(Ω(�Λ0))

αn = α(�,1)
n (1, q) =

⎧
⎪⎪⎨

⎪⎪⎩

1 if n = 0
q

3
2 (�−3)r2− 1

2 (�−3)r + q
3
2 (�−3)r2+ 1

2 (�−3)r if n = 3r > 0
−q

3
2 (�−3)r2+ 1

2 (�−3)r if n = 3r + 1
−q

3
2 (�−3)r2− 1

2 (�−3)r if n = 3r − 1

β(�,1)
n (1, q) =

n∑

s=0

α(�,1)
s (1, q)

(q)n−s(q)n+s

= α0

(q)2n
+

∑

r≥1

α3r

(q)n−3r (q)n+3r
+

∑

r≥0

α3r+1

(q)n−3r−1(q)n+3r+1

+
∑

r≥1

α3r−1

(q)n−3r+1(q)n+3r−1

= 1

(q)2n
+

∑

r≥1

q
3
2 (�−3)r2− 1

2 (�−3)r + q
3
2 (�−3)r2+ 1

2 (�−3)r

(q)n−3r (q)n+3r

+
∑

r≥0

q
3
2 (�−3)r2+ 1

2 (�−3)r

(q)n−3r−1(q)n+3r+1
+

∑

r≥1

q
3
2 (�−3)r2− 1

2 (�−3)r

(q)n−3r+1(q)n+3r−1

=
∑

r∈Z

q
3
2 (�−3)r2+ 1

2 (�−3)r

(q)n−3r (q)n+3r
−

∑

r∈Z

q
3
2 (�−3)r2+ 1

2 (�−3)r

(q)n−3r−1(q)n+3r+1

=
∑

r∈Z

q
3
2 (�−3)r2+ 1

2 (�−3)r

(q)n−3r (q)n+3r+1

(
(1 − qn+3r+1) − (1 − qn−3r )

)

=
∑

r∈Z

q
3
2 (�−3)r2+ 1

2 (�−3)r

(q)n−3r (q)n+3r+1
(qn−3r − qn+3r+1)

=
∑

r∈Z

q
3
2 (�−3)r2+ 1

2 (�−3)r+n−3r

(q)n−3r (q)n+3r+1
(1 − q6r+1)

= qn

(q)n(q)n+1

∑

r∈Z

q
3
2 (�−3)r2+ 1

2 (�−9)r (1 − q6r+1)(qn−3r+1; q)3r

(qn+2; q)3r

= qn

(q)n(q2; q)n

∑

r∈Z

(1 − q6r+1)(q−n; q)3r

(1 − q)(qn+2; q)3r
(−1)rq

3
2 (�−6)r2+ 1

2 (�−6)r .

(2.1)

For each � = 1, 2, 3, . . . , the series expression in (2.1) is a limiting case of a very
well-poised bilateral basic hypergeometric series.
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For example, we have

q−n(q)n(q)n+1

1 − q
β(�,1)(1, q)

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

lim
e→0

8ψ8

[
q

7
2 ,−q

7
2 , q−n, q1−n, q2−n, e, e, e

q
1
2 ,−q

1
2 , qn+4, qn+3, qn+2,

q4

e ,
q4

e ,
q4

e

; q3,
q3n+6

e3

]
if � = 3

lim
e→0

8ψ8

[
q

7
2 ,−q

7
2 , q−n, q1−n, q2−n, e, e,−q2

q
1
2 ,−q

1
2 , qn+4, qn+3, qn+2,

q4

e ,
q4

e ,−q2
; q3,

−q3n+4

e2

]
if � = 4

lim
e→0

6ψ6

[
q

7
2 ,−q

7
2 , q−n, q1−n, q2−n, e

q
1
2 ,−q

1
2 , qn+4, qn+3, qn+2,

q4

e

; q3,
q3n+2

e

]
if � = 5

6ψ6

[
q

7
2 ,−q

7
2 , q−n, q1−n, q2−n,−q2

q
1
2 ,−q

1
2 , qn+4, qn+3, qn+2,−q2

; q3,−q3n

]
if � = 6

lim
e→∞6ψ6

[
q

7
2 ,−q

7
2 , q−n, q1−n, q2−n, e

q
1
2 ,−q

1
2 , qn+4, qn+3, qn+2,

q4

e

; q3,
q3n+2

e

]
if � = 7

lim
e→∞8ψ8

[
q

7
2 ,−q

7
2 , q−n, q1−n, q2−n, e, e,−q2

q
1
2 ,−q

1
2 , qn+4, qn+3, qn+2,

q4

e ,
q4

e ,−q2
; q3,

−q3n+4

e2

]
if � = 8

lim
e→∞8ψ8

[
q

7
2 ,−q

7
2 , q−n, q1−n, q2−n, e, e, e

q
1
2 ,−q

1
2 , qn+4, qn+3, qn+2,

q4

e ,
q4

e ,
q4

e

; q3,
q3n+6

e3

]
if � = 9

.

Observe that the easiest cases are � = 5, 6, 7, as these are instances of Bailey’s
summable bilateral very well-poised 6ψ6 [8, Eq. (4.7)]; cf. [17, p. 357, Eq. (II.33)].
Indeed, Slater evaluated the cases � = 5 and 7 [33, p. 464, Eqs. (3.4) and (3.3) resp.],
while McLaughlin and Sills evaluated the case � = 6 [28, p. 772, Table 3.1, line
(P2)].

We have

β(5,1)
n (1, q) = qn2

(q)2n
, (2.2)

β(6,1)
n (1, q) = qn(−1; q3)n

(−1; q)n(q)2n
, (2.3)

β(7,1)
n (1, q) = qn

(q)2n
. (2.4)

To evaluate β(�,1)
n (1, q) for levels � = 3, 4, 8, 9, we can use the following iden-

tity [17, p. 147, exercise 5.11], analogous toBailey’s 6ψ6 sum: for nonnegative integer
n,
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8ψ8

[
q
√
a,−q

√
a, c, d, e, f, aq−n, q−n

√
a,−√

a, aq/c, aq/d, aq/e, aq/ f, qn+1, aqn+1
; q,

a2q2n+2

cde f

]

= (aq,
q
a ,

aq
cd ,

aq
e f ; q)n

(
q
c ,

q
d ,

aq
e ,

aq
f ; q)n

4ψ4

[
e, f, aqn+1

cd , q−n

aq
c ,

aq
d , qn+1,

e f
aqn

; q, q

]
.

(2.5)

Notice that for level � = 1 and 2, q−n(q)n(q2; q)nβ
(�,1)
n is a limiting case of a

10ψ10, while for � > 6, it is a limiting case of a rψr with r = � − 1 + (1 + (−1)�)/2.
More precisely, if � is even and � � 6,

q−n(q)n(q
2; q)n+1β

(�,1)
n (1, q)

= lim
e→∞�ψ�

⎡

⎢⎢⎢⎢⎢⎢⎣

q
7
2 ,−q

7
2 , q−n, q1−n, q2−n,

�−6︷ ︸︸ ︷
e, e, . . . , e,−q2

q
1
2 ,−q

1
2 , qn+4, qn+3, qn+2,

q4

e
,
q4

e
, . . . ,

q4

e︸ ︷︷ ︸
�−6

,−q2
; q3, −q3n+2�−12

e�−6

⎤

⎥⎥⎥⎥⎥⎥⎦
,

while if � is odd and � > 6,

q−n(q)n(q
2; q)n+1β

(�,1)
n (1, q)

= lim
e→∞�−1ψ�−1

⎡

⎢⎢⎢⎢⎢⎣

q
7
2 ,−q

7
2 , q−n, q1−n, q2−n,

�−6︷ ︸︸ ︷
e, e, . . . , e

q
1
2 ,−q

1
2 , qn+4, qn+3, qn+2,

q4

e
,
q4

e
, . . . ,

q4

e︸ ︷︷ ︸
�−6

; q3,
q3n+2�−12

e�−6

⎤

⎥⎥⎥⎥⎥⎦
.

Then, to obtain the series and product expressions for χ(Ω(�Λ0)), one inserts the

Bailey pair
(
α(�,1)
n (1, q), β(�,1)

n (1, q)
)
into (1.5) with a = 1, and upon applying (1.1)

and (1.2), we find that

∞∑

m=0

q9m2
(
q−6m+1β

(�,1)
3m−1(1, q)+β

(�,1)
3m (1, q) + q6m+1β

(�,1)
3m+1(1, q)

)

= (q, q�+2, q�+3; q�+3)∞(q�+1, q�+5; q2�+6)

(q)∞
.

(2.6)

And thus in (2.6), we have a uniform series-product identity for the principally
specialized character of the (�, 0) standard module of A(2)

2 for any �.
To express the β(�,1)

n as a multisum for arbitrary �, one may employ the Andrews–
Baxter–Forrester bilaterial very well-poised q-hypergeometric summation formula
[5, p. 83, Eq. (8.56)]; cf. [7, Appendix B, pp. 261–265].
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The level 3 case will be considered in detail in the next section.

2.2 Bailey pairs for χ(Ω((� − 2)Λ0 + Λ1))

αn = α(�,2)
n (1, q) =

⎧
⎪⎪⎨

⎪⎪⎩

1 if n = 0
q

3
2 (�−3)r2− 1

2 (9−�)r + q
3
2 (�−3)r2+ 1

2 (9−�)r if n = 3r > 0
−q

3
2 (�−3)r2+ 1

2 (�+3)r+1 if n = 3r + 1
−q

3
2 (�−3)r2− 1

2 (�+3)r+1 if n = 3r − 1

.

The calculation of β(�,2)
n parallels that of β(�,1)

n . The details of the � = 7 case are
given by Slater [33, p. 464].

β(�,2)
n (1, q) =

n∑

s=0

α(�,2)
s (1, q)

(q)n−s(q)n+s

= 1

(q)n(q2; q)n

∑

r∈Z

(1 − q6r+1)(q−n; q)3r

(1 − q)(qn+2; q)3r
(−1)rq

3
2 (�−6)r2+ 1

2 (�−6)r .

(2.7)

Notice that
qnβ(�,2)

n (1, q) = β(�,1)
n (1, q). (2.8)

And so it follows that the series and product expressions for χ(Ω((� − 2)Λ0 +
Λ1)) are

∞∑

m=0

q9m2
(
q−6m+1β

(�,2)
3m−1(1, q) + β

(�,2)
3m (1, q) + q6m+1β

(�,2)
3m+1(1, q)

)

= (q2, q�+1, q�+3; q�+3)∞(q�−1, q�+7; q2�+6)

(q)∞
,

(2.9)

a general identity corresponding to the (� − 2, 1) module.

3 Level 3

Let us consider the case � = 3 in detail. This level is of particular interest as it was
the study of the the level 3 standard modules of A(2)

2 that led S. Capparelli to discover
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two new Rogers–Ramanujan type partition identities [1, 6, 14, 15]. See [32, §3] for
some historical notes.

From the (3, 0)-module, Capparelli conjectured (and later proved [15], although
the first proof was due to Andrews [6]) the following partition identity. A partition
λ of an integer n is a finite weakly decreasing sequence (λ1, λ2, . . . , λl) of positive
integers that sum to n; each λi is called a part of the partition λ.

Theorem 3.1 (Capparelli’s first partition identity).
Let c1(n) denote the number of partitions λ = (λ1, . . . , λl) of n wherein

• λi �= 1 for i = 1, 2, . . . , l,
• λi − λi+1 ≥ 2, for i = 1, 2, . . . , l − 1,
• λi − λi+1 = 2 only if λi ≡ 1 (mod 3),
• λi − λi+1 = 3 only if λi ≡ 0 (mod 3).

Let c2(n) denote the number of partitions of n into distinct parts �≡ ±1 (mod 6).
Let c3(n) denote the number of partitions of n into parts congruent to ±2,±3
(mod 12). Then, c1(n) = c2(n) = c3(n) for all n.

From the (1, 1)-module, Capparelli obtained the companion identity:

Theorem 3.2 (Capparelli’s second partition identity).
Let d1(n) denote the number of partitions λ = (λ1, . . . , λl) of n wherein

• λi �= 2 for i = 1, 2, . . . , l,
• λi − λi+1 ≥ 2, for i = 1, 2, . . . , l − 1,
• λi − λi+1 = 2 only if λi ≡ 1 (mod 3),
• λi − λi+1 = 3 only if λi ≡ 0 (mod 3).

Let d2(n) denote the number of partitions of n into distinct parts �≡ ±2 (mod 6).
Then, d1(n) = d2(n) for all n.

3.1 χ(Ω(3Λ0))

In order to use (2.5), we need to consider three cases, n = 3m, 3m + 1, and 3m − 1.
In (2.5), replace q by q3; then set a = q, n = m, f = q2−3m , and c = d = e, to

obtain
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β
(3,1)
3m (1, q) = qn(1 − q)

(q)n(q)n+1
lim
e→0

8ψ8

[
q−7/2,−q7/2, e, e, e, q2−3m , q1−3m , q−3m

q1/2,−q1/2, q4

e ,
q4

e ,
q4

e , q3m+2, q3m+3, q3m+4
; q3, q3

]

= q3m(1 − q)

(q)3m(q)3m+1
lim
e→0

(q4, q2, q4

e2
,
q3m+2

e ; q3)m
(
q3

e ,
q3

e ,
q4

e , q3m+2; q3)m

× 4ψ4

⎡

⎣
e, q2−3m ,

q3m+4

e2
, q−3m

q4

e ,
q4

e , q3m+3, eq1−6m
; q3, q3

⎤

⎦

=
m∑

r=−m

(−1)m+r q
3
2m

2− 1
2m− 1

2 r−3mr+ 3
2 r

2

(q2; q3)2m(q3; q3)m+r (q; q3)m−r (q3; q3)m−r

=
2m∑

r=0

(−1)r q
3
2 r

2+ 1
2 r (q2; q3)r

(q2; q3)2m(q3; q3)2m−r (q)3r
. (3.1)

In (2.5), replace q by q3; then set a = q, n = m, f = q−1−3m , and c = d = e, to
obtain

β
(3,1)
3m+1(1, q) = qn(1 − q)

(q)n(q)n+1
lim
e→0

8ψ8

[
q−7/2,−q7/2, e, e, e, q−1−3m , q1−3m , q−3m

q1/2,−q1/2, q4

e ,
q4

e ,
q4

e , q3m+2, q3m+5, q3m+4
; q3, q3

]

= q3m+1(1 − q)

(q)3m+1(q)3m+2
lim
e→0

(q4, q2, q4

e2
,
q3m+5

e ; q3)m
(
q3

e ,
q3

e ,
q4

e , q3m+5; q3)m

× 4ψ4

⎡

⎣
e, q−1−3m ,

q3m+4

e2
, q−3m

q4

e ,
q4

e , q3m+3, eq−2−6m
; q3, q3

⎤

⎦

=
m∑

r=−m

(−1)m+r q
3
2m

2+ 7
2m− 7

2 r−3mr+ 3
2 r

2+1

(q2; q3)2m+1(q3; q3)m+r (q; q3)m−r+1(q3; q3)m−r

=
2m∑

r=0

(−1)r q
3
2 r

2+ 7
2 r+1(q2; q3)r

(q2; q3)2m+1(q3; q3)2m−r (q)3r+1
. (3.2)

For convenience, let us define the abbreviation

σ(m, r) := (−1)rq
3
2 r

2+ 1
2 r (q2; q3)r

(q2; q3)2m(q3; q3)2m−r (q)3r
, (3.3)

so that we have immediately

β
(3,1)
3m (1, q) =

2m∑

r=0

σ(m, r),

and with a bit of elementary algebra,
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β
(3,1)
3m+1(1, q) =

2m∑

r=0

σ(m, r)

1 − q6m+2

(
1

1 − q3r+1
− 1

)
,

for m � 0.
The author could not find a direct substitution into (2.5), analogous to the n = 3m

and n = 3m + 1 cases,which yields the n = 3m − 1 case. Sowe resort to an alternate
method to obtain the n = 3m − 1 case.

From the Paule–Riese qZeil.m Mathematica package available for download
at
http://www.risc.jku.at/research/combinat/software/qZeil/index.php

and documented in [30], one can find that β(3,1)
n (1, q) satisfies the recurrence

βn = −q2 + q2n + q2n+1

q2(1 − q2n)(1 − q2n−1)
βn−1 − 1

(1 − q2n)(1 − q2n−1)
βn−2 (3.4)

as certified by the rational function

q−n−6r−2
(
q3r − qn

) (
q3r+1 − qn

) (
q3r+2 − qn

)

(qn − 1) (qn + 1)
(
q2n − q

) (
q6r+1 − 1

) .

Setting n = 3m + 1 in (3.4) and rearranging, we see how to express β3m−1 in
terms of the two known expressions β3m and β3m+1:

β3m−1 = −(1 − q6m+2)(1 − q6m+1)β3m+1 − (1 − q6m − q6m+1)β3m

= −(1 − q6m+2)(1 − q6m+1)

2m∑

r=0

σ(m, r)

1 − q6m+2

(
1

1 − q3r+1
− 1

)

+ (1 − q6m+1)β3m − (1 − q6m − q6m+1)β3m

= −(1 − q6m+1)

2m∑

r=0

σ(m, r)

1 − q3r+1
+ q6mβ3m

=
2m∑

r=0

σ(m, r)

(
q6m − 1 − q6m+1

1 − q3r+1

)
, (3.5)

for m ≥ 1.
Inserting

(
α(3,1)
n (1, q), β(3,1)

n (1, q)
)
into (1.5) with a = 1, and applying (1.1)

and (1.2), we find that

∞∑

m=0

q9m2
(
q−6m+1β

(3,1)
3m−1(1, q) + β

(3,1)
3m (1, q) + q6m+1β

(3,1)
3m+1(1, q)

)
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=
∞∑

m=0

2m∑

r=0

q9m2
σ(m, r)

(
q1−6m

(
q6m − 1 − q6m+1

1 − q3r+1

)
+ 1

+ q6m+1

1 − q6m+2

(
1 − 1

1 − q3r+1

))

= (q, q5, q6; q6)∞(q4, q8; q12)∞
(q)∞

= 1

(q2, q3, q9, q10; q12)∞
= (−q2; q2)∞(−q3; q6)∞. (3.6)

The series expansion of (q2, q3, q9, q10; q12)−1∞ in (3.6) is quite different than others
that have appeared in the literature, due to Alladi, Andrews, and Gordon [1, pp.
648–649, Lemma 2(b)] (cf. [31, p. 399, Eq. (1.3)]), the author [31, p. 399, Eq. (1.4)
and Eq. (1.5)], and Bringmann and Mahlburg [13].

3.2 χ(Ω(Λ0 + Λ1))

In light of (2.8), it is trivial to obtain β(3,2)
n (1, q) from β(3,1)

n (1, q), and upon inserting(
α(3,2)
n (1, q), β(3,2)

n (1, q)
)
into (1.5) with a = 1, and applying (1.1) and (1.2), we

find that

∞∑

m=0

2m∑

r=0

q9m2−3mσ(m, r)

(
q2−6m

(
q6m − 1 − q6m+1

1 − q3r+1

)
+ 1

+ q6m

1 − q6m+2

(
1 − 1

1 − q3r+1

))

= (q2, q4, q6; q6)∞(q2, q10; q12)∞
(q)∞

= (−q; q2)∞(−q6; q6)∞.

(3.7)

3.3 Nandi’s recent work on level 4

It should be noted that recently D. Nandi, in his Ph.D. thesis [29] conjectured the
partition identities corresponding to the three inequivalent level 4 standard modules
(4, 0), (2, 1), and (0, 2). These identities, while still in the spirit of the Rogers–
Ramanujan and Capparelli identities, involve difference conditions that are much
more complicated than anything that has been considered previously in the theory
of partitions. It is no wonder that after Capparelli’s discoveries for level 3, it took a
quarter century to successfully perform the analogous feat for level 4.
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4 Bailey pairs for levels 3 through 9 summarized

4.1 Level 3

β
(3,1)
3m (1, q) =

m∑

r=−m

(−1)m+r q
3
2m

2− 1
2m+3mr+ 3

2 r
2− 1

2 r (q2; q3)2m

(q)6m(q2; q3)m+r

[
2m

m + r

]

q3

=
2m∑

r=0

(−1)rq
3
2 r

2− 1
2 r

(q; q3)2m(q2; q3)r (q3; q3)2m−r (q3; q3)r

β
(3,1)
3m+1(1, q) =

m∑

r=−m

(−1)m+r q
3
2m

2+ 5
2m+3mr+ 3

2 r
2+ 5

2 r+1(q2; q3)2m

(q)6m+1(q2; q3)m+r

[
2m

m + r

]

q3

=
2m∑

r=0

(−1)r q
3
2 r

2+ 5
2 r

(q; q3)2m+1(q2; q3)r+1(q3; q3)2m−r (q3; q3)r

β3m−1 = −(1 − q6m+1)(1 − q6m+2)β3m+1 − (1 − q6m − q6m+1)β3m

4.2 Level 4

β
(4,1)
3m (1, q) =

m∑

r=−m

(−1)m+r q3m2+3mr+ 3
2 r

2− 1
2 r (−q2; q3)r (q2; q3)2m

(q)6m(−q2; q3)m(q2; q3)m+r

[
2m

m + r

]

q3

=
2m∑

r=0

(−1)r q3m2−3mr+3r2

(−q; q3)m−r (q; q3)2m(−q2; q3)m(q2; q3)r (q3; q3)2m−r (q3; q3)r

β
(4,1)
3m+1(1, q) =

m∑

r=−m

(−1)m+r q3m
2+3m+3mr+ 3

2 r
2+ 5

2 r+1(−q2; q3)r (q2; q3)2m
(q)6m+1(−q2; q3)m(q2; q3)m+r+1

[
2m

m + r

]

q3

=
2m∑

r=0

(−1)r q3m
2−3mr+3r2+3r+1

(−q; q3)m−r (q; q3)2m+1(−q2; q3)m(q2; q3)r+1(q3; q3)2m−r (q3; q3)r
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q3mβ3m−1 = −(1 − q6m+1)(1 − q6m+2)(1 + q3m)β3m+1

− q3m(1 + q3m)(1 − q3m − q3m+1)β3m

4.3 Level 5

β
(5,1)
3m (1, q) = q9m2

(q)6m
,

β
(5,1)
3m+1(1, q) = q9m2+6m+1

(q)6m+2
,

and

q6m−1β3m−1 = (1 − q6m)(1 − q6m−1)β3m,

which, together, simplifies to Eq. (2.2).

4.4 Level 6

β
(6,1)
3m (1, q) = q3m(−1; q)3m

(−1; q3)3m(q)6m
,

β
(6,1)
3m+1(1, q) = q3m+1(−1; q3)3m+1

(q)6m+2(−1; q)3m+1
,

and
(q + q6m−1 − q3m)β3m−1 = (1 − q6m)(1 − q6m−1)β3m,

and thus (2.3) holds.

4.5 Level 7

β
(7,1)
3m (1, q) = q3m

(q)6m
,
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β
(7,1)
3m+1(1, q) = q3m+1

(q)6m+2
,

and
qβ3m−1 = (1 − q6m)(1 − q6m−1)β3m,

and thus (2.4) holds.

4.6 Level 8

β
(8,1)
3m (1, q) =

m∑

r=−m

q
3
2 r

2+ 1
2 r+3m(−q2; q3)r (q2; q3)2m

(q)6m(−q2; q3)m(q2; q3)m+r

[
2m

m + r

]

q3

=
2m∑

r=0

q3m
2+2m+3r2+r−6mr

(−q; q3)m−r (q; q3)2m(−q2; q3)m(q2; q3)r (q3; q3)2m−r (q3; q3)r
,

β
(8,1)
3m+1(1, q) =

m∑

r=−m

q
3
2 r

2+ 1
2 r+3m+1(−q2; q3)r (q2; q3)2m

(q)6m+1(−q2; q3)m(q2; q3)m+r+1

[
2m

m + r

]

q3

=
2m∑

r=0

q3m
2+2m+3r2+r−6mr+1

(−q; q3)m−r (q; q3)2m+1(−q2; q3)m(q2; q3)r+1(q3; q3)2m−r (q3; q3)r ,

q2β3m−1 = −(1 − q6m+1)(1 − q6m+2)(1 + q3m)β3m+1 + q(1 + q + q3m − q6m+1)β3m .

4.7 Level 9

β
(9,1)
3m (1, q) =

m∑

r=−m

q3r2+r+3m(q2; q3)2m

(q)6m(q2; q3)m+r

[
2m

m + r

]

q3

=
2m∑

r=0

q3m2+2m+3r2+r−6mr

(q; q3)2m(q2; q3)r (q3; q3)2m−r (q3; q3)r
,
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β
(9,1)
3m+1(1, q) =

m∑

r=−m

q3r
2+r+3m+1(q2; q3)2m

(1 − q3m+1)(1 − q3m+2)(q)6m(q2; q3)m+r

[
2m

m + r

]

q3

=
2m∑

r=0

q3m
2+2m+3r2+r−6mr+1

(1 − q3m+1)(1 − q3m+2)(q; q3)2m(q2; q3)r (q3; q3)2m−r (q3; q3)r
,

q3β3m−1 = −(1 − q6m+1)(1 − q6m+2)β3m+1 + q(1 + q − q6m+1)β3m .

5 Conclusion and Open Questions

It is the hope of the author that the results presented here will help to provide some
insight into the structure of A(2)

2 that can be exploited by vertex operator algebraists.
Questions of course remain. For instance, as pointed out by Ole Warnaar during the
question-and-answer period following my talk at the Alladi 60 conference, it is not at
all clear how the series expressions in (3.6) and (3.7) enumerate the partition functions
c1(n) and d1(n), respectively. It would be very nice indeed if this connection could
be established. The referee echoed this same concern, pointing out that the double
sums in (3.6) and (3.7) involve complicated, highly non-hypergeometric and non-
positive terms, and this is only at level 3. Christian Krattenthaler pointed out that it
was conceivable that there are other families of Bailey pairs that could give rise to
identities with the same product sides.

Indeed, the approach employed here has limitations, and it may be that this is not
the best way to approach this topic. The referee suggested that in the increasingly
unwieldymultisum expressions, using only q-notationmaskswhat is really going on,
and that it is conceivable that the sum sides could be more meaningfully expressed
in terms of some specialized orthogonal polynomials. While the above is admittedly
true, the choice of the αn employed here is motivated by classical work; in particular,
the level 5 and 7 identities and the corresponding Bailey pairs coincide with the
work of Slater [33, 34]. Further the availability of the Andrews–Baxter–Forrester
transformation to express the βn as a multisum for any level � is an encouraging sign
that this may point to a fruitful direction in the effort to better understand A(2)

2 as a
whole.

Acknowledgements The author thanks Jim Lepowsky for assistance with the exposition and the
referee for carefully reading the manuscript and providing a number of useful suggestions for
improvement.
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Set

Sk(x) :=
∑

p1···pk�x

1

p1 · · · pk (x � 2),

where p j denotes a prime number. It is a well-known result of Mertens that

S1(x) = log2 x + c1 + O
( 1

log x

)
(x � 3),
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with (see, e.g., [3], p. 18)

c1 := γ −
∑

p

{
log

( 1

1 − 1/p

)
− 1

p

}
≈ 0.261497. (1)

Here, and in the sequel, γ is Euler’s constant, p stands for a prime number, and log2
denotes the twofold iterated logarithm. The number c1 is called Mertens’ constant,
also known as the Meissel–Mertens, or the Kronecker, or the Hadamard-La Vallée-
Poussin constant.

In [1], [2], Popa used elementary techniques to derive similar asymptotic formulae
in the cases k = 2 and 3, with a main term equal to a polynomial of degree k in log2 x
and a remainder term� (log2 x)

k/ log x . In this note, we investigate the general case.
We define classically Γ as the Euler gamma function.

Theorem 1. Let k � 1. We have

Sk(x) = Pk
(
log2 x

) + O

(
(log2 x)

k

log x

)
(x � 3),

where Pk(X) := ∑
0� j�k λ j,k X j , and

λ j,k :=
∑

0�m�k− j

(
k

m, j, k − m − j

)
(c1 − γ )k−m− j

( 1

Γ

)(m)

(1) (0 � j � k).

Proof. Write P(s) := ∑
p 1/p

s , so that we have

P(s) = log ζ(s) − g(s), g(s) :=
∑

m�2

1

m

∑

p

1

pms

in any simply connected zero-free region of the zeta function where the series g(s)
converges. (Here, log ζ(s) is the branch that is real for real s > 1.) Moreover, for
s + 1 in the same region, we have

P(s + 1) = log(1/s) + h(s),

with h(s) = log{sζ(s + 1)} − g(s + 1) andwhere log(1/s) is understood as the prin-
cipal branch. The function h(s) is clearly holomorphic in a disk around s = 0.

Now, for any c > 0, we have

Sk(x) = 1

2π i

∫

c+iR
P(s + 1)k xs

ds

s

(
x ∈ R

+
� N

)
. (2)
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By following, mutatis mutandis, the argument of the Selberg–Delange method
(see [3], chaps. II.5 & II.6), we readily obtain

Sk(x) = 1

2π i

∫

H

{
log

(1
s

)
+ h(0)

}k
xs

ds

s
+ O

( (log2 x)
k

log x

)
(x � 2),

where H is a Hankel contour around R
−, positively oriented.

We also observe that, by (1), we have

h(0) = −
∑

p

{
log

( 1

1 − 1/p

)
− 1

p

}
= c1 − γ.

It remains to compute

Im(x) := 1

2π i

∫

H

{
log

1

s

}m
xs

ds

s
(m � 0).

To this end, we consider Hankel’s formula (see, e.g., [3], th. II.0.17)

1

2π i

∫

H

xs

s1+z
ds = (log x)z

Γ (z + 1)
(z ∈ C)

and derive

Im(x) =
∑

0� j�m

(
m

j

)
(log2 x)

j
( 1

Γ

)(m− j)
(1).

Rearranging the terms, we arrive at the announced formula for Pk(X). �

Specialization. Noting that

(1/Γ )′(1) = γ, (1/Γ )′′(1) = γ 2 − 1
6π

2,

(1/Γ )′′′(1) = 2ζ(3) − 1
2π

2γ + γ 3,

(1/Γ )(4)(1) = 1
60π

4 + 8γ ζ(3) + π2γ 2 + γ 4,

as may be deduced from classical formulae for the logarithmic derivative of the Euler
function (see, e.g., [3], chap. II.0), we find

P1(X) = X + c1, P2(X) = (X + c1)
2 − 1

6π
2,

P3(X) = (X + c1)
3 − 1

2π
2(X + c1) + 2ζ(3),

P4(X) = (X + c1)
4 − π2(X + c1)

2 + 8ζ(3)(X + c1) + 1
60π

4.

Remark. By retaining, in the integrand of (2), the first N + 1 terms of the Taylor
expansion of h(s) at the origin, the above method readily yields, for arbitrary integer
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N � 0, an asymptotic formula of the type

Sk(x) =
∑

0� j�N

Pj,k(log2 x)

(log x) j
+ O

(
(log2 x)

k

(log x)N+1

)

where Pj,k is an explicit polynomial of degree k.
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