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Preface

This is the tenth volume of a series of books dedicated to the dissemination of basic
research in the interdisciplinary field of spatial cognition. Researchers in spatial cog-
nition investigate the foundations, representations, and processes involved in the
acquisition, organization, utilization, and revision of information about spatial envi-
ronments. These environments can be real or virtual spaces, and research questions and
findings even apply to abstract, non-physical realms such as organization structures and
formal descriptions. Moreover, both natural and technical cognitive systems are
investigated and employed in the diverse subfields of spatial cognition. Thus, research
in human spatial cognition often serves as an inspiration for technical solutions, as well
as it is supported by the implementation of intelligent procedures in technical devices.

The present volume contains a collection of 11 selected papers that originally were
presented at one of the following two conferences focused on spatial cognition research
held in 2016: KogWis 2016: Space for Cognition and Spatial Cognition 2016.

KogWis 2016: Space for Cognition was the 13th biennial conference of the German
Society for Cognitive Science, which was held September 26–30, 2016, in Bremen,
Germany. This conference belongs to a series that in general is open to all research
topics pursued in cognitive science; a special emphasis in the 2016 conference, how-
ever, was on research on spatial cognition. Three of the papers contained in this volume
were originally presented at KogWis 2016.

Spatial Cognition 2016 belongs to a series of biennial international interdisciplinary
conferences dedicated to all aspects of intelligent spatial information processing in
humans and in technical systems. This conference series was established in 2002. In
2016, the meeting took place August 2–5, 2016, in Philadelphia, USA. Eight papers
of the current volume originate from Spatial Cognition 2016.

The selection of contributions to the above conferences – both for oral and poster
presentations – was based on extended abstracts submitted by the authors. For the
present volume we issued a call for contributions directed to the authors of accepted
presentations at one of the conferences. In response to this call we received 20 sub-
missions, which were thoroughly peer-reviewed by three reviewers each. On the basis
of the reviewers’ assessments, 11 contributions were selected covering a variety of
aspects of spatial abilities and skills, findings in human wayfinding and navigation,
insights into structures and processes of human spatial memory, as well as technical
systems that enable research in virtual environments and simulations of verbally
described motion events.

Many people participated in the realization of the present volume. Thus, we would
like to thank everybody involved in the organization of KogWis 2016 and Spatial
Cognition 2016. We thank all authors for submitting their work to either of the two
conferences, as well as for extending their contributions and submitting them for this
book. We thank all the reviewers of both conferences and of this volume for their



critical assessment and the numerous suggestions that helped us select the best papers
and further improve the work of all submitting authors.

Finally, we would like to thank Alfred Hofmann, Anna Kramer, and their team at
Springer for their continuing support of our book series.

August 2017 Thomas Barkowsky
Heather Burte

Christoph Hölscher
Holger Schultheis

VI Preface



Organization

KogWis 2016: Space for Cognition (Bremen, Germany)

Chair

Thomas Barkowsky University of Bremen, Germany

Local Organizing Team

Zoe Falomir Llansola University of Bremen, Germany
Holger Schultheis University of Bremen, Germany
Jasper van de Ven University of Bremen, Germany

Spatial Cognition 2016 (Philadelphia, USA)

Program Chairs

Nora S. Newcombe Temple University, USA
Daniel R. Montello UC Santa Barbara, USA
Christoph Hölscher ETH Zurich, Switzerland
Mary Hegarty UC Santa Barbara, USA

Submission Chair

Heather Burte Tufts University, USA

Local Planning Chair

Steven M. Weisberg University of Pennsylvania, USA

Review Committee for this Volume

Ahmed Loai Ali
Elena Andonova
Marios Avraamides
Sven Bertel
Michela Bertolotto
Stefano Borgo
Simon Büchner
Christophe Claramunt
Michel Denis
Matt Duckham
Max Egenhofer
Russell Epstein

Sara Irina Fabrikant
Zoe Falomir Llansola
Evelyn Ferstl
Paolo Fogliaroni
Christian Freksa
Antony Galton
Klaus Gramann
Stephen Hirtle
Toru Ishikawa
Georg Jahn
Peter Kiefer
Werner Kuhn



Antonio Lieto
Gérard Ligozat
Andrew Lovett
Tobias Meilinger
Daniel R. Montello
Ana-Maria Olteteanu
Eric Pederson
Marco Ragni
Terry Regier
Kai-Florian Richter
Victor Schinazi
Ute Schmid

Thomas Shipley
Holly Taylor
Thora Tenbrink
Sabine Timpf
Nico van de Weghe
Constanze C. Vorwerg
Jan Oliver Wallgrün
Frances Wang
Steven Weisberg
Stephan Winter
Stefan Woelfl
Wai Yeap

VIII Organization



Contents

Spatial Ability

Individual and Gender Differences in Spatial Ability
and Three Forms of Engineering Self-efficacy . . . . . . . . . . . . . . . . . . . . . . 3

Meredith Minear, Leonard Lutz, Nathan Clements,
and Mikaela Cowen

Physical Touch-Based Rotation Processes of Primary School Students . . . . . . 19
Sven Bertel, Stefanie Wetzel, and Steffi Zander

Can You Follow Your Own Route Directions: How Familiarity
and Spatial Abilities Influence Spatial Performance and Sketch Maps . . . . . . 38

Rui Li, Vanessa Joy A. Anacta, and Angela Schwering

Wayfinding and Navigation

Are Wayfinding Self-efficacy and Pleasure in Exploring Related
to Shortcut Finding? A Study in a Virtual Environment . . . . . . . . . . . . . . . . 55

Francesca Pazzaglia, Chiara Meneghetti, Enia Labate,
and Lucia Ronconi

Evaluating Age-Related Cognitive Map Decay Using a Novel
Time-Delayed Testing Paradigm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

Christopher R. Bennett and Nicholas A. Giudice

Is Order Memory of Routes Temporal or Spatial? An Individual
Differences Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

Ineke J.M. van der Ham, Suze de Zeeuw, and Merel Braspenning

Spatial Memory

The Difference in Cognitive Processing Between Route and Survey
Descriptions Used by Visuo-Spatial Working Memory. . . . . . . . . . . . . . . . . 105

Hironori Oto

Psychophysics of Place Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
Hanspeter A. Mallot, Stephan Lancier, and Marc Halfmann

Environmental and Idiothetic Cues to Reference Frame Selection
in Path Integration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

Qiliang He, Timothy P. McNamara, and Jonathan W. Kelly

http://dx.doi.org/10.1007/978-3-319-68189-4_1
http://dx.doi.org/10.1007/978-3-319-68189-4_1
http://dx.doi.org/10.1007/978-3-319-68189-4_2
http://dx.doi.org/10.1007/978-3-319-68189-4_3
http://dx.doi.org/10.1007/978-3-319-68189-4_3
http://dx.doi.org/10.1007/978-3-319-68189-4_4
http://dx.doi.org/10.1007/978-3-319-68189-4_4
http://dx.doi.org/10.1007/978-3-319-68189-4_5
http://dx.doi.org/10.1007/978-3-319-68189-4_5
http://dx.doi.org/10.1007/978-3-319-68189-4_6
http://dx.doi.org/10.1007/978-3-319-68189-4_6
http://dx.doi.org/10.1007/978-3-319-68189-4_7
http://dx.doi.org/10.1007/978-3-319-68189-4_7
http://dx.doi.org/10.1007/978-3-319-68189-4_8
http://dx.doi.org/10.1007/978-3-319-68189-4_9
http://dx.doi.org/10.1007/978-3-319-68189-4_9


Systems and Simulations

EVE: A Framework for Experiments in Virtual Environments . . . . . . . . . . . 159
Jascha Grübel, Raphael Weibel, Mike Hao Jiang, Christoph Hölscher,
Daniel A. Hackman, and Victor R. Schinazi

Multimodal Semantic Simulations of Linguistically Underspecified
Motion Events . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

Nikhil Krishnaswamy and James Pustejovsky

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199

X Contents

http://dx.doi.org/10.1007/978-3-319-68189-4_10
http://dx.doi.org/10.1007/978-3-319-68189-4_11
http://dx.doi.org/10.1007/978-3-319-68189-4_11


Spatial Ability



Individual and Gender Differences in Spatial Ability
and Three Forms of Engineering Self-efficacy

Meredith Minear1(✉) , Leonard Lutz2 , Nathan Clements3 , and Mikaela Cowen1

1 Department of Psychology, University of Wyoming, Laramie, WY, USA
{mminear2,mcowen}@uwyo.edu

2 Engineering and Applied Science, University of Wyoming, Laramie, WY, USA
len.lutz@uwyo.edu

3 Department of Mathematics, University of Wyoming, Laramie, WY, USA
nclements@uwyo.edu

Abstract. In this study, we explored the relationship between two predictors of
engineering success: spatial ability and self-efficacy. Spatial ability, especially
mental rotation, has been linked to successful performance in engineering. Self-
efficacy is an individual’s belief in his or her ability to perform successfully [1]
and has received increased attention as a predictor of persistence in STEM fields.
We examined the possible relationships between mental rotation, spatial visual‐
ization, engineering self-efficacy, and self-efficacy for two subsets of skills impor‐
tant in engineering majors: tinkering and design. Tinkering refers to the hands-
on ability to construct, take apart, modify, and repair mechanical devices while
design refers to the ability to develop a system, component or set of processes to
solve a specific problem. We also investigated the possible role of previous design
or tinkering related experience such as certain hands-on hobbies. We found spatial
ability was correlated with multiple forms of engineering self-efficacy in less
experienced, but not more experienced engineering students. Tinkering and
design related hobbies were not related to spatial ability, but were related to
tinkering and design self-efficacy. They also predicted performance on a measure
of mechanical reasoning. Gender differences in engineering students on spatial
ability and general engineering self-efficacy were small. The largest and most
consistent gender differences were on tinkering-related experience and tinkering
self-efficacy, although the latter appeared to be mitigated by the amount of engi‐
neering experience. Individual differences in tinkering-related experience is an
understudied possible source of individual and gender differences in STEM fields
such as engineering.

Keywords: Spatial ability · Engineering · Self-efficacy · Tinkering

1 Introduction

The past three decades have seen strong interest in increasing undergraduate recruitment
and retention in the engineering fields, especially in raising the participation of women
and minority students who remain underrepresented in engineering [2]. Multiple factors
affecting academic performance and retention in engineering have been identified. These
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range from individual differences in cognitive abilities [3], social beliefs [4], and precol‐
lege experiences [5] to larger institutional factors such as interaction with instructors,
engineering culture, and a feeling of belonging [6]. In this paper, we focus on the rela‐
tionship between two demonstrated correlates of engineering success, spatial ability and
self-efficacy. We also examine how early certain spatial experiences previously identi‐
fied as contributing to engineering readiness are predictive of both performance on
spatial tasks and different forms of engineering self-efficacy.

1.1 Spatial Ability

Spatial ability generally refers to an individual’s capacity to visualize, manipulate and
reason about the spatial aspects of objects or environments [7]. Spatial visualization, the
ability to create a mental representation and perform multistep processing of spatial
information, and mental rotation, the ability to mentally rotate two and three dimensional
figures, have been shown to be especially related to success in engineering courses [3,
8]. Interventions that identify engineering students weak in spatial ability and provide
additional spatial training have shown considerable promise in improving course
performance [9, 10] and retention [11]. Many studies have reported a gender difference
in spatial performance, especially in mental rotation [12, 13]. This has been proposed
as a possible source of the gender disparity seen in engineering where women only make
up approximately 20% of university degrees [2]. However, it is not clear that gender
differences in spatial ability translate into a gender difference in engineering course
performance [14].

1.2 Self-efficacy

Self-efficacy is defined as “beliefs in one’s capabilities to organize and execute the
courses of action required to produce given attainments” [15]. Self-efficacy is not only
the result of one’s direct success or failure in a particular domain, but can also be
influenced by vicarious experiences, social beliefs, and physiological states. Self-effi‐
cacy has been tied to academic and career pursuits, and those who have high self-efficacy
on a particular task are more likely to persist and perform well [16]. Academic self-
efficacy, a person’s belief in their ability to perform an academic task, has been found
to be positively related to academic performance and persistence [17, 18]. For example,
math self-efficacy, an individual’s belief in his or her mathematical competence, predicts
students’ likelihood of enrolling in STEM fields [19]. Gender differences in math self-
efficacy [20–22] have been reported, and some have speculated that this difference in
which females may underestimate their math ability due to negative stereotypes about
female math competence could also contribute to the underrepresentation of women in
STEM fields [23].

Self-efficacy has also become an important focus of research in engineering educa‐
tion. In the past 30 years, multiple measures of general engineering self-efficacy have
been developed. These consist of a students’ overall self-efficacy in engineering course
performance and completion of the engineering degree [5, 24–26]. Similar to other
academic fields, self-efficacy has been shown to be positively related to academic
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performance [27] and persistence in the engineering major [28, 29]. More recently,
attention has turned to developing more specific self-efficacy measures, especially those
capturing the hands-on skills required in engineering coursework and careers [30–32].

Two areas of growing importance are self-efficacy in engineering design and in
tinkering. Design, in the context of engineering, refers to the ability to develop a system,
component or set of processes to solve a specific problem [31]. This is often included
as a professional standard for engineering programs [33]. Tinkering refers to the hands-
on ability to construct, take apart, modify, and repair mechanical devices [30]. Tinkering
has been rated as an important engineering characteristic by practicing engineers,
although it has not been officially incorporated into the standards for engineering educa‐
tion in the same way design has [34]. The research on gender differences in engineering
self-efficacy is mixed, with some studies finding men reporting greater self-efficacy than
women [24, 35], while other studies have found no gender differences [32, 36, 37].

1.3 Spatial Experience

Spatial ability has been shown to be important in the successful pursuit of STEM careers
[38, 39]. One source of individual differences in spatial ability may lie in differences in
spatial activities, such as playing sports or hobbies that involve spatial processing [40,
41]. Engineering self-efficacy has also been linked to hobbies involving spatial
processing as well as hands-on tinkering and design-related elements [5]. One possible
source of overlap between spatial ability and engineering self-efficacy could be spatially
based hobbies and experiences, especially those involving tinkering or design-like
elements. As discussed above, a key contributor to the development of self-efficacy is
mastery experience. However, to date there is little to no research on the relationship
between spatial ability, spatial experience and engineering self-efficacy.

1.4 Study Goals

Therefore, the present research had three primary questions (1) What is the relationship
between spatial ability and various forms of engineering self-efficacy? Do students with
better spatial performance have higher overall self-efficacy, or is spatial ability more
predictive of specific forms of self-efficacy such as design and tinkering skills? (2) Does
experience in tinkering and design-related hobbies predict spatial ability as well as self-
efficacy in engineering? (3) Are there gender differences in tinkering and design-based
self-efficacy measures and if so, are they related to gender differences in spatial ability
and tinkering/design-related experiences?

We report the results of two studies of engineering students using three measures of
engineering self-efficacy, two measures of spatial ability, and retrospective reports of
prior engagement in tinkering and design-related hobbies. We also included a measure
of mathematical self-efficacy because of its importance in STEM fields, but also because
it captures a skill set that is important for engineering, but is not engineering specific.
In study one, we recruited engineering majors from all years. In study two, we focused
on engineering freshmen.

Individual and Gender Differences in Spatial Ability 5



2 Study One

In our first study, we tested engineering students from multiple years who were enrolled
in math courses (Algebra through the Calculus sequence), using a measure of mental
rotation commonly employed to assess spatial ability in engineers as well as a measure
of spatial visualization involving cross-sections. We also measured students’ engi‐
neering and mathematical self-efficacy and retrospective reports of tinkering/design-
related hobbies.

2.1 Method

Participants. Three hundred and ten engineering students, 252 male (mean age: 20.0,
SD = 3.8) and 58 female (mean age: 20.3, SD = 6.1) from the University of Wyoming
participated. 141 students (28 female) described themselves as completing 24 college
credits or less (mean age: 18.2, SD = .61) and 169 students (30 female) who had
completed more than 24 credits (mean age: 21.6, SD = 5.4). The majority of our partic‐
ipants identified themselves as majoring in either mechanical (32.9%) or petroleum
engineering (20%), and the rest were distributed among architectural (3.2%), chemical
(10%), civil (7.1%), computer (6.8%), electrical (7.4%), energy (4.8), and general engi‐
neering (6.1%).

       Materials

The Revised Purdue Visualization of Rotations Test. The PSVT-R is a 30-item multiple
choice measure of mental rotation consisting of 13 symmetrical and 17 asymmetrical
figures of 3-D objects drawn in a 2-D isometric format [42]. For each test item, partic‐
ipants see an object portrayed in two different orientations. A second object is shown in
the first orientation, and then participants are asked to rotate this object to match the
second orientation and to choose this view of the object from 5 possibilities. An example
item is shown in Fig. 1a.

Fig. 1. a. Example item for the PSVT-R b. Example item from the SBST

Santa Barbara Solids Test. The SBST is a recently developed 30-item multiple choice
test which measures individual differences in the ability to identify the two-dimensional
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cross section of a three- dimensional geometric solid [43]. An example is shown in
Fig. 1b.

Engineering Self-efficacy Measures. We used three short engineering self-efficacy
surveys of General Engineering, Tinkering Skills and Engineering Design self-efficacy,
developed by Mamaril [44]. All three scales used a 6-point Likert scale ranging from
1 = completely uncertain to 6 = completely certain. The General Engineering measure
consisted of 6 items asking students to rate their certainty in being able to do well in
their engineering courses. An example item is “I can do an excellent job on engineering-
related problems and tasks assigned this semester.” This measure has a range from 6 to
36. Tinkering Skills self-efficacy was measured by 5 items describing the ability to build,
fix and take apart devices. An example item is “I can manipulate components and
devices.” Scores range from 5 to 30. The Engineering Design self-efficacy survey had
4 items assessing students’ certainty in their ability to recognize, evaluate and solve
design problems. An example item is “I can develop design solutions.” Scores range
from 4 to 24.

Math Self-efficacy. We used the math self-efficacy subscale drawn from the Mathe‐
matics Self-Efficacy and Anxiety Questionnaire [45]. The MSEAQ is a 29-item measure
of students’ mathematical self-efficacy and anxiety. 14 items are used to measure math‐
ematical self-efficacy, both inside and outside the classroom. Participants are asked to
rate how frequently each item describes their feelings or beliefs on a 5-point Likert type
scale ranging from 1 (Never) to 5 (Usually). Math self-efficacy scores can range from
14–70.

Tinkering and Design Experiences. In order to compute a Tinkering/Design Experience
score, we drew 14 items from the 81-item spatial experience measure developed by
Newcombe, Bandura and Taylor [42]. These items described hobbies involving design
or manipulation such as building models or sketching plans. The majority of the
excluded items focus on spatial processing in the context of physical activities such as
sports or dance. Participants rate how often they engaged in the activity using a 6-item
Likert scale with 1 indicating “never participated” to 6 “participated more than once a
week”. Scores ranged from 14 to 84. The specific items used are listed in the appendix.

Demographic Information. We also asked participants to complete the following demo‐
graphic items: gender, age, major, number of college credits completed, parents’ educa‐
tion, and high school GPA.

Procedure. The spatial measures and questionnaires were administered on-line as a
three-part class assignment in the participants’ respective mathematics or engineering
course. The measures were given in the following order: the PSVT-R, the SBST, and
finally the self-efficacy measures in the following order (General Engineering, Tinkering
Skills, Engineering Design and the MSEAQ) and finally the tinkering and design expe‐
rience questions followed by the demographics survey. At the end of the measures,
students were provided with an online consent document and given the option to consent

Individual and Gender Differences in Spatial Ability 7



to having their responses on the assignment to be used for research purposes, or to
withhold their consent with no effect on their course participation.

2.2 Results

The descriptive results for our measures are presented in Table 1.

Table 1. Descriptive statistics for all dependent measures

Measure Mean SD Skew Kurtosis Reliability Range
PSVT-R 21.3 5.4 −.56 −.19 .84 5–30
SBST 20.0 6.5 −.98 .14 .85 2–29
General SE 30.8 4.1 −1.3 4.8 .92 6–36
Tinkering
SE

24.1 4.6 −.70 .41 .88 10–30

Design SE 18.3 4.0 −.79 .72 .95 4–24
Math SE 56.3 8.4 −.25 −.57 .92 31–70
T/D Exp. 24.9 9.2 1.2 2.0 .85 13–68

Relationships Between Spatial Ability, Self-efficacy and Experience. We initially
tested the possible relationships between our spatial measures, engineering self-effica‐
cies and tinkering/design experience using simple correlation. These data are presented
in Table 2. We also tested for relationships between these measures and the demographic
information we collected: mother and father’s level of education, high school GPA and
credits completed. We only found significant correlations between the number of college
credits completed and tinkering self-efficacy, r (305) = .12, p = .03, design self-efficacy,
r (305) = .13, p = .02, and tinkering/design experience r (305) = .12, p = .04. Although
these correlations are quite small, this suggested that there might be some differences
between engineering students in the early versus later states of their coursework.

Table 2. Correlations between all dependent measures utilizing the full sample (N = 310).

PSVT-R SBST General SE Tinkering SE Design SE Math SE
PSVT-R
SBST .56**
General SE .19** .16**
Tinkering SE .13** .15** .35**
Design SE .09 .11 .32** .69**
Math SE .21** .16** .55** .22** .26**
T/D Exp. .04 .05 .09 .49** .38** .17**

*p < .05, **p < .01

We chose to further investigate this possibility by creating a variable that distin‐
guished between early engineering students who were very likely still in their first year
and students who had completed their first year and beyond. To do this, we divided the
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students into two groups, first year engineering versus post first-year engineering
students, using the self-reported course credits. The first group had 24 credits or less,
while the second group had more than 24 credits. We reran the correlations reported
above in each sample and found that while the correlations between the two spatial
measures and between the different self-efficacies measures were the same in the two
groups, the relationships between our spatial measures and the various self-efficacies
were only significant in our less experienced sample (see Table 3). These relationships
were not significant in students with more than a year’s college experience (see Table 4).
However, in each sample there was a lack of a correlation between spatial ability and
tinkering/design (T/D) experience, and fairly strong relationships between T/D experi‐
ence and both tinkering and design self-efficacies.

Table 3. Correlations computed using the sample consisting of only first year students (N = 141)

PSVT-R SBST General SE Tinkering SE Design SE Math SE
PSVT-R
SBST .56**
General SE .27** .18*
Tinkering SE .21** .23** .38**
Design SE .14 .11 .35** .68**
Math SE .28** .24** .50** .26** .26**
T/D Exp. .06 .15 .09 .46** .36** .13

*p < .05, **p < .01

Table 4. Correlations computed using the sample with more than 24 college credits (N = 169)

PSVT-R SBST General SE Tinkering SE Design SE Math SE
PSVT-R
SBST .56**
General SE .11 .15
Tinkering SE .07 .08 .33**
Design SE .05 .11 .30** .70**
Math SE .13 .12 .60** .24** .25**
T/D Exp. .04 .05 .11 .51** .40** .24*

*p < .05, **p < .01

Gender and Engineering Experience. Given the above differences in more versus
less experienced student samples, we decided to include this variable when testing for
gender differences and to test for a possible gender by experience interaction with engi‐
neering experience as operationalized above as first year v. more advanced student. To
do this, we used a MANOVA with our spatial, self-efficacy and tinkering/design expe‐
rience measures as dependent variables and gender and engineering experience (as
described above) as our independent variables. All the multivariate tests were signifi‐
cant, Gender F (7, 299) = 5.5, p < .002, ηp

2 = .10, Engineering Experience F (7,

Individual and Gender Differences in Spatial Ability 9



299) = 2.8, p < .01, ηp
2 = .06 and the interaction between Gender and Engineering

Experience F (7, 299) = 2.2, p < .05 ηp
2 = .05. Turning to the task specific ANOVAs,

for Gender, significant group differences were present for the PSVT-R, F (1, 305) = 4.2,
p < .05, ηp

2 = .01, tinkering self-efficacy, F (1, 305) = 24.8, p < .001, ηp
2 = .08, and

tinkering/design experience, F (1, 305) = 16.3, p < . 001 ηp
2 = .05. There were no

significant gender differences in SBST, mathematical, general engineering or design
self-efficacy. Means and standard deviations for both genders are shown in Table 5. For
Engineering Experience, the only significant effects were for tinkering self-efficacy, F
(1, 305) = 12.2, p < .001, ηp

2 = .04 and design self-efficacy, F (1, 305) = 5.3, p < 05,
ηp

2 = .02, with increased self-efficacy for students with more experience.

Table 5. Means and standard deviations for all measures broken down by gender.

Male mean (SD) Female mean (SD)
PSVT-R 21.6 (5.6) 20.1 (4.6)
SBST 21.2 (6.5) 19.7 (6.5)
General SE 31.0 (4.2) 30.0 (3.8)
Tinkering SE 24.7 (4.3) 21.6 (4.8)
Design SE 18.5 (3.9) 17.5 (4.5)
Math SE 56.4 (8.5) 56.2 (8.4)
T/D Exp. 25.9 (9.4) 20.6 (6.8)

The only significant Gender × Experience interaction was seen for tinkering self-effi‐
cacy, with a large gender difference in favor of males in the first year of engineering that
was greatly reduced in more experienced students, F (1, 305) = 10.1, p < .01, ηp

2 = .03.
This was due to a significant increase in tinkering self-efficacy in female students from
first year to later years, t (56) = −3.7, p < .001, while tinkering self-efficacy did not
change for male students, t (250) = −.34, p = .73. These data are shown in Fig. 2.

3 Study Two

In our first study, we found spatial ability to be correlated with engineering self-efficacy
in early stage engineering students. In our second study, we collected a similar set of
data from students enrolled in a freshmen engineering seminar rather than basing our
categorization on number of credits. This allowed us the opportunity to replicate the
study one finding. We also found in study one that tinkering/design experience was
unrelated to our spatial visualization measures. We wished to test whether a more applied
spatial reasoning task would be related to tinkering/design experience. Therefore, we
replaced the cross-sections task (SBST) used in study one with the Mechanical
Reasoning Test as an engineering performance-based measure. This gave us the oppor‐
tunity to test the extent to which spatial ability and tinkering/design experience can
predict a measure of engineering performance.
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3.1 Method

Participants. 142 Engineering freshmen (20 female) were recruited from a first year
engineering seminar at the University of Wyoming. In this sample, 61.3% of our partic‐
ipants were in the mechanical engineering program, 17.6% in electrical engineering,
9.9% were undeclared engineering, 5.6% were in energy, 3.5% in chemical, 1.4% in
petroleum and 0.7% in civil engineering. The descriptive statistics for all measures are
shown in Table 6.

Table 6. Descriptive statistics for all measures

Measure Mean SD Skew Kurtosis Reliability Range
PSVT-R 22.1 5.7 −.94 .37 .86 4–30
MR 36.1 5.8 −1.0 .87 .84 18–44
General SE 31.0 4.8 −2.7 11.6 .95 6–36
Tinkering
SE

25.0 4.7 −1.5 3.6 .92 5–30

Design SE 19.1 3.7 −1.1 1.9 .95 4–24
Math SE 56.8 8.5 −.29 −.62 .94 34–80
T/D Exp. 18.9 8.3 .97 1.0 .85 0–46

Materials and Procedure. We used the same materials and procedure as study one
with the exception that we replaced the cross-sections task with the Mechanical
Reasoning (MR) subtest of the Differential Aptitude Tests [46]. This test contains 45
pictorial items of various mechanical devices consisting of levers, gears and pulleys.
Participants were asked to make judgments that required visualizing the effect of the

Fig. 2. The gender difference in tinkering self-efficacy for early engineering students (24 credits
or less) compared to students with more university experience (more than 24 credits). Bars indicate
standard error.
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system in motion. Such tests are frequently used in the hiring process for a number of
jobs including engineering.

3.2 Results

We examined the correlations between our dependent measures (see Table 7). The rela‐
tionships between the PSVT-R and self-efficacy measures were similar to those seen in
our first year sample in Study One. However, in this sample, the correlation with general
engineering self-efficacy was weaker and did not reach significance, while the correla‐
tion with design self-efficacy was significant.

Table 7. Correlations between all dependent measures

PSVT-R MR General SE Tinkering
SE

Design SE Math SE

PSVT-R
MR .73**
General SE .14 .09
Tinkering
SE

.24** .36** .36**

Design SE .17* .39** .39** .69**
Math SE .24** .29** .40** .30** .33**
T/D Exp. .07 .22** −.13 .45** .36** .11

*p < .05, **p < .01

Gender Differences. We did test to see if these data would produce a similar pattern
of gender differences although with caution as we only had 20 female students. We did
again observe significantly higher scores for male students for both tinkering self-effi‐
cacy and tinkering/design experience. There were no gender differences for any of our
other measures. These data are shown in Table 8.

Table 8. The full results for gender based comparisons for all measures.

Male mean
(SD)

Female mean
(SD)

t p 95% CI

PSVT-R 22.2 (5.6) 21.5 (6.7) .56 .57 [−1.9, 3.5]
MR 36.3 (5.8) 34.7 (5.7) 1.2 .24 [−1.1, 4.4]
General SE 30.9 (4.8) 31.1 (5.0) −.14 .89 [−2.5, 2.1]
Tinkering SE 25.4 (4.7) 22.6 (4.4) 2.5 .01* [.62, 5.0]
Design SE 19.2 (3.8) 18.8 (3.5) .50 .62 [−1.3, 2.2]
Math SE 57.0 (8.5) 55.1 (8.8) .93 .35 [−2.2, 6.0]
T/D Exp. 19.6 (8.5) 14.2 (4.6) 2.7 .007* [1.5, 9.4]

Predicting Individual Differences in Mechanical Reasoning. Finally, we tested the
extent to which mental rotation, self-efficacy and tinkering/design experience could
predict individual differences in mechanical reasoning using stepwise regression. Only
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the PSVT-R and tinkering/design experience were significant unique predictors of
mechanical reasoning performance. These results are summarized in Table 9. These
results were unchanged when omitting the small number of female students in the
sample. There were not enough female students to run this analysis separately.

Table 9. Summary of regression results for predicting mechanical reasoning using mental rota‐
tion and tinkering design experience.

F (1, 139) = 146.3 p < .001 R2 = .51 F (2, 138) = 81.2 p < .001 R2 = .54
Variable B SE 95% CI ß B SE 95% CI ß
PSVT-R .72 .06 [.60, .83] .70 .70 .06 [.60, .82] .70
T/D
Exp.

.11 .04 [.04, .19] .17

4 Discussion

We will now discuss the three major results of this work. The first was that we found
spatial ability to be weakly correlated with our three different forms of engineering self-
efficacy, but only in our early stage engineering student samples. When sampling
students who were past their first year, these relationships were no longer significant.
One possibility is that inexperienced students base their self-efficacy more on general
cognitive abilities such as mental rotation, but as students continue in their engineering
program, they gain more engineering related experience through course work and
internships so that their self-efficacy may be based more on direct experience. Another
possibility is that students’ spatial abilities also change or become more developed with
engineering experience although we did not observe experience related differences in
our dataset. However, as the data are cross-sectional, it is also possible that selective
attrition could contribute to the differences seen between early and more experienced
engineering students. Students who enter the program lower in self-efficacy may be at
greater risk of performing poorly and then dropping out of the program.

Our second major finding was that tinkering and design-related hobbies were not
related to either mental rotation or the spatial visualization of cross-sections in our engi‐
neering samples. Instead, tinkering and design experience did predict additional variance
in performance on a measure of mechanical reasoning beyond that of mental rotation.
Tinkering and design experience was also consistently related to tinkering and design
self-efficacy in both first year and more advanced students, but it was not related to
general engineering self-efficacy.

Our third significant result was that our largest and most consistent gender differ‐
ences were in tinkering self-efficacy and tinkering/design experience. The gender differ‐
ence in tinkering self-efficacy was greatly reduced in our more experienced engineering
sample due to increases in female self-efficacy, while male self-efficacy did not change.
One possibility is that that female students with less tinkering self-efficacy are more
likely to drop out of the major. However, it is also possible that the female students who
come to the engineering major with lower tinkering self-efficacy than the average male
student then develop greater tinkering self-efficacy in manipulating and working with
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devices due to their engineering course work and internship experiences. That there are
persistent gender differences in the amount of self-reported tinkering/design experience
may not be too surprising given that most of the activities that we chose as tinkering or
design related are stereotypically male [41]. However, so is majoring in engineering.
One possibility we had considered before collecting these data is that female engineering
students may engage in similar levels of tinkering or design related hobbies as their male
counterparts in spite of cultural gender stereotypes. This does not appear to be the case.
However, these findings need to be viewed with caution given our relatively small
sample of females in both studies. Another limitation is that we drew our tinkering/
design experiences from an established, but older measure of spatial activities [41].
There may be other more feminine or gender neural activities that are more likely to be
experienced by female students and possibly contribute to their tinkering self-efficacy
as well as persistence in the engineering major.

Multiple factors have been proposed as contributing to the lack of gender parity in
fields such as engineering. Stereotype threat is an anxiety-based decrement in perform‐
ance resulting from the fear that poor performance will confirm a negative stereotype
about a group the tester belongs to [47]. Stereotype threat has been shown to contribute
to gender differences in math and spatial performance [48]. Given the strong identifi‐
cation of the tinkering/design with masculinity, perhaps female students underestimated
their tinkering self-efficacy in line with gender stereotypes. However, we do not view
this as a likely explanation for two reasons. The first is that there is evidence that females
in STEM actually have weaker gender related biases than non-STEM female students
[49]. There is also evidence that females such as engineering students who have chosen
a gender non-conforming field can actually experience a stereotype boost or improved
performance when negative gender comparisons are made [50]. Stereotype threat would
also not explain the lack of significant gender differences in our spatial tasks as well as
in general engineering and math self-efficacies.

The lack of a gender difference in general engineering self-efficacy is consistent with
prior reports [36, 37]. However, to date, only one other study has compared male and
female students’ tinkering self-efficacy, and they reported no gender or year level differ‐
ences [44]. Future work both with larger samples of female students and longitudinal
measurement will be necessary, not only to disambiguate the possible reasons for the
changes seen in female levels of tinkering self-efficacy from early to later stages in the
engineering major, but also to determine whether tinkering self-efficacy or changes in
tinkering self-efficacy predict achievement and retention in engineering for both female
and male students.

Tinkering is garnering attention in the educational community, especially in the
context of what has been termed the Maker Movement, a grassroots movement to engage
people in creative, hands on tinkering and design activities similar to those measured in
our study [51]. After-school experiences incorporating making activities show promise
in helping to get students interested in STEM fields [52]. However, some feel that tink‐
erers may be turned off by the highly structured nature of many STEM classrooms, and
that tinkering is frequently undervalued in more formal educational settings [53]. This
may help explain why Mamaril [44] found a negative relationship between tinkering
self-efficacy and core engineering GPA. Our work, while preliminary, points to a skill

14 M. Minear et al.



set developed from tinkering and design based experiences that appears to be (1) sepa‐
rable from spatial ability, (2) an independent contributor to mechanical reasoning
performance and (3) another variable in which there are possible gender differences in
incoming engineering students. The potential benefits of developing tinkering skills in
addition to interventions such as training spatial ability need to be more intensively
examined.

Acknowledgments. This work was supported by a Faculty in Aid Grant from the University of
Wyoming awarded to Drs. Minear and Clement.

Appendix

Hand or Machine Sewing Requiring Tailoring (e.g., collars, cuffs, lining), Building
Model Trains or Racing Car Sets, Building Go-Carts or Soapbox Cars, Building Model
Planes, Mechanical Drawing, Car Repair—complex engine work (e.g. brakes), Elec‐
trical Repairs—relay or solid-state circuitry, Making or Fixing Radios, Stereos, Writing
computer code, Plumbing, Carpentry, Sketching Clothes Designs, Sketching Auto
Designs, Sketching House Plans.
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Abstract. We present a novel method for deriving solution strategies
used when solving rotation tasks. Process-based findings about phys-
ical rotation are obtained from an analysis of how angular disparity
between stimuli changes over time. Data on angular disparity was gath-
ered through a study on mental and physical rotation with 37 primary
school students between the ages of 8 and 11. For controlling physical
rotation, students used touch-based input on our iOS app Rotate it!,
which also logged their interactions. Data on changes of angular dispar-
ity was used in the construction of Markov models. The models were
employed to generate sets of synthetic angular disparity time courses,
based on which we identified three distinct rotation-based solution strate-
gies. Our analysis has implications for understanding processes involved
in physical and mental rotation alike. It helps to lay grounds on which
novel interactive diagnostic and training tools for spatial skills can be
developed.

Keywords: Physical and mental rotation · Solution strategies for spa-
tial tasks · Spatial skills · Qualitative description of rotation processes

1 Introduction

Spatial intelligence is a main part within multi-component models of intelligence
[11], important for performance in many visual and spatial tasks. It is of special
importance for tasks within STEM domains [43,46]. Not everyone is equally good
at spatial and visual tasks, though. Among other factors, individual performance
has been strongly linked to training and practice (e.g., [3,40]), which may affect
the availability and use of mental strategies, or simply lead to more effective
mental processing (e.g. [20]). In spite of this, the training of spatial skills is widely
underrepresented in educational curricula at primary and secondary levels when
compared to how verbal or mathematical skills are trained (e.g., for schools in
the U.S., [5]). It has been pointed out that enriching school curricula to include
an adequate training of spatial skills will likely increase students’ professional
participation in STEM domains [44]. More generally, investing into cognitive
c© Springer International Publishing AG 2017
T. Barkowsky et al. (Eds.): KogWis/Spatial Cognition 2016, LNAI 10523, pp. 19–37, 2017.
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skill formation has been linked to economic success in life for the individual, as
well as for the society as a whole [18].

This situation opens up opportunities for educators and spatial cognition
researchers alike. Aspects that need to be addressed both theoretically and prac-
tically relate to which spatial tasks should best be trained when, with whom,
in which form, and at which age (cf. [35]). The crucial aspect is what precisely
constitutes an “adequate training of spatial skills”. A number of previous studies
have focused on general issues of training, such as on how narrowly or broadly
expertise in one spatial skill transfers to other spatial skills [44,50]. Population
subgroups for which specific spatial ability levels have been investigated have
been typically chosen based on age (mostly focusing on developmental aspects,
[9,33,35]) or sex/gender [22,31]. Less research exists that puts an emphasis on
individual spatial abilities and on differences in the mental strategies that are
employed by different individuals (see e.g. [13,28], for recent exceptions).

As spatial abilities, skills, and strategies frequently differ inter-individually,
it seems plausible to assume that the best way to practically train individual
spatial abilities in a student population through spatial and visual tasks will also
involve different training methods for different individuals. The general aim of
this contribution is to lay suitable empirical and model-based grounds on which
effective individualised training programs may subsequently be developed.

1.1 Foci of this Contribution

In this contribution, we will focus on procedural aspects of rotation tasks, which
were registered through touch events on mobile devices, and will use physical
rotation as a proxy for mental rotation. Our questions include: How do typical
solution processes differ between correct and incorrect trials? How do they differ
for different tasks? What differences can be observed between different, but
similarly successful solution processes for the same task? Novel, model-based
descriptions of solution processes will be employed to derive information about
successful and unsuccessful strategies.

1.2 Outline

In the following section, we will establish a focus on mental rotation as one class
of generally well-researched spatial tasks that, in spite of much research, still
offers a number of interesting research opportunities. We developed the iOS app
Rotate it! to present spatial tasks to users and to log their interactions while
solving rotation tasks. In Sect. 3, we will describe an exploratory study with
students at a primary school in which we employed Rotate it! to record solution
processes of students’ physical rotations of objects. Importantly, we will make the
case that physical rotation trajectories may be used to gain novel, process-based
insights also into students’ general and individual mental rotation strategies.
Next, we will analyse and discuss results, in large parts based on qualitative,
probabilistic process models built based on the data that we gathered during the
study. As a result of this modelling step, a population of synthetic trajectories
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will be generated that reflect frequent problem solving moves. Based on these,
three distinct rotation strategies will be identified and compared on success rates
and times per task. We will conclude by drawing implications for further process-
based research into spatial problem solving as well as for a better description
of individual spatial abilities, and will discuss ramifications for developing more
effective and efficient individualised, dynamic training programs for spatial skills.

2 Mental and Physical Rotation

Tasks that have been frequently employed to study various factors of spatial
intelligence include, among many others, mental transformations of perceived
or imagined objects (e.g., mental rotation, [38,45]) and mental transformations
of perceived or imagined scenes (e.g., mental orientation or perspective taking,
[30]). While underlying mental skills for both groups of tasks seem related and
performance is usually found to be significantly correlated, there is nevertheless
evidence to assume a fundamental dissociation of faculties [30].

The two most frequently used mental rotation test paradigms employ 2D
visualisations of 3D objects made by joining cubes side by side (cf. Fig. 1). An
individual task either consists of two object visualisations (following [38]) or five
(following [45]). In the former case, participants need to decide whether the two
visualisations do, or do not, show the same object. In the latter, they need to
compare the first visualisation to the four other ones and decide which two of
the four show the same object as the first.

We define physical rotation tasks as tasks during which the problem solver
has an option to physically rotate object representations before deciding whether
same or different objects are shown. This definition of physical rotation is similar
to how the term was recently employed by Gardony et al. [12].

2.1 Similarities, Commonalities, and Analogies

There is robust evidence to assume that, in many cases and for most partici-
pants, mental rotation solution processes will involve some form of visual mental
imagery (for exceptions, see e.g. [32]). The processes are thought to be similar
to those active during the physical rotation of objects. Support for this assump-
tion comes, first, from behavioural studies: For pairs of visualisations that show
the same object, correct response times are linearly proportional to the angu-
lar offset between the two object visualisations (angular disparity effect; [6,38]).
The existence of the angular disparity effect has been often interpreted as a
sign that, procedurally, mental rotation is analogous to physically rotating an
object. In this sense, mental rotation can be seen as a kind of mental simula-
tion that is comparable to a physical rotation process and during which the two
visualisations become gradually aligned.

Further support for such interpretation comes from dual-task studies, during
which participants generate additional physical, rotary movements with their
arms or hands. When the direction of the physical rotation corresponds to the
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direction of the mental rotation, mental rotation response times are decreased;
when the directions do not correspond, response times are increased [47,49].
Enacting (congruent) physical gestures has been found to improve performance
in spatial visualisation tasks, such as during mental rotation, especially in people
who have difficulties at such tasks [4]. Explanations for the beneficial effect of
gesturing do not just point at an offloading of mental spatial representations,
but to a general improvement of mental spatial transformations through using
gestures [4]. In a recent comparison between mental and physical rotation tasks
(the latter being controlled through rotating a ball in hand), Gardony et al. [12]
have found comparable angular disparity effects for both mental and manual
rotation.

Secondly, support for common (or, at least, overlapping) mental processes in
mental and physical rotation comes from developmental perspectives (cf. [35]).
Mental rotation task performance in children at the age of 5 to 6 years correlates
with individual motor control (for rotation) [23], to the extent that children with
impaired motor control have also shown reduced mental rotation performance
(e.g., for overweight children [24]).

Thirdly, there is a body of neuroanatomical evidence for common or over-
lapping functions in mental and physical rotation, or for a mental simulation
of a physical process during mental rotation. For example, areas within the
primary motor cortex have been found to be active also during mental rota-
tion [7,10]. Finding M1 activation was dependent on whether participants had
been instructed to imagine that it was them who were rotating an object
(activation) or that the object was being rotated by some exogenous force
(no activation; [29]).

2.2 The Training of Mental and Physical Rotation

We have discussed in the introduction that, for spatial and visuo-spatial tasks in
general, performance is strongly related to practice and training. More specifi-
cally, this statement also holds for mental rotation tasks (e.g., [20,48]), for which
effects of training can last up to several months [40]. Importantly, mental rota-
tion skills can also be trained by manual rotation, while the converse is not true:
manual rotation skills are not significantly improved by mental rotation training
alone [1]. Effects of practice seem to be process-based, rather than instance-
based, and there is evidence that mental rotation skills can transfer to other
spatial tasks, such as to paper folding [50].

Various studies have investigated mental rotation abilities in infants,
preschoolers, and students at primary and secondary schools [9,21]. Mental rota-
tion of some sorts can be reliably performed around the age of 4 to 5 years [33],
while mentally rotating 3D objects is still difficult at an age of 8 to 10 [25]. Neu-
rologically, structures involved in spatial thinking are fully functional already
at a very early age, so that, again neurologically speaking, early practice seems
important, if not essential, for developing high spatial thinking skills later on [15].

Spatial task performance of both males and females benefits from practice
and training. Training may in fact reduce, or even fully level, existing gender
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differences [8,42]. While older research (including meta-analyses) consistently
reported gender differences for paper-and-pencil-based mental rotation tasks to
the advantage of males [31], more recent studies have failed to detect a gender
difference for all types of mental rotation tasks. Notably, no difference was found
for stimuli that employ 3D cube figures, while stable differences were found for
stimuli based on 2D polygonal objects [22]. Using human figures as test stimuli
decreased gender differences in mental rotation scores compared to using 3D
cube figures [2]. For test participants around the age of 7 to 12, the extent of
an existing male benefit in mental rotation varies strongly with the selected
stimulus type [37].

2.3 Strategies, Theories, Models, and Research Methods

Early, defining procedure-oriented insights into mental rotation were provided
by Shepard and Metzler [38], and Cooper and Shepard [6] through describing
the angular disparity effect: Response times increase in a linear fashion with the
angular disparity between the object visualisations. In an eye tracking study (and
based on previous, conceptual suggestions by Metzler and Shepard [34]), Just
and Carpenter [26] identified three major, idealised phases of mental rotation:
(1) search, during which pairs of superficially corresponding object segments are
identified; (2) a series of transform-and-compare operations. During each opera-
tion, two corresponding segments are first rotated in stepwise fashion such that
they gradually become more aligned. After each transformation, a check for suffi-
cient congruence is performed; and (3) confirmation, during which an additional
check is performed whether the transformation of the matching segments has
also brought the objects as a whole into sufficient congruence. According to Just
and Carpenter [26], individual transformations in phase 2 are in 50◦ increments
and a 25◦-offset constitutes a suitable level of congruence between two objects
to stop repeating the phase.

Khooshabeh et al. [28] examined individual differences in mental rotation
strategies. In particular, they focused on whether participants employed piece-
meal rotation strategies similar to the three-phase strategy described above, or
holistic strategies in which the entire object is mentally rotated. Strategy choice
was found to depend on individual working memory capacity, such that lower
capacity was associated with using piecemeal strategies. In terms of adults’ strat-
egy use for rotating 2D polygons, holistic strategies have more frequently been
found with males and piecemeal strategies with females [19]. It is important to
keep in mind that rotation-based strategies, whether piecemeal or holistic, are
not the only type of strategy for effectively solving mental rotation tasks. Other
existing strategies may be more analytical and, for example, rely on comparing
cube counts between roughly corresponding object segments. Logie et al. [32]
reports on individuals who employed such analytic strategies in an fMRI study.
It should be clear, that, when analytical strategies are used for solving mental
rotation tasks, the mental processes involved are likely to be very different from
mental processes involved in solving physical rotation tasks. Furthermore, people
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who mentally rotate stimuli (rotators) have been associated with using holistic
strategies, while nonrotators use analytic strategies [14].

Recent studies replicated the angular disparity effect as an increase of
response time with angular disparity, though the found relationships were not
always perfectly linear (see e.g., [12,17]). Naturally, an angular disparity effect
as defined by Shepard and Metzler [38], and Cooper and Shepard [6] and used
by Just and Carpenter [26] only exists for same stimuli, that is, when both
object visualisations show the same object (cf. results of Gardony et al. [12],
and Jansen and Heil [22]). For different stimuli, there likely exist multiple ways
of trying to match visualisations without succeeding, while there usually exists
only one perfect match between same stimuli.

It is interesting to note that very few approaches in the mental rotation liter-
ature have attempted to map involved mental processes to the degree attempted
by Just and Carpenter [26]. While more recent contributions such as Khooshabeh
et al. [28] shed light onto use of overall strategies, although on an individual
problem-solver’s basis, there is little detailed information provided as how to
the solution processes progress over time. For example, how does the angular
disparity change during the course of solving a mental rotation problem? How
well does the model suggested by Just and Carpenter [26] really match stepwise
mental rotations? The lack of research on this point is not surprising, as tracking
a (hypothesised) mental process (e.g., of a changing angular disparity) over time
is not easy. Likely, no current method based on fMRI or EEG will permit the
tracking of transformations of mental representations with adequate temporal
or spatial precision, nor does a suitable experimental methodology seem to exist
for such an endeavour. However, the various similarities between mental and
physical rotations discussed above may provide us with a window onto some of
the inner workings of mental rotation.

In recent research, Gardony et al. [12] first opened up this window by con-
trasting mental and physical rotation tasks (inputs to the latter were through
turning a ball held in hand). Stimulus objects were 3D cube figures taken from
Peters and Battista [36]. Based on the tracking of angular offsets between stimuli
over the course of solving a physical rotation task, Gardony et al. [12] established
that, for successfully solved same tasks, participants on average rotated until a
characteristic offset of around 30◦ was reached. This mark is surprisingly simi-
lar to the 25◦-mark postulated by Just and Carpenter [26] as the final offset for
transformations in mental rotation. In terms of method, the present contribution
draws inspiration from Gardony et al. [12], though our analysis of time courses
of angular offsets goes significantly beyond that. In addition, differences exist in
the method of rotational input and in the targeted group of participants.

3 Our Study

Tablets are widely available in educational contexts today and allow for touch-
based inputs. We decided to use a tablet-based app to present visuo-spatial
training tasks to school students and to track their problem solving actions.
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Are these objects the same?

Yes No

Fig. 1. A sample rotation task as presented in the Rotate it! app.

To this end, we developed the iPad app Rotate it! and employed it to track
students’ 2D touch gestures used for rotational control during the physical rota-
tion of stimuli. Rotate it! displays a sequence of rotation tasks with two object
visualisations each and permits rotating the left-hand figure using an Arcball
interaction metaphor ([39]; see Fig. 1). We chose the Arcball, as it is easy to
understand and does not require much familiarisation. All touch-based interac-
tions (e.g., finger positions or object rotations over time) as well as response
times and given answers are automatically logged.

The school curriculum at primary schools in the German state of Thuringia
includes at least simple spatial tasks, such as the mental folding of cube nets
[27,41]. We teamed up with a local primary school to conduct a pilot study
that was aimed, first, at testing the Rotate it! app and, secondly, at gathering
data about how students at the school solved rotation tasks. Mental and physical
rotation tasks were administered in a within-subject design. Written parental and
school approval for the study and for gathering data was sought and obtained.

During the study, students were presented with series of cube figure pairs
(in the style used by Shepard and Metzler [38]) and had to decide for each pair
whether the shown figures were identical, or not (see Fig. 1, for an illustration).
In order to better compare our results with those of past research, we chose to
employ the pairwise figure comparisons from the Vandenberg and Kuse Mental
Rotation Test [45]. Reconstructed figures were used and, based on the 20 1-to-4
comparisons of the original instrument, we constructed 80 1-to-1 comparisons,
which were grouped into two sets of 40 comparisons each. Each set contained
20 tasks with identical stimulus pairs (same, with initial angular disparities
between 0◦ and 180◦) and 20 tasks with different stimulus pairs. For the physical
condition, tasks were presented via Rotate it! to allow us to log all actions
that students produced. For the mental condition, we used a static paper-based
version of the tasks, again with the intention of staying close to formats of original
paper-based mental rotation test instruments. Stimulus size was kept constant
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between conditions, and sheets in the mental condition had the same size and
aspect ratio as the iPad screen in the physical condition. The order in which the
two conditions were presented was balanced across all students to compensate for
potential learning effects. Consequently, students either started with the iPad-
based physical condition, followed by the paper-based mental condition, or vice
versa. For the mental condition, time was only measured over all tasks due to
practical constraints within the classrooms, and not for single tasks.

4 Results

We gathered complete data from 37 students (m = 19 / f = 18; age: 8–11, mean:
9.08 years). In a first step of analysis, we used a mixed within- and between-
subjects design to compare data on mental effort, motivation and performance
data between conditions. We found descriptive (though non-significant) differ-
ences in means for success (mental : 66.04%; physical : 71.13%), time per task
(mental : 12.61 s; physical : 9.13 s), and mental efficiency (computed as a ratio of
mental effort over time, with self-assessed ratings of mental effort; mental : 10.94;
physical : 14.54). The overall success rate of 68.59% indicates that our tasks were
suitable for our sample of students, as they were of medium to high task diffi-
culty. For a detailed analysis and discussion of success rates, response times, and
different efficiency measures, as well as of condition order, we refer to Zander
et al. [51]. For the present context, we will focus on an analysis of changes of
angular offsets gathered over the courses of physical rotation tasks.

Courses of Angular Offsets. For an initial analysis of rotational offsets, we
pooled all the data that we had gathered through Rotate it!. We first wanted
to see if our study qualitatively replicated the final angular disparity patterns
for physical rotation found by Gardony et al. [12, p. 610]. This was of particular
interest, as our input of rotational control differed from that in Gardony et al. [12]
(touch and Arcball vs. rotating a ball in hand). As Fig. 2 shows, this was indeed
the case: For same correct answers, we found an overall decrease towards low
final angular disparities, which was larger for larger initial angular disparities.
The final median angular disparity was 29◦ (N = 416). For same incorrect trials,
the median angular disparity was 121◦ (N = 118). The difference to correct trials
was significant (Z = −11.29, p < 0.001, r = 0.49). We focused our present analysis
on same trials, as, in a first step, we are chiefly interested in characteristics and
variation of successful problem solving strategies. Also, one has to note that the
different trials derived from the Vandenberg and Kuse instrument [45] do not
differ systematically (e.g., are mirror images, as in Gardony et al. [12]), but in
many different ways. Consequently, data from different Vandenberg and Kuse
pairwise comparisons cannot be easily aggregated across tasks.

Angular Disparity Effect. We were further interested in whether our data
showed a linear angular disparity effect, similar to the one reported in the lit-
erature [6,38]. For physical rotation, initial angular disparity in same trials was
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Fig. 2. Angular disparities for same tasks over time (I). Normalised time-on-task on
abscissa and angular offsets (0–180◦) on ordinate. Upper row: correct, lower row: incor-
rect answers. Left column: Observed trajectories of angular disparities over time. Right
column: plots of average angular disparities over time for tasks grouped by 30◦ initial
angular disparity bands.

indeed positively linearly associated with time-per-task (p < 0.05, r = 0.124).
As times-per-task could not be gathered for mental rotation, no corresponding
coefficient could be computed.

5 Modelling Physical Rotation

The differences in the final angular disparities between correct and incorrect
same trials indicate that being able to get to final angular disparities of around
30◦ may be an important factor for task success. Additional comparisons revealed
that correct trials included fewer distinct rotations, as well as more angular
disparity-reducing and fewer angular disparity-increasing rotations. It thus seems
quite likely that correct and incorrect trials can also be differentiated based on
formal descriptions and models of the observed angular disparity changes.

It is important to note that our models are not based on data produces
by students’ arm or finger movements on the touch screen. Instead the models
address the underlying problem solving processes. For a scheme-based modelling
of the angular disparity trajectories, we concentrated on qualitative changes in
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Fig. 3. Angular disparities for same tasks over time (II). For increased readability, only
tasks with initial angular disparities of 150–180◦ are shown. Upper row: correct, lower
row: incorrect answers. Left column: observed trajectories. Right column: synthetic
trajectories generated from observed trajectories. Centroids in black, exemplifying cor-
rect/incorrect answer trajectories.

the trajectory, as we assume that these changes will often correspond to transi-
tions between problem solving stages. The coding scheme was the following: each
angular disparity change was coded for general direction (up, neutral, down),
duration (short, medium, long), and resulting angular disparity band (one of
the six 30◦-bands). We then described each course as a sequence of qualitative
changes, with each change represented through a tuple of values for these three
variables. All courses with less than 10◦ accumulated rotation throughout the
task (29.4% for all trials) were deemed as showing non-rotating strategies and
were consequently excluded from our analysis of rotations. We assume that, for
these trials, participants either employed purely analytical strategies or only
employed mental rotation.

5.1 Generating Synthetic Trajectories

For correct and incorrect same trials, we respectively computed relative fre-
quencies of all change-to-change transitions across all students. These relative
frequencies were then used as probabilities in the construction of two Markov
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models of angular disparity trajectories, one each for correct and incorrect trials.
The idea was to employ the models to generate large populations of synthetic
trajectories, which would be similar to the trajectories that we observed in our
study. As the models are based on observed relative frequencies of change-to-
change transitions, trajectories that include high frequency transitions, and are
thus highly typical, could be generated most frequently. Less typical trajectories
were also generated, but at suitably lower frequencies. The result was a popula-
tion of synthetic trajectories that included variation while reflecting typicality.
As a second advantage of our approach, we could increase the size of the set of
trajectories available for subsequent steps of analysis (more synthetic trajectories
than observed ones).

By analysing these large trajectory populations, prototypical trajectories
could be extracted. Analysing the prototypes would then not only help us to
get to the most typical rotation strategies, but hopefully also increase contrast
between rotation trajectories leading to correct and to incorrect answers. In
a sense, the synthetic trajectories represent minimal sets of angular disparity
changes needed to describe how students typically solved tasks correctly and
incorrectly.

For each of the two models, we generated 1,000 synthetic trajectories per 30◦

initial angular disparity band. For an illustration of these synthetic trajectories,
we will largely focus on the upper-most initial angular disparity band, which
includes task with initial angular disparities between 150◦ and 180◦. Figure 3
shows these trajectories for correct and incorrect answers for same trials. The
two graphs on the right-hand side also each include a centroid as the most typical
trajectory. As we had already noted based on the observed trajectories, most of
the synthetic trajectories for the correctly solved tasks show a fast decrease of
angular disparity, resulting in a final angular disparity between 0◦ and 60◦. In
contrast, the decrease of angular disparity for incorrectly solved tasks is less and
stops at higher final angular disparities (between 90◦ and 120◦).

Prototypes of Synthetic Trajectories. To find the most typical synthetic
trajectories, k -means clustering was applied. We computed pairwise distances
between synthetic trajectories based on their qualitative descriptions (i.e., the
sequences of changes) and by means of a weighted Levenshtein distance. Setting
k = 1 produced markedly different prototypes for correct and incorrect same
answers (shown as centroids in bold in the right column of Fig. 3). As Markov
models are probabilistic, it is important to note that trajectory prototypes may
vary between model runs and that the two prototypes shown in Fig. 3 are exam-
ples which may not be representative of model variability.

5.2 Populations of Prototypes

To address this issue, we ran each model 100 times. For the present context,
we again focus on the upper-most initial angular disparity band. In each model
iteration, k prototypes were extracted, as before by k -means clustering. Figure 4
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Fig. 4. Prototypes for same correct synthetic trajectories with initial angular dispar-
ities between 150◦ and 180◦, based on 100 model runs and based on k -means clus-
tering. Left: With (k = 1), Right: with (k = 3). Three distinct patterns are marked
with numbers 1, 2 and 3, representing different successful rotation strategies in order
of decreasing relative prominence.

shows the result of these iterations with k = 1 (left) and k = 3 (right) for same
correct synthetic trajectories. While the left graph includes 100 prototypes (one
per iteration), the right graph includes 300 prototypes (three per iteration).

For k = 1, only one group of typical courses can be seen, indicating the
existence of one dominant rotation strategy. It involves a fast decrease of initial
angular disparity until a final angular disparity between 0◦ and 60◦ is reached.

Increasing k beyond 1 leads us to include also trajectories representative of
secondary, tertiary, etc. strategies. For k = 3, three distinct groups of prototypes
can be observed which differ in their relative prominence. The most dominant
pattern (strategy 1 ; includes 89% of all prototypes) is the same pattern that
we already observed with k = 1. A second pattern shows a smaller decrease of
angular disparity and ends within a range of 90◦ to 120◦ (strategy 2 ; includes 9%
of all prototypes). A third pattern includes prototypes with only slight changes
of angular disparity, resulting in high final angular disparities between 150◦ and
180◦ (strategy 3 ; includes 2% of all prototypes). When we compare these groups
of synthetic prototypes to the original trajectories that the students had pro-
duced for trials starting between 150◦ and 180◦, we find that 72% of the original
trajectories correspond to strategy 1, 16% to strategy 2, and 9% to strategy 3.
As expected, the degree of dominance that dominant strategies possess within
our population of prototypes is increased compared to their degree of dominance
within the original, observed trajectories. Increasing k to values above 3 did not
reveal additional distinct patterns.

Table 1 shows mean values per task for all three strategies for time, accumu-
lated distance covered during rotation (in degrees), and number of touch-based
drag events during rotation. When assuming an average initial angular disparity
of 165◦ for trials starting in the 150–180◦ band, strategy 1 should on average
involve a net change of angular disparity of 135◦ (reaching 30◦, as the central
value of the 0–60◦ band). Strategy 2 should involve an average net change of
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Table 1. Means per task for time, accumulated angular distance, and number of drag
events during rotations for the original, observed angular disparity trajectories. The
association to one of the three strategies extracted from the model is based on final
angular disparity. Data is for tasks starting in the 150–180◦ band.

Time per task Acc. way # of drags

Strategy 1 11.25 s 227◦ 12.6

Strategy 2 10.88 s 183◦ 10.51

Strategy 3 11.83 s 179◦ 13.53

60◦ (reaching 105◦) and strategy 3 one of 0◦. The respective ratio between these
values and the angular distances that were actually accumulated on average dur-
ing rotation with the strategies provides us with an efficiency measure that tells
us how goal-directed rotations were. For strategy 1, this ratio is 0.59 and for
strategy 2, it is 0.33. For strategy 3, it is 0, of course, as initial and final angular
disparities did not differ. In comparison, strategy 1 is more efficient than strat-
egy 2, meaning that solving a physical rotation problem with strategy 2 involved
moving through relatively more angular distance per angular distance gained
in the end. Data on the number of drag events confirms that rotations with
strategy 1 were more goal-directed than with strategy 2, as one drag respectively
covered 10.7◦ and 5.7◦ on average. Reducing angular disparity with strategy 2
thus occurred in smaller steps than with strategy 1. Mean times per task were
comparable between strategies.

As a last point, how strongly associated was using one of the three strategies
with task success? Based on an analysis of final angular disparities, same trials
that follow strategy 1 were solved correctly with a probability of 96%. In contrast,
only 56% of all same trials following strategy 2 and 40% of all same trials
following strategy 3 were solved correctly.

6 Discussion

For the purposes of the present context, we analysed physical rotation trajecto-
ries that were captured by our app during the solving of physical rotation tasks.
We were able to reproduce the angular disparity effect for same physical trials
that were previously described by Just and Carpenter [26], and Gardony et al.
[12]. This replication is important as it provides evidence for concluding that
finding an angular disparity effect for 3D physical rotation tasks is likely unre-
lated to the choice of physical rotation control. Whereas participants in Gardony
et al. [12] held a ball in hand, participants in our study used touch-based input
to rotate an Arcball on an iPad display. Also, participants’ age is likely not much
of a factor for finding an angular disparity effect, at least between the ages of 9
and 19 (mean age in our study: 9.08 years; [12]: 19.47 years). Insofar as a gen-
eral comparison of mental and physical rotation is concerned, existence of the
effect in our study provides further support for assuming common or overlapping
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mental processes, at least for problem solvers who are rotators (cf. [14]). This is
useful on a methodological level, since we employ physical rotation as a proxy
for and a window onto mental rotation.

We also were able to replicate the overall time courses of angular disparity for
same correct trials that were reported by Gardony et al. [12]. Such replication
again points to small or no effects of the specific physical rotation control on the
involved problem solving processes.

To analyse rotation trajectories in more detail, we conducted a three-step
analysis starting with a comparison of the final angular disparities between cor-
rect and incorrect same trials. We found that correctly solved same trials ended
with a significantly lower median final angular disparity than incorrectly solved
same trials (around 30◦ compared to around 120◦). Achieving a final angular
disparity between 0◦ and 60◦ increases the probability of correctly solving the
task. With a low angular disparity, the stimuli are visually similar, which likely
facilitates a visual comparison without further mental transformation.

In the second step of our analysis, we developed a qualitative description of
rotation trajectories to make them more easily comparable. We coded trajecto-
ries as sequences of states, each consisting of information on direction and dura-
tion of change, as well as on final angular disparity range. Two distinct Markov
models were constructed for same correct and same incorrect trials and were
used to generate synthetic trajectories. A subsequent cluster analysis revealed
the k most typical trajectories per model run, representing the most frequently
used solution strategies. As we were especially interested in successful solution
strategies and the distribution of typical trajectories, we further analysed proto-
typical same correct synthetic trajectories created across 100 model runs. This
analysis revealed, first, the single dominant pattern of synthetic trajectories; this
represents the most frequently used successful solution strategy (strategy 1 ). We
then increased k step-wise to detect further distinct patterns. Using k = 3, we
found two additional, although less frequent, successful patterns, which represent
secondary and tertiary rotation strategies (strategies 2 and 3 ). Of these, strat-
egy 1 is the most efficient and goal-directed, based on an analysis of observed
angular disparity change.

When we compare these three strategies to those reported in the literature,
strategy 1 seems to match a holistic or piecemeal mental rotation strategy where
the whole object or parts thereof are mentally rotated until an angular disparity
of below 25◦ is reached. Data on performance shows that this rotation strategy
is also the most successful one. A differentiation of whether users of strategy
1 employ holistic or piecemeal strategies does not seem possible based on an
analysis of time courses of angular disparities alone. We expect that including
data from additional channels (for instance, on gaze during physical rotation
tasks) can help clarify on a trial-by-trial basis whether holistic or piecemeal
rotation strategies are employed.

Strategy 3 that we derived from the Markov model consists of trajectories
for which initial and final angular disparities are not much different. Data on
accumulated rotations shows that this does not mean that users of strategy 3 did
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not rotate. On the contrary, their rotational trajectories covered about as much
overall angular distance as we observed for users of strategy 2. Consequently,
we assume strategy 3 to really be an example of a rotating strategy, instead of
being non-rotating (e.g., analytic). We further assume that analytic strategies are
to be found among those observed trajectories which we had excluded from the
analysis of rotations because they hardly showed any (less than 10◦ accumulated
throughout a trial). Performance data reveals that, compared to the other two
derived strategies, strategy 3 is least likely to lead to task success.

Interpreting strategy 2 seems somewhat less straightforward. It involves
about the same amount of overall rotation as strategy 3, while being directed at
the final angular disparity range around 105◦. Strategy 2 is less efficient than
strategy 1 and also proceeds in smaller rotation steps. It is possible that strategy
2 constitutes a collection of attempts at strategy 1 that, for some reason, were
not carried out to the end. Furthermore, the observation that strategy 2 ’s success
rate is at chance level does suggest that terminating at higher angular disparities
was unintentional. If this is so, strategy 2 may offer potential for training-based
intervention based on nudging users towards a more effective strategy.

One might ask whether some of the students’ successes with the tasks were
not just lucky guesses. We assume that some indeed were. However, it seems
unlikely that such guesses will have had any strong influence on the process
that led to extracting the three strategies. The reason for this is that there
exist many ways in which a lucky guess may occur, leading to a variety of
angular disparity courses. Put differently, any two lucky guesses will likely differ
somewhat from one another, while any two instances of the same strategy will
likely be quite similar. The consequence of lucky guessing is thus just an increase
of noise surrounding the typical signatures of the three strategies.

One point still remains unclear: Did the students in our study solve tasks
correctly because they achieved low final angular disparities or was successfully
solving a task dependent on the process of getting there? This is a difference
between an outcome- and a process-oriented view. According to Chu and Kita’s
view [4], it is really through the link between motor and mental rotation processes
that internal computations are improved. Based on our data, we can say that
trials with low final angular disparities were often solved correctly. However, we
currently cannot say whether such relationship is causal or purely correlational.
Assuming for the moment that it is really the process that is important for task
success: Does this process need to be self-initiated to be effective, or would pilot-
ing a student to low angular disparities do the trick just as well? It seems that
answering this questions will certainly be important for an interactive training
of mental rotation skills. Goldin-Meadow et al. [16] compared the performance
of children who were themselves gesturing during mental transformation tasks to
that of children who saw someone else gesturing. They found that actually per-
forming the gestures enhanced learning more. Whether the situation is similar
with physical rotation tasks remains to be seen.
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7 Conclusion

We presented a more detailed analysis of processes involved in solving rotation
tasks than was previously available. Our method is based on time courses of
angular disparity and involves qualitative descriptions of disparity changes to
make the processes more easily comparable and to permit constructing generat-
ing models that spawn synthetic, but representative rotation trajectories. Based
on the models that we constructed from data obtained in our study with 37
primary school students, we identified three distinct rotation-based strategies
for tasks that involve high initial angular disparities. The strategies were then
compared to how students rotated stimuli in our study. We expect that our gen-
eral method is similarly applicable to other spatial task types. A transfer should,
in particular, be easy for those types that involve sequences of mental spatial
transformations, such as perspective taking or paper folding.

Our study involves two important shortcomings, which we share with other
research that employed stimuli from the Vandenberg and Kuse mental rotation
test: First, the initial angular disparities of the tasks were not equally distrib-
uted throughout the range of 0–180◦. As can be easily seen in Fig. 2, gaps exist
particularly around 120◦ and 30◦. As a result, we focused our analysis on upper
initial angular disparity bands, for which comparably many tasks exist. Secondly,
different tasks include stimuli pairs that differ in many ways (e.g., are either mir-
ror images or entirely different). This makes systematic cross-task comparisons
of solution processes hard, if not impossible. We consequently focused on same
tasks for the present. In an analysis of the constituent tasks of the Vandenberg
and Kuse test, Geiser et al. [14] found that, for some tasks, comparisons can be
easily made analytically and without mental rotation. A solution to both short-
comings lies in using different, more methodically generated stimuli sets in the
future.

So far, the three strategies extracted from our same model have to be
regarded as globally available. At this stage of analysis and with the used stim-
ulus set, we did and could not sufficiently consider how strategy use was distrib-
uted among students (e.g., does each student have a dominant strategy?) and
within each student (e.g., do individuals switch between strategies, and when?).
Inter- and intra-individual differences in the use of rotation-based strategies will
thus have to be addressed further in future work.

It seems important to keep in mind that time course data on stimulus rota-
tions only shows one aspect of the problem solving process. We have already
discussed that, based on our data, we could not say whether users of strategy
1 employed mental strategies that were holistic or piecemeal in nature. Future
analyses should thus include additional data for the modelling of mental and
physical rotation processes, such as finger positions on the iPad or eye move-
ments.

Last, although the Markov models were successful in increasing the con-
trast between high- and low-frequency rotation trajectories, the strategies that
they generate are essentially local. The models are history-less insofar as they
only consider probabilities of change-to-change transitions, but do not look back



Physical Touch-Based Rotation Processes 35

(or forward) beyond each transition. In cases where problem solvers employ more
global solution strategies, models should also be able to reflect more global prop-
erties of the corresponding rotation processes. Adapting our models accordingly
will be among our next steps.
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Abstract. Verbal route descriptions are common in our daily lives that give us
wayfinding directions. They also are important in cognitive research as they lend
insight on processes associated with wayfinding. This paper reports a study that
investigates the influence of familiarity and spatial abilities on acquiring spatial
knowledge from verbal route directions. The familiarity of the participant was
removed by replacing all names of spatial entities in the route instructions given
by the same person. Specifically, the types of acquired spatial knowledge
addressed are direction, distance, and configurational aspects of sketched maps.
Results show that familiarity plays a crucial role on acquisition of spatial knowl‐
edge at the survey level. In particular, familiarity leads to fewer errors in direc‐
tional estimation, but overestimation of distance. Spatial abilities further influence
one’s knowledge of distance such that higher spatial abilities lead to more accurate
distance estimation in new environments. With that said, lower spatial abilities
do not contribute to distance estimation in both familiar and new environments.
Furthermore, measures on sketch maps show that familiarity does not lead to
dramatically different sketch maps while variation exist. These results also point
out the necessity of follow-up studies to address the orientation specificity in
familiar and unfamiliar environment.

Keywords: Route descriptions · Familiarity · Sketch maps · Spatial abilities ·
Orientation

1 Introduction

When a person navigates in a new environment, asking someone for directions seems
like the most convenient way of finding one’s path from point A to point B. Some‐
times, this is even more convenient than using one’s mobile device. Verbal route
directions have served as important sources for researchers to understand the plan‐
ning, cognitive processing, and spatial knowledge acquisition associated with
wayfinding [1, 2]. Earlier studies [3, 4] assessed the elements that would contribute
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to good route directions. We all have likely had the experience of receiving verbal
descriptions from someone else where these descriptions may not be easy to follow
due to their style and navigational preference being different from our own.
Researchers have questioned the effectiveness of given verbal descriptions on accu‐
racy or other performances of wayfinding and examined the factors that would influ‐
ence the composition of route directions [5]. Furthermore, verbal descriptions can
be categorized based on their intended purposes. It is pointed out that depending on
the intended addresses (direction givers or receivers) significantly impact the ways
that route directions were given. It is easy to assume that when a person uses his or
her own given route directions, the embedded structure and characteristics are
familiar to him or her. While a person has to use the direction given by others, the
effectiveness of those given directions is in question. On the other hand, verbal
descriptions can also be differentiated based on the type of spatial information
included. For example, A study [6] assesses the differences in acquired spatial
knowledge based on types of spatial information included in verbal descriptions.
Route directions containing spatial information based on landmarks, skeletal descrip‐
tions (see [7]), or metric distance would lead to different spatial knowledge acquis‐
ition. Results from this study show that various types of spatial information can lead
to different forms of sketch maps, as well as, contrasting types of spatial knowledge.

Motivated by these findings on verbal route directions associated with different
purposes or included spatial information, we are interested to investigate if personal
factors such as familiarity and spatial abilities would play a role on acquiring spatial
knowledge. If so, how do they influence spatial performance that utilizes acquired spatial
knowledge? In order to address these questions, we carry out this study aiming to inves‐
tigate the effects of familiarity and spatial abilities on spatial performance that requires
acquired spatial knowledge involving direction and distance. This report is organized
as follows: Sect. 2 introduces the related work that is keen to the background and
influential factors that we investigate in this study. The methods section (Sect. 3) elab‐
orates the design of our study. In particular, we introduce the design of verbal descrip‐
tions for both familiar and unfamiliar scenarios controlled with the same style, syntax,
and amount of information specific to each participant. The following sections report
the results, discussions, and a summary to conclude current study.

2 Related Work

2.1 Verbal Descriptions

Analyzing verbal descriptions to find an effective way for communicating wayfinding
instructions has drawn researchers’ attention from different fields. Denis and Zimmer
[8] investigate the importance of verbal instructions for constructing cognitive maps.
Their study shows that people are capable of transforming linguistic descriptions
involving configurations into mental representations, both in text and other information.
They also highlight that a person is able to construct a good visuospatial representation
of the environment based on the verbal descriptions. To further understand the cognitive
aspects behind the construction of spatial descriptions, Denis [9] collects several route
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descriptions that result in the development of skeletal descriptions. Skeletal descriptions
consist of a minimal set of informative route instructions with particular importance to
landmarks at decision points. Such descriptions have been tested in several wayfinding
studies (see [10, 11]). On the one hand, these results show the effectiveness of skeletal
descriptions as good verbal descriptions. On the other hand, other researchers analyze
the contextual aspects of route instructions based on different modes of transportation
and a traveler’s perspective [12]. This is because people may vary their route descriptions
based on several factors. Klippel and colleagues [13] emphasize the importance that
such directions are cognitively adequate which could be easily comprehended by
persons in need. These studies indicate that several factors would influence the gener‐
ation of verbal descriptions for various people. A set of verbal descriptions that is
sufficient for one person may not be helpful for another due to different cognitive
capacity or information sufficiency. They also point out the importance of constructing
verbal descriptions in experiments that is cognitively sufficient and efficient for an indi‐
vidual person. We further introduce our design of constructing verbal descriptions in
the section regarding methods.

2.2 Familiarity

Familiarity is an influential factor in wayfinding and the acquisition of spatial knowl‐
edge. It indicates the level of previously acquired knowledge about an environment.
Therefore, it is not only positively correlated with a person’s development of cognitive
maps [14], but also positively correlated with a person’s wayfinding performance [15,
16]. Weisman (1981) suggests differentiating between three aspects of familiarity: the
frequency, recency, and context of spatial knowledge that contribute to the familiarity
of an environment. Gale and colleagues [17] suggest four different aspects: locational
knowledge, visual recognition, name identification, and interaction frequency which
contribute to the familiarity of an environment. Instead of considering familiarity at
different levels, the purpose of this study is to investigate familiarity as a single factor
that contributes to the acquisition of spatial knowledge: the estimation of direction, the
estimation of distance, and the configurational change of sketch maps. As the first step
in assessing the role of familiarity, we only consider two different classes of familiarity:
very familiar and not familiar at all, in this study.

2.3 Spatial Orientation

Spatial orientation is an important cognitive process, especially when a person is plan‐
ning routes or performing actual wayfinding. It is a vital mechanism that directly relates
to the correct execution of the planned routes based on the spatial knowledge of the
environment that a person acquires. A person uses reference systems to estimate his/her
location and specify relationships between the current location and other places [18].
The use of reference systems differentiates spatial orientation into two types. Hart and
Moore [19] classify these references systems as egocentric and geocentric. Egocentric
reference systems use a wayfinder’s position and heading (line of sight) to assign spatial
predicates such as left or right to objects in relation to the wayfinder. It is similar to the
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concept of piloting introduced by Sholl and colleagues [20]. The use of egocentric
reference systems involves using a wayfinder’s velocity and acceleration information
about self-movement [21]. In contrast, the use of geocentric (absolute) reference systems
is in how a person relates to the features of an environment and determines the relative
locations of a feature to other features in the environment. Sholl and colleagues [20]
define spatial orientation as a process of orienting to landmarks that are hidden from
view using visible landmarks and a cognitive map. In this definition, the outcome of
cognitive mapping, the cognitive map, is used. It is similar to the type of spatial orien‐
tation that uses an egocentric reference system as introduced above. It can occur in both
familiar and unfamiliar environments in which landmarks provide wayfinders informa‐
tion on their location and confirmation while executing routes [22]. In this study, we use
the errors of direction and distance estimation as ways to reflect one’s performance
related to spatial orientation.

2.4 Cognitive Maps

When an environment is so large that one needs to travel in order to learn the space
through multiple vantage points, cognitive maps or mental representations are the
outcome of a process called cognitive mapping. The developed cognitive maps integrate
spatial knowledge of the large environment with configurational knowledge. Regarding
the acquired spatial knowledge in cognitive maps, researchers such as Downs and Stea
[23] suggest that knowledge in cognitive maps includes the relative locations and attrib‐
utes of phenomena in one’s every day spatial environment that a person can acquire,
store, recall, and decode. Levine and colleagues [24] also suggest that cognitive maps
are mental copies of the environment including not only sequentially experienced land‐
marks but also the metric information of landmarks. In short, cognitive maps are mental
models where acquired spatial knowledge is stored. In the context of wayfinding, people
are able to access cognitive maps to support decision making such as which direction
one should head or the spatial relationship between a location and others. Using exter‐
nalized representations such as sketched maps [25, 26] is one of the common methods
to assess one’s cognitive map. This is evident in many studies that participants are asked
to sketch a route they are familiar with [27, 28] or after following a task in an unfamiliar
environment [29, 30]. Analysis of sketch maps include either qualitative [31, 32] or
quantitative [33–35]. As the results of qualitative evaluation suggest, sketch maps yield
high accuracy in depicting topological relationship. Therefore, in this study we adapt
quantitative measures on sketch maps to assess if familiarity would affect aspects asso‐
ciated with configuration such as distortion, scaling, and rotation.

3 Methods

To evaluate the role of familiarity and spatial abilities of a participant on their spatial
knowledge and mental representations, we design our experiment to control participants’
familiarity and to assess their spatial abilities. The following sections detail the infor‐
mation of participants, experimental materials and procedure employed in this study.
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3.1 Participants

Participants were recruited through a campus wide listserv administrated by the student
association. Students who received our flyer and were interested in this study contacted
the experimenter to sign up. The only requirement was that a participant should have
lived in the city for more a year. In total 26 students (15 male and 11 female) participated
in this study. The mean age of participants is 24.58 (SD = 1.40). Participants received
monetary reimbursement for their participation in this study.

3.2 Materials

As one of the most important aspects in this study, creating comparable verbal descrip‐
tions for familiar and unfamiliar environments was the first task. When a participant
confirmed to take part in this experiment, he or she was asked to provide verbal descrip‐
tions from the central train station to the student cafeteria in the city of Muenster. All
participants were given the same scenario that someone was coming to the city for their
first time and wanted to go to the student cafeteria from the central train station. Each
participant should provide verbal descriptions to help this person get from the central
train station to the student cafeteria easily. These provided descriptions were the basis
for the authors to create instructions in the unfamiliar scenario. In particular, when a
participant contacted the experimenter to schedule an experiment, the confirmation
email with experiment time and location also included a task requesting the participant
to give verbal descriptions from the central train station to the student cafeteria in the
aforementioned scenario. Each participant’s experiment took place at least a few days
after signing up. During this period, we altered each participant’s provided instructions
to create verbal descriptions for the unfamiliar scenario. To do so, we first identified all
mentioned entities in the original descriptions and replaced them with foreign street
names. For the start and ending point, the central train station was changed to theatre,
the student cafeteria was changed to library. The street names were replaced by the most
frequently used street names in the United States [36] in order to create an unfamiliar
scenario for this participant. In this way, only the spatial entities’ names were changed,
but the syntax, style, or information sufficiency remained the same to each participant
based on their provided verbal descriptions.

In addition to familiarity, participant’s spatial abilities was the other factor we inves‐
tigated in this study. To do so, we selected one psychometric test mental rotation task
(MRT) and the self-rated spatial strategies scale [37]. The MRT was adapted from
Vandenberg’s test [38] that participants had to find two out of four 3D rotated objects
that was identical to a given object. Only correctly selecting both two matching objects
would qualify for earning one point. Partial or non correct selection resulted in zero
points. Participants’ scores in this task were further adjusted for chance of random guess
by deducting 25% of the number of incorrectly answered questions. The self-rated ques‐
tionnaire for assessing spatial strategies consisted of 19 statements addressing egocentric
strategies, cardinal strategies, and general confidence and sense of direction. Participants
could rate on 7 scales from strongly disagree (1) to strongly agree (7). Participant’s
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scores were normalized and later mean split in order to create two groups of spatial
abilities: high and low in later analysis.

3.3 Procedure

When a participant contacted the experimenter expressing interest in joining this experi‐
ment through email, the experimenter provided available timeslots and asked the partic‐
ipant to choose his/her preferred slot, which would take place a few days later. In the
email sent to a participant confirming the time and location of the experiment, the
participant was also asked to provide directions in the form of verbal descriptions to
help someone who is new to the city to get from the central train station to the student’s
cafeteria (Fig. 1). These instructions were written and sent to the experimenter. During
the days before each participant’s scheduled experiment, the experimenter then replaced
all names of mentioned spatial entities to create the verbal descriptions in the unfamiliar
scenario.

Fig. 1. Selected starting and ending locations in Muenster (NRW), Germany.

Days later the participants came to the scheduled experiment where he or she
started working on the remaining tasks. All participants were not reminded that days
ago they provided the verbal descriptions of getting from central train station to the
student cafeteria. Instead, they were told to draw a sketch map to show the direc‐
tions for someone new to the city to get from the central train station to the student
cafeteria. In addition, they were asked to estimate the distance and direction to the
cafeteria, while imagining they were standing at the front of the train station facing
north. After that, each participant received a set of verbal descriptions that was
altered based on his or her original directions. They were asked to assume that they
arrived in a city they had never been to and received the directions from some locals
to get from the theatre to the library. They were told to read the directions carefully
and then complete a map sketching task and the estimation tasks of direction and
distance. During this task, there were two participants who thought the instructions
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were similar to what they wrote a while ago. The experimenters then stated that it
might be due to coincidence as the instructions were given for an American city, in
order to distract the participant to relate this instructions with their written ones,
This session ended with participant’s completion of the psychometric tests including
MRT and the self-rated spatial strategies scale.

4 Results

The errors of each estimation task were used as the dependent variables in a mixed
design. Participants were categorized into two groups using a mean split of scores of
their MRT and self-rated scores. The spatial abilities group was entered in a repeated
ANOVA as a between-subject variable while familiarity was entered as a within-subject
variable. Regarding direction estimation, participant’s absolute errors between 0o and
180o were used as the dependent variable. Familiarity was found to be a significant factor
that participants made fewer errors in the familiar condition (M = 60.42, SD = 55.60)
than in the unfamiliar condition (M = 88.08, SD = 50.53), F(1, 24) = 8.15, p < .01,
partial η2 = .25). Spatial abilities and the interaction between familiarity and spatial
abilities were not found significant factors (p = .58 and p = .38, respectively). The results
are shown in Fig. 2.

Fig. 2. Absolute errors of direction estimation in both experimental scenarios.

Regarding the distance estimation, we did not use the absolute errors in this
measure as the positive and negative errors could provide us valuable information
about the influence of familiarity and spatial abilities on distance overestimation or
underestimation. Using the same mixed design in which familiarity was entered as a
within-subject variable while spatial abilities group based on mean split was entered
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as a between-subject variable, results showed that the familiarity had main effect on
the distance estimation errors (F(1, 24) = 8.32, p < .01, partial η2 = .26) while the
interaction of familiarity and spatial abilities also contributed to the influence signif‐
icantly (F(1, 24) = 6.50, p < .05, partial η2 = .21). The spatial abilities were not
found a significant factor of distance estimation errors (p = .67). In particular, famil‐
iarity seems non influential to participants in the low spatial abilities group, as their
estimation in both familiar and unfamiliar scenarios are similar (M = 1.69, SD = 3.28;
M = 1.56, SD = 3.14, respectively). Spatial abilities seem non influential on partic‐
ipants in the familiar scenario as well (p = .68). Familiarity, however, plays a signif‐
icant role influencing participants in the high spatial abilities group, as their estima‐
tion errors in the familiar scenario is higher (M = 2.21, SD = 2.93) than those in the
unfamiliar scenario (M = .11, SD = 1.90). Figure 3, below, shows these results in
details. We further discuss participants’ distance estimation in Sect. 5.2.

Fig. 3. Distance estimation errors influenced by familiarity and spatial abilities.

Due to the fact that participants were asked to draw the sketch map showing direction
from the central train station (theatre) to the student cafeteria (library) without the
requirement of including the same landmarks, the sketch maps provided by participants
include various types and numbers of landmarks. This diversity made the comparison
between each participant’s sketch maps with a cartographic map less informative.
Therefore, we only applied the spatial abilities as the between-subject factor to compare
participants’ sketch maps between the two spatial abilities groups. To do so, we used
Gardony Map Drawing Analyzer [39] to quantify all drawn sketch maps. Once a coor‐
dinate file was created based on the first sketch map and landmarks (drawn in the familiar
scenario), the second sketch map (drawn in the unfamiliar scenario) was imported to
measure several aspects including configurational accuracy (r), scaling (ϕ), and rotation
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(θ). The reason for choosing these measures is because they provide valuable informa‐
tion about configurational changes of sketch maps between familiar and unfamiliar
scenarios. Each aspect of these measures was entered in a one-way ANOVA. Results
showed that spatial abilities did not significantly differentiate sketch maps’ configura‐
tional distortion, size, or rotation (p = .88; p = .98; p = .42, respectively). However, the
results from these bi-dimensional measures provide valuable information for us to
understand the change of sketch maps drawn by each participant from familiar scenario
to unfamiliar scenario. In particular, the descriptive statistics of configuration accuracy,
scaling, and rotation of participants in both spatial abilities groups are shown in Table 1.
We further address these measures in our discussion on sketch maps in Sect. 5.3.

Table 1. Descriptive statistics of participants’ sketch map measures

Participants Configurational
accuracy (r)

Scaling
(ϕ)

Rotation
(θ)

Low spatial .85 .78 13.56o

High spatial .84 .78 45.64o

Average .85 .78 27.13o

5 Discussion

Based on the results that we described above, the discussion is structured as following
three sections: errors of directional estimation, errors of distance estimation, and meas‐
ures of sketch maps.

5.1 Directional Estimation

The first important notion is the influence of familiarity on directional estimation. Not
surprisingly, this finding confirms earlier suggestions that contribution of verbal descrip‐
tion to survey knowledge is weak [40, 41] as the refinement of survey knowledge is
sensitive to time and experience of a person [42]. Furthermore, this study further reveals
that familiarity to an environment has a more dominant role on refining survey knowl‐
edge. This finding further supplements the suggestion of a previous study that develop‐
ment of spatial orientation which helps one to estimate direction in one environment is
mostly associated with the person’s familiarity [43, 44]. These previous studies suggest
that the influence of familiarity on spatial orientation is more dominant than that of the
environment. Although this study does not address the role of the environment, it is
worthwhile in future studies to clarify the roles between environment and spatial abilities
while counting the major influence of familiarity. It is likely that familiarity helps a
person embed a planned route in a larger context, which contributes to globally orienting
the route in an environment. Therefore, when a person has no familiarity of larger context
in the environment, he or she is likely to be less spatially oriented.

It is also important to note the large errors of estimation by participants in both
familiar and unfamiliar scenarios. Even in the familiar scenario, participants’ estimation
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had errors over 60o. The error is greater when the instructions were altered to appear as
an unfamiliar environment to participants. This further indicates that the refinement of
spatial knowledge is a lengthy process, especially if one does not acquire spatial knowl‐
edge of the environment through representation such as maps.

5.2 Distance Estimation

Participants’ estimation of distance in this study shows large variation. In general, the
influence of familiarity and spatial abilities seems more intricate. It is easy to note that
familiarity seems non influential on participants with lower spatial abilities, as their
errors of distance estimation are very similar between the familiar and the unfamiliar
scenario. It is interesting to find that in the unfamiliar scenario, participants with high
spatial abilities are benefited the most. Their estimation of distance based on the altered
route descriptions yield very small errors. Furthermore, if only considering the main
effect of familiarity, all participants overestimate the distance in the familiar scenario
rather than in the unfamiliar scenario. The findings here are parallel to the suggestion
from a few previous studies. For example, Sadalla and Magel [45] suggested that a higher
number of turns in an environment leads to overestimation of distance. This suggestion
explains our findings in this study as well. When participants were estimating the
distance from the central train station to the student cafeteria, they mentally walk through
the route in order to estimate the distance. The mentally walked route involved small
turns or slight changes of direction, which were not exactly represented in their verbal
descriptions or sketch maps. Those provided verbal descriptions and sketch maps show
the route in a simpler fashion to make the directions easier for a person to follow.
Therefore, when they were given the altered verbal descriptions, the number of turns is
directly controlled by the information provided in those directions, which leads to less
number of turns, hence less overestimation. This finding was later verified and replicated
using a virtual environment (see [46]). Furthermore, an early study by Cohen and
colleagues [47] discussed the roles of task demand and familiarity on estimation of
distance that showed estimation of distance is more accurate in an unfamiliar environ‐
ment than in a familiar environment. A recent study by Jackson and colleagues [48] also
demonstrated that spatial experience such as time spent in an environment does not lead
to improvement of estimation but overestimation. The factor that contributes the refine‐
ment of distance estimation is not time in an environment but the evolutionary navigation
costs. These theories also explained participants’ performance of distance estimation in
this study. When participants are given altered directions, they have to actively engage
and process the provided information during the experiment to estimate. While during
their daily activities in the city, their acquisition of spatial knowledge and learning of
the environment could be subconscious and not so purpose oriented.

5.3 Sketch Map Measures

Results of sketch map measures further confirm that the influence of spatial abilities on
configuration of sketch maps is not dominant. Based on our measures of the configura‐
tional aspects of sketch maps, including distortion and scaling, participants in both

Can You Follow Your Own Route Directions 47



spatial abilities group have almost the same ratio indicating that the distortion of sketch
map configuration is not affected by spatial abilities. Looking at the configurational
accuracy, sketch maps drawn based on altered verbal descriptions only have about 15%
distortion. Similarly, the scaling indicates how much a sketch map is resized when
participants draw them based on altered verbal descriptions. Participants in both spatial
abilities groups tend to draw sketch maps 22% smaller than the ones drawn based on
their own spatial knowledge. This could be an indicator that familiarity may have played
a role influencing the size of sketched maps. When participants are familiar with an
environment, they are likely to think of more details. According to our earlier discussion
on the overestimation of distance, they tend to draw longer lines and more segments of
street. They can both lead to a larger configuration of a sketch map. When participants
read through the altered verbal descriptions which provides the only available spatial
information, their estimation of distance seems less, hence the drawn segments of streets
would be shorter.

The third aspect of sketch map measures on rotation, worth further exploration. As
the rotation is related to participant’s orientation, our findings in directional estimation
are also associated with this aspect. We introduced earlier that due to the familiarity of
a person, the participant can orient the planned route within a global context of envi‐
ronment, which can be orientation specific. Depending on the position of the participant
when taking this task, participants could rotate the page to draw their orientation-specific
sketch maps. When processing the altered verbal descriptions, participants no longer
have an orientation-specific context to embed the route, so most of them tend to draw a
sketch map align their map north with the upright orientation of the given sheet. It is
necessary to point out that the accurate angle between the start-end locations and north
is −68o (68o anti-clockwise). All participants tend to rotate their orientation-specific
sketch maps clockwise towards a north-upright alignment in the unfamiliar scenario. In
particular, higher spatial abilities participants rotate sketch maps 45.64o clockwise and
lower spatial abilities participants rotate sketch maps 13.56o. Because we did not specify
the sitting position of each participant, it is unknown if their facing direction during the
sketching task would influence this sketch map measure. We plan to carry out a follow-
up study, in particular, to address the influences of familiarity, spatial abilities, and actual
sitting position on the configurational rotation of sketch maps.

6 Conclusion

Verbal descriptions are common in our daily lives helping one get from one location to
another in a new environment. We acknowledge the large individual variation among
people’s given directions, creating only one version may not meet the need of individ‐
ual’s information sufficiency and style. To avoid this bias, we design to create the
familiar and unfamiliar conditions based on ones’ own given directions. We only replace
the names of entities such as street names and landmarks in the directions and keep the
syntax and amount of information the same. Therefore, each individual would be
acquainted with the style that verbal descriptions are given. Besides the familiarity as a
considered factor, we employ psychometric tests and self-rated spatial strategies to place
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participants into two groups: high spatial abilities and low spatial abilities. Participants’
performance such as estimation of direction and distance and measures on sketch maps
were used as dependent variables, while these introduced factors were entered as inde‐
pendent variables in our analyses to investigate the different roles that they play.
However, it is important for use to acknowledge that we have only asked each participant
to estimate only once in each condition regarding direction and distance. The estimations
may have not fully represented a participant’s full scale of spatial knowledge but mainly
the survey-level knowledge of direction and distance, Further studies are needed to
investigate more comprehensively about one’s spatial knowledge.

It is important to summarize the impact of familiarity on spatial performance together
with spatial abilities. The most important finding of this study is that it shows different
impacts that familiarity and spatial abilities have on various aspects of spatial perform‐
ance. Familiarity plays a dominant role on spatial orientation that involves direction
regardless of spatial abilities. Regarding spatial knowledge associated with distance,
familiarity tends to have a negative role on accuracy of distance estimation. This is
because of the mentally navigated route in an familiar environments involves more
details and small turns which are normally eliminated when expressing routes for others
for navigation purpose, these details and higher number of turns lead to overestimation
of distance. However, when given descriptions of an unfamiliar environment, partici‐
pants with higher spatial abilities seem to benefit the most. Their higher spatial abilities
lead to more accurate estimation of distance when they actively engage and process the
provided descriptions. Participants with lower spatial abilities estimate almost the same
in both familiar and unfamiliar scenarios. The measure of participant’s sketch maps
confirm the findings in estimation of direction and distance. Like the estimation of
distance, familiarity tends to lead one person to draw a slightly less distorted and larger
sketch map. The orientation of sketch maps seems to be perspective specific when one
is familiar with an environment. In unfamiliar environments, the sketch map seems to
be orientation free that north of the map is aligned with the upright direction of page.
The information may provide some more evidence to characteristics regarding cognitive
maps developed in familiar and novel environments. These results provide useful infor‐
mation regarding the design of navigation systems that can contribute to one’s spatial
orientation compared to the poor contribution of existing navigation systems regarding
this aspect (see example in [49]).

It is also important to acknowledge the limits of this study. First of all, due to its
relatively small sample size, our results show necessity for further investigation on the
roles of familiarity and spatial abilities on acquiring spatial knowledge with more partic‐
ipants. Second, we instruct participants to perform free sketching task without requiring
them to include identical spatial entities in their verbal descriptions and sketch maps,
which provides difficulty when comparing each participant’s two maps with a carto‐
graphic map. In order to clarify the role of familiarity on sketch maps, we aim to design
an experiment that controls the number of landmarks to be sketched in order to provide
a comparable basis. In this way, sketch maps will be further compared with metric maps
for more qualitative assessments. Third, our finding of the orientation specific and
orientation free trend in drawn sketch maps of familiar and unfamiliar environments
motivates us to further investigate if the siting position and facing direction would play
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a role on the orientation specificity of sketched maps. To do so, we will conduct an
experiment with a siting condition factor, together with the factors of familiarity and
spatial abilities to shed light on their impacts.
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Abstract. The analysis of individual factors supporting wayfinding ability is
attracting increasing interest in the spatial cognition domain. The present study
aimed to investigate whether two variables, wayfinding self-efficacy and pleasure
in exploring, relate to shortcut-finding performance. A group of 124 university
students were led along a route through one of two virtual environments that
differed only in that one contained landmarks, while the other did not. Then they
were asked to find a shortcut from the start to the end of the route they had learned.
Two questionnaires were also administered to assess their wayfinding self-effi‐
cacy and pleasure in exploring. The results showed a better performance in the
shortcut task for the environment containing landmarks. Individual differences
correlated with shortcut-finding ability, but their predictive power was stronger
in the without- than in the with-landmarks condition. The authors concluded that
individual variables, such as wayfinding self-efficacy and a positive attitude to
exploring, interact with environmental features (landmark availability) and relate
to wayfinding performance.

Keywords: Wayfinding · Shortcut finding · Landmarks · Virtual environment ·
Wayfinding self-efficacy · Pleasure in exploring

1 Introduction

1.1 Wayfinding: A Multifaceted Ability

Wayfinding (WF) is generally defined as the ability to move around efficiently, and to
find a route from a starting point to a destination [36]. It is an important component of
everyday life and can even be vital in some circumstances, in adverse weather conditions
or emergencies, for example [16]. It is generally acknowledged that WF is a multifaceted
skill that requires a broad range of mental processes, cognitive functions, and strategies
[14, 52]. It is also susceptible to wide individual differences [58]: some people find WF
easy [8], while others have serious difficulties right from their childhood [18, 45], with
all the gradations in between.
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Studying individual differences has helped to shed light on the neural substrates [54]
and cognitive mechanisms implicated in WF ability [58], showing that optic flow [22],
working memory [24, 31, 32, 56], attention and planning [8] functions are involved in
WF tasks. Personal traits are not the only components affecting WF, however. Some
studies have underscored that environmental features and the type of task at hand can
strongly affect navigation [4]. What emerges is a complex pattern of individual and
environmental features interacting in influencing performance in WF tasks, which can
also vary considerably, from visual landmark recognition to retracing a route, estimating
direction and distance, and finding a shortcut. Different tasks are assumed to demand
different spatial representation strategies, with distinct implications for perception,
attention, and memory [57].

1.2 Shortcut Finding

A psychologically relevant distinction exists between WF tasks that involve retracing
an already-learned route and those in which a novel, hitherto unknown path has to be
found. Examples of the latter are shortcut-finding tasks, which involve identifying the
shortest route to reach a destination. Finding a shortcut involves using a configurational
representation obtained by integrating information acquired during navigation [12].

A paradigm frequently used to test people’s ability to integrate environmental infor‐
mation gleaned from navigation is triangle completion, in which participants are led
along two sides of a given triangle-shaped configuration and have to find the shortest
way back to the starting point [28]. Typically, performance in triangle completion is
more accurate in the presence of landmarks than in their absence [13, 43]: participants
integrate their information and find a shortcut more easily in relation to the landmarks,
whereas without them they are only able to retrace their steps [9, 10].

The presence of landmarks does not always guarantee that environmental informa‐
tion will be integrated to form a configured representation, however. There is evidence
of individual differences - in terms of working memory [24], visuo-spatial abilities [43],
strategies [9, 47], and also subjective measures of Sense of Direction (SOD) [15, 21] -
all contributing to explaining the variability in people’s shortcut-finding abilities.

1.3 Subjective Measures and Wayfinding

People’s subjective measures regarding their spatial preferences and attitudes, such as
spatial anxiety, spatial strategies, and SOD, have been studied intensively in terms of
how they relate to WF ability. Self-assessed SOD (an individual’s estimation of their
ability to locate and orient themselves in an environmental space) is perhaps the most
often studied subjective index since Kozwlosky and Bryant [23] identified significant
relationships between SOD and performance in pointing tasks after learning spatial
information.

More recently, Janzen and colleagues [21] found that individuals scoring higher for
SOD on the Santa Barbara Sense of Direction Scale (SBSOD) [15] consolidated land‐
mark information better (with more activity in the hippocampus) than those reporting a
weaker SOD. In the work of Labate and colleagues [24], higher SBSOD scores again
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coincided with better shortcut-finding skills in a real environment previously learned
from navigation. Spatial strategies have also been found related to WF, and susceptible
to gender-related differences, females being more likely to adopt route strategies, while
males show a stronger preference for configurational strategies and survey representa‐
tions [25, 26].

Several instruments have been devised to assess individual differences in a variety
of subjective measures: spatial anxiety [25], strategies [25], preference for spatial repre‐
sentation [40], and SOD [15]. The last of these seems to be related to memory consol‐
idation for navigationally relevant objects [20], and to WF in real [24] and virtual [42]
environments. Interestingly, the strength of the relationship between subjective meas‐
ures and environment learning tasks depends on the demands of the tasks and their
difficulty: the relationship is stronger for spatial than for visual tasks, and for difficult
than for simple tasks [55].

1.4 Emotions, Motivation, and Socio-cognitive Factors in the Spatial Domain

So far, research on WF has devoted little attention to the role of emotions, motivation,
and socio-cognitive factors, although these variables have proved important in the
performance of other spatial tasks. There is consistent evidence, for instance, that socio-
cognitive factors such as stereotype threat (which refers to the risk of individuals seeing
confirmed in themselves a negative stereotype applied to their social group) [29, 51],
and gender identification [59] have a role in determining performance in mental rotation
tasks. Young women performed less well in the Mental Rotations Test (MRT) when
under stereotype threat than in a control, non-stereotyped condition [35]. It seems that
personality factors should be taken into account too in explaining MRT performance,
since gender identification interacts with stereotype threat in worsening MRT perform‐
ance [39].

There are also studies supporting the link between emotions and WF. Schmitz [48]
found that spatial anxiety (the degree of anxiety experienced when performing envi‐
ronment tasks) influenced WF speed in a virtual environment (VE). Lawton [25] showed
that females experienced more spatial anxiety than males, and this factor correlated with
route WF strategies. More recently, a number of studies have further demonstrated that
anxiety interferes with WF performance [17, 53], particularly in difficult tasks [50]. On
the other hand, no studies have so far investigated the role of positive emotions (such
as pleasure in exploring) in sustaining WF despite a growing body of evidence of positive
emotions enhancing performance in a variety of cognitive tasks [11]. The present paper
aims to start filling this gap.

1.5 Wayfinding Self-efficacy

Over the years, an impressive amount of evidence has shown that motivational factors
can sustain (or hinder) cognitive performance and goal-directed behavior. In this
domain, one of the most often studied constructs is that of self-efficacy [2], described
as a person’s belief about his or her ability to accomplish a task. Perceived self-efficacy
has been proved to influence numerous domains, including cognitive development [1],
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self-regulated learning and academic motivation [49], sport performance [37]. One of
the goals of the present study was to explore whether perceived self-efficacy in spatial
tasks can predict WF performance.

1.6 The Present Study

The aim of this study was to explore the role of a positive attitude (pleasure in
exploring) and perceived self-efficacy in spatial tasks in relation to WF perform‐
ance in a VE. A VE was used because previous studies had shown that people are
able to acquire spatial knowledge from VEs in the same way as they do in the real
world (e.g. [46]). The use of VEs also enables variables of interest (such as the pres‐
ence of landmarks) to be controlled, and is a useful way to objectively assess indi‐
vidual differences in WF [14, 55].

As mentioned in the above review, positive emotions have a distinct role in
enhancing cognitive performance, and a number of studies have demonstrated the influ‐
ence of socio-cognitive and personality factors on spatial learning. We feel that this line
of investigation should be extended to WF ability, exploring its relationship with
emotions, motivation, and personality factors.

In our study, participants completed two questionnaires, one designed to assess their
WF self-efficacy, the other to assess their attitude to spatial tasks. They were then
conducted along a path through an urban VE that they were asked to memorize. Imme‐
diately afterwards, they were returned to the starting point and asked to find a shortcut
to the destination. In order to do so, the information they had acquired from an egocentric
perspective while navigating needed to be integrated in an allocentric representation and
a completely new route had to be identified. Our expectation was that WF self-efficacy
and attitude to spatial tasks would relate to shortcut-finding performance.

Participants were assigned to one of two groups: one group learned a VE that
contained numerous elements that might be used as landmarks: buildings, a fountain, a
traffic light, trees, etc. They are all items typically found in an urban environment. The
other learned the same VE, but without any of these potential landmarks: only the layout
of the streets was displayed. We expected WF self-efficacy and attitude to spatial tasks
to be more strongly associated with WF performance in the no-landmark condition,
based on past studies suggesting that personal features – such as anxiety [50] and SOD
[38, 55] - were more predictive of performance in difficult spatial tasks than in easier
ones. Muehl and Sholl [38] showed that SOD predicted participants’ ability to path-
integrate over longer routes with more turns in a VE, but not over shorter routes. In the
same vein, Weisberg et al. [55] found that SOD explained a significant portion of the
variance for between-route pointing trials, but was not a significant predictor for within-
route pointing trials.
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2 Method

2.1 Participants

A total of 124 undergraduates (63 females) took part in the study (age M = 23.6,
SD = 2.11). They were randomly assigned to one of two groups: 59 participants (29
females) learned a route through a virtual environment with landmarks (Landmark) and
65 (34 females) learned the same route but without any landmarks (No Landmark).

2.2 Materials

Individual differences measures
Attitude to spatial exploration questionnaire (Attitude), revised from [41]. This is
designed to assess attitude towards orientation tasks and pleasure in exploring. It
comprises 8 statements that describe feelings, attitudes, and preferences in situations
involving environmental orientation (e.g. “I love exploring different places that I still
don’t know well, and finding new ways to get to places”; “I would like to play a sport
like orienteering, where people have to move very fast in unknown places”). For each
statement, respondents indicate their agreement on a 5-point scale from 1 (not at all) to
5 (very much), and the total score is obtained from the sum of each item rating. Internal
consistency (a measure of a test’s reliability based on correlations between items) was
good (Cronbach’s α = .83, calculated on the current sample).

Wayfinding self-efficacy questionnaire (Efficacy), revised from [34]. This investi‐
gates how confident individuals feel about their ability to perform typical WF tasks. It
consists of 8 items that describe precise tasks (e.g. “Finding the car in a large parking
lot”; “Visiting friends who live in an unfamiliar neighborhood”), scored on a 6-point
scale from 1 (not at all) to 6 (very much) in response to the prompt: ‘‘Indicate how well
you think you would cope in the situations described’’, and the total score is given by
the sum of each item rating. Internal consistency was good (α = .85, calculated on the
current sample).

Learning phase
A virtual environment prepared with Superscape 5.61 software, adapted from [42]. Two
versions of the same outdoor urban VE were used, one with and the other without land‐
marks (Landmark and No Landmark, respectively), with a path some 300 m long that
consisted of 12 segments between two adjacent nodes, which included 2 roundabouts
and 9 turns (4 to the right and 5 to the left). In the Landmark version the environment
contained buildings, a fountain, a monument, trees, a traffic light, flower beds, and other
elements typically found in an urban environment that can serve as navigation aids
(Fig. 1, panels a and c). The environment without landmarks was identical except for
the absence of any buildings or other elements of the urban landscape. Only the layout
of the streets was displayed (Fig. 1, panels b and d). Another VE was used for practice.
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Fig. 1. The path through the VE with (panel a) and without landmarks (panel b). The best shortcut
is shown on panel b. Panels c and d show the starting point from a participant’s perspective (for
the Landmark and No landmark conditions, respectively).

The virtual navigation (learning) phase was conducted on a desktop PC running
Window 7 Professional 64 bit (SP1); processor: CPU intel i7, 3.33 GHz, Ram 12,0 GB;
graphic board: NVIDIA QUADRO FX 3800, refresh rate 60 Hz; resolution:
1280 × 1024, Screen BENQ: FP93VW. The VE was presented on a 17-inch screen
placed 50 cm away from the participant.

2.3 Procedure

Participants were tested individually during a single session lasting about 45 min. First
they completed the Attitude and Efficacy questionnaires (in addition to other question‐
naires that were not considered in the current study).

Then the route learning phase started. Participants were told that their task was to
memorize a path through a VE and afterwards to perform a number of spatial tasks. They
were familiarized with the use of the joystick (using the Logitech cordless Freedom R
2.4) and the desktop virtual reality apparatus in a sample VE for 3 min before starting
the experimental task. Participants watched an avatar walk for about 3 min from the start
to the end of a path through the Landmark or No Landmark VE. Immediately afterwards,
they were returned to the starting point and asked to find a shortcut to the destination,
using the joystick.

The task was complete when they reached the end point. The dependent variable was
the error in the length of their shortcut, calculated by subtracting the length of the best
shortcut (128 m) from the length of the shortcut identified by participants.
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3 Results

3.1 Landmarks and Shortcut-Finding Performance

A univariate analysis of variance was run on the shortcut error (length of the shortcut
identified by participants minus 128, which was the length of the best shortcut), inserting
Environment (Landmark vs No Landmark) as a factor. The results showed a main effect
of Environment, F (1, 122) = 24.84, p < .001, ŋ2p = .17, with better performance in the
Landmark (M = 60.85, SD = 94.21) than in the No Landmark condition (M = 236.88,
SD = 255.96).

3.2 Attitude to Spatial Tasks, WF Self-efficacy, and Shortcut-Finding
Performance

Correlations. Table 1 shows the correlations between Attitude, Efficacy and shortcut
error. Given the high correlation between Attitude and Efficacy, we averaged the z-
scores of the questionnaires in a single individual differences variable (Att-Eff). The
correlations between Att-Eff and shortcut error were r = −.23, p = .09, and r = −.33,
p = .008, in the Landmark and No Landmark conditions, respectively, with (as expected)
a significant correlation only in the former condition.

Table 1. Correlations between attitude, efficacy and shortcut error.

1 2
1. Attitude –
2. Efficacy .67*** –
3. Shortcut error −.26** −.21*

Note. * p ≤ .05; ** p ≤ .01; *** p ≤ .001

Regression models. A hierarchical multiple regression analysis was run using a block‐
wise method, and considering Environment, Att-Eff, and their interaction as predictors,
and shortcut error as the dependent variable. Environment (a dichotomous variable, i.e.,
1 for Landmark and 0 for No Landmark) was input in step 1, and the Att-Eff scores on
a continuous level were input in step 2; then the Environment x Att-Eff interaction was
considered in step 3. The gender variable was taken into account in a preliminary Step
0, given the gender-related differences in visuo-spatial strategies and tasks (e.g. Lawton
[25]), but its effect was not significant (F < 1) and the final regression model only
considered Steps 1, 2, and 3.

The results of final regression models (shown in Table 2), revealed at step 1 the effect
of Environment (R2 = .17, F (1, 121) = 24.72, p ≤ .001) and at step 2 the effect of Att-
Eff (R2 = .05, F (1, 120) = 8.25, p < .01), accounting together for 22% of variance.

Step 3 showed a significant Environment x Att-Eff interaction, F (1, 119) = 4.87,
p < .05, explained by the fact that individual differences influenced shortcut-finding
performance more in the No Landmark than in the Landmark condition (see Fig. 2).
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Table 2. Hierarchical multiple regression model on shortcut error.

Predictors ΔR
2 β

Step 1: Environmenta .17*** −.39***

Step 2: Eff-Attb .05** −.44**
Step 3: Environment x Eff-Att .03* .28*
Total R2 .25

Note. N = 124; a Environment: 0 = without landmark, 1 = with landmark; b mean
score for Efficacy and Attitude z scores; *p < .05, **p < .01, ***p < .001.

Fig. 2. Interaction between shortcut-finding performance (shortcut error) in relation to Att-
Eff (individual factor, z score) by environment with landmarks (Land+) and without
landmarks (Land−).

In other words, participants with a more positive attitude to spatial tasks and a higher
WF self-efficacy rating found shorter shortcuts in the environment without landmarks;
while these factors were less influential in the learning condition with landmarks.

4 Discussion

Previous studies found that environmental and individual features interact in contribu‐
ting to WF performance [4, 14]. In the realm of general cognitive abilities and figural
spatial tasks (e.g. MRT), numerous studies have pointed to the importance of socio-
cognitive (e.g. stereotype threat), affective (emotions) and motivational (self-efficacy)
factors in sustaining cognitive performance. The present study is the first to have
explored how attitude to spatial tasks (pleasure in exploring) and WF self-efficacy
interact with environmental features and relate to shortcut-finding performance.

Participants were asked to learn a path as they navigated through a VE with or without
landmarks, and then to find a shortcut from their previous starting point to their desti‐
nation. Their WF self-efficacy and pleasure in exploring were measured by means of
two questionnaires.
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As expected, the Landmark group performed better in shortcut-finding, confirming
the findings of other studies that pointed to the informative value of landmarks for navi‐
gation [e.g. 3, 7, 19, 27].

Further, it newly emerged that the presence of landmarks and an aggregate measure
of WF self-efficacy and pleasure in exploring accounted together for 22% of the variance
in shortcut task performance. Notably, a significant interaction between environmental
and individual difference factors showed that the latter were more predictive of perform‐
ance in the more difficult condition (in a VE with no landmarks), whereas WF self-
efficacy and pleasure in exploring were less influential in the easier condition (a VE with
landmarks). Indeed, it is in the more demanding situations that personal factors intervene
in coping with difficulties and finding appropriate strategies and solutions.

5 Conclusions

The multicomponent nature of WF abilities means that many variables relating to the
environment, the task in hand, and individual factors, alone and in combination, need
to be considered in order to account for its complexity. So far, cognitive processes
(attention, memory, planning) and self-report measures of SOD and spatial anxiety have
been the most often studied of the individual variables, [24, 32], whereas less attention
has been paid to the potential enhancing value of a positive attitude to spatial tasks and
WF self-efficacy, although an impressive amount of research has demonstrated the rele‐
vance of self-efficacy [1] and positive attitudes [5] in a variety of tasks and behavior.

The present study demonstrates that pleasure in exploring and WF self-efficacy relate
to WF performance. This is a novel result, which can be explained by people’s daily
experiences. From childhood to old age, people frequently engage in orientation tasks
- WF, planning routes, estimating direction and distance – more or less successfully
(finding a destination or getting lost) and with variously positive (satisfaction, pride,
relief), or negative (frustration, anger, sense of insecurity, fear of getting lost) associated
emotions. It is plausible that past and present experiences contribute to building cogni‐
tive-affective units [33] relating to spatial orientation that, in turn, mediate future feelings
and behavior, prompting fear and avoidance or pleasure and high self-efficacy when it
comes to engaging in spatial tasks.

A limitation of this study lies in the small portion of variance (5%) explained by Att-
Eff. This could depend on the instruments used and/or on the task. To measure WF self-
efficacy we used a questionnaire in which the items describe spatial situations commonly
found in everyday life. Bandura [1, 2] made the point, however, that the predictive power
of perceived efficacy is stronger when it is assessed just before engaging in a specifically
related task. It might therefore be useful to investigate the predictive power of self-
efficacy by asking participants to assess it immediately before they perform a specifically
related task. In addition, if WF self-efficacy derives partly from previous experience in
spatial orientation tasks [1, 2], it may be that it is more predictive in previously experi‐
mented situations, i.e. in real-life tasks rather than in VEs. In future studies, it might also
be interesting to test whether WF self-efficacy actually increases after spatial training
and whether it can contribute to boosting any positive effects of training.
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As for pleasure in exploring, this is a hitherto little analyzed construct and ours should
be seen as a pilot study. Our participants were presented with relatively few items
exploring their attitude to a variety of environment tasks. A broader range of situations,
and the related positive emotions (satisfaction, pride, desire, fun, challenge) warrants
more thorough investigation.

Finally, the specific contribution of WF self-efficacy and attitude to spatial tasks,
also vis-à-vis spatial anxiety and subjective SOD, should be further analyzed in future.
The existence of a strong correlation between the two variables raises questions about
their actual distinctiveness and the direction of the relationship. Concerning the first
point, it is worth noting that WF self-efficacy is a motivational variable likely to support
performance through task-orientation and strategic behavior, whereas attitude to spatial
tasks is mainly an affective component that pertains to the valence of emotions that
anticipate and accompany the completion of a wayfinding task.

Motivational theories typically emphasize the close relationship between motivation
and emotional states, but still consider them as two distinct components, both likely to
favor goal achievement [2]. Interestingly, the affective component may be seen as a
direct consequence of self-efficacy, based on the assumption that a high self-efficacy in
relation to a specific task enhances positive emotions and strategic behavior, which in
turn positively affect performance. A future study on a large sample should clarify this
question, comparing two alternative predictive models: one where spatial self-efficacy
and attitude give independent contributions to WF task performance; the other where
attitude acts as a variable mediating between self-efficacy and WF task performance. In
the present study, we averaged the instruments to obtain a single Att-Eff score in order
to emphasize their predictive power, but the use of richer and more diversified measures
might enable us to better distinguish between different variables and clarify how they
relate to specific environment learning tasks.

Nevertheless, our results are innovative and should inspire further research on these
topics: other non-cognitive aspects (e.g. personality traits) could be explored in relation
to emotions, self-efficacy, and exploring, as recently suggested by Condon et al. [6].
Further research could also investigate the relationship between WF behavior and child‐
ren’s autonomy and freedom to explore their neighborhood [30, 44]. Taken together,
these studies could open up new scenarios in the study of wayfinding behavior.
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Abstract. A critical component of effective navigation is the ability to form and
maintain accurate cognitive maps. Proper cognitive map maintenance can become
difficult for older adults as many of the constituent memory structures exhibit
degradation with age. The present study employed a novel testing paradigm where
younger adult participants (20 to 40 years) and older adult participants (60 to 80
years) learned a virtual environment through free exploration using an immersive
driving simulator. After the learning phase, participants immediately sketched a
map of the course. As forming an accurate baseline cognitive map was critical to
this methodological procedure, they were provided additional learning time if
placement of landmarks and roads were not within a given accuracy tolerance.
Upon meeting criterion, participants completed egocentric and allocentric
pointing tasks. Following this lab-based testing, participants were given 2 packets
containing the exact same map sketching and pointing tasks to complete one-day
and one-week after the study. Results showed clear age group differences, with
older adult map sketching and pointing performance being significantly worse
than their younger counterparts. There was also a clear numeric trend showing
declines in performance for the older adults at the delayed-testing time intervals
as compared to the in-lab testing. These findings suggest that the stored cognitive
maps of older adults may exhibit greater decay over time as compared to younger
adults. Future studies using this new methodological paradigm will be helpful in
further elucidating the processes underlying spatial knowledge decay in older
adults.

Keywords: Spatial cognition · Driving · Aging · Virtual reality · Navigation

1 Introduction

As humans move through and learn about the environment, we develop mental repre‐
sentations of surrounding space that may aid subsequent navigation. These long-term
memory structures are known as cognitive maps, which are spatial representations
formed in the hippocampus that contain information such as routes, landmarks, and the
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allocentric relations between them [1–3]. Development and maintenance of accurate
cognitive maps is critical to everyday navigation. Previous research has found that while
older adults frequently show preservation of certain spatial abilities, e.g. egocentric
tasks, they also often exhibit decline in others, including cognitive map formation and
access (for review, see [4, 5]). In addition, little is known about changes (or decay) in
spatial knowledge representations over time once the information is no longer being
reinforced through explicit learning or direct perception, especially for older adult
populations.

The goal of this work was to investigate the decay function of the cognitive map and
characterize how the aging process influences this decay. The present study focuses on
normal transformations of spatial processes rather than more extreme fluctuations expe‐
rienced as a result of disease or impairment; thus highlighting a healthy and natural aging
process. The current work also defines and evaluates a new methodological paradigm,
which was designed to provide a rigorous experimental approach for characterizing
changes in spatial memory at key times over the most susceptible interval of temporal
decay. The knowledge gained from the current work is important for (1) improving our
understanding of changes in spatial abilities that occur across the life span, (2) guiding
innovative research aimed at further characterization of the decay of spatial knowledge
for older adults, and (3) Providing guidelines for the development of assistive technol‐
ogies aimed at supporting the maintenance of spatial knowledge found to be most
susceptible to age-related decay.

After a cognitive map is formed, the navigator must maintain the integrity of this
mental representation in order to perform subsequent spatial operations during naviga‐
tion. The present work investigated whether learned environmental information decays
more over time for older adults than younger adults, even when both groups have formed
equivalent baseline cognitive maps, as assessed by meeting criterion on a map recreation
task. This approach addresses the underlying mechanics of creation and maintenance of
mental representations of space over time. It is postulated here that cognitive map decay
occurs as a normal and natural process when an individual is no longer re-enforcing the
spatial knowledge from direct experience/perception of the learned environment. Given
that humans rely on a myriad of spatial knowledge for supporting navigation, it is not
surprising that access to inaccurate cognitive maps can result in error-prone and unsuc‐
cessful navigation behaviors. Previous work has demonstrated that older adults have
significant difficulties in the process of forming cognitive maps due to the combination
of age-related change and degradation of spatial abilities [6–8]. This knowledge moti‐
vated the current paradigm used to assess decay after forming an accurate baseline,
which is meant to circumvent any formation difficulties that may otherwise have arisen.
Age-related losses have also been identified in general memory structures [9–11] further
impacting the storage and maintenance of spatial information. The storage of cognitive
map information may also undergo losses in accuracy due to limitations of spatial
memory associated with aging [12]. Considering this prior research in aggregate, a key
prediction of the present work is that spatial memory decay will occur at a greater
magnitude for older adults as compared to their younger counterparts, due to age-related
difficulties in maintaining and accessing cognitive maps, in conjunction with known
memory storage limitations.
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The typical spatial cognition approach for studying cognitive maps follows a proce‐
dure where participants learn an environment and are only tested once, immediately
after learning, without any intervening delay. A problem with this approach is that it
only measures a ‘snapshot’ in time, when the representation is least likely to be conta‐
minated by any other intervening factors. As a result, this one-time, immediate testing
paradigm cannot speak to what happens to the cognitive map (or any spatial knowledge
representation) with multiple testing probes performed over time. While there is a dearth
of extant literature investigating the decay functions of learned spatial knowledge
between younger and older adult populations, there is an abundance of research inves‐
tigating memory decay (retention/forgetting functions) with other types of memory
based on college-aged populations. For instance, a comprehensive review by Rubin and
Wenzel (1996), compiled, transformed, and analyzed retention functions for word
recognition and free recall from 210 published data sets representing a large body of
literature over many years [13]. In their work, they fit each data set to over 100 different
mathematical functions. In most cases, the best fit was determined by the time scale. For
example, linear trends tended to be more significant in extremely short time intervals
(seconds to minutes of delay). By contrast, logarithmic trends were consistently well fit
for most time intervals and were the preferred trend of the authors. Logarithmic trends
also showed some of the highest significance values for the time intervals over days and
weeks, which is the time interval emphasized in the current research. While effects of
age were not fully examined in the Rubin and Wenzel 1996 review, memory impairment
was discussed briefly. The conclusions were that the presence of memory impairment
affected the overall magnitude of forgetting, but loss functions were still the same as
with non-impairment. It is possible that older adults, with memory impairment due to
age related changes, could demonstrate similar logarithmic trends of memory decay.

In order to characterize the decay process, the present study employed a methodo‐
logical paradigm which tested peoples spatial knowledge at delayed (1-day and 1-week)
time intervals. Critical to this approach, all participants formed accurate baseline cogni‐
tive maps from the onset. Thus, results from the time-delayed testing measures only
represent the decline of that information over time while factoring out possible inter‐
ference introduced from age-related inaccuracies in cognitive map formation. Perform‐
ance comparisons were made between each of the testing intervals for map sketching
and pointing trials. An important parameter of the methodological design used here was
to provide the opportunity for equivalent baseline spatial knowledge in order to avoid
individual differences due to differential spatial learning and cognitive map development
abilities. Unlike traditional longitudinal research which focuses on months or years of
time, this methodological paradigm emphasizes spatial memory over shorter, more
susceptible intervals in the days and weeks after the spatial information is formed [13].

This work employed immersive virtual reality (VR) driving simulation in order to
facilitate large-scale outdoor navigation. The use of virtual reality with older adult
populations is far less prevalent than with younger adults. Additionally, VR research
involving elder populations frequently does not use head-mounted displays and immer‐
sive virtual reality, as is done here. Instead, research with aging typically makes use of
more readily available and easier to use desktop monitors. The use of a more modern
VR solution affords advantages over these simpler approaches, including greater realism
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and improved immersion, while allowing for increased integration with various hard‐
ware (such as a realistic driving simulator as is used here). Previous work by our group
has evaluated the efficacy and usability of the immersive VR driving simulator used in
this research, with both younger and older adults [14]. That work found performance in
the virtual simulation to match real-world data for known ‘problem areas’ of older adult
drivers, such as correctly yielding at intersections, accurate speed maintenance, and
degraded braking reaction times.

2 Method

Participants. Twenty participants completed the study, evenly split between two age
groups. The older adult age group consisted of ten people (6 female), ages 60–80
(M = 70.3, SD = 7.6). The younger adult age group included ten people (5 female), ages
18–36 (M = 22.1, SD = 4.7). Due to the sample size, the power to detect small effects
is limited. Educational experience was closely matched between age groups, averaging
just under 16 years for both groups (with 16 representing an undergraduate degree).
Prior to starting the experiment, the older adult group completed the Montreal Cognitive
Assessment, a common instrument in aging research for assessing cognitive impairment
(all participants scored equal to or greater than 26, indicating no abnormal cognitive
impairment) [15]. This research was approved by the University of Maine’s local ethics
committee and written informed consent was obtained from all participants.

Apparatus. This study employs a novel use of VR as a research tool for evaluating
spatial behaviors of older adult populations. VR motion sickness is a concern for younger
adults and is further exacerbated with age [16]; thus, this system was designed to help
alleviate simulation sickness through careful matching of real and virtual visual expect‐
ations, choice of textures/models, and superior clarity/refresh rate of the display (further
details on, and evaluation of, the driving simulator can be found in [14]). The HMD used
for this study was an nVisor SX111, from NVis inc. The SX111 has a 111o field of view,
providing a wide area for the driver to see in their peripheral vision. The SX111 also
provides two individually driven stereoscopic displays, with separate graphics
processing for each eye, rendering images at a display resolution of 1280 × 1024 per
eye. The physics software was delivered by the Unreal Engine programming environ‐
ment. In order to achieve greater immersion and provide a complete residential envi‐
ronment, 3D models of homes, businesses, landmarks, etc., were created in-lab using
the Maya 3D modeling software, a product of the Autodesk Company. The driving
simulator was constructed in-house using the driver’s seat from a Ford Crown Victoria
and the steering wheel and pedals from a disassembled Playseat racing seat. The height
of the base platform and roll-cage style stabilization bars were designed in-house to
maximize safety, given the intended use of the driving simulator with an older adult
population. Figure 1 below shows the driving simulator used for this research.
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Fig. 1. Picture of the driving simulator.

The main driving course for this experiment was based on a two box grid system in
the form of a figure eight. Participants learned four major landmarks within this map
(playground, gas station, water tower, and corner store). An additional home location
(house designated as the starting location) was placed in the environment, and each
participant began their learning phase from this home location. See Fig. 2 below for a
top down view of the road network and placement of landmarks.

Fig. 2. Top-down view of the road grid and landmark placement. Yellow outlines represent the
roads and the red squares indicate landmark locations. (Color figure online)

Design and Procedure. Participants began the experiment with a 5-minute practice
phase. During this period, they practiced on a simplified course where they could adjust
to the driving simulator apparatus as well as the immersive virtual reality experience.
Upon completion of practice, a criterion test was given to ensure that participants were
both comfortable and accurate in using the system. For this test, they had to maintain a
speed between 10 and 15 mph while weaving back and forth between 6 cones, which
were placed a fixed distance apart in the middle of the virtual road. After negotiating
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the cones, they then had to correctly observe a stop sign. This criterion test was designed
to assess the participant’s ability to accurately use/operate the driving simulator while
managing acceleration, speed, vehicle control, and breaking behaviors, as these were all
factors of interest that were subsequently evaluated in the experimental trials. No partic‐
ipants failed this criterion test (no cones were hit and all participants stopped before the
sign).

Once participants met criterion in the practice course, they moved on to the experi‐
mental driving course. During the learning period, participants were allowed free and
unlimited exploration of the environment. They were notified once they had explored
the entire environment at least once, but were encouraged to continue their exploration
until they self-assessed as having a comfortable level of spatial knowledge of the envi‐
ronment as a whole, including the position of all landmarks. After completing free
exploration and removing the head mounted display, participants were required to draw
a top-down map of the environment, including roads and placement of the four land‐
marks in the proper locations on the map. The home location (i.e., the starting point
during the free exploration phase) was provided as a reference, see Fig. 3 for an image
of the sheet used for map recreation.

Fig. 3. Map sketching sheet given to participants for re-creation of the learned environment. The
home location (starting point) was given as a reference.

If participants were unable to correctly re-create the learned environment, they
returned to the driving simulator for an additional learning phase. Participants repeated
this cycle of learning followed by sketch map completion testing until they had created
an accurate map of the learning environment. The map recreation criterion was deter‐
mined by comparing the drawn maps to that of the correct physical map of the space
being learned (landmark and road layout placement). Specifications for this criterion
were based on placement within a 10% threshold of the overall map-sketching space.
Accurate landmark placement and road layouts would thus need to have been within a
0.6 × 1.0 in. rectangular region centered on the correct landmark location or road inter‐
section/turning point for the 6 × 10 in. drawing space of the sheet given (shown in
Fig. 3). This sketch map served as a reflection of the accuracy of participants’ internal
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representation, i.e. their cognitive map. The amount of repetitions of learning phases
needed to complete an accurate sketch map was also collected for each participant.

Once a correct map was created, participants performed several pointing tasks. These
tasks were done on paper, using a blank version of the sketch map sheet where only the
boundaries of the learned space and starting landmark were provided (no internal
connectivity or landmark locations were given). The first pointing task involved egocen‐
tric pointing, where participants were asked to imagine that they were at the home loca‐
tion facing their starting direction and to draw a line to the angle of each landmark.
Egocentric pointing was done using separate sheets for each landmark. The reasoning
for using separate sheets for this task was to discourage further inter-landmark learning
and to mimic as closely as possible the procedure for the subsequent time-delayed take-
home testing. Next, participants performed an allocentric pointing task, which is a spatial
task that is known to be difficult for older adults [17]. In this task, each participant was
given judgments of relative direction (JRDs) whereby they had to point to a landmark
while imagining facing another landmark. For example, a participant may first be
instructed to imagine that they are standing at the home location and facing the gas
station. Now that they have this imagined position and facing direction in mind, they
would then be requested to point to the store. JRD trials covered all combinations of
pointing pairs between landmarks in aggregate. The in-lab map sketching, egocentric
pointing, and allocentric pointing tasks served as a baseline for comparison to the time
delayed testing that was subsequently performed one day and one week later.

Upon completing the learning and testing phases, each participant was given two
packets to take home with them. Each packet contained a set of materials that matched
the same tasks they did immediately upon completing the learning phase. The packet
included the same mostly blank pages, as used for in-lab testing, for sketching their map,
egocentric pointing, and allocentric pointing trials. Participants were then instructed to
wait until approximately the same time on the following day to complete the first packet
and one week from then at approximately the same time to complete the second packet.
At those designated times, they were requested to open the packet and to complete all
of the tasks it contained, thereby following the same procedure as was done in the lab.
Each packet also included a stamped and self-addressed envelope in which all materials
were placed and mailed back to the lab upon completion. The testing packets were
labeled with the participant numbers and designated dates for completion. Participants
were instructed to complete the packets on the specific dates, but asked to report if there
were any deviations from the scheduled times/dates. All packets were completed on
schedule as self-reported by the participants.

Once received, sketch maps and pointing trials were analyzed for each time interval.
The sketch maps were analyzed by comparing the participant’s creation of the road
layout and landmark placement (representing specific x-y coordinate points on the map)
against the correct map. The analysis was accomplished by using a sketch map analyzing
software named the Gardony Map Drawing Analyzer [18] developed based on bi-
dimensional regression analysis [19, 20]. This process uses the sketch map road layout
and landmark points to form polygons that are then compared for translation, rotation,
and scaling differences through a least squares method. Several variables are created
from the output of this process, including: (1) Scale: a measure of size differences
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between response polygons and the ideal polygon, (2) Theta: rotational differences
between the response and ideal polygon, and (3) Distortion Index (DI): a variable that
represents the overall accuracy of the polygons taken from the participants’ sketch maps
and irrespective of translation, rotation, and scale [12]. The distortion index values are
within a possible range from 0 to 100, with 0 representing a perfect placement of layout
or landmark points. To score the egocentric and allocentric data, responses for each trial
were physically measured on the pages using a protractor. These values were then
directly compared to the correct values for each trial in order to calculate signed error
and absolute error. Signed error represents directional bias of responses and absolute
error indicates the overall magnitude of the response errors. Learning times and learning
counts, the number of learning phases it required a participant to form an accurate base‐
line sketch map, were determined from the driving logs collected during the experiment.
Bi-dimensional regression variables, all pointing trials, and all learning data were
analyzed using a mixed model ANOVA with age group as a between subject factor and
time interval as a within subject factor.

3 Results

Elimination of Outliers. Outliers were identified based on data points that were 2.5
standard deviations above the mean for each given time interval and age group combi‐
nation. This resulted in 3.6% of the data being replaced by the respective mean from the
condition where the outlier was calculated.

Learning Data. Data collected from the learning phases included learning times and a
count of how many learning phases were required for a participant to meet criterion,
assessed by the ability to create an accurate baseline sketch map (suggesting develop‐
ment of an accurate underlying cognitive map). Older adult learning times averaged
about 12.3 min (M = 735.0 s, SD = 241.5 s) and younger adults took about 5.5 min to
learn the environment (M = 329.5 s, SD = 62.7 s). An independent samples T-test
comparing the learning times between the two age groups showed significant differences
t(18) = 4.392, p = 0.001. This finding indicates that older adults took consistently longer
to learn the environments; approximately twice as much time as younger adults. At most,
it took participants two learning phases to form accurate baseline sketch maps. There
was no difference between age groups for this measure, as both groups averaged 1.3
learning phases per person.

Sketch Map Analysis: Landmarks. Each of the participants’ sketch maps contained the
locations of the 5 landmarks learned during the in-lab driving session (Home, Gas
Station, CVS, Water Tower, and Playground). The polygon formed between these points
was run through the bi-dimensional regression analysis to calculate the differences in
scale, theta (rotation), and overall distortion (DI). Distortion index value means for both
age groups are shown in Fig. 4 below.
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Fig. 4. Mean distortion index values for younger and older adult landmark placement with
standard error shown.

Distortion Index values are perhaps the best measure of sketch map accuracy as they
represent the overall error between user response and the ideal landmark placement. The
results for the ANOVA on distortion index values revealed significant age group differ‐
ences [F(1,18) = 7.30, p = 0.009, partial η2 = 0.119]. Reflecting that the older adult
sketch maps are less accurate than those of the younger adults. Testing time interval was
not significant for older adults [F(2,9) = 1.75, p = 0.192, partial η2 = 0.115] or for
younger adults [F(2,9) = 0.83, p = 0.449, partial η2 = 0.064]. No significant interaction
was observed, p > 0.250. Older adults’ landmark placements were consistently worse
than younger adults. There were numerical differences between the distortion index
values at the two delayed time intervals (1-day and 1-week) compared to the immediate
in-lab testing period; however, these differences did not reach significance.

All age group and time interval means and standard deviations for scale and theta
can be found in Table 1. ANOVA results for the scale measure did not reach significance
for age group [F(1,18) = 3.95, p = 0.053, partial η2 = 0.076]. Time interval for the older
adults [F(2,9) = 2.89, p = 0.075, partial η2 = 0.194] and younger adults [F(2,9) = 0.72,
p = 0.498, partial η2 = 0.056] were also not found to be significant. The interaction
between age group and time interval was not significant, p > 0.150. As can be seen from
the omnibus F-tests, the age group and time interval differences for older adults were
very close to significance, indicating a clear numeric trend for differences between the
sketch maps of older adults and younger adults as well as decline in scale accuracy of
the cognitive maps of older adults over time. ANOVA results for the theta variable
revealed significant age group differences [F(1,18) = 9.09, p = 0.004, partial η2 = 0.159],
time interval effect for older adults [F(2,9) = 6.73, p = 0.005, partial η2 = 0.359], and
the interaction between age group and time interval [F(3,18) = 6.78, p = 0.003, partial
η2 = 0.220]. These results show that older adults exhibit consistently more rotational
offset within their sketch maps than younger adults and that this rotational error increased
as a function of testing time, i.e. the interval from initial testing after meeting the criterion
baseline to the subsequent testing at 1-day and 1-week delays. By contrast, time interval
was not found to be significant for younger adults [F(2,9) = 0.13, p = 0.877, partial
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η2 = 0.011]. The lack of significance of time interval for the younger adults, indicates
that this demographic did not experience any statistically measurable accruement of
angular error within their sketch maps over time. The rotational error within the sketch
maps ranged from 2° to 20° for older adults, and only from about 3° to 4° for younger
adults (See Table 1 for all means and standard deviations).

Table 1. Displays the scale and theta averages and standard deviations for younger and older
adults across the three time intervals for landmark placement.

Time Scale Theta (degrees)
Older Younger Older Younger

In-lab 0.96 (0.13) 0.95 (0.11) 2.4 (1.8) 3.4 (2.3)
1-day 0.72 (0.31) 0.91 (0.06) 20.5 (19.9) 4.5 (4.0)
1-week 0.87 (0.27) 0.93 (0.04) 10.0 (12.7) 4.0 (2.7)

Sketch Map Analysis: Road Layout. Key points, including road intersections and road
turn/corner placements, were used to form the road layout polygon. The layout errors
of participant sketch maps were analyzed using the same bi-dimensional regression
method as was used with the landmark placement. Distortion index value means for both
age groups can be found in Fig. 5 below.

Fig. 5. Mean distortion index values for younger and older adult road layout recreation, with
standard error bars depicted.

Distortion index values for the road layout were entered into the same omnibus
ANOVA as was done with the landmark distortion values. Results showed a significant
difference between the two age groups [F(1,18) = 13.64, p = 0.001, partial η2 = 0.221].
Time interval effects were not significant for the older adults [F(2,9) = 0.26, p = 0.777,
partial η2 = 0.021] or younger adults [F(2,9) = 0.42, p = 0.661, partial η2 = 0.034].
Likewise, the age group by time interval interaction was not significant, p > 0.300. These
results indicate that road layout creation by older adults was reliably worse than those
created by younger adults but that accuracy did not further decline over the temporal
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duration of testing. We interpret this age group difference as reflecting a general age
effect for sketch map accuracy. Overall however, road layout was extremely accurate
for both groups. This outcome indicates that the layout information (represented by the
road network) was a component of the cognitive map that is stable over time, albeit
slightly degraded as a general function of spatial abilities affected by the aging process.

Means and standard deviations for scale and theta of the road layouts are shown in
Table 2 below. Results from the ANOVA on the scale variable were not significant for
age group [F(1,18) = 0.47, p = 0.496, partial η2 = 0.010], older adult time interval
[F(2,9) = 0.64, p = 0.535, partial η2 = 0.051], or younger adult time interval
[F(2,9) = 0.08, p = 0.928, partial η2 = 0.006]. In addition, no significant age by time
interval interaction was found, p > 0.150. These findings suggest that there were no
consistent differences in scale accuracy between older and younger adult sketch maps
across the testing times used in this study. ANOVA results for the theta variable did
reveal a significant effect of age group [F(1,18) = 6.10, p = 0.017, partial η2 = 0.113],
but no significance of time interval as a function of age, older adults [F(2,9) = 1.38,
p = 0.270, partial η2 = 0.103] and younger adults [F(2,9) = 0.43, p = 0.656, partial
η2 = 0.035]. The interaction between age group and time interval was not significant,
p > 0.300. This outcome indicates that there was reliably more rotation of sketch maps
for older adults than that of their younger counterparts. Overall however, scale of the
re-created layout and rotational errors (theta) were very low. This outcome was most
likely due to the simple layout employed to allow for an environment that older adults
could readily learn.

Table 2. Displays the scale and theta averages and standard deviations for younger and older
adults across the three time intervals for road layout.

Time Scale Theta (degrees)
Older Younger Older Younger

In-lab 0.88 (0.12) 0.86 (0.07) 1.0 (0.6) 0.4 (0.4)
1-day 0.87 (0.16) 0.87 (0.04) 1.9 (3.0) 0.6 (0.5)
1-week 0.94 (0.19) 0.87 (0.04) 1.5 (1.5) 0.6 (0.6)

Pointing Trials: Egocentric. Participants completed egocentric pointing trials to each
of the landmarks learned. Egocentric pointing reflects the accuracy of the underlying
cognitive map as relates to the maintenance of self-object relations. The difference
between the response angle and the actual angle was calculated to evaluate bias (signed
error of pointing) and the absolute value of those values was used to determine error
magnitude. Directional bias within the egocentric pointing task was analyzed using the
same ANOVA model as was used with the previous measures. No significance was
found for any of the measures and overall there was no left/right bias in the pointing
judgments. The calculated absolute angle error averages and standard errors for both
age groups across the three time intervals are shown in Fig. 6. ANOVA results for
egocentric pointing revealed significant differences between the two age groups
[F(1,18) = 18.24, p < 0.001, partial η2 = 0.072]. No significant effect for egocentric
pointing accuracy was found as a function of testing time interval: older adults
[F(1,9) = 1.35, p = 0.264, partial η2 = 0.024] and younger adults [F(2,9) = 0.49,
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p = 0.614, partial η2 = 0.009]. No significant age group by time interval interaction was
observed, p > 0.150. These findings indicate that older adults show greater error in
egocentric pointing judgments than younger adults, but this error did not reliably
increase as a function of time interval over which the judgments were made.

Fig. 6. Average egocentric pointing errors for both age groups across the three time intervals
with standard error bars.

Pointing Trials: Allocentric. Participants completed allocentric pointing trials at each
testing time interval for all pairs of landmark locations. These trials had participants
imagine standing at one location, facing one landmark, and then pointing to another.
Allocentric pointing performance reflects the knowledge of object-to-object relations
that were stored and maintained in the cognitive map. Allocentric pointing error was
calculated between the response and correct angle. Directional bias within the pointing
task was analyzed using the same ANOVA Model as above, with no significant effects
found for any of the factors (all p’s > 0.05). ANOVA results for the absolute allocentric
pointing errors showed significant differences between age groups [F(1,18) = 94.54,
p < 0.001, partial η2 = 0.117]. However, there were no reliable differences observed
between the testing time intervals for older adults [F(2,9) = 2.10, p = 0.124, partial
η2 = 0.012] or for younger adults [F(2,9) = 1.46, p = 0.234, partial η2 = 0.008]. Simi‐
larly, no significant interaction between age group and time interval was found,
p > 0.100. These results suggest that older adults were consistently worse than younger
adults for allocentric pointing accuracy, regardless of the testing time interval that the
judgments were made. This finding is not surprising, as previous research has shown
that older adults have a more difficult time than their younger peers on allocentric tasks
[12, 17]. Means and standard deviations of the allocentric pointing trials can be found
in Table 3 below.
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Table 3. Average allocentric pointing errors and standard deviations for both age groups across
the three time intervals.

Allocentric pointing data (in degrees)
Age group Time interval Mean Standard deviation
Older in-lab 59.52 41.19
Older 1-day 63.10 41.57
Older 1-week 52.42 40.47
Younger In-lab 32.14 20.86
Younger 1-day 35.78 20.24
Younger 1-week 36.36 21.13

4 Discussion

The present research was designed to evaluate differences that manifest in cognitive map
decay between older and younger adults, and to characterize the decay function through
several measures of spatial behavior. This was accomplished through examining differ‐
ences in sketch maps (physical representations of cognitive maps) and performance on
egocentric and allocentric pointing trials between younger and older adults over multiple
time periods. The methodological paradigm was designed in a way that all tasks were
done after forming a highly accurate baseline. Given that previous research has found
that cognitive map formation is impacted by age, it was postulated here that the main‐
tenance of the same spatial knowledge would also be affected by age. This prediction
was partially supported by the outcomes of this study as older adult showed reduced
spatial knowledge as compared to younger adults on the same tasks. The data clearly
reflect a trend that older adults exhibit a greater decay in spatial knowledge of the learned
environment over time as compared to younger adults.

Results also showed that it took older adults about twice as long to learn the envi‐
ronments than their younger counterparts. The complexity of the environment was
designed to be challenging for the older adults but in this study, we emphasized landmark
configuration complexity over road network configuration complexity. This design
choice was made to ensure that we could collect a robust data set for the egocentric and
allocentric pointing judgments, which relied more on knowledge of landmark configu‐
ration than road network complexity. The decision to allow all participants time to form
an accurate baseline cognitive map is a unique component of the current methodological
approach that was implemented in order to ensure consistency between individuals
during the formation process. If a fixed time limit had been imposed during the learning
phase, it would not have been possible to ensure that all participants were operating from
an accurate baseline representation. As a result, the cognitive maps of the older adults
may have suffered from increased formation error compared to the younger participants,
which would have compromised the efficacy of comparing the decay functions between
groups. In sum, guaranteeing an accurate initial baseline provides a robust technique
that supports strong statistical efficacy for detecting any changes in cognitive map accu‐
racy over the subsequent time-delayed testing intervals for each task (map sketching,
egocentric pointing, and allocentric pointing). With this design, any changes in
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performance during delayed testing can be attributable to the decay process, rather than
to problems in cognitive map formation. Evidence for forming this accurate baseline for
the older adults can be observed in Figs. 4 and 6, where the in-lab performance (tested
spatial knowledge) nearly matched that of the younger adult group.

Conducting the bi-dimensional regression analysis on the sketch maps elucidated
differences that exist in the underlying cognitive maps between older and younger adults.
The cognitive maps of older adults were shown to be more susceptible to errors and
overall distortion of landmark placements and road layouts as compared to younger
adults. The magnitude of decline for older adults was specifically attributed to age-
related effects on the decay process, given that all participants were required to develop
their initial cognitive maps to accurate baselines. Increased distortion for older adult
cognitive maps was evident from both landmark placement and road layout accuracy in
their physical map recreations. Many of the same underlying mental structures for
memory are used for storage and access of cognitive maps. As such, it is reasonable to
expect that the methodological paradigm employed in the current work could also be
applied to other spatial tasks that may change as a function of the aging process.

The loss of cognitive map accuracy may reduce the ability for older adults to
successfully navigate using this internal spatial information. As previous research has
shown, cognitive maps are key to accurate navigation and older adults clearly display
losses in this long-term store of spatial knowledge after accurate learning of the envi‐
ronment, as evidenced by the current results. Other types of memory formation have
demonstrated decay of information over time as following a logarithmic trend. In the
current study, there were no reliable mathematical trends in the data. However, in-line
with previous findings, the closest predictive trend from our data was a logarithmic
function. Due to the high standard deviations and small sample size, the effect of time
interval for older adults may have only been numeric, but the large absolute difference
between the distortion values from the immediate time interval testing (11.2) and the
combined average of the two time delayed testing intervals (32.2) is notable. The
performance differences on map recreation between immediate and delayed sketch maps
provides an indication that decay is occurring in the older adults’ cognitive maps as time
passes.

The decay of cognitive maps had a slightly different effect on other measures of
interest related to physical map recreation. For instance, reliable differences in scale
were not observed but significant differences in rotational errors were evident. These
results suggest that older adults accurately maintain the distance relations between land‐
marks within their cognitive maps in a similar manner as younger adults. Likewise,
neither younger nor older adults exhibited reliable compression or expansion effects for
the spatial relations of the stored landmark knowledge over time. Rotational errors for
landmark placements and road layouts were found to be significantly greater as a func‐
tion of age during recreation, indicating that the cognitive maps of older adults are more
susceptible to distortions in these factors as compared to their younger counterparts. The
amount of rotational error also increased significantly over the time intervals tested for
older adults. This outcome indicates that the cognitive maps of older adults are more
susceptible to rotational error, but that the overall inter-landmark relations are main‐
tained. From a practical standpoint, imagine placing a physical map onto a table lined
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up with true north. If you then rotate the map, the angles of the individual landmarks as
they relate to the global environment are now incorrect, but within the map the landmark-
to-landmark distances and angles are stable. The current data suggests that the same
overall rotation of a cognitive map would lead to navigational difficulties for older adults.

Egocentric pointing data also revealed strong age group differences as well as
numeric differences in error as a function of time delayed testing. Significantly worse
pointing responses for older adults represents inaccuracies of landmark placement
within the stored cognitive maps as compared to younger adults. These results further
explain the significance of rotational errors within the cognitive maps demonstrated from
the bi-dimensional theta values. As mentioned above, older adult cognitive maps seem
to reflect greater rotational error of the stored landmark locations. These egocentric
pointing errors reflect the same increase in rotation of landmark relations for older adults
as were observed in the bi-dimensional regression analysis. Previous research has found
that egocentric spatial abilities tend to be preserved for older adults as compared to
allocentric pointing [4, 5]. However, some recent work by Giudice and colleagues has
found exceptions, demonstrating declines in egocentric performance for older adults
after learning multi-target haptic arrays [12]. The current results support the Giudice
et al. findings in the haptic domain and extend the finding of age-related egocentric
deficits between older and younger participant groups after visual learning of multi-
target layouts. High variability within the egocentric pointing errors certainly contrib‐
uted to the lack of significance observed for time interval; however, the in-lab errors
averaged about 21° and the two time-delayed errors averaged about 30°. This gap
between immediate and time delayed errors reflects a strong numeric pattern suggesting
a temporal effect on remembered landmark locations. As with the distortion values, no
mathematical trend was significant for egocentric pointing errors from older adults over
time. However, the logarithmic function was the closest to significant as a predictor for
pointing errors.

There were however, greater errors for allocentric pointing for older adults as
compared to their egocentric performance. In this sense, older adults performed better
with the egocentric task than the allocentric trials, but their egocentric errors were still
significantly greater than those exhibited by the younger adults. Allocentric pointing
also showed age group differences with older adults averaging about 58° of error and
younger adults about 35°. Recent work by Giudice et al. (2017) also found significant
differences between age groups for allocentric pointing [12]. The means for the older
adult group (34°) and younger adult group (18°) for that work were however on a lower
scale than the errors found here. Overall, the errors for this allocentric pointing task
showed that both age groups exhibited relatively poor performance, with even the
younger adults averaging about 35° of error and the older adults showing highly variable
performance between time intervals (see Table 3 for exact means). This could be due to
the method of execution for the allocentric trials. In order to accommodate the time
delayed testing, the pointing trials were done on paper and this technique may have
introduced increased allocentric errors for both age groups.

In conclusion, the current study elucidated differences in remembered cognitive map
accuracy between younger and older adults. The results demonstrated that older adults
were disadvantaged compared to younger adults, including a pattern of performance
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decline for older adults across the temporally delayed testing intervals of one-day and
one-week. The methodological paradigm used in this research to evaluate cognitive map
decay lays the groundwork for additional research on spatial decay functions. The char‐
acterization of the decay function will be further examined with methodological changes
made to strengthen the mathematical trend analysis (including larger sample sizes and
additional time interval testing).
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Abstract. Memory for order has been shown to be a separate component of
navigation ability. The current study is aimed at characterizing order memory in
navigation and to assess the impact of individual differences. In total, 589 partic‐
ipants performed an experiment in which they studied a video of a route through
a realistic virtual environment, after which they were asked about the relative and
absolute order of scenes in the route. Results suggest that order memory perform‐
ance in navigation resembles the spatial layout of a route, rather than its temporal
layout. Order memory appears to be relatively robust, as it is affected only by age
and spatial experience, but not by gender or spatial anxiety. Participants showed
an increase in performance into mid adulthood, directly followed by a decrease
in performance. Spatial experience only affected performance for children; the
more they navigated by themselves in daily life, the better their order memory.

Keywords: Order memory · Navigation · Spatial memory · Temporal memory ·
Individual differences

1 Introduction

Our ability to find the way is highly complex. In order to travel to a given destination
many different processes are executed simultaneously. We perform tasks like creating
mental maps, recognizing our environment, and adopting different perspectives on our
environment (e.g. Stankiewicz and Kalia 2007; Iaria et al. 2007; Igloi et al. 2009). Many
of these functions have received a lot of attention in literature. In order to understand
navigation as a cognitive construct it is crucial to understand the cognitive properties of
each of these different processes. The current study therefore concerns one of these
processes; order memory. Order memory is an aspect of human navigation that has been
dealt with only scarcely, but has been shown to be essential for successful navigation
(Ekstrom et al. 2011; Van der Ham et al. 2010).

Order memory concerns the memory specifically for the order in which items are
encountered. In multiple studies a dissociation has been found between order memory
and other aspects of memory, such as recognition and memory load (Fabiani and
Friedman 1997; Hannesson et al. 2004a; Hannesson et al. 2004b; Hampstead et al.
2010). These findings highlight the distinct nature of order memory. These dissociations
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have not only been found in behavioral measures, but in neuroanatomical correlates as
well. The prefrontal cortex has been linked to temporal order memory, but not to recog‐
nition. Moreover, the parietal cortex and the hippocampus are related to temporal
distinctiveness, which in turn, is linked to how order memory is applied during naviga‐
tion (Marshuetz and Smith 2006).

For navigation in particular, the few reports on order memory support the dissocia‐
tion between temporal order memory and other memory aspects like memory for spatial
layout, (Ekstrom et al. 2011). In a limited number of studies on route learning, tasks
focusing on performance resembling order memory are used. Denis and colleagues
(2014) have highlighted the importance of environment richness for order memory
performance. Schinazi and Epstein (2010) studied path memory to a limited extent by
showing specific involvement of the retrosplenial cortex in processing building pairs
congruent and incongruent with a newly learned route. Wiener et al. (2012) apply a
similar approach in showing aging effects specifically in route retracing as compared to
route repetition. Moreover, in a neuropsychological case study (Van der Ham et al.
2010) we have shown that impairment restricted to order memory for scenes along routes
is sufficient to cause severe problems of getting lost in daily life. Despite this apparent
significant role in human navigation, the properties of order memory of routes are largely
unknown.

It is important to note that order memory in navigation can be considered distinctive
from order memory in other memorization tasks. In straightforward working memory
paradigms, usually memorizing letters or simple objects, order memory is typically
assessed with tasks in which the temporal order of items should be remembered (e.g.
Barker et al. 2007; Hampstead et al. 2010; Postma et al. 2006). Yet in navigation, order
memory could also concern spatial order. The major difference between standard
working memory paradigms and navigation tasks is that they concern static versus
dynamic contexts in which information is to be remembered. When moving along a
route, remembering the order of landmarks could logically rely on the temporal order
in which they were encountered, as landmarks are by definition encountered at different
points in time. However, the spatial order of landmarks typically coincides with this
temporal order, with the requirement that the route is travelled at constant speed.
Although the few studies that included measures of order in human navigation experi‐
ments usually define it as ‘temporal order’ (e.g. Barker et al. 2007; Ekstrom et al.
2011; Van der Ham et al. 2010), there is no empirical support for the use of this term.
With the current study we aim to examine the nature of order memory and whether it is
appropriate to label it ‘temporal’.

Our main approach to dissociate temporal from spatial order lies with the fact that a
route is typically travelled at constant speed. Temporal order can be selectively affected
by manipulating the navigation speed when travelling along the route. Therefore, if
speed manipulations influence the quality of memory for landmark order, a considerable
temporal memory process is present. However, if speed manipulation does not affect
order memory, it does not seem appropriate to consider order memory in navigation
‘temporal order memory’. Although the term ‘temporal order’ is commonly used for
remembering the order of items along a route, it could well be that order memory is
based on spatial information instead. Spatial input is more stable and available through
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the mental map that is built during learning the environment of a particular route (see
e.g. Tversky 2003). It could therefore well be a more reliable source of information.

Order memory of routes can be assessed in different ways. An important distinction
is that of relative versus absolute order. When asking for relative order, a participant is
typically presented with multiple items and asked to arrange them in the correct order,
relative to each other. In contrast, absolute order concerns the order of an individual
item with respect to the route as a whole. In this case a participant can indicate where a
particular scene was encountered on an abstract representation of the route, e.g. by
marking a position on a horizontal line. The speed manipulation is therefore ideally used
in a test of absolute order, as distortions of order position can be easily assessed in such
a task. If order memory is distorted by an increased speed for a given item, a participant
may position this item along the line in a distorted manner. Such an effect cannot be
detected with the relative order measure, but with the absolute order measure such effects
can be effectively measured. Moreover, the use of different measures allowed us to
compare scores on the absolute and relative measures, overall and for each scene indi‐
vidually, to gain more insight into the characteristics of order memory.

The secondary goal of the current experiment was to study individual differences in
order memory of routes. Within the field of spatial cognition and of navigation ability
in particular, large variation in individual performance is often found. Factors like age,
gender, spatial experience, and spatial anxiety commonly affect navigation performance.
Therefore, those factors are taken into account in the current study.

For age, both development and aging should be considered. As children grow older,
their general memory for routes is commonly thought to improve. For instance, there is
a significant improvement in encoding landmarks between the ages of 8 and 12 (Heth
et al. 1997). Moreover, order memory for non-spatial information has been shown to
increase considerably in this same age range (Brown et al. 1999). Therefore, we
hypothesized a substantial increase in performance in order memory during navigation
in the 8 to 12 years age range, with potential further improvement into adulthood. With
regard to aging, older adults have been shown to be worse in a landmark-ordering task
after memorizing a route (Wilkniss et al. 1997). This finding was further substantiated
by an elaborate assessment of aging effects on survey and route knowledge by Head and
Isom (2010). They found that order memory, in addition to location memory and
memory for directional information connected to landmarks declined with old age (20
vs 70 years of age). Furthermore, this age related decline was associated with caudate
nucleus volume. We therefore expect a clear decline in order memory with older age.
Based on existing literature, it is hard to predict what would happen at specific ages, as
those studies typically include participants either limited in age range or categorized in
loosely defined age groups. Therefore, the current experiment will allow for a much
more detailed approach, as we will not only use multiple measures to assess order
memory performance, but we have a sample of participants that is diverse and large
enough to allow for a detailed analysis of age effects in the range of 7 to 81 years old.

With regard to gender differences in general navigation ability, typically, males make
more use of geometric cues, whereas females pay more attention to landmarks (e.g.
Sandstrom et al. 1998), yet this is a strategic difference, resulting in different perform‐
ance levels, depending on the task at hand. Some have found that gender effects are
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restricted to survey knowledge showing similar route knowledge in males and females
(Castelli et al. 2008). Choi et al. (2006), also report no gender difference in route learning,
when a specific route needs to be retraced. Yet, others have found a male advantage in
route learning (Schmitz 1997; Saucier et al. 2002). As order memory can be considered
an aspect of route learning, literature either predicts no difference between males and
females, or a male advantage. With the wide age range in this study we can furthermore
assess gender effects across lifespan.

Spatial experience could well have a positive effect on order memory performance.
The more we encounter different spatial situations, the better we may be at memorizing
various route properties, analogous to what has been found for experienced taxi drivers
(e.g. Maguire et al. 2000). Spatial anxiety might have an opposite effect; when anxiety
is high, participants may pay less attention to details in the environment and remember
them less (e.g. Lawton 1994; Eysenck et al. 2007; Van der Ham et al. 2013). However,
very little is known about anxiety specifically for spatial situations. Therefore, the inclu‐
sion of this characteristic is of an exploratory nature. The size of the current sample of
participants allows for a substantial range in and therefore meaningful examination of
spatial experience and spatial anxiety.

In short, we will attempt to find out whether order memory during navigation is based
on temporal or spatial information by manipulation of speed during encoding of a route
through an environment. Also, a comparison of absolute and relative measures of order
memory is performed to further clarify the concept of order memory. A large sample of
participants of a wide age range is included to study developmental as well as aging
effects. Order memory performance is thought to clearly increase between the ages of
8 and 12, and to decrease with older age. For gender, there are two plausible outcomes;
either there is no difference between males and females as they do not differ in route
memory, or males perform better. The factors of spatial experience and spatial anxiety
are approached in a more explorative manner. Spatial experience increases with age,
with a clear increase when children learn to explore their environment autonomously,
which could well benefit their navigational skills, including order memory. Spatial
anxiety could in turn reduce spatial performance.

2 Methods

2.1 Participants

In total 589 participants took part in the experiment. Details concerning age, gender,
and education level (for adults) are provided in Table 1. The experiment was part of
‘Science Live’, an initiative of Nemo Science Center in Amsterdam. Therefore, all
participants were visitors of this science museum, who were asked to participate during
their visit. All participants, or their parents when underage, were required to sign an
informed consent form prior to participation.
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Table 1. Descriptives of all participants. Standard deviations in parentheses. Education level
(range 1–7) based on Verhage (1964).

Children Younger adults Middle-aged/older adults
N 281 102 206
% male 51.0 44.0 51.0
Age (in years) Mean 10.2 (2.0) 32.7 (7.0) 49.1 (8.7)

Range 7–17 18–40 41–81
Education level – 5.8 (0.8) 5.9 (1.0)

2.2 Materials

For all adults, a brief questionnaire was used containing questions concerning city of
residence, spatial anxiety, and frequency of travel. ‘What is your city of residence?’
could be answered with four options: small village (1), large village (2), small city (3),
and large city (4). This division was made in order for children to be able to answer this
question as well. Spatial anxiety was measured with the spatial anxiety questions taken
from the Wayfinding Questionnaire reported by Van der Ham et al. (2013): ‘I am afraid
to lose my way somewhere’, ‘I am afraid to get lost in an unknown city’, ‘In an unknown
city, I prefer to walk in a group rather than by myself’, ‘When I get lost, I get nervous’,
‘How uncomfortable are you in the following situations: a. Deciding where to go when
you are just exiting a train, bus, or subway station. b. Finding your way in an unknown
building (for example a hospital). c. Finding your way to a meeting in an unknown city
or part of a city. Frequency of travel was chosen to reflect spatial experience and partic‐
ipants indicated how many times a week they traveled over 10 km.

All children indicated their city of residence with the same four categories as the
adults. Furthermore children reported their level of spatial anxiety by indicating their
anxiety when travelling to an unknown place ‘How afraid are you to go to places you
have not been before’ and when travelling by themselves ‘How afraid are you to travel
by yourself by bike or on foot’. Children were also asked how often they travelled to
school alone. This item is thought to reflect spatial experience as travelling alone forces
a child to make their own spatial decisions, whereas adult supervision or the company
of other children eliminates the need for spatial decision making. In the Netherlands,
the vast majority of children live within walking or biking distance from their schools,
therefore it is physically possible for them to travel to school by themselves from an
early age.

Some of the participants were foreign tourists and did not speak Dutch. To ensure
consistency in questionnaire answers, they did not fill out the questionnaire. For the
experiment itself, a version with English instructions was used and sufficient command
of English was required for inclusion.

For the experiment, the virtual Tübingen environment was used (see e.g. Van Veen
et al. 1998 and Van der Ham et al. 2010). A route through this realistic environment was
selected, with a length of 350 m, including 8 decision points. Participants watched the
route in a video clip with a duration of 4 min and 49 s and were asked to memorize this
as well as they could, without reference to specific questions that could be asked
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afterwards. The route was shown through the perspective of an adult of average height,
at normal walking speed. Participants were randomly assigned to one of two versions
of the video: baseline and altered speed. The altered speed video showed the exact same
route, but the speed of the first half of the route was presented at 88% of the speed of
the baseline video and the second half at 120% of the speed of the baseline video,
resulting in a video with exactly the same duration and exactly the same spatial layout.
11 screenshots from the video were used as scenes in the experimental tasks. These
screenshots were taken at points on the route that were exactly 10% of the total route
distance apart (0%–10%–20%–30%–40%–50%–60%–70%–80%–90%–100%). Visual
complexity was highly comparable across the different screenshots, as they all included
a path of similar width with several buildings on both sides.

2.3 Design

Order memory of the route was tested in two different ways. Participants were asked to
indicate relative order by clicking each of nine scenes (scenes at 0% and 100% were not
used) in their order of appearance. All nine images were presented simultaneously and
when an image was clicked it would disappear, correction was not possible. 9 instead
of 11 images were chosen as they were presented simultaneously on the screen and 9
allowed for better visibility of all images. For each scene, the indicated position was
registered. As this task concerned relative order memory, each scene was scored based
on its relation to the scene selected directly after it; if the next selected scene was taken
from a point later along the route, a point was awarded. This leads to a score range of
0–8. For instance, the sequence 8-3-4-5-6-7-9-1-2 would be awarded 6 points (8-3 and
9-1 receive no points).

Absolute order memory was assessed with a slider as a response tool. Participants
were shown each of the eleven scenes, one at a time, along with a horizontal slider. They
were instructed to indicate where along the route they had encountered the scene. Note
that it was ensured that the instruction did not refer to distance or time explicitly. With
the mouse participants could provide their response; a red bar appeared in the slider
starting from the left, which could be extended to where the participant thought the scene
was. The score for this task was the mean deviation in percentage points. Two scores
were calculated: one based on the spatial layout of the route (0%–10%–20%–30%–40%–
50%–60%–70%–80%–90%–100%) and one on the temporal layout of the route (0%–
12%–24%–36%–48%–60%–68%–76%–84%–92%–100%). For example, if the second
scene was positioned at 23%, this would result in 13% spatial deviation and 11% temporal
deviation. If this score is lower for the temporal reference score than for the spatial
reference score, this is in favor of a more temporal coding of position. For each partic‐
ipant, regardless of the version of the video they had seen, both scores were calculated,
termed measures (distance, time) in the analyses.

Lastly, as an additional measure of spatial and temporal memory of the route, partic‐
ipants were asked to provide an estimation of the total distance of the route in meters
and the total duration of the video in minutes.
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2.4 Procedure

Prior to participation, participants or their parents filled out the informed consent form
and were informed about the content of the experiment. The questionnaire was filled out
before or after the experiment. Participants were assigned to either the baseline or
adjusted speed version of the video, based on their gender and age. Comparable distri‐
bution of gender and age between both versions was ensured. The experiment took place
in a museum, in which there was a dedicated research area, comparable to a standard
laboratory setting. Visual and auditory distractions were kept to a minimum. Each
participant performed the experiment individually, at least two experimenters were
present at all times to instruct and observe the participants. After viewing the video, half
the participants, also controlled for age and gender, started with the relative order task,
the other half started with the absolute order task. After the order tasks, they were asked
to estimate distance and duration. After completion of the experiment, participants were
debriefed and informed about the goal of the experiment.

3 Results

3.1 Spatial Versus Temporal Order

In order to compare the deviation based on distance and speed, a repeated measures
general linear model (GLM) was performed with measure (distance, time) as dependent
variable and version (baseline, adjusted speed) as independent variable, for all adults
aged 18–40. This age group was selected as it reflects the age range of adults typically
used in this type of experiment. The younger and older participants are considered in
later analyses to gain specific insight into developmental and aging processes. The anal‐
ysis showed a significant main effect of measure, F(1,100) = 11.10, p < .01, partial
η2 = 0.10. The deviation in the measure based on distance was smaller than the deviation
in the measure based on time. The main effect of version, F < 1, partial η2 = 0.001, and
the interaction of measure and version, F < 1, partial η2 = 0.005, were not significant.
So, version, or speed of presentation, clearly did not significantly affect order memory
as tested here. This pattern of results is illustrated in Fig. 1.
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Fig. 1. Mean deviation in percentage points for the absolute order memory task. Performance is
split up by video speed (baseline or altered speed) and reference score (based on either distance
or time). Error bars represent standard error of the mean (SEM).

It could be possible that the temporal manipulation used was not strong enough to
induce effects. Therefore the two groups of participants (baseline or adjusted speed
version) were also compared on duration and distance estimation. Outliers were removed
(more than 3 standard deviations above the mean). A significant difference between
these two groups was found: estimated duration was much longer for the altered speed
group (12.86 min) than for the baseline group (7.07 min), F(1,96) = 9.93, p < .01 (actual
duration of the video: 4.82 min). Estimation of distance was highly comparable between
both groups (F < 1). This highlights that the speed manipulation was clearly strong
enough to induce differences within the temporal domain.

One potential objection to our temporal manipulation could be that the difference in
exposure time to the individual scenes between the first and second half of the route
allows for differences in performance, which do not appear in the baseline condition.
Therefore we directly compared performance on the first and second half of the route
for both the manipulated speed (19.1% vs 25.0%) and baseline condition (17.4% vs
27.7%). This resulted in a significant main effect of half, F(1,100) = 34.8, p < .001,
partial η2 = 0.258, in which deviation was larger in the second half of the route, and no
significant main effect of version (F < 1) or interaction of half and version (p > .10).

3.2 Comparison Relative and Absolute Order Memory

With our task design we were able to compare two types of order memory: absolute and
relative. As version did not affect performance, the scores of all participants, regardless
of version were included in the analyses described below. First of all, the correlation
between the two measures was weak, but significant, R = −0.306, p < .001. The nega‐
tive correlation indicates that with higher scores on the relative order memory task, partic‐
ipants show less deviation on the absolute order memory task. In addition, we recalcu‐
lated the score on the absolute task in the same manner as for the relative task; by
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awarding a point for each scene that was placed before a scene further along the route.
Analogous to the relative order performance, we performed this recalculation for the
scenes at 10%–20%–30%–40%–50%–60%–70%–80%–90%, resulting in a score ranging
0–8. The correlation between the relative and absolute ‘consecutive scene’ score was also
weak but significant, R = .15, p < .001. Furthermore, we studied the pattern of correla‐
tion between the relative and absolute memory scores for each scene individually. Due to
the nature of the calculation (position should be before the next scene), this analysis could
be performed for all scenes at 10%–80%. Significant correlation was found for the scene
at 10%, R = .163, p < .001, 20%, R = .136, p = .001, and 70%, R = .126, p < .01. Mean
scores per scene are depicted in Fig. 2.
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Fig. 2. Performance for each scene for both measures of order memory. The 0% and 100% scenes
were not used in the relative order memory task. Error bars represent standard error of the mean.

3.3 Age and Gender

Our sample allowed for a detailed analysis of the influence of age and gender on
performance. For both main performance measures, relative and absolute order memory,
the effects of age and gender were assessed. For age, participants were grouped by age
in single years for the ages 7–15 years, and grouped by 5 years for older participants.
An ANOVA showed a significant, quadratic main effect for relative order, F(1,
566) = 11.01, p < .01, as well as absolute order memory, F(1, 566) = 36.87, p < .001.
Performance increased with increasing age for the younger participants, peaked around
the age of 35 and decreased with increasing age for participants over 35. The age effects
are illustrated in Fig. 3A and B. The same pattern was found for both measures of order
memory. No significant effects of gender were found.

3.4 Spatial Experience and Spatial Anxiety

To assess the effects of spatial experience and spatial anxiety, participants were split up
into children, younger adults, and middle-aged/older adults. Average scores are provided
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in Table 2. For children, spatial experience was expressed by how frequently they trav‐
elled to school together. Also, residence was taken into account. Spatial anxiety reflected
how anxious they felt when travelling to an unknown place and when travelling alone.
A univariate ANOVA with spatial experience, residence and spatial anxiety as between
subject factors showed only a significant main effect of spatial experience, F(3,
197) = 3.00, p < .05, partial η2 = .044, for performance on the relative order memory
task. This effect showed that the difference in performance between the responses
‘sometimes’ and ‘often’ (in response to the question ‘How often do you go to school by
yourself?’) was at trend level, p = .054, with better performance for ‘often’. No other
effects were significant. A very similar pattern was found when the same analysis was
performed for absolute order memory performance: a significant main effect of spatial
experience, F(3, 197) = 3.08, p < .05, partial η2 = .045, with a significant difference
between the responses ‘never’ and ‘often’, p < .05, and a difference at trend level
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Fig. 3. Mean performance for all age groups for (A) the relative and (B) the absolute order
memory measures. Age groups represent 1-year-groups for the ages 7–15 and 5 year groups for
the ages 20–75. Error bars represent standard error of the mean (SEM).
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between ‘sometimes’ and ‘never’ p = .087. Both effects indicate a better performance
with more spatial experience.

Table 2. Performance of all participants on the questionnaire and experimental measures.
Standard deviation in parentheses.

Children Adults Middle-aged/older adults
Questionnaire
Residence (1–4) 2.33 (1.14) 2.39 (1.17) 2.46 (1.07)
Alone to school (0–3) 1.37 (1.11) – –
Anxiety (1–4) 2.47 (1.86) – –
Frequency of travel (1-4) – 2.84 (1.17) 2.84 (1.10)
Anxiety (0–6) – 3.89 (1.50) 4.20 (1.44)
Experiment
Absolute order test (in %) 25.05 (8.12) 21.5 (7.3) 21.64 (6.90)
Relative order test (0–27) 11.23 (4.28) 12.4 (4.57) 12.2 (3.87)
Estimated distance (in m.) 566.74 (682.8) 1049.2 (677.17) 962.04 (669.54)
Estimated time (in min.) 8.58 (6.68) 10.38 (9.40) 11.44 (9.28)

For both the younger and middle-aged/older adults, spatial experience was reflected
by travel frequency, residence was also taken into account as a separate variable, and
spatial anxiety was measured by a set of questions on various aspects of spatial anxiety.
For the relative order memory performance, a univariate ANOVA with spatial experi‐
ence, residence, and spatial anxiety was performed for both absolute and relative order
memory scores, showing no significant effects of any of the between subject variables
(all p’s > .05).

3.5 Quality of Route Memory

Lastly, participants were asked for their estimations of the duration and length of the
route. The mean estimations per age group are depicted in Fig. 4A and B. The horizontal
lighter grey lines indicate the actual duration and length. The figures indicate very clearly
that participants substantially overestimate both properties of the route. With a multi‐
variate ANOVA, the effects of age group and gender were assessed for both estimations.
It showed a significant main effect of age group for the length estimation, F(20,
472) = 4.50, p < .001, partial η2 = .160, and a trend level effect of gender for the duration
estimation, F(1, 472) = 3.69, p = .055, partial η2 = .008. Length estimation is larger
and therefore less accurate for older participants and duration estimation is lower and
therefore more accurate for males.
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4 Discussion

The current experiment was aimed at creating a better understanding of order memory
in navigation, as multiple sources of evidence agree that order memory is a separate
memory component and should be considered a separate component of navigation
ability as well (e.g. Ekstrom et al. 2011; Van der Ham et al. 2010). The main question
concerned the nature of order memory: is it temporal, as most publications imply, or
might it be more spatial? The secondary question concerned the role of individual
differences in order memory performance: what is the contribution of age, gender, spatial
experience, and spatial anxiety to order memory performance in a navigation task?

By manipulating the speed in one of the two route videos participants memorized,
the impact of temporal changes could be assessed. The temporal manipulation had no
effect on participants’ performance, which indicates that the use of ‘temporal order
memory’ may be out of place. Responses overlapped more with the spatial layout of the
route, suggesting that order memory could be a more spatial process. The null effects of
the temporal manipulation show very small effect sizes (.001 and .005), found in a rela‐
tively very large sample of participants, substantiating the lack of effect of the temporal
manipulation. Furthermore, the effectiveness of the speed manipulation was demon‐
strated by a substantial effect on duration estimation; the altered speed version led to
estimations almost twice as long than the baseline version. Nonetheless, the distance
estimation was highly similar between both conditions. It is striking that there is an
apparent tendency to overestimate the duration of the route, regardless of condition. We
cannot exclude the possibility that a proportion of participants might have responded
this question with their estimation of how long they thought it would take to walk the
route themselves. The baseline speed of the route was somewhat above average walking
speed, which could result in longer temporal estimations overall. However, on average
such a distortion would be identical for all participants, regardless of experimental group.
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In addition, the potential impact of differences in exposure time was found to be
unaffected by the speed of the video shown.

When considering the order tasks at hand, it may not be surprising that a spatial
approach might be used. Temporal information is by definition less stable and reliable,
and moreover, during route memorization a mental map of the environment is created,
incorporating mainly spatial features, from which order of landmarks can be deduced.
It should be noted though, that the current task design does not exclude a potential effect
of temporal differences in exposure to the specific scenes on the route. It is a possibility
that the increased and decreased speed resulted in corresponding variation in memori‐
zation of those parts of the route. However, at group level such variation in performance
is not found when individual scenes are considered.

Order memory can be assessed with relative and absolute measures, which were
weakly related in the current experiment. This was analyzed into more detail by splitting
up performance for each scene. For separate scenes, only the scores for the scenes at the
beginning (10% and 20%) and end of the route (70%) were significantly correlated. This
can be explained by the type of response participants provided, by responding with the
slider, this reference tool could easily induce responses with a deviation towards the
middle of the slider. This effect has greater impact for the scenes taken from the begin‐
ning and the end of the route. Furthermore, it is important to realize that the relative
measure specifically concerned the relation between the individual scenes, whereas the
absolute measure focused on the relation between a particular scene and the route as a
whole, disregarding the other scenes.

In a general sense, these findings can be placed in the context of understanding how
humans interact with landmarks, or scenes, during route learning. Although some have
studied route learning characteristics such as path memory and route retracing (e.g.
Schinazi and Epstein 2010; Wiener et al. 2012), with the current study we have specif‐
ically focused on memory for order of particular scenes along a route. This particular
focus on the landmark property of order is relatively novel, but could contribute to
ongoing research on landmark processing in general (see e.g. Waller and Lippa 2007).

Apart from overall group effects, individual differences were also taken into account.
Age has shown to be an important factor; participants showed a clear increase in
performance into adulthood, until the age of around 35, after which performance
decreased again, as expected. It is important to note that the pattern of increasing
performance does extend beyond the 8–12 year old age range, up until 35 years of age.
Also, the commonly found decrease of performance in the elderly appears to already
start at the age of 35, much earlier than is commonly found for spatial tasks in general
(for a review see Klencklen et al. 2012). However, the results also indicate that the
decline in performance is larger for ages 60 and up. The general pattern of lower
performance in route learning with age has been found when performance relies more
heavily on route memory (e.g. Head and Isom 2010; Cushman et al. 2008).

Some have argued that this aging pattern is mainly linked to route planning (e.g.
Salthouse and Siedlecki 2007; Allain et al. 2005; Lipman and Caplan 1992). Planning
of a route could well have a functional connection to order memory of that particular
route. It should be noted that due to the current task design, no measures of general route
knowledge were available. Therefore it is not possible to determine whether this aging
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pattern is specific for order memory, or for route learning in general. To explore this
option further, we consulted performance from healthy middle-aged/older adults
through another dataset from our lab (N = 59, age 43–87 years, mean age 59.31) (manu‐
script in preparation). They performed several general neuropsychological tests
concerning spatial and verbal working memory, processing speed, and estimated verbal
intelligence level. Furthermore, an elaborate navigation test battery was administered.
Order memory performance in this group did not correlate significantly with any of the
neuropsychological tests and with all but one navigation test. It showed to only correlate
significantly with route continuation memory. Although this concerns a different sample
of participants, it shows that order memory performance is at least partially independent
from general cognition measures and other measures of navigation.

In contrast, gender did not affect performance in any of the analyses. Therefore, the
previous findings of no differences in route performance appear to apply for order
memory as well (Castelli et al. 2008; Choi et al. 2006).

The addition of spatial experience and spatial anxiety to the analyses were more
exploratory. For children, experience as expressed by navigation autonomy plays a
significant role. Children who often navigate autonomously have better order memory.
The current data do not allow analysis of causality, but it appears plausible that auton‐
omous navigation improves the quality of order memory. It would be worthwhile to
study whether this effect is also present for other aspects of navigation. For adults,
however, experience does not play a role anymore. Neither does spatial anxiety. It should
be noted however that the anxiety measure was restricted to self-report.

The performance on the duration and length estimation tasks was also affected
by individual variation. First of all, there was a striking overall overestimation on
both measures. Furthermore, age was related to distance estimation: the older the
participant was, the larger their estimation was. Yet, the youngest participants were
very accurate, so with age, overestimation emerged. In contrast, duration estimation
was affected by gender. Overall, males reported lower and therefore more accurate
estimations of duration.

5 Conclusion

Taken together, the present findings show that order memory in navigation is mainly
based on spatial features. This implies that a spatial mental map is consulted to answer
questions pertaining to order of route elements. The commonly used term temporal order
should therefore be reconsidered. Order memory seems to be quite a robust cognitive
ability as the impact of individual variation is limited. There are clear effects of age,
with a peak in performance around 35 years of age. Improvement therefore continues
after childhood, and decline sets in earlier than most reports on aging imply. Further‐
more, order memory performance is not affected by gender or spatial anxiety. Spatial
experience does have an impact: children with higher spatial autonomy outperform
children with less spatial autonomy.
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Abstract. This study was carried out using a correlational method to determine
whether visual (visual cache) and spatial (inner scribe) components in visuo-
spatial working memory constrain the construction of spatial representations
through spatial description. In the experiment, participants listened to a descrip‐
tion explaining the layout of the city from either a ground-level viewpoint walking
through the city (route descriptions) or a bird’s eye-view looking down on the
interrelationships of the landmarks within it (survey descriptions). They were
asked to imagine the described scenes and to memorize directions and landmarks
for later recall. Visual and spatial span tests were executed to evaluate visual and
spatial capacities of participants, respectively. The results indicate that spatial
span correlates mainly with the recall score of route descriptions and that visual
span is related mainly to survey descriptions. Moreover, the findings also suggest
that components that are not mainly used are also related to the composition
process of spatial representations; however, the effect becomes positive or nega‐
tive depending on the imposed memory load.

Keywords: Spatial descriptions · Perspectives · Visuo-spatial working
memory · Cognitive resources

1 Introduction

Imaging a place or area that is visible from where we are now is important for under‐
standing the large-scale environment surrounding oneself and for traveling through it.
This spatial representation or image governs our behavior (Boulding 1956). It also helps
us to comprehend the environment and the behavior of others through textual means in
such a way that the reader imagines the described scene or the movement of a character
as being in a world set in a story. What, however, determines the ability to construct this
spatial representation? This study focuses on specifically this issue.

Spatial representation can be distinguished into route and survey, depending on the
perspective from which a person mentally represents a place or area (Thorndyke and
Hayes-Roth 1982). Route representation refers to an inferred environment by simulating
traveling within it from the person’s viewpoint. Survey representation, on the other hand,
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refers to an environment represented in the mind from above, such as in looking at maps.
Which perspective is used depends both on the way of learning, i.e., by map or by
navigation, and the perspective-related goal of taking either a route or survey perspective
(Taylor et al. 1999). Spatial representations are also constructed through verbal descrip‐
tions (Taylor and Tversky 1992, 1996). Tayler and Tversky (1992) found that readers
formed isomorphic mental models of environments with representations described from
either route or survey perspectives. It costs extra reading time to switch perspective from
reading to a described one. After reading and retrieving from the memory of the envi‐
ronment, however, the time it takes to switch perspectives diminishes or disappears
altogether (Lee and Tversky 2001, 2005).

It is presumed that people form spatial representations from verbal descriptions using
their working memory resources. It is well known that such construction is constrained
by visuo-spatial capacity as well as by verbal capacity in working memory. Several
studies have also suggested that there can be differential involvement of the working
memory in the construction of route and survey representations from texts. However,
when it comes to the subdivided components of visuo-spatial working memory, i.e.,
visual and spatial components, little is clear about the role of each type of capacity in
spatial representation. The aim of this study is to investigate whether the capacity of
visual and spatial components underpins the ability to construct route and survey repre‐
sentations through spatial description.

The multiple working memory systems proposed by Baddeley and Hitch (1974)
work for temporal retention and for the processing of information with verbal and visuo-
spatial components. Later, Logie (1995) revised their working memory model from one
based on a singular visuo-spatial component to one that subdivided visuo-spatial
working memory into visual and spatial components. In this model, the visual compo‐
nent called the visual cache retains visual information such as color and figure. The
spatial component called the inner scribe, on the other hand, stores spatial information,
such as the sequential positions of objects and their movements.

Several studies have revealed the engagement of working memory in text compre‐
hension using a dual task method. In this method, participants listen to spatial descrip‐
tions that describe a person traveling somewhere engaging visuo-spatial or verbal tasks
concurrently. Typical results show that both concurrent tasks interfere with compre‐
hension. Instead, when participants listen to non-spatial abstract descriptions, only
concurrent verbal tasks will interfere with this (De Beni et al. 2005; Meneghetti et al.
2011; Pazzaglia et al. 2007). This interference is generally explained by the competition
for the common resource of a working memory component that occurs between main
and concurrent tasks (e.g., Baddeley 1986; Logie 1995). This result implies that the
contents of spatial descriptions are retained in the visuo-spatial component as well as in
the verbal component, whereas non-spatial descriptions are maintained only in the verbal
component.

The studies using a dual task method have also demonstrated the existence of differ‐
ential processing in the process of route and survey description. Pazzaglia et al. (2010)
found that both concurrent spatial (spatial tapping) and verbal (articulatory suppression)
tasks interfered with text comprehension in route descriptions, whereas only the verbal
task interfered with it in survey descriptions. Brunyé and Taylor (2008) also reported
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similar results, suggesting that spatial components play an important role when compre‐
hending route descriptions. Altogether, these studies have showed that the capacity of
the spatial component in visuo-spatial working memory constrains the processing of
route descriptions, but not survey descriptions. However, what about the capacity of the
visual component?

In this context, the role of the visual component is less clear compared to that of the
spatial component. Although Pazzaglia and Cornoldi (1999) have investigated the role
of visuo-spatial working memory on route and survey descriptions, they failed to find
the difference between these two descriptions in respect to the function of the visual
component. Deyzac et al. (2006) conducted further research in relation to the comparison
of methods used in the processing of information between landmarks and moves/loca‐
tions in spatial descriptions. In their experiments, participants listened to verbal descrip‐
tions of the urban-like environments gained from walking through it (route perspective)
or looking down it from above (survey perspective) and were asked to draw maps after
that. The results for the spatial component (experiment 1) showed the interference effect
of tapping on the route-description test and the weaker negative effect on the survey-
description test, indicating that the degree of its involvement on processing of the spatial
descriptions was different between route and survey. However, they failed to show the
interference effect of concurrent visual tasks on both route and survey descriptions. The
results for the visual component (experiment 3), contrary to what was predicted, showed
a promoting effect on the survey description test. Altogether, since suggestions about
the role of the visual component are not clear, further investigation is required.

Though the dual task is a well-used and sophisticated method in the working memory
literature, it has one potential risk, which is that imposing a concurrent task may itself
cause changes in cognitive processes. This is because the participants may try to avoid
any lowering of their performance. Meneghetti et al. (2011) showed that imposing the
concurrent spatial task while listening to spatial descriptions tends to lead participants
to use less visuo-spatial strategies compared to participants with no concurrent task.
Besides this, people can take a different perspective from the one in which they learn
the environment (e.g., navigation vs. map) (Thorndyke and Hayes-Roth 1982) or the
described environment (Taylor et al. 1999). Furthermore, the cost of shifting perspective
from memory is not necessarily large when spatial representation is constructed through
spatial descriptions (Lee and Tversky 2001). These all raise the potential risk for partic‐
ipants in change processing strategies, including taking a perspective that is against the
experimenter’s intention. It is especially likely to force adaptation when participants
face a situation in which they find it hard to engage in a spatial task in the way they
usually do or do as the experimenter instructs them. It seems difficult to get rid of this
problem completely when using the dual task method.

Thus, it is plausible to research the impact of visuo-spatial working memory on
spatial descriptions using other approaches. Using the alternative approach of the dual
task method, the role of working memory in complex tasks has been investigated using
a correlational method focusing on individual differences between subjects (e.g.,
Daneman and Carpenter 1980, 1983; Just and Carpenter 1992). Daneman and Carpenter
(1980) found that a participant’s working memory span as measured by the reading span
test is highly correlated with reading comprehension scores. Oto (2015) reported on data
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suggesting that the capacity of the visual component has an effect on map learning. He
measured participants’ visual and spatial working memory spans and investigated the
correlation between each span and the performance of distance judgments based on
memorized maps. The results showed that distance error was correlated only with visual
span. This implies that the capacity of the visual component in visuo-spatial working
memory is more critical than that of the spatial component.

Due to the correlation method never imposing additional work on participants, by
using it we can escape the risk of intervention in the strategy that participants use in
constructing spatial representations for comprehending spatial descriptions. Therefore,
this study used the correlational method to determine the subtle visuo-spatial working
memory components for route and survey representations constructed from spatial
description. A visual pattern test and a Corsi block test were used for the assessment of
visual and spatial working memory capacity (Logie 1995; Logie and Pearson 1997).
Two hypotheses were developed for this study: the first is that, in route description, the
capacity of the spatial component mainly predicts the comprehension performance of a
participant, because route perspectives induce sequential simulations of body move‐
ments and the change in relative positions between landmarks and the body; and second,
in survey descriptions, the capacity of the visual component mainly predicts the partic‐
ipant’s performance, because the survey perspective offers overall visual views
containing the interrelationships among landmarks.

2 Experiment

2.1 Participants

53 undergraduates (29 males, 24 females) from Hiroshima International University
participated in the experiments. They were all between 18 and 22 years old.

2.2 Materials

The Spatial Description Test
Six descriptions were prepared by referring to the material used by Deyzac et al. (2006).
Half of them were for route, and half were for survey descriptions. All of them were
constructed in Japanese (see Appendix for the translated version in English). For the
route descriptions, each navigational route within the city was described from the
perspectives seen on the ground, and directions were expressed as appropriate actions
to be taken at each corner, such as going straight or turning right or left. For the survey
descriptions, routes were described from a bird’s eye perspective, and directions were
expressed using the terms south, north, east, and west. Each description was constructed
with six sentences. Commonly, the first sentence contained one landmark at the start
location, and each of the following sentences contained one landmark at a corner and
one direction to go to the next landmark or goal location. Therefore, each description
contained six landmarks and five directions. All descriptions were read aloud and
recorded, then used as an acoustic stimulus in the experiment. Finally, six answer sheets
were constructed. On each sheet was printed a description identical to one of the six
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descriptions developed for the test, except that the directions and landmarks within it
were blanked out and underscored.

Fig. 1. An example of the presentation stimulus for the visual pattern test

Visual and Spatial Span Test
Two-span tests were used as a measure of the visual and spatial components in visuo-
spatial working memory. A visual pattern test was used to assess each participant’s
visual span, and a Corsi Block Test was used to evaluate their spatial span. Both tests
were conducted on a computer (Figs. 1 and 2). The detail of each test is explained in the
next section.

Fig. 2. An example of the presentation stimulus for the Corsi Block Test

Procedure
In the spatial description test, each participant listened to a spatial description consisting
of six sentences at first. After that, each was given an answer sheet and required to answer
questions in which the directions and landmarks in the description were blanks to be
filled in. To confirm that the participants represented the layout of the city in the
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described perspective, each was required to use the imagery obtained during the process
of listening to each description. For the route descriptions test, each participant was
asked to “imagine you are walking on a road.” For the survey descriptions test, each
participant was told, “Imagine you can see a map from above.” A participant given route
imagery instruction listened to one of three different route descriptions and answered
questions as a practice trial at first then carried out two main trials using the rest of them.
A participant given survey imagery instruction executed three trials in the same manner
using survey descriptions. Twenty-seven of the participants were tested in the order of
route descriptions first and then survey descriptions, with 26 in the reverse order.

The visual span test was executed using a computer as described below. At first, a
fixation point was presented at the center of the computer screen for two seconds. A
2 × 2 matrix pattern was then presented in which half of the cells were colored in black,
and the other half were colored in white. Each participant was asked to memorize the
pattern. Two seconds later, another matrix pattern with a decision button (“ ” button
in Japanese) below it was presented. This matrix was identical to the first, except that
all the black cells were changed to white. Each participant was required to point to all
the cells that had been previously been shown as black. Each identified cell was marked
by a cross mark, and subsequent manipulation could not cancel this. After pointing, each
participant had to push the decision button. If a participant succeeded in answering
correctly in two of the three trials, a black cell and a white cell were added to the former
matrix pattern, and the participant was given another three trials. This procedure
continued until the participant failed in two out of three trials.

In the Corsi Block Test, the fixation point was presented at first as in the visual span
test. Nine blocks on a board were then presented. Some of these blocks were flashed
sequentially at the rate of one per second. Each participant was asked to memorize the
flashed blocks and the sequence. After that, the identical nine blocks were presented
again, and each participant was required to point at all those blocks previously flashed
in the same sequence. After pointing, each participant had to push the decision button.
If a participant succeeded in answering correctly in two of three trials, the number of
blocks in the presented sequence was increased to three, and he or she was given another
three trials. This procedure continued until the participant failed in two out of three trials.

3 Results

Scoring for the two visuo-spatial working memory span tests and the spatial description
test was carried out as follows: the visual span score was calculated by summing the
number of the black cells presented in the three most complex patterns for which changed
squares were successfully recalled, and the spatial span score was calculated by
summing the length of the three longest sequences that the participants successfully
recalled. The recall scores for each spatial description test of the directions and land‐
marks were computed by summing the number of items correctly recalled.
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Table 1. The mean ratio and standard deviations of the recall scores of directions and landmarks
for both route and survey descriptions

Route Survey
Directions Landmarks Directions Landmarks

Mean 63.8 58.9 55.7 53.0
SD 27.3 25.5 16.1 15.6

At first, to compare the recall scores in relation to directions and landmarks, a 2
(Perspective: Route, Survey) × 2 (Items: Directions, Landmarks) analysis of variance
(ANOVA) for repeated measures was carried out using the mean ratio of the recall scores
as a dependent variable. The results showed that there were significant main effects of
items, indicating a higher recall ratio of directions than of landmarks (F(1, 52) = 6.57,
p = .01). No other main effects or their interaction were significant (Table 1).

Next, a correlation analysis was conducted to confirm to what degree each span score
is related to the route and survey mean recall scores. To measure the strength of the pure
connection, partial correlation coefficients were calculated between each correct recall
score and each span score, while controlling for the other span scores and the order of
presenting descriptions. Contrasting results were obtained for the described perspec‐
tives. In route descriptions, the recall scores of both landmarks and directions were
significantly correlated with spatial span score, but no positive correlations were found
with visual span score. However, in the survey descriptions, the recall scores of both
landmarks and directions were significantly correlated with the visual span score, but
none were presented with the spatial span score even though it was found that the recall
score of landmarks was negatively correlated with spatial score at a marginally signif‐
icant level (Table 2).

Table 2. Partial correlation coefficients between each correct recall score (route and survey) and
each span score (visual span test (VPT) and Corsi block test (Corsi)) while controlling for other
span scores and the order of presenting descriptions

Route Survey
Directions Landmarks Directions Landmarks

Visual
(VPT)

.22 .13 .45* .48*

Spatial
(Corsi)

.28* .35* −.06 −.27+

*p < .05, +p < .10

Finally, the identical correlation analysis computed above was conducted by adding
the serial position factor so that each item was presented when the participant was
listening to a description. This additional analysis was designed to confirm whether
increasing the cognitive load caused the participants to change their processing strat‐
egies. Generally speaking, memorizing items in the middle section of the serial position
resulted in an increased burden because of reduced benefits of elaborative rehearsal
compared to the first part and reduced benefits of immediate recall compared to the last
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part of the serial position. Therefore, memorizing the middle part of the serial position
might have resulted in participants relying on other components in addition to the effec‐
tive components that are used for memorizing items with a lower cognitive load.
Forcibly changing the strategies used by participants was not expected to result in better
performance.

Before conducting the additional analysis, it was confirmed that the serial position
effect occurred in this experiment. For this purpose, a 2 (Perspective: Route, Survey) × 2
(Items: Directions, Landmarks) × 5 (Serial Position: 2, 3, 4, 5, 6) ANOVA for repeated
measures was computed using the mean ratio of recall scores as a dependent variable.
Data of items presented in the first sentence were excluded from the analysis to equalize
the number of serial positions that were presented between directions and landmarks.
The result indicated significant effects of the serial position, which confirmed the exis‐
tence of the serial position effect (F(1, 52) = 26.9, p < .0001) (Fig. 3).

Then, partial correlation coefficients were calculated between each correctly recalled
score and each span score for each serial position, while controlling for other span scores
and the order of presenting descriptions. The results indicated that the positive correla‐
tion between spatial span scores and recall scores were the strongest for route descrip‐
tions of items in the middle part of the serial position. Moreover, the correlation between
visual span scores and recall scores of landmarks were marginally significant in the same
part of the serial position, although its effect was negative. Similarly, positive correlation
between visual span scores and recall scores were the strongest for survey descriptions
of items in the middle part of the serial position. Moreover, there was a significant
negative correlation between visual span scores of landmarks in the same part of the
serial position. Interestingly, in both types of descriptions, items at the top or bottom
positions also indicated significant correlations with span scores that had negative corre‐
lations with items in the middle part of the serial position. In the case of items at the top
or bottom positions, however, these effects were not always negative and were some‐
times positive (Table 3).

Fig. 3. The mean ratio and standard error bars of recall scores for serial positions
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4 Discussion

The present study used correlation methods to determine the subtle visuo-spatial
working memory components for route and survey representations constructed from
spatial descriptions. The result of overall correlation analysis showed that clearly
different components constrained recall performance corresponding to description type.
Recall scores of both landmarks and directions in route descriptions were correlated
only with spatial span scores. Conversely, recall scores of both of those in survey
descriptions were associated only with visual span scores. The results suggest that
different visuo-spatial components mainly support the construction of route and survey
representations through spatial descriptions as expected in the present study. Information
about landmarks was recalled more often than that about directions. Deyzac et al. (2006)
also report the same pattern of results. This might mean that directional information is
more essential for the construction of spatial representation through description.

Table 3. Partial correlation coefficients between each correct recall score (route and survey) and
each span score including the visual span test (VPT) and the Corsi block test (Corsi) for serial
positions, while controlling for other span scores and the order of presenting descriptions.

Route
Direction Landmark
2 3 4 5 6 1 2 3 4 5 6

Visual
(VPT)

.32* 0.7 0.9 .13 .17 .02 .35* −.10 −.27+ −.02 .29*

Spatial
(Corsi)

.06 .43* .42* .18 −.06 .20 −.11 .28* .44* .05 .16

Survey
Direction Landmark
2 3 4 5 6 1 2 3 4 5 6

Visual
(VPT)

.32* .28* .40* .29* .19 .20 .17 .26+ .44* .16 .13

Spatial
(Corsi)

.02 .09 −.03 −.09 −.14 .18 −.03 −.06 −.28* −.15 −.32*

* p < .05, + p < .10

Moreover, supplemental analysis calculated the coefficients for each serial position
and produced two more findings. First, participants tended to rely on both visual and
spatial components when the memorization load was high due to items presented in the
middle part of descriptions. Furthermore, the newly relied component did not contribute
to recall performance at all but rather had an adverse effect on recall performance. These
negative effects seem to reflect the fact that participants could not afford to store the
items using components that were more effective for performing the task. Second, situa‐
tions with low a memorization load, such as when items are presented first or last, would
also lead the participants to rely on both components of visuo-spatial working memory.
However, in such situations, the newly relied component would at times contribute to
recall performance. The working memory model presented by (Baddeley 1986;
Baddeley and Hitch 1974) suggests that processing and storing information compete for

The Difference in Cognitive Processing Between Route and Survey Descriptions 113



working memory resources. Therefore, when the memorization load is low, a person
might be able to afford trying additional cognitive processing that is expected to help
performance, such as using better elaboration methods.

Taken together, the results suggest a certain degree of variability in the processing
of spatial descriptions. This viewpoint is consistent with the findings of the research
using the dual task method (Meneghetti et al. 2011). The study indicated that a high
memory load during the main task causes people to change their usual strategy for
completing the main task to what permits them to avoid the competence of cognitive
resource between main and concurrent tasks. Besides this, the results of the present study
suggest that even if the memory load is small, participants may change their usual strat‐
egies for seeking the one best fit for the task.

Using the dual task method, Deyzac et al. (2006) found that the visual component
was involved in the processing of route descriptions as well as survey descriptions, while
an overall correlation of visual span and the recall score of route test did not appear in
the present study. This may because the dual task method could detect even slight
involvements of the visuo-spatial component on the task. When little visual capacity is
needed to take the route perspective, individual differences in capacity are unlikely to
reflect memory performance. Nevertheless, even such a small engagement can presum‐
ably be detected by imposing dual tasks carrying a heavy load. Thus, only the previous
study could find an influence from the visual component on the processing of route
descriptions.

Although the results of correlation analysis conducted in this study showed the
involvements of visual and spatial component in visuo-spatial memory with the
processing of spatial representation, the calculated correlation coefficients were not high
and all were below .50. Therefore, there could be other important factors for the
processing of spatial description. From the viewpoint of the working memory model,
there are two possible factors. One possible factor is the function of verbal working
memory (the phonological loop). In the spatial description test used in the present study,
participants were required to recall the blanked-out parts of spoken spatial descriptions,
so they were thus able to answer the test by rote memorization rather than by using
imagery. This may have encouraged participants to retain spatial descriptions phono‐
logically in verbal working memory and weakened the involvement of visuo-spatial
working memory on the processing of the descriptions. Even if this was the case,
however, this does not explain the difference of the results between route and survey
descriptions regarding visuo-spatial working memory, because participants can memo‐
rize by rote the spatial description in the same phonological manner regardless of how
the environment is described. Rather, obtained results seem to reflect the difference in
the type of spatial representation, i.e., route and survey representation, constructed
through spatial descriptions as assumed in the present study. Hence, verbal working
memory seems to have had limited influence, if any, on the results of the present study.

A second possible factor is the function of the central executive. Pearson (Pearson
2001; Pearson et al. 1999) has proposed a working memory model that supposes a buffer
within visuo-spatial working memory as a workspace for imagery. He also insists that
conscious image is retained in it primarily based on resources of the central executive
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system. In his model, visual component (visual cache) was presumed to hold non-
conscious visual information and to be transferred into the buffer when conscious
manipulation and inspection was needed. In addition, a spatial component (inner scribe)
is assumed to be involved in the manipulation of the image within the buffer. Taking
this model into account, individual differences in the capacity of the central executive
may possibly influence the processing of route and survey descriptions as well as visual
and spatial capacity. For the processing of route representation, while the spatial compo‐
nent supports the transformation of the image according to imaginal traveling, the central
executive may also play a critical role in retaining the image in buffer. For the processing
of survey representation, the central executive seems to have the same role, while the
visual component worked as back-up storage for imagery and transferred visual infor‐
mation into the buffer when the construction of conscious map-like images fades. Further
research is necessary to clarify the degree of contribution of the central executive to the
processing of route and survey descriptions.

Altogether, the present study has demonstrated that the route and survey represen‐
tations constructed through spatial descriptions mainly rely on different visuo-spatial
components more clearly than has been previously considered. Moreover, components
that are not mainly used are also related to the composition process of spatial represen‐
tations; however, the effect becomes positive or negative depending on the imposed
memory load. The viewpoint of the present study seems logical when considering the
flexibility of human thought and our memorizing strategies. This study thus offers useful
fundamental data for the consideration of individual differences in the processing of
route and survey descriptions.

Appendix

Spatial descriptions for the translated version in English.

Route description

1. There is a karaoke club at your back.
2. Go straight, and there is an appliance store.
3. Turn left, and there is a bar.
4. Turn left, and there is a luggage store.
5. Turn right, and there is a station.
6. Turn right, and you arrive at a bowling alley.

1. There is a community center at your back.
2. Turn right, and there is a family restaurant.
3. Turn left, and there is an amusement park.
4. Go straight, and there is a cafeteria.
5. Turn left, and there is a police office.
6. Turn right, and you arrive at a coffeehouse.

1. There is a meat market at your back.
2. Go straight, and there is a fire department.
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3. Turn left, and there is a game center.
4. Turn left, and there is a flower shop.
5. Turn right, and there is a university.
6. Turn right, and you arrive at a kindergarten.

Survey description

1. There is a library.
2. Go south, and there is a drugstore.
3. Go south, and there is a parking area.
4. Go east, and there is a city hall.
5. Go north, and there is a pet shop.
6. Go west, and you arrive at a fish store.

1. There is an elementary school.
2. Go east, and there is a supermarket.
3. Go north, and there is a bookstore.
4. Go east, and there is a bank.
5. Go south, and there is a nursery school.
6. Go south, and you arrive at a camera shop.

1. There is a hotel.
2. Go north, and there is a museum.
3. Go west, and there is a park.
4. Go south, and there is a department store.
5. Go west, and there is a convenience store.
6. Go east, and you arrive at a cycling shop.
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Abstract. Places are locations of special significance represented in spa-
tial memory. Place recognition is a central task in spatial cognition that
combines perception of local position information and ego-motion with
working memories of adjacent places and long-term memory codes of
the target place. In this paper, we examine the role of visual position
information and place recognition and thus attempt to link spatial cog-
nition to visual psychophysics. We present two experimental paradigms
for assessing the visual processing involved in the formation of memory
codes of place and the content of such memory codes. We also present a
maximum likelihood model of place recognition from distant landmarks
allowing detailed quantitative testing of the general assumptions. We
conclude that place recognition is based on a visual working memory
containing raw “snapshot” information as well as local depth maps of
surrounding landmark objects.

1 Introduction

1.1 Place Recognition

Place vs. Location. The concept of place, i.e. of locations of special signif-
icance, is central to the understanding of spatial cognition. Origins of spatial
memory in the animal kingdom are associated with a life-style known as central-
place foraging (Papi 1992) in which animals keep and remember a “home” loca-
tion from which they make excursions for feeding. Indeed, the representation
of this central place may be the simplest case of a spatial long-term memory
in the animal kingdom. Finding back to the central place can be based on vari-
ous mechanisms including search, laid-out trails (chiton), path integration (ants,
spiders, honeybees), or landmark-based matching (digger wasp, honey-bee). In
any case, the animal will have to know when the home is reached, in which case
some change in behavior will occur, e.g. the animal will decide to stop moving
or to start a final search routine.

In rodents and other mammals, multiple places or location in general are
thought to be represented in the activity of hippocampal place cells. For exam-
ple, Wilson and McNaughton (1993) demonstrate that the current location of
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a rat in a maze can be reconstructed from a population of ongoing place-cell
recordings, given that the firing fields of these neurons had been determined in
a previous measurement. Still, firing fields do not simply pave environmental
space in a homogeneous way. Rather, density and overlap of place cell firing
fields is increased at places which have an increased significance for the animal.
For example, Hollup et al. (2001) showed that in rats trained to find a hidden
platform in an annular watermaze, more firing fields are found in the vicinity of
the platform than in mid-water. Firing field density changes as the platform is
relocated.

In primates, place recognition also involves other brain regions, including
among others the parahippocampal place area (Epstein and Kanwisher 1998,
Epstein 2008). Places represented in the parahippocampal place area are discrete
entities characterized not just by their location (expressed e.g. by geometric
coordinates) but by invariant features such as landmark objects or the overall
geometrical layout of a scene.

Cognitive Graphs. Cognitive models of spatial behavior on the navigational or
way-finding scale are often based on places as a central data format or “spatial
primitive”. For example, the base level of Kuipers’ (2000) “spatial semantic
hierarchy” is formed by places which are recognized and approached by the
minimization of some measure of perceptual distance between the place and the
agent’s current location. The place representations are connected by action links
allowing the agent to travel from one place to the next. Tolman’s “means-ends-
field” (Tolman 1932) is also a graph-like structure in which the nodes are states
of the animal which may include the recognition of being at a particular place as
well as goals which the animal is currently pursuing. Again, the states are linked
by “means-ends-relations” allowing to plan state transitions. A developmental
argument for the relevance of places as a building block in spatial memory has
been presented by Siegel and White (1975). Graph approaches underly a large
part of the wayfinding literature in which routes are generally considered chains
of recognized places and actions, see for example O’Keefe and Nadel (1978),
Gillner and Mallot (1998), and Hartley et al. (2003).

Despite the central role of “places” in many representational formats of space,
other structures with similar roles may exist in spatial memory. One possibility
is the oriented “view” visible from a location. View-specific neurons have been
found in the primate hippocampus by Rolls et al. (1998) and have been used
as nodes for cognitive graphs e.g. by Schölkopf and Mallot (1995) and Gaussier
et al. (2002). Spatial graphs may also be composed of regional nodes representing
groups of places in a hierarchical scheme (Wiener and Mallot 2003) or patch maps
including a local reference frame (Meilinger 2008). Views, places, and regions
differ in the granularity of spatial representations. In the experiments reported
here, the extension of a place is mostly treated as an uncertainty, quantified by
a confusion area, i.e. the statistical error ellipse of the place judgments. A more
comprehensive theory of place recognition should probably treat the extension
as a property of a mentally represented place.
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Views, as well as places, as elements of a spatial ontology are associated with
a geometrical location in the sense that they are perceived when the agent is
located at or looking from this location. The situation is different for landmarks
and boundaries, which may also be elements of the spatial graph and associated
with specific locations, but which need not be reachable for the navigating agent.
In this paper, we consider reachable places which are encoded in memory during
an actual visit at this place and are recognized during subsequent encounters.
Landmarks and boundaries will show up only as descriptors of places, not as
nodes of the cognitive graph.

Fig. 1. Two approaches to place recognition

1.2 Models and Mechanisms

Figure 1 summarizes two basic approaches to place recognition. In the snapshot
approach suggested by Cartwright and Collett (1982), left part of Fig. 1, the
memory code for a particular place is closely related to the retinal image vis-
ible at the encoded place. Since this image may change substantially with the
illumination, the time of day or year etc. (Zeil et al. 2003), some preprocessing
is essential to yield a sufficient level of invariance. Such preprocessing of the
retinal image has indeed been suggested by Cartwright and Collett (1982), who
assume that the retinal image passes an edge detector before being stored as a
snapshot. Other preprocessing operations include detection of “landmark” pix-
els (Lambrinos and Möller 1997), sky-line detection (Graham and Cheng 2009;
Basten and Mallot 2010), average egocentric position of landmark objects
(“center-of-gravity”, O’Keefe 1991), local distance map derived from motion
parallax (Dittmar et al. 2010), etc. In any case, the actual recognition step
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is carried out as a comparison or matching operation between the stored and a
current snapshot, both preprocessed in the same way. Algorithms for this com-
parison operation include feature correspondence search (Cartwright and Col-
lett 1982), pixel-based root-mean-square minimization with and without image
warping (Franz et al. 1998) etc. For review see Möller and Vardy (2006).

In human spatial cognition place recognition can be based on snapshot-like
mechanisms (Gillner et al. 2008). However, it is quite clear that under nor-
mal circumstances, extra-retinal information provided by one or several working
memory stages will also play a role. These working memories contain informa-
tion from outside the current field of view and are updated upon observer motion
(Loomis et al. 2013; Burgess and Hitch 2005; Schindler and Bartels 2013; Röhrich
et al. 2014). They provide a description of the local spatial layout which may be
conceptualized as a local map or environment model surrounding the subject.
Behavioral experiments with configurations of isolated landmark objects show
that local charts of such landmark objects play a role in place recognition (Waller
et al. 2000; Pickup et al. 2013). Here, we will use the term “spatial appearance”
to characterize the spatial working memory of a place. Place codes for long-term
memory (LTM) will then be derived from the spatial appearance and recogni-
tion will be based on comparisons of such LTM codes with the current spatial
appearance (right part of Fig. 1).

While the idea of appearance-based place recognition does not seem to be
particularly controversial, it allows for a number of systematic questions that
may be used to structure the psychophysics of place recognition. These questions
are:

1. Depth of processing: which image processing steps are needed to extract the
place code from the raw retinal image? Possibilities include various early
vision operations (edge detection, parallax) as well as the recognition of more
abstract landmark structures such as the sky-line or recognizable objects.

2. Structure of the spatial working memory: which information is maintained
and used for place recognition? Possibilities include panoramic views, col-
lections of local views, objects localized in a local, egocentric but two-
dimensional map, three-dimensional spatial layouts, etc.

3. Mechanisms of comparison and decision making. These will depend on the
structure of the working memory and may include pointwise snapshot match-
ing, comparisons of local maps, identification of landmark objects, etc.

4. Structure of long-term memories of places. This includes the role of local
metric charts, geometric layout of he surrounding scene, and context from
larger representations of space.

1.3 Experimental Procedures

The classical place recognition experiment in animals has been developed by
Kruyt and Tinbergen (1938) in a study on digger wasps returning repeatedly to
each of a number of borrows in which a larva awaits feeding. In this case, the
place is selected by the animal and no learning or specific training is required
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during the experiment. Tinbergen and Kruyt (1938) marked a borrow by a circle
of pine cones and displaced this circle after the digger wasp had left from the
borrow. When returning, the wasp would search in the center of the displaced
circle, indicating that the cones were used as landmarks.

In the Morris water maze task for rodents (Morris 1981) a goal location is
rewarded by the fact that a rat can rest from swimming when it reaches the sub-
mersed platform in a water basin. Place learning in the water maze assesses both
the recognition performance and the learning speed. The experiments can last
for extended time, suggesting that a long-term memory of the place of the sub-
mersed platform is built and tested. For human subjects, various versions of the
Morris water maze have been realized in virtual reality. For example, Hamilton
and Sutherland (1999) used a virtual pool surrounded by two sets of landmarks
(A, B) to study blocking in landmark learning. When trained with both sets
together (A + B), subjects performed well even after one set was removed. How-
ever, when trained with one set only (A) and given the additional set B later,
removal of set A lead to performance loss, indicating that the landmarks B had
not been learned in this situation. Hort et al. (2007) adapted the water-maze
paradigm to humans using a circular arena of 2.9 m diameter with landmarks
projected variably by a beamer. This setup was used to demonstrate deficits in
spatial cognition associated with early stages of dementia.

In this paper, we will study place recognition by two different experimental
tasks. In the first one, “return-to-cued-location” (Gillner et al. 2008), a subject
in a virtual environment is presented with the visual surround visible from a goal
location. The virtual viewpoint tracker is then switched to a starting point from
which the goal has to be approached by interactive navigation in the virtual
environment. The task is similar to the tasks used in the geometric module
literature (Cheng et al. 2013), but goal places can occur anywhere in the maze.
Since the memory of the goal location is built during a brief inspection period
prior to the performance, the “return-to-cued-location” task addresses a working
memory of place. In the second paradigm, “incidental place learning” subjects
are required to navigate to a goal from different starting points, using routes
which all share a central crossing point. In the learning phase, this crossing
point is always passed, but never mentioned as a special point to remember.
In the test phase, however, subjects are explicitly instructed to navigate to the
central crossing point. This paradigm has the advantage that subjects have to
discover the central point themselves. It emphasizes spatial long-term memories.

The problem of place recognition is closely related to place learning, and
experimental paradigms will generally involve both performances. It is important
to note, however, that different learning schemes may lead to different place
representations. One respect in which these representations may differ is their
characterization as long-term or working memories. A second respect is place
selection which is arbitrary in supervised schemes such as the Morris water maze
or the walk-to-cues-location paradigm but may be influenced by the availability
of landmarks etc. in free place choice.
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2 Depth of Processing

Place recognition from visual cues involves the standard processes of early vision,
including among others the detection of image features and depth, the under-
standing of scenes, and the recognition of objects. Here we use stereoscopic
dynamic random dots to study the role of pure depth information in place
recognition. Results indicate that place recognition can be based on pure depth
information and (at least in our experimental environment) is not substantially
improved by cues from other visual sub-modalities such as texture or localized
objects (room corners).

2.1 Local Position Information

The recognition of places is generally thought to rely on a combination of land-
mark cues visible from the target place and spatial context such as traveled
distances from neighboring places (e.g., O’Keefe and Nadel 1978). For the land-
mark component, various types of “local position information” can be extracted
from the visual input and have been shown to play a role in place recogni-
tion. These types include barely processed “snapshots” (for review, see Gillner
et al. 2008) as well as visual information requiring higher amounts of image
processing such as landmark configurations (see next section), room geometry
and three-dimensional spatial layout (Cheng et al. 2013; Epstein 2008), or iden-
tified landmark objects (Janzen and van Turennout 2004). Visual depth, i.e. the
perceived distance to objects of the surrounding scene, is relevant for a num-
ber of these cues, especially if indoor-environments are considered. Here we use
psychophysical approaches from the study of early visual processes (stereopsis,
motion parallax) to investigate the role of perceived depth in place recognition
(Halfmann 2016).

2.2 Methods

Subjects and Procedure. 40 students from the University of Tübingen passed
a simple test for stereo vision and participated in this study. The experiments
were carried out in a virtual environment simulating a kite-shaped room with
edged or rounded corners. In the “return-to-cued-location task” (Gillner et al.
2008), participants were placed at one of three goal locations in the kite-shaped
room. In the following inspection phase subjects studied the local appearance
of the room by looking around and performing small translational movements.
They were then set back to a start position and used a joy-stick to return to the
goal. After indicating goal recognition by the button hit, subjects were moved
to the correct goal position, and the next trial started from there. In all, twelve
decisions were recorded per subject and condition, i.e. two cycles of all six pos-
sible transitions between the three goal locations. In the results reported here,
the virtual environment was presented with an Oculus-Rift stereoscopic head-
mounted display (HMD), but controls with a mirror stereoscope and monocular
viewing were also performed. In addition to the stereo disparities presented on



124 H.A. Mallot et al.

b.

a.

right eye left eye right eye

Fig. 2. Sample view of the kite-shaped room arranged for free stereoscopic viewing.
For crossed fusion use leftmost columns, for uncrossed fusion use rightmost columns.
a. Texture condition. b. Dot condition (sample frame of the dynamic random dot
display). Both stereograms show the room with edged corners. Note that the texture
condition gives a much better stereoscopic impression that the dot condition. However,
in the actual experiment, motion parallax was present as an additional cue, leading to
a clear perception of the room layout.

the stereoscope, the HMD setup provided a higher level of immersion including
closed-loop movements of the head and body that might lead to better percep-
tion of structure-from-motion.

Stimuli and Conditions. Two factors, “visual cues” and “room shape”, were
varied in a full factorial design. In the cue-condition “texture”, rooms were
defined by a texture of large spots (about 10 cm diameter in the virtual environ-
ment) pasted to the room walls, floor, and ceiling as a wallpaper. This texture
provided stereo disparity, motion parallax upon observer motion, texture gradi-
ents and information about room corners (Fig. 2a). In the cue-condition “dots”,
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Fig. 3. Scatter plots of the decision points from 240 decisions (20 subjects × 12 deci-
sions per subject). a. Layout of the kite-shaped room with goal locations A, B, C,
and nearest-neighbor cells. Dimensions in meters. b., c. Edged corner room, d., e.
rounded corner room. Dot colors indicate goal positions A, B, C. Tokens indicate: +
true goal location, ◦ decision points within goal region (“correct decision”). ∗ decision
point outside goal region (“qualitative error”). Error ellipses are calculated over the
within-region decisions only and reflect one standard deviation. (Color figure online)
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Fig. 4. Absolute numbers of correct decisions (decisions inside goal region) out of a
total of 80 decisions per target (accumulated over all subjects). a. Edged corner room,
b. rounded corner room. Colors indicate goal locations A, B, C. Performance above
chance level defined by the relative area of Voronoi cell is highly significant for all cases.
(Color figure online)

surfaces were defined by dynamic random dots (Sperling et al. 1989) uniformly
distributed in the image plane and with a limited lifetime varying between 100
and 200 ms. Outdated dots or dots leaving the field of view were continuously
replaced so that the dot distribution on the screen was kept uniform. The dots
provided stereo disparities, a small amount of motion parallax (during dot life-
time), but no texture gradients (see Sperling et al. 1989). Room corners might
have been inferred from the depth information, but not from the dot distribution
itself (Fig. 2b). The cue conditions were performed in a blocked, within-subject
design (texture condition first).

Even if the example stimulus of Fig. 2b is properly fused, the structure of the
room is barely visible. In the experimental setup, however, the dots would start
to move as soon as the observer changes his or her viewpoint. In this situation,
the three-dimensional structure of the room becomes much clearer, since motion
parallax can be used.

We used two shape-conditions “edged”, and “rounded”, as shown in Fig. 3
(between subjects factor). These conditions were included to test the hypothesis
that the better defined corners in the “edged” condition provide better landmark
information than the rounded corners in the “rounded” condition, predicting a
superior performance in the “edged” condition.

2.3 Results

Figure 3 shows the decision points in the four conditions, accumulated over all
subjects. Decision points scatter about the goal positions with a moderate vari-
ance, and variance is not substantially different in the four conditions. We also
find a fair number of “qualitative errors” in which the subjects choose a place
closer to one of the non-goals than to the current goal. The respective nearest-
neighbor cells (Voronoi tessellation around goal points) are also indicated in
Fig. 3a. These errors are equivalent to the “rotation errors” discussed in the
geometric-module literature (see Cheng et al. 2013 for review). Figure 4 shows
the number of correct decisions for the various conditions, again accumulated
over all subjects. Note that the numbers given there are absolute counts out of
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80 trials and do therefore not carry error bars. If subjects would ignore the visual
information, the chance level for choosing a decision point in the correct Voronoi
cell would be about 33% compared to an average recorded performance rate of
about 91% shown in Fig. 4. A binomial test with chance level as null hypoth-
esis reveals high significance (p < 0.001) in all cases. No significant differences
between conditions were found.

A comparison with the stereoscopic and monocular viewing conditions (data
not presented in this paper) shows similar results. Performance is well above
chance even for the monocular condition, albeit slightly poorer than in the HMD-
data reported here.

2.4 Discussion

The results indicate that subjects can use pure depth information as is provided
by dynamic random dots to recognize places in a room. Additional texture cues
providing more reliable depth information seem to lead to some improvement,
which, however, is not statistically significant. This is even more surprising since
texture cues provide still another cue for place recognition, i.e. snapshot match-
ing. Indeed, since the texture was “painted to the wall”, the subjects might have
tried to remember the pattern of black and white wall patches appearing at each
goal location and try to match it to their memory when they return. If they did
use this strategy, it did not lead to a substantial improvement in performance.
The sharpness of the corners of the room (“edged” vs. “rounded” conditions) do
not seem to play an important role in self-localization, indicating that subjects
rely more on the distances to walls than to the corners. Overall, the results fit
nicely to the idea that places are represented by a local map of the environment
which is updated as the subject moves around (Byrne et al. 2007; Loomis et al.
2013; Röhrich et al. 2014).

3 Place Recognition from Distant Landmarks

In this section, we present experimental data and a probabilistic model of
place recognition from a configuration of distant landmarks surrounding a goal.
The model assumes that landmark positions are perceived with hyperbolic dis-
tance compression and added noise, depending on current observer position.
Position-dependent recognition rate is modeled as the likelihood of perceiving
the expected (stored) landmark configuration from each position. The model
reproduces key features of experimental results including a systematic localiza-
tion bias towards the most distant landmark, the shape and orientation of the
error ellipses, and effects of approach direction. We conclude that place recog-
nition is based on a comparison between a place code (landmark distance and
angles) and a working memory of surrounding space suffering from systematic
depth distortions and distance-dependent drop in resolution.
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Fig. 5. Experimental setup for Experiment 2. Left: Aerial view of pond and plus-shaped
bridge with a start and a goal location. In the experiments, four start and goal locations
close to the ends of the bridge arms were used in all possible combinations involving
a left or right turn at the decision point (bridge center). Four landmark objects can
be seen in the four quadrants defined by the bridge. Top right: Subjects’ view during
learning phase. Note the landmark objects hovering above the pond. Bottom right:
Subject’s view during test phase. Only the landmark objects remain visible while the
pond and bridge are covered by fog.

Fig. 6. Position choices for three landmark configurations. The landmarks are shown
with their actual position and color. a. Standard configuration (20 subjects, 954 deci-
sions), b. Parallelogram configuration (16 subjects, 761 decision), c. Peaked configura-
tion (16 subjects, 754 decisions). The error ellipses are displaced from the goal (control
and peaked condition) and elongated in the direction of the most distant landmark.
See Lancier (2016).

3.1 Summary of Experimental Data

The accuracy of the place recognition in an open environment comprising four
distant, distinguishable landmarks was studied in a behavioral experiment with
human subjects navigating a virtual environment (Fig. 5). The environment
included a plus-shaped bridge crossing a pond and four colored spheres hov-
ering in mid-air above the pond, one in each quadrant defined by the bridge
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Fig. 7. Detailed decision points for the data appearing in Fig. 6. a. Standard config-
uration (20 subjects, 954 decisions), b. Parallelogram configuration (16 subjects, 761
decision), c. Peaked configuration (16 subjects, 754 decisions). The read bar marks the
mean deviation from the bridge center (“bias”); it was significantly different from zero
for the standard and peaked conditions (Hotelling’s T-Square test).

arms. Subjects started at one bridge entry and had to find a goal that involved
either a left or a right turn at the bridge center (“decision point”). All possible
starting points and turn directions were used. In the test phase, bridge, pond,
and goals were rendered invisible by simulated ground fog and the subjects were
asked to navigate to the now invisible center of the bridge and indicate place
recognition by button hit. This performance was based essentially on the four
landmarks which remained visible at all times. In order to prevent subjects from
using path integration, the starting points at each of the four bridge entries were
varied using a random positional scatter. Experimental results are summarized
in Fig. 6 (Lancier 2016). For the model, the following constraints can be derived:

1. Decision points show both a systematic bias and a statistical error. The sys-
tematic bias as well as the major axis of the error ellipses point roughly in
the direction of the most distant landmark (Figs. 6 and 7).

2. If a point-symmetric configuration of landmarks is used, the systematic bias
goes away (Figs. 6b and 7b).

3. If the landmark sizes, and therefore the perceived landmark distances, are
manipulated between training and test session, decision points are shifted
towards down-scaled landmarks and away from the up-scaled ones (data not
shown). I.e. subjects try to adjust remembered and perceived distances.

3.2 Model

In a world coordinate system centered around the target point (the center of the
bridge), the landmark positions are denoted by li, i = 1, . . . , 4. Let x denote the
current observer position. The true landmark vectors from the current observer
position are mi = li − x. We assume that these positions are represented in
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Fig. 8. Place recognition model. a. Layout with bridge (shown in light brown) and
four landmarks arranged as in the “peaked” condition (Fig. 6c), shown as open circles.
The polar grid symbolizes the egocentric landmark memory of an observer inspecting
the bridge center. In this grid, the landmark positions are stored as a place code. b.
Approaching observer with place code (open colored circles). Solid colored disks: true
landmark positions; transparent ellipses: distribution of landmark measurement accord-
ing to Eq. 2. Note the displacements of the distributions relative to the true landmark
positions, which reflects the assumed hyperbolic distance compression. c. Probabilistic
match of place code and observed landmark positions. The green distribution in the
center is the joint likelihood p(l1, . . . , p(l4|x) from Eq. 4. (Color figure online)

an egocentric coordinate system with allocentric orientation. This allocentric
orientation can be provided by the overall orientation of the bridge and landmark
configuration (Fig. 8).

In order to model the systematic bias, we will need to assume that the
actual perceived landmark distance is not veridical but hyperbolically com-
pressed according the equation

µi =
A

A + ‖mi‖mi (1)

(Gilinsky 1951). A is a constant set to 60 m in our simulations. This compression
does not affect the stored landmark position which is assumed to be derived
from triangulation and spatial updating processes and may therefore be assumed
veridical. Indeed, Philbeck and Loomis (1997) demonstrate that the distance
walked to a visually presented target in the “walking-without-vision” task is not
affected by the hyperbolic compression reported by Gilinsky (1951). The stored
place code is therefore given by the true landmark positions li.

Consider the probability of perceiving a landmark i at a position mi, given
that the current observation position is x. This measurement mi is given in
a Cartesian, egocentric coordinate system oriented to some allocentric “North”
orientation. It comprises information about the perceived egocentric distance
(with hyperbolic compression) and allocentric bearing, i.e. bearing with respect
to a reference direction defined, for example, by the overall orientation of the
virtual environment. The probability density function is assumed to be

p(mi|x) = φ(mi;µi(x), Σi(x)), (2)
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i.e. the two-dimensional normal distribution with mean µi and covariance matrix
Σi. Note that both mean and covariance depend on the current observer posi-
tion x. For the mean, we have specified this dependence in Eq. 1 above. The
covariance matrix Σi will have an eigenvector in the direction (li − x), i.e. the
depth direction from the current view-point to the true landmark position, and
an orthogonal one in the width direction. Denoting the local bearing of the i-th
landmark by φi, ( (cos φi, sin φi) = (li − x)/‖li − x‖ ), we obtain:

Σi(x) =
(

cos φi − sin φi

sin φi cos φi

) (
σ2
id 0
0 σ2

iw

)(
cos φi sinφi

− sin φi cos φi

)
. (3)

The eigenvalues in the distance and width directions are assumed to scale with
distance according to σid(x) = 0.01 ‖li − x‖2 and σiw(x) = 0.3 ‖li − x‖. Thus,
the angular error of perceived landmark bearing does not depend on viewing
distance. For small distances the angular errors are larger than the depth errors
(σiw > σid) as is necessary to reproduce the shape of the experimental distrib-
utions. This may reflect the fact that inter-landmark angles have to be inferred
from multiple views and are therefore more error-prone than the distance esti-
mates.

As the observer moves, the probability densities p(mi|x) will be shifted to
their new bearing and (hyperbolically compressed) distance. In addition, they
will be rotated to keep the principle axis associated with σid aligned with the
landmark bearing. The place code for the goal position x = 0 will be {li, i =
1, . . . , 4}. The probability of measuring this place-code, given that the observer
is actually at x, is obtained by substituting m = li in Eq. 2 and taking the
product over all four landmarks:

p(l1, ..., l4|x) =
4∏

i=1

φ(li;µi(x), Σi(x)). (4)

The function LL(x) := log p(l1, ..., l4|x) is plotted as the model prediction in
Fig. 9 for the error distributions for the three landmark configurations appearing
in Figs. 6 and 7.

Note that the likelihood function p(l1, ..., l4|x) will always take its maximum
at x = 0 if we omit the hyperbolic distance compression (Eq. 1). In this case,
we have µi = li − x and the product in Eq. 4 is taken over four Gaussians all
of which are centered at x = 0. The systematic bias found in our experiments
cannot be explained in this case.

The simulations of Fig. 9 are in good quantitative agreement with the exper-
imental results appearing in Figs. 6 and 7. In particular, they reproduce the
bias towards the most distant landmark in the standard and peaked configura-
tions, and the orientation of the error distributions. A quantitative test of the
model was obtained with the directional statistics of the decision points appear-
ing in Fig. 10. Each decision point judgment was transformed into a unit vector
and counted in a circular histogram. Figure 10 shows the resulting distributions
together with the landmark bearings (colored circles) and the direction of the
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Fig. 9. Likelihood function (Eq. 4). a. Control condition, b. Parallelogram condition
c. peaked condition. The red bar indicates the maximum likelihood estimator (MLE)
for the bias. The direction and roughly also the length of the predicted biases agree
with the experimental results (Fig. 7). Note that the likelihood distributions in b. and
c. also show the elongation towards the most distant landmark. (Color figure online)

Fig. 10. Circular statistics of the bias direction for the control (a.), parallelogram
(b.) and peak conditions (c.). The black columns show the approximate densities in
expected cases per radian. The red needle shows the resultant vector, i.e. it points
towards the circular mean while its length is a measure of concentration. The colored
discs show the direction to the landmarks for each configuration. The green triangle
indicates the bias direction predicted by the model. Note that for the parallelogram
condition (b.) no bias is predicted, in agreement with the experimentally found resul-
tant vector. (Color figure online)

bias predicted by the model (green triangle). Note that no bias is predicted in
the parallelogram condition, Fig. 7b. The red needles show the circular mean of
the distributions. The orientation of the distributions towards the predicted bias
direction (green triangles) was tested against the null hypothesis of non-oriented
distribution using the circular V -test (Batschelet 1981) and reveals significant
deviations from the null hypothesis for the control (V (954) = 0.389, p < 10−4)
and peaked conditions (V (754) = 0.291, p < 10−4). Since the model does not
predict a bias for the parallelogram condition, we tested this condition with the
most distant landmark direction as a predicted bias, but no significant effect was
found (V (761) = 0.021, n.s.).
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We conclude that place recognition from distant landmarks is based on a
comparison of two components, (i) a referential place code containing veridical
landmark distances and inter-landmark angles, and (ii) a visual working memory
of the complete surroundings with distance-dependent resolution and systematic
depth compression. A simple model of these components is able to quantitatively
predict the statistical distribution of decisions made by human subjects. Effects
of approach direction can be modeled by increasing the variances of the less seen
landmarks.

The most surprising result of this study is the systematic bias found for
the asymmetric landmark configurations. This bias can be modeled if we assume
that the landmark distance instantaneously perceived during place recognition is
hyperbolically compressed while the landmark distance represented in long-term
memory is not. We think that this assumption is justified since the long-term
place code (the landmark positions l1, ..., l4) is a result of many encounters of the
goal location arriving from all four directions. It is thus a consolidated memory
taking into account multiple views and motion parallax during approach. In
contrast, the perception during recognition is mostly instantaneous, with only
limited access to the depth cues provided by motion parallax.

4 Conclusion

Place recognition is a simple, well-defined task in which a subject moves to a
place (in reality or in virtual reality) and reports arrival by button hit. The
main dependent variable is the observer position x at button hit, to which
simple bivariate statistics apply. Place recognition is interactive and continu-
ous much like an adjustment task in classical psychophysics with the adjusted
parameter being observer position. Button hit is triggered by a comparison oper-
ation involving memory content. In this respect, place recognition is more like a
match-to-sample task in which the sample has to be remembered. It differs from
match-to-sample in the continuity of the position parameter that allows gradual
similarity. Also, the memory content may change during the experiment due to
spatial updating processes accompanying the approach movement.

In this paper, we discussed two experiments on place recognition addressing
the various stages of the appearance-based place recognition model of Fig. 1. The
results are consistent with a simple model of spatial working memory (Eq. 4)
making the following assumptions:

1. The landmarks are distinguished and identified (index i in model).
2. Both landmark distance and bearing are represented in an egocentric but

geo-oriented reference frame.
3. Landmark distance in working memory is systematically biased according to

hyperbolic distance compression (Eq. 1).
4. Landmarks outside the field of view are also represented at an updated posi-

tion, but statistical error is larger than for actually perceived landmarks.
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This last assumption, i.e. the increased error of representations of landmarks out
of sight is not relevant for the results presented here, but has been used to model
the effects of different approach directions by Lancier (2016).

Similar assumptions are made in most models of spatial working memory.
For example, Loomis et al. (2013) assume that object knowledge is maintained
and updated in a spatial working memory. While this is well in line with our
results, it does not lend itself easily for quantitative predictions, as are sought in
this study. The Byrne et al. (2007) model assumes a map-like representation in
which walls or other objects are represented as activity in pixels of the map. The
model nicely explains spatial updating but it is not obvious how to represent
object identities. In contrast, object identities are easily accounted for in the
Röhrich et al. (2014) model which is based on views of the environment and
therefore automatically represents visual landmark properties. However, it lacks
a mechanism for spatial updating which would have to based on some sort of
ego-motion dependent view transformations.

In summary, our results call for an improved model of spatial working mem-
ory, accommodating both object identities and spatial updating in a way allowing
quantitative predictions.
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Hamilton, D.A., Sutherland, R.J.: Blocking in human place learning: Evidence from
virtual navigation. Psychobiology 27, 453–461 (1999)

Hartley, T., Maguire, E.A., Spiers, H.J., Burgess, N.: The well-worn route and the
path less traveled: distinct neural bases of route following and wayfinding in humans.
Neuron 37, 877–888 (2003)

Hollup, S.A., Molden, S., Donnett, J.G., Moser, M.-B., Moser, E.I.: Accumulation
of hippocampal place fields at the goal location in an annular watermaze task. J.
Neurosci. 21, 1635–1644 (2001)

Hort, J., Laczo, J., Vyhnalek, M., Bojar, M., Bures, J., Vlcek, K.: Spatial navigation
deficit in amnestic mild cognitive impairment. Proc. Nat. Acad. USA 104, 4042–4047
(2007)

Janzen, G., van Turennout, M.: Selective neural representation of objects relevant for
navigation. Nat. Neurosci. 7, 673–677 (2004)

Kuipers, B.: The spatial semantic hierarchy. Artif. Intell. 119, 191–233 (2000)
Lambrinos, D., Maris, M., Kobayashi, H., Labhart, T., Pfeifer, R., Wehner, R.: An

autonomous agent navigating with a polarized light compass. Adapt. Behav. 6, 131–
161 (1997)

Lancier, S.: Spatial Memories in Place Recognition. PhD thesis, Faculty of Science,
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Abstract. The current study investigated the ways in which environ-
mental and idiothetic cues affect the nature of the reference frame (i.e.,
egocentric or allocentric) in path integration in a virtual environment.
Participants navigated to multiple waypoints and then attempted to
walk or point to the first waypoint. We manipulated the environmen-
tal geometry, complexity of the outbound path, availability of idiothetic
cues (vestibular, proprioceptive, & efferent motor information) and ini-
tial heading in the virtual environment to examine the reference frame
in path integration. Experiments 1 and 2 showed that when idiothetic
cues were present, participants adopted an egocentric reference frame
regardless of the environmental geometry and outbound path complex-
ity. Experiments 3 and 4 showed that when idiothetic cues were absent,
participants adopted the initial heading as the reference direction. We
concluded that unlike their marked influence on reference directions in
spatial memory, environmental cues had little impact on the reference
frame in path integration regardless of the availability of idiothetic cues.

Keywords: Path integration · Reference frame · Environmental cues ·
Idiothetic cues · Virtual environment

1 Introduction

Path integration refers to the process by which navigators integrate sensory
cues continuously to estimate their current location and orientation relative to a
destination in the absence of position-informative information [1,2]. Path inte-
gration has long been studied in many species [3–6]. Recent research indicates
that path integration in mammals may be supported by interactions among
grid, place, and head-direction cells [7–10]. Investigations of path integration
typically require the organism to navigate from a home location to a destina-
tion (outbound path) and then to return to home using the shortest available
path (return path). The present study investigated the reference frame involved
in the computation of the return path in a virtual environment. Specifically, we
tried to identify the nature of this reference frame (egocentric or allocentric) and
how environmental and idiothetic cues (internal sensory cues provided by body
c© Springer International Publishing AG 2017
T. Barkowsky et al. (Eds.): KogWis/Spatial Cognition 2016, LNAI 10523, pp. 137–156, 2017.
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movement, including vestibular, proprioceptive and efferent motor information
[11–13]) influenced reference frame selection in path integration.

The use of an egocentric reference frame in path integration refers to the
process whereby the navigator represents and updates its position in the envi-
ronment using a reference system centered on the body [14,15]. By contrast, the
use of an allocentric reference frame refers to the process whereby the navigator
represents and updates its position in the environment using a reference system
external to the body and anchored in the environment [2,13]. Figure 1A illus-
trates the use of an egocentric reference frame in which the principal reference
axes are defined by facets of the body. The correct turning angle to home is the
egocentric bearing of home, or the angle between egocentric front and the vector
from the body to home (γ). Figure 1B illustrates the use of an allocentric refer-
ence system in which the principal reference axes are fixed in the environment.
The correct turning angle to home is not explicitly represented, and must be
computed from the allocentric bearing of home and the allocentric heading of
the navigator (γ =β − α).

In an egocentric reference frame, the navigator’s heading is always parallel
to the principal reference direction, and hence the return angle computation (or
retrieval) is equivalent across different headings. In an allocentric reference sys-
tem, however, if the navigator’s heading or home location’s bearing is parallel to
the principal reference direction (i.e., α or β is 0◦), the computation (or retrieval)
of the correct return angle is assumed to be facilitated [16]. In the present study,
we manipulated the alignment between the navigator’s heading when the return
angle needed to be computed and the assumed principal reference direction to
identify which reference frame people use in path integration: If performance
was comparable across all headings, we assumed that people adopted an egocen-
tric reference frame; if performance was better for headings or return directions
parallel to the assumed principal reference direction than for other headings or
directions, we assumed that people adopted an allocentric reference frame.

Results from Kelly et al. [17] and Mou et al. [18] suggest that people use
an allocentric reference direction to represent the self-to-object spatial relations
even when idiothetic cues are available. Kelly et al. [17] had participants learn
a layout of objects from a fixed perspective in a room, and then point to the
learned objects in the same or a different room. They found that participants
generally performed better when the imagined perspective was aligned with the
learning perspective, regardless of the room conditions. Moreover, Mou et al. [18]
found that participants used an allocentric reference direction to represent the
self-to-object spatial relation regardless of the alignment between the imagined
perspective and the body orientation. Results from both studies suggest that
when idiothetic cues are available people update spatial relations between their
bodies and objects in the environment using an allocentric reference frame, and
this conclusion was echoed by other studies [13,19]. On the other hand, results
from Klatzky et al.’s [20] study suggested that participants used an egocentric
reference frame during path integration when idiothetic cues were available, but
failed to update their heading when idiothetic cues were absent. However, the
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Fig. 1. The circle and the triangle represent a navigator and the facing orientation. (A)
Egocentric reference system. γ is the correct turning angle to face home. (B) Allocentric
reference system. α is the navigator’s allocentric heading. β is the allocentric bearing
of home. γ is the correct turning angle to face home.

virtual environment in Klatzky et al.’s [20] study was almost featureless, and it
remains to be seen whether the environmental cues, as well as the interaction
between environmental and idiothetic cues, would affect the selection of refer-
ence frame during path integration. In the current study, we manipulated the
availability of idiothetic cues by having participants physically walk or use a
joystick to navigate in the virtual environment.

Evidence shows that environmental cues such as the symmetry of the envi-
ronment can determine the reference direction in spatial memory [19,21]. People
favor the axis which divides the environment into symmetrical halves (principal
axis) and tend to use the principal axis as the reference direction to organize
the object-to-object spatial relations. In Experiment 1 of the present study, we
rendered the environment as square (four principal axes) and trapezoidal (single
principal axis) to examine whether the regular geometric shape and the small
number of principal axes might cause participants to use an allocentric reference
frame even when idiothetic cues were present.

Another factor that could influence the selection of the reference frame is
spatial updating strategy. Researchers have proposed that there are two spatial
updating strategies that humans can employ during path integration: continu-
ous and configural [22]. Continuous updating refers to a strategy of computing
and updating the homing vector while navigating the outbound path. Proper-
ties of the outbound path, such as the length of the path and the number of
turns, are not committed to memory. Configural updating refers to a strategy
of representing the configuration of the outbound path during navigation. The
homing vector is computed at the end of the outbound path prior to executing
the return path. If navigators use this strategy, they should have memories of
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path properties at the end of the outbound path, even after executing the return
path. There is evidence showing that humans can use either configural updating
[19,22] or continuous updating [22,23] under proper instructions or depending
on the complexity of the outbound path [24].

We conjecture that the spatial updating strategy could influence the refer-
ence frame used in path integration. If the homing vector is updated continuously
(i.e., continuous updating strategy), with the constantly changing body orienta-
tion during navigation, it is more efficient to compute the homing vector using
an egocentric reference frame than an allocentric reference frame, due to the
additional retrieval of headings and computations required by the use of an allo-
centric reference frame. However, if the configuration of the outbound path is
constructed and represented during navigation (i.e., configural updating strat-
egy), it is more efficient to use a single reference direction than multiple reference
directions, as the latter would require mental rotation or other transformations
to bring the forms into alignment. Therefore, we hypothesize that if people use
a continuous updating strategy in path integration, they are more likely to com-
pute the homing vector using an egocentric reference frame; and if they use a
configural updating strategy, they are more likely to adopt an allocentric refer-
ence frame. Results of previous studies [23,24] implied that when the outbound
path became sufficiently complex, people switched from a configural to a contin-
uous updating strategy. In Experiment 2, we decreased the number of legs in the
outbound path to encourage participants to use a configural updating strategy
and examined whether this change would make them switch to an allocentric
reference frame even when idiothetic cues were available.

Klatzky et al.’s [20] results indicated that people cannot update their head-
ing when idiothetic cues are absent. In Experiments 3 and 4, we employed a
procedure similar to Klatzky et al.’s [20] condition in which idiothetic cues were
absent, and (a) examined whether participants could update their headings when
idiothetic cues were not available but environmental cues were available, and (b)
assessed whether the reference direction was determined by the initial heading
or environmental cues by placing the two in conflict.

To anticipate our findings, Experiments 1 and 2 showed that when idiothetic
cues were present, participants relied on an egocentric reference frame regardless
of the number of principal axes in the environment or the number of legs in the
outbound path. Experiments 3 and 4 showed that when idiothetic cues were
absent, participants used the initial heading instead of the environmental cues
as the reference direction (Table 1).
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Table 1. The idiothetic and environmental cues, number of path legs, response method
and the adopted reference frame in each experiment.

Exp. 1A Exp. 1B Exp. 2A Exp. 2B Exp. 3 Exp. 4

Idiothetic cues Yes Yes Yes Yes No No

Enclosure geometry Square Trapezoid Trapezoid Trapezoid Trapezoid Trapezoid

Red lines No Yes Yes Yes Yes Yes

Number of legs 5 5 3 3 3 3

Response method Walking Walking Walking Pointing Pointing Pointing

Reference frame Egocentric Egocentric Egocentric Egocentric Allocentric Allocentric

2 Experiments

2.1 Experiment 1A

Experiment 1A was designed to examine the reference frame used in path inte-
gration when salient environmental cues and idiothetic cues were available.

Method

Participants. Twelve students (6 women, 6 men) from Vanderbilt University
participated in this experiment in return for extra credit in psychology courses.

Materials and Design. The experiment was conducted in the Learning in
Immersive Virtual Environments Laboratory (LIVE Lab) at Vanderbilt Uni-
versity. The virtual environment was presented through an nVisor SX60 (from
NVIS, Reston, VA) head-mounted display (HMD), which presented stereoscopic
images at 1280× 1024 pixel resolution, refreshed at 60 Hz. The HMD field of view
was 47◦ horizontal by 38◦ vertical. Graphics were rendered by a 3.0 GHz Pen-
tium 4 processor with a GeForce 6800 GS graphics card using Vizard software
(WorldViz, Santa Barbara, CA). A three-axis orientation sensor (InertiaCube2;
Intersense, Bedford, MA) tracked head orientation, and an optical tracking sys-
tem (PPTX4; WorldViz, Santa Barbara, CA) tracked head position. Graphics
displayed in the HMD were updated based on sensed head position and ori-
entation. As such, participants’ physical movements resulted in smooth visual
movements through the virtual environment.

The virtual environment was a 7 m× 7 m square room with 2.5 m high walls.
There were 15 possible locations of waypoints (Fig. 2). Room walls were textured
with a repeating tile pattern and the floor was textured with a repeating carpet
pattern. The ceiling was textured with light blue. Participants started at the
back of the room facing the same orientation in every trial.

Four experimental conditions were created by manipulating the facing direc-
tion at the end of the outbound path and the correct return path direction
(Fig. 3): Random, in which the participant’s final heading and the correct return
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Fig. 2. The virtual environment and the layout of posts in Experiment 1A. (A) Par-
ticipants’ initial view in Experiment 1A showing the first waypoint. (B) Participants’
view after rotating to face the first waypoint. (C) Layout of post positions. Partici-
pants only saw one post at a time. The triangle corresponds to the starting position
in every trial. An example path in the RDA condition (see main text) is: starting
point → 2 → 8 → 4 → 7 → 12. Participants pointed to 2 from 12. An example path in
the random condition is: starting point → 14 → 13 → 10 → 0 → 7. Participants pointed
to 14 from 7. (Color figure online)

path direction were not parallel to the assumed principal reference direction;
reference direction aligned (RDA), in which the participant’s final heading was
parallel to the assumed principal reference direction, but the return direction was
not; target direction aligned (TDA), in which the participant’s final heading was
not parallel to the assumed principal reference direction, but the return direc-
tion was so parallel; and straight, in which the participant’s final heading and
the return direction were parallel to the assumed principal reference direction.
If participants used an egocentric reference frame to compute the return angle,
performance across these four experimental conditions would be equivalent; on
the other hand, if participants used an allocentric reference frame to compute
the return angle, performance in the RDA and the straight conditions should be
better than in the random condition. Performance in the TDA condition could
also be better than the random condition (but see [25]).

Fig. 3. Illustrations of the four experimental conditions. The dark green arrow repre-
sents the assumed principal reference direction anchored to the environment and the
red circle represents the first waypoint (not the starting point). The triangle represents
the position of the navigator at the end of the outbound path, and the dotted black
arrow represents the correct return path. (Color figure online)
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Each participant completed 8 blocks of 4 trials each, and each block had
one trial in each of the four experimental conditions (8 trials for each condition
in total). These trials were presented in a random order. We matched the out-
bound and return path properties (i.e., outbound path length, overall turning
angles; correct return path length and turning angle) across the random, RDA,
and TDA conditions to ensure that any significant performance differences were
not due to these confounding variables. The average outbound path length was
6.92 m across conditions, and the average return path length was 2.10 m for the
random, RDA and TDA conditions. In the straight condition, the return path
was approximately half the length of those in the other conditions and the turn-
ing angle was by necessity 0◦.

The dependent variables were position error, heading error and response
time. Position error was defined as the Euclidean distance between the correct
home location and participants’ actual return location. Heading error was the
angular difference between the correct return direction and participants’ actual
return direction. The actual return direction was determined by participants’
position at the end of the outbound path, and the last position in the return
path. Response time was the elapsed time between the end of outbound path
and the completion of the return path.

Procedure. Participants started every trial at the same location and orienta-
tion, as illustrated by the triangle in Fig. 2. A red post appeared and participant
walked to it, which disappeared upon arrival. After the disappearance of the
red post, four blue posts would appear one by one and participants walked to
each one in turn. Posts disappeared upon the participants’ arrival. When partici-
pants reached the fourth blue post, everything disappeared and participants were
asked to walk back to the red post (not the starting point) as they remembered
it. Participants were asked to remember the location of the red post, but not the
outbound trajectory. When participants believed that they had reached the red
post, they pulled the trigger of the joystick to register their response. Then they
walked back to the starting location and faced the orientation indicated by a red
arrow on the ground. This arrow disappeared and the environment reappeared at
the beginning of the next trial. Participants completed four practice trials before
starting the experiment. The practice trials were identical to experimental trials
except that the destination and waypoints were randomly selected.

Results and Discussion. Position error, heading error and response time were
analyzed in 2 (gender)× 4 (experimental conditions) mixed-ANOVAs (Fig. 4).
Neither the main effect of gender nor its interaction with condition was significant
in any dependent variables, so the data were collapsed across genders in the
following analysis.

For position error, the effect of condition was not significant, F (3, 33) = .648,
MSE= .026, p = .59, η2 = .06.

For heading error, the effect of condition was significant, F (3, 33) = 10.78,
MSE= 37.78, p < .001, η2 = .49. Pairwise comparisons showed that heading error
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was higher in the straight condition than in the other conditions, ts(10) > 3.79,
ps < .002. No other comparisons were significant.

For response time, the effect of condition was significant, F (3, 33) = 31.80,
MSE = .41, p < .001, η2 = .74. Pairwise comparisons showed that response time
was shorter in the straight condition than in the other conditions, ts(10) > 5.84,
ps < .001, and that response time in the TDA condition was shorter than in the
random condition, t(10) = 2.26, p = .045. No other comparisons were significant.

Fig. 4. Position error (A), heading error (B) and response time (C) for Reference direc-
tion aligned (RDA), Random, Target direction aligned (TDA) and Straight conditions
in Experiment 1A. Error bars are ±1 SEM estimated from data within conditions.

The shorter response time in the straight condition was expected, because
the correct return path length in this condition was about as half long as in
other conditions. The much higher heading error but comparable position error
in the straight condition was probably also due to the shorter return path length
in the straight condition. If the dispersion of responses is constant, as indicated
by position error, then geometry dictates that heading error will increase as the
length of the return path decreases. The response time in the TDA condition was
faster than in the random condition, but only by a very small margin. Other than
that, none of the dependent variables showed any significant differences among
conditions, suggesting that participants used an egocentric reference frame to
compute the homing vector.

2.2 Experiment 1B

Participants in Experiment 1A did not appear to use an allocentric reference
direction to compute the homing vector despite the presence of regular geometric
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shape. One possible explanation of this finding is that because the enclosure was
square, participants could have used any of the three axes of symmetry (x, y, and
diagonal) as the reference direction. The experimental design, however, assumed
that only one axis (y) would be used. In Experiment 1B, we changed the room
shape and added red lines to the floor to emphasize a single reference direction.

Method

Participants. Twelve students (6 women, 6 men) from Vanderbilt University
participated in this experiment in return for extra credit in psychology courses.

Materials, Design and Procedure. Everything was identical to Experiment
1A except that the room was rendered as a trapezoid, with height (i.e., room
length front to back) of 5 m and bases of 3 m and 7 m. The room therefore
had a single axis of symmetry. We also added red lines on the floor to induce
participants to use the principal axis as the reference direction (Fig. 5). The red
lines appeared at the beginning of the outbound path, and disappeared at the
end of the outbound path.

Fig. 5. (A) Participants’ initial view in the virtual environment in Experiment 1B
showing the red post. (B) Participants’ view after rotating to face the red post. (Color
figure online)

Result and Discussion. Position error, heading error and response time were
analyzed in 2 (gender)× 4 (experimental conditions) mixed-ANOVAs (Fig. 6).

For position error, only the main effect of gender was significant, F (1,
10) = 7.05, MSE= .116, p = . 024, η2 = .41, with men being more accurate than
women (men: Mean = .61, SE = .04; women: Mean = .87, SE = .08). The main
effect of condition was not significant, F (3, 30) = 1.56, MSE = .04, p = .22,
η2 = .14, and the interaction of gender and condition was not significant, F (3,
30) = 1.23, MSE= .04, p = .31, η2 = .11.

For heading error, the main effect of condition was significant, F (3,
30) = 3.44, MSE = 71.93, p = .03, η2 = .26, as was the main effect of gender,
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F (1, 10) = 8.81, MSE = 112.17 p = .014, η2 = .47, with men making smaller head-
ing errors than women (men: mean = 14.21, SE = 1.20; women: mean = 23.28,
SE = 2.52). Pairwise comparisons revealed that heading errors were smaller in the
TDA condition than in the RDA and straight conditions, ts(10) > 2.79, ps < .022.
No other pairwise comparisons were significant. The interaction between gen-
der and condition was not significant, F (3, 30) = 1.19, MSE = 71.93, p = .33,
η2 = .11.

For response time, only the main effect of condition was significant, F (3,
30) = 19.21, MSE = .68, p = .001, η2 = .66. Pairwise comparisons revealed that
response time was shorter in the straight condition than in other conditions,
ts(10) > 4.78, ps < .001. No other pairwise comparisons were significant.

Fig. 6. Position error (A), heading error (B) and response time (C) for RDA, Random,
TDA and Straight conditions in Experiment 1B. Error bars are ±1 SEM estimated
from data within conditions.

The significant difference in heading error between the RDA and TDA was
unexpected. This effect might have been caused by participants using the red
lines to calibrate the return direction, producing a benefit when the return direc-
tion was parallel to the red lines (TDA condition). Other than this effect (and
the shorter response time in the straight condition), the findings indicated that
when the environment had only one principal axis and this axis was highlighted
by lines on the floor, performance was comparable across conditions.

2.3 Experiment 2A

The number of legs in the outbound path in Experiment 1 was four, which was
larger than the traditional triangle completion task. Longer outbound paths may
prompt participants to use a continuous updating strategy and therefore lead to
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the adoption of an egocentric reference frame. In Experiment 2A, we reduced the
number of legs to encourage participants to use a configural updating strategy,
which in turn may lead to the adoption of a allocentric reference frame.

Method

Participants. Twelve students (6 women, 6 men) from Vanderbilt University
participated in this experiment in return for extra credit in psychology courses.

Materials and Design. The environmental setup and configuration of posts
were identical to those in Experiment 1B. The straight condition was removed
because of the intrinsic confound in path length, and additional trials were added
to the remaining three conditions. As a result, participants in this experiment
finished five blocks of 6 trials each, and each block had two trials from each of the
three experimental conditions (a total 10 trials per condition). The outbound and
return path properties were also matched across experimental conditions. The
average outbound path length was 3.08 m and the average return path length
was 1.73 m across conditions.

Procedure. The procedure was the same as in Experiment 1 except that par-
ticipants walked to two blue posts (not four) before they walked back to the red
post.

Result and Discussion. Position error, heading error and response time were
analyzed in a 2 (gender)× 3 (experimental conditions) mixed-ANOVA (Fig. 7).
Neither the main effect of gender nor its interaction with condition was significant
in any dependent variable, so the data were collapsed across genders in the
following analyses.

The main effect of condition was not significant in position error, F (2,
22) = .688, MSE= .025, p = .51, η2 = .059, heading error, F (2, 22) = .342,
MSE= 66.26, p = .71, η2 = .030, or response time, F (2, 22) = .184, MSE = .173,
p = .833, η2 = .16.

The pattern of results of Experiment 2A was very similar to that in Experi-
ment 1, which suggests that even with the simpler outbound path, participants
still used an egocentric reference frame.

2.4 Experiment 2B

In Experiments 1AB and 2A, participants walked to home to complete the task,
which required computing not only homing direction but also distance. Because
we assume that the nature of the reference frame primarily influences directional
computations, participants in Experiment 2B still walked the outbound path but
used a joystick to point to home.
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Fig. 7. Position error (A), heading error (B) and response time (C) for RDA, Random,
TDA and Straight conditions in Experiment 2A. Error bars are ±1 SEM estimated
from data within conditions.

Method

Participants. Twelve students (6 women, 6 men) from Vanderbilt University
participated in this experiment in return for extra credit in psychology courses.

Materials and Design. The environmental setup and configuration of posts
were identical to those in Experiment 2A. The dependent variables were pointing
error, which was the absolute angular difference between the pointing response
and the correct direction of the target location, and response time, which was
the elapsed time between completion of the outbound path and completion of
the pointing response.

Procedure. Participants carried a joystick (Logitech Freedom 2.4 Wireless Joy-
stick) as they walked the outbound path. When they reached the end of the
outbound path, they were told to remain in their current position and orienta-
tion, and then to deflect the joystick to point to the red post. If the joystick
was deflected vertically or horizontally by more than 1 cm, a response would
be recorded. Participants then walked to the starting location to start the next
trial.

Result and Discussion. Pointing error and response time were analyzed in a
2 (gender)× 3 (experimental conditions) mixed-ANOVA (Fig. 8).
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For heading error, the main effect of condition was not significant, F (2,
20) = .959, MSE= 23.128, p = .40, η2 = .088; the main effect of gender was not
significant, F (2, 20) = .501, MSE= 64.64, p = .49, η2 = .048; but the interaction
between gender and condition was significant, F (2, 20) = 7.69, MSE = 23.12,
p = .003, η2 = .435. Simple main effects revealed that men made smaller point-
ing errors than women in the TDA condition (15.83◦ vs. 26.31◦, t(10) = 3.02,
p = .013).

For response time, the main effect of condition was significant, F (2,
20) = 6.44, MSE= .084, p = .007, η2 = .392. Pairwise comparisons revealed that
response time was faster in the RDA condition than in other two conditions,
t(10) > 2.34, ps < .042, and no other comparisons were significant.

Fig. 8. Position error (A), heading error (B) for RDA, Random, TDA and Straight
conditions in Experiment 2B. Error bars are ±1 SEM estimated from data within
conditions.

The pointing errors in Experiment 2B showed no significant differences
among conditions. When we combined the heading or pointing errors in the
RDA, random and TDA conditions across Experiments 1 and 2 (we did not com-
bine response time because walking took much more time than pointing), the
results were more evident (Fig. 9): Performance across the three conditions was
almost identical (RDA: 18.24◦, random: 18.94◦, TDA: 18.10◦; F (2, 94) = .211,
MSE= .46.28, p = .81, η2 = .004). We also ran a Bayes factor analysis to confirm
the null results [26]. We set the prior odds to 1, a prior which neither favors
the null hypothesis nor the alternative. The JZS Bayes factor favoring the null
hypothesis was 7.38 (i.e., the null is 7.38 times more likely than the alternative)
for the RDA and random conditions, 7.87 for the RDA and TDA conditions,
and 8.80 for the TDA and random conditions. All Bayes factors exceeded the
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Fig. 9. Heading/pointing error for RDA, Random and TDA conditions in Experiments
1 and 2. Error bars are ±1 SEM estimated from data within conditions.

traditional criterion of 3, suggesting that the null was much more likely than the
alternative.

The pattern of results from pointing error in Experiment 2B suggested that
participants used an egocentric reference frame, but the response time results
implied that a reference direction effect might exist, although reference direction
effects are usually manifested in pointing error, or a combination of pointing
error and latency [20,25,27]. However, due to comparable pointing errors across
conditions and the small pointing latency differences between the RDA and the
other conditions, we still considered that participants adopted an egocentric
reference frame in the current experiment.

In summary, we conclude that when idiothetic cues are available, people
favor an egocentric reference frame in path integration. This preference holds
when salient environmental directional cues are present and the outbound path
is simple.

2.5 Experiment 3

Experiment 3 was designed to examine how the selection of the reference frame
in homing vector computation would be affected by the absence of idiothetic
cues. Participants in this experiment navigated in the virtual environment using
the computer keyboard instead of by walking.

Method

Participants. Twelve students (6 women, 6 men) from Vanderbilt University
participated in this experiment in return for extra credit in psychology courses.
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Materials and Design. The materials and trials design were identical to
Experiment 2.

Procedure. In Experiment 3, instead of navigating in the virtual environment
on foot, participants used the computer keyboard to navigate the outbound
path, and a joystick for the homing response. Participants pressed a button on
the joystick to start a trial, and then used the arrow keys on the keyboard to
navigate to posts. They were instructed to first rotate the viewing perspective
to face to the post, and then to use the forward key to reach the object. When
participants reached the final blue post, everything disappeared and they were
told to imagine that they were at the position and facing the direction immedi-
ately before everything disappeared. Participants then used the joystick to point
to the red post. Participants were not allowed to rotate their body in the exper-
iment. After the response was detected, participants were teleported back to the
fixed starting location and started the next trial.

Result and Discussion. Pointing error and response time were analyzed in
2 (gender)× 3 (experimental conditions) mixed-ANOVAs (Fig. 10). Neither the
main effect of gender nor its interaction with condition was significant in any of
the dependent variables, so data were collapsed across genders in the following
analysis.

For pointing error, the main effect of condition was significant, F (2,
22) = 4.53, MSE= 40.99, p = .022, η2 = .29. Pairwise comparisons revealed that
pointing error in the random condition was significantly larger than in the RDA
(t(10) = 3.79, p = .003) and the TDA conditions (t(10) = 2.51, p = .036).

For response time, the main effect of condition was not significant, F (2,
22) = 3.10, MSE= .238, p = .065, η2 = .220.

Fig. 10. Pointing error (A) and response time (B) for RDA, Random and TDA condi-
tions in Experiment 3. Error bars are ±1 SEM estimated from data within conditions.
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Performance in the TDA condition suggested that participants were able to
update their headings in the outbound path. The average final heading in the
TDA condition was 115◦. If participants were unable to update their heading and
pointed to the red post as if they were facing 0◦, but pointed accurately, their
average error would be 115◦, the disparity between their actual and imagined
headings. This value is significantly greater than the observed performance in the
TDA condition (27.76◦, t(11) = 24.11, p < .001). If this finding is combined with
the better performance in the RDA condition than in the random condition, these
results show that participants were able to update their heading and relied on an
allocentric reference direction to compute the homing direction when idiothetic
cues were absent. The good performance in the TDA condition was similar to
Experiment 1B, implying that the red lines were used for pointing calibration,
and that performance was enhanced when the environmental cues were parallel
to the pointing direction.

Experiment 3 cannot differentiate whether the allocentric reference direction
was defined by participants’ initial heading or the environmental cues, because
these two variables always coincided with each other. Experiment 4 was designed
to untangle these two factors.

2.6 Experiment 4

Method

Participants. Twelve students (6 women, 6 men) from Vanderbilt University
participated in this experiment in return for extra credit in psychology courses.

Materials, Design and Procedure. Everything was identical to Experiment
3, except that participants faced a random orientation (randomly selected from
−90◦ to 90◦) to start each trial. The starting location was fixed as in the other
experiments.

Result and Discussion. Pointing error and response time were analyzed in
2 (gender)× 3 (experimental conditions) mixed-ANOVAs (Fig. 11). Neither the
main effect of gender nor its interaction with condition was significant in any of
the dependent variables, so data were collapsed across genders in the following
analysis.

For pointing error, the main effect of condition was not significant, F (2,
22) = 2.93, MSE= 74.77, p = .074, η2 = .210. For response time, the main effect
of condition was not significant, F (2, 22) = 1.25, MSE= .517, p = .30, η2 = .102.

The advantage of the RDA over the random condition disappeared when
participants faced a random orientation at the beginning of the outbound path,
indicating that they used the initial heading, not the environmental cues alone
to define the reference direction.
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Fig. 11. Pointing error (A) and response time (B) for RDA, Random and TDA condi-
tions in Experiment 4. Error bars are ±1 SEM estimated from data within conditions.

3 General Discussion

The current research aimed to investigate the ways that environmental and idio-
thetic cues influence the reference frame in path integration. Experiments 1
and 2 showed that when idiothetic cues to locomotion were available, partici-
pants relied on an egocentric reference direction for homing vector computation,
despite the presence of salient environmental directional cues and use of a sim-
ple outbound path. Experiments 3 and 4 showed that when idiothetic cues to
locomotion were not available, participants relied on a single reference direction
for homing vector computation, and this reference direction was defined by the
initial facing orientation instead of environmental cues (Table 1).

In Experiments 1A and 1B, idiothetic cues were available during path inte-
gration and the environments were regular and symmetrical. However, the square
environment in 1A had multiple axes of symmetry, and hence, multiple possi-
ble reference directions, whereas the trapezoidal environment used in 1B had a
single axis of symmetry, and hence, one likely reference direction. Despite this
difference and the presence of red lines on the floor in 1B, we did not observe
any performance differences between the RDA and random conditions, suggest-
ing that this geometrical change has no effect in reference frame selection. In
addition, we found that overall performance in the square environment (Exp.
1A) and in the trapezoidal environment (Exp. 1B) was equally good: position
errors were .78 m and .74 m (t(22) = .57, p = .57); heading errors were 20.19◦ and
18.74◦ (t(22) = .53, p = .59); and response time was 5.99 s and 5.43 s (t(22) = .99,
p = .33), for the square and trapezoid, respectively. These findings replicated
Kelly et al.’s [28] results, showing that path integration was equally good for
room geometries with a small number of rotational symmetries.

Experiment 2 exploited the relations among spatial updating strategy, path
complexity, and reference frame selection. As discussed previously, if a contin-
uous updating strategy is used, we conjecture that people are more likely to
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use an egocentric reference frame. On the other hand, if a configural updating
strategy is used, we conjecture that people are more likely to use an allocen-
tric reference frame. We decreased the number of legs in the outbound path
in Experiment 2 to encourage participants to use a configural updating strat-
egy [11] and by conjecture an allocentric reference frame. Although we did not
have a direct test of the updating strategy used by participants, the reduction
in path complexity did not produce any differences among experimental condi-
tions, except for response time in Experiment 2B. The only difference between
Experiments 2A and 2B was the response method: Participants in Experiment
2A walked to home, which required distance and direction computation, as well
as body rotation; participants in 2B pointed to home, which only required direc-
tion computation. It remains to be seen whether response method could change
the selection of reference frame and which factors were responsible.

Experiments 3 and 4 were designed to investigate the roles of initial heading
and environmental cues in determining the reference direction when idiothetic
cues were absent. We observed that participants were able to update their head-
ing in the outbound path and use an allocentric reference frame in Experiment
3. Results from Experiment 4 suggested that the reference direction was defined
by the initial heading in the virtual environment instead of by the environmental
cues when idiothetic cues were absent. On the other hand, it seems that when
idiothetic cues were absent, environmental cues could have been used for point-
ing or angle calibration, and they were beneficial when these cues were aligned
with the correct return direction.

We included gender as a variable in our analyses because gender differences
have been observed in some path integration studies [29], although we did not
have a priori predictions about gender differences in performance or preferences
for reference frames in path integration. We found gender differences in only two
of six experiments (1A & 2B) and do not have an explanation of them.

In summary, unlike their substantial influence in determining the reference
direction in spatial memory [30,31], environmental cues seem to have little
impact on determining the reference frame in path integration, regardless of the
presence of idiothetic cues. However, we do not claim that environmental cues
have no impact in path integration. We might not have observed an influence of
the environmental cues because of the shape and the scale of the environment,
as well as the ever-changing home location (the first waypoint) across trials.
The regular and small environment in the current research might have made it
easy for participants to stay oriented without paying too much attention to the
environmental cues, and the ever-changing home location could further discour-
age participants from memorizing its location with respect to the environmental
boundaries. Indeed, studies conducted in complex environments or with multiple
stable home locations found that people represented the locations of the objects
with respect to the reference frames defined by the environment [32–35]. But at
least in a regular and small environment with frequently changing home loca-
tions, the reference frame in path integration seemed to be influenced very little
by environmental cues.
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Jascha Grübel1(B), Raphael Weibel1, Mike Hao Jiang1, Christoph Hölscher1,
Daniel A. Hackman2, and Victor R. Schinazi1

1 Chair of Cognitive Science, ETH Zürich, Zürich, Switzerland
jascha.gruebel@gess.ethz.ch

2 USC Suzanne Dworak-Peck School of Social Work,

University of Southern California, Los Angeles, CA, USA

Abstract. EVE is a framework for the setup, implementation, and eval-
uation of experiments in virtual reality. The framework aims to reduce
repetitive and error-prone steps that occur during experiment-setup
while providing data management and evaluation capabilities. EVE aims
to assist researchers who do not have specialized training in computer
science. The framework is based on the popular platforms of Unity and
MiddleVR. Database support, visualization tools, and scripting for R
make EVE a comprehensive solution for research using VR. In this arti-
cle, we illustrate the functions and flexibility of EVE in the context of
an ongoing VR experiment called Neighbourhood Walk.

1 Introduction

EVE (Experiments in Virtual Environments) is a user-friendly, novel framework
that facilitates the setup, execution, and evaluation of experiments in virtual
reality (VR). In contrast to previous frameworks, EVE is not necessarily a Mid-
dleware solution (i.e., allowing interaction with hardware from within the soft-
ware through an abstract interface). Instead, it provides a comprehensive work
environment that enables researchers to design different stages of an experiment.
EVE is specifically designed for researchers without specialized training in com-
puter science. A friendly graphical user interface (GUI) interface, user manual,
and video tutorials are provided to help users with different levels of expertise.
One strength of the framework lies in its ability to define, collect, and analyse
different types of behavioural (e.g., eye-tracking, avatar control) and physiologi-
cal (e.g., electrodermal, electrocardiography) data. The framework was originally
designed to support spatial cognition and navigation studies but can be easily
adapted to any research that uses VR. EVE operates under the platform of
the free versions of the game engine and editor Unity [58] and the Middleware
framework MiddleVR [35]. The framework capitalizes on Unity’s use of the C#-
programming language and adds database support, statistical evaluation with
R-scripts [40], and Unity-based objects/assets to support different aspects of an
experiment.
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There are several reasons why running experiments in VR can benefit
research in experimental psychology and other disciplines. Gaggioli [13] outlines
at least four motivations. First, VR can provide for better ecological validity
allowing for naturalistic behaviour within a simulated environment. Second, VR
systems are flexible and provide programmers the ability to customize the envi-
ronment and stimuli to the needs of researchers. Third, new VR technology can
provide accurate sensorial feedback that can be difficult to capture and manip-
ulate using traditional methods (i.e., videos). Fourth, VR systems can facilitate
the accuracy and reliability of data collection, considerably speeding up the
entire experimental process. If researchers are capable of accounting for vec-
tion (i.e., the perception of self-motion in the absence of physical motion) and
presence, VR systems may be capable of achieving a high level of experimental
control and ecological validity [26,45].

Despite these advantages, some researchers have argued that VR may not
be capable of sufficiently emulating real-world behaviour. For example, Taube
and colleagues [56] emphasize that actual locomotion is necessary to realistically
capture different aspects of spatial orientation during navigation. While this may
be the case for some experiments that require subjects to remain immobile and
in a supine position (i.e., fMRI), there is now growing evidence that a correspon-
dence may indeed exist in the navigation behaviour and aesthetic experiences of
participants in the real world and VR with limited locomotion [20,23,64]. For
example, Weisberg and colleagues [64] tested participants in a virtual replica of a
university campus and found a similar pattern of spatial responses (i.e., pointing
judgments and model building) as observed in the same real-world environment
[48]. Indeed, researchers from various fields have successfully employed VR in
their experiments [21,28,61,64].

Previous studies that have used VR often required the programming of
custom-made tools specifically designed for the experiment in question [42–
44,46,52,63]. Unfortunately, many of these tools were not sufficiently modular
(e.g., custom scripts, specific hardware) to be adapted for other experiments and
the research community in general. As a direct consequence, many researchers
have not been able to produce similar experiments when only minor changes are
needed. This can lead to delays and higher costs when preparing an experiment
(e.g., the psychologist relies on the computer scientist for addressing every minor
adaptation).

Another challenge with previous research occurs when participant data is
collected outside the virtual environment (VE) via video or experimenter notes.
Manual coding of data can lead to errors in accuracy and also limit the type and
richness of data that can be collected, precluding certain research questions and
analyses [25,34]. For example, physiological data (e.g., electrodermal activity),
often sampled at high frequencies, generates numerous data points that must be
properly synchronized to the stimulus presented in the VE. Similarly, navigation
studies often rely on the exact position and movement of the avatar for statistical
analysis. Here, automatic coding of the data is relatively precise and potentially
more reliable than manual coding. Even with automatic coding, some frameworks
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only allow researchers to store data in text files [2]. This can lead to additional
delays and challenges with data organization and analyses.

Some studies have used Middleware frameworks [4,53] to collect data from
different types of peripherals. Middleware allows for data retrieval without rely-
ing on specific hardware protocols. This is a critical step for collecting informa-
tion about the participants’ interaction with the VE. Middleware frameworks are
capable of extracting inputs from sensors (e.g., eye tracker) into a simpler data
stream for analyses. Despite the importance of Middleware for managing hard-
ware, it is only one component in the design of a comprehensive experimental
framework.

In this paper, we propose a general-purpose framework that allows for the
simplification of the various steps involved in the creation, execution, and analy-
sis of experiments in VR. EVE is more than just a Middleware solution. In
contrast to previous frameworks (e.g., SNaP [2], CalVR [49]), EVE provides
comprehensive support from the early design phases of an experiment through
the generation, storage, organization, and analysis of the collected data. EVE is
capable of acquiring data from a variety of physical (e.g., eye trackers, physio-
logical devices) and virtual sensors (e.g., position trackers placed directly into
the virtual environment) and storing this information into a neatly organized
and accessible database for evaluation. We illustrate the functionality of EVE in
the context of a complex, ongoing experiment called Neighbourhood Walk.

2 Related Work

Existing frameworks for VR tend to be limited to demonstration or visualisation
purposes rather than the collection and manipulation of collected data (e.g.,
behavioural, physiological). Commercial VR frameworks such as EON Studio
[10] or Vizard [67] offer development suites for VEs that focus on visualization
and game play. Similar to Middleware frameworks such as CAVELib [31], VR
Juggler1 [3], FreeVR [51], and MiddleVR [35], these packages do not currently
offer specific support to setup and run scientific experiments in VR.

The scientific community has also attempted to create VR frameworks that
offer similar capacities as commercial and Middleware frameworks. Vrui [22] and
CalVR [49] are C++-based frameworks offering platforms to develop a variety
of visualisation applications. Vrui is often used for visualising volumetric data
[4,24] while CalVR is an application typically used to visualise archaeological
sites without having to physically visit them [53,60]. However, similar to their
commercial counterparts, these packages do not offer sufficient options for the
setup and execution of scientific experiments.

There have been some attempts at creating frameworks that are specifically
oriented towards the setup and execution of experiments. For example, the SNaP
framework [2] provides a limited set of features for collecting metrics focused on
the position and orientation of the avatar with respect to the world. However,

1 The project appears to be abandoned.
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the environments used in this framework have to be designed with external
3D tools and could not be easily be adjusted/altered within the framework.
When editing a specific asset (e.g., a building) in the virtual model, SNaP users
are required to load an external application and reload the entire model after
each adjustment. This two-step procedure prolongs the development process and
makes efficient creation and deployment of experiments difficult. In addition,
Virtools [9], the underlying software supporting SNaP, limits the ability to run
experiments on arbitrary hardware.

CAVEStudy [14], the precursor to EVE, introduced a general structural lay-
out for experiments and tried to standardize the experiment description in order
to guide and facilitate experiment design and execution. CAVEStudy included
a large set of physical and virtual sensors, database support, and predefined
experimental elements used to develop tasks. However, the development of this
framework was halted due to limitations with Vizard-based VR environments.
In addition to editing challenges (described above for SNap), Vizard relies on
dynamic scripting in Python. This type of dynamical scripting is useful for quick
tests but becomes more error-prone when creating a large codebase. These issues
are more easily addressed in a statically typed language such as C# used by
Unity.

Virtual SILCton [8] is an example of a framework that was specifically devel-
oped to investigate individual differences in navigation [64]. A typical experiment
in Virtual SILCton consists of learning a novel VE (i.e., a University campus)
and completing a series of questionnaires (e.g., mental rotation, sense of direc-
tion) and spatial tasks (e.g., distance and direction judgements, model building).
Virtual SILCton provides researchers with some flexibility when setting up their
experiment. Researchers can select and order (from a preprogrammed set) a
series of questionnaires and spatial tasks and define how participants learn the
VE (i.e., free exploration or guided navigation). In addition, Virtual SILCton
offers a suite of evaluation tools to export the data collected during the experi-
ment. While Virtual SILCton provides a major step forward in the design of VR
experiments, it is not sufficiently modular (e.g., all experiments take place in
the same virtual world, researchers are limited to the preprogrammed question-
naires) to be adapted or enhanced for other experiments and research paradigms.

Some researchers have relied on modified games [25] at the cost of losing
control over some features of the experiment (e.g., the ability to export the
exact location of the avatar). Most games also do not provide any information
regarding the geometry of the environment, making the analysis of navigation
data difficult if not impossible. Although modding (i.e., the act of modifying a
software to perform a function that was not originally intended by the developer)
can overcome some of these difficulties, gameplay is still limited by the main game
mechanics (e.g., a driving game cannot be used for pedestrian exploration). In
addition, modding still falls within a grey zone of software development as it often
involves hacking proprietary source code to enable obscure features. However,
when properly implemented, some researchers have been capable of using modded
games for experimental research. This is the case for the studies conducted by
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Maguire and colleagues [27], [54] who adapted the video game The Getaway in
order to conduct neuroscientific research with London taxi drivers.

Lloyd and colleagues [25] used the Sony Playstation 2 game Driv3r (Reflec-
tions Interactive Ltd.) to simulate a virtual tour of the city of Nice, France.
Participants were asked to guide an experimenter who was driving the virtual
car by verbally indicating turns along the route. One consequence of such an
approach was that performance could only be encoded in the form of turning
decisions. Path data (often critical for navigation studies) could not be exported
from the gaming console. Other experimenters adapted Half-Life in order to
investigate spatial integration (i.e., cognitive mapping) in humans [55]. Using
the Valve Hammer Editor, these researchers were able to design and test partic-
ipants within the Half-Life virtual environment. However, the researchers still
relied on video recording to capture participant spatial behaviour during game-
play. Together, these results suggest that using commercial games for research
often limits the type of interaction users can have with the VE and the accuracy
and type of data that can be exported from the system.

Some researchers [32,33] also try to adapt previous experimental setups to
fit the current experimental design [59]. For example, Usoh and colleagues [59]
created a two-room environment in order to test immersion in VR. Participants
moved from a training room (e.g., a simply furnished room) to a “pit” room.
In the pit room, they were instructed to step on a ledge and look through a
hole in the floor with a view to the room below. In the original experiment,
participants reported their experience with questionnaires, and later variations
used physiological sensors as a measure of presence [32]. While adapting previous
experiments can have advantages in terms of development costs, these are only
expandable to the extent that they fit the research paradigm.

When collecting data in VR, some researchers ask participants to answer
questionnaires or complete different tests (in pen and paper format) while the
participants are engaged in the VR task [34]. This technique can have important
implications for immersion given that participants are forced to switch from the
VR to interact with the experimenter. In addition to increasing post processing
time, this method is also susceptible to human error during digitalization. Con-
sequently, a framework is needed that allows for self-report questionnaires to be
deployed in real-time in a VR context and to be sufficiently accurate so as to
minimize any breaks in the sense of immersion.

Altogether, many previous VR studies and frameworks were developed in
a task-specific manner and could rarely provide all the necessary elements and
be generalized to support new experiments. In contrast, EVE was developed to
support multiple experiments by providing features that are common to research
in VR and could be adapted to different experimental paradigms from a variety
of disciplines. EVE allows for easy handling of common tasks in experiments,
promoting greater efficiency and quality of VR experiments. In turn, this enables
researchers to focus less on the technical implementation of a study and more on
central issues. Among these are experimental design and the creation of immer-
sive VEs that are capable of simulating real-world aspects critical to the research
question at hand.
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3 Implementation

We will discuss the implementation of EVE in two parts. First, we focus on
external software requirements. Second, we analyse how EVE supports scien-
tists during three stages (i.e., setup, runtime, and evaluation) of a typical VR
experiment. These stages are outlined in Fig. 1 and discussed in the following
subsections.

Fig. 1. Overview of the three stages of an experiment that are supported by the EVE
framework. In the setup stage, experimenters can upload and manipulate their VE, load
XML-based questionnaires, and place their virtual sensors. EVE generates executable
files that can be used during runtime to start the experiment and data collection.
In the evaluation stage, experimenters can perform different types of analyses and
visualizations and export the collected data in different formats.

3.1 Required Software

The EVE framework is based on the Unity game engine and requires a working
version of Unity 5 or above. Unity is a widely used game development engine
that handles the graphics and physics computations necessary for video game
applications. Users should follow the minimum system requirements2 for devel-
oping and running games in Unity. Unity offers a series of step-based tutorials
to help users learn the different aspects of the game engine.

EVE integrates with Unity via the C#-programming platform. Data acqui-
sition, management, and evaluation are all provided by a database operating
at the backend of the framework. As such, a MySQL database is necessary in
order to run the basic version of the framework—although EVE can be easily
adapted for other databases (e.g., PostgreSQL). For advanced evaluation pur-
poses, a recent version of the statistical programming language R (e.g. version
3.3.1) along with several R-packages must be installed. The packages DBI [41],
RMySQL [39], and dplyr [66] manage the access to the database. Our new pack-
age evertools [6] provides additional shorthand functions for accessing specific
database entries (e.g., participants’ paths) as well as some pre-arranged statisti-
cal evaluations. Additionally, evertools uses ggplot2 [65] to visualize the collected
2 https://unity3d.com/unity/system-requirements.

https://unity3d.com/unity/system-requirements
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data. EVE also supports Virtual Reality Peripheral Network (VRPN [57]) via
MiddleVR for Unity. VRPN is a widely used VR standard to define hardware
representation in software and access sensor data. MiddleVR must be installed
in order to access these non-critical features. MiddleVR allows for data to be
collected from any VRPN-enabled sensors via XML configuration files.

3.2 Experiment Setup

This first stage consists of setting up the static VE, creating the interactive parts
of the environment, and linking up the sensors necessary to run the experiment.
Static environments are the 3D models (e.g., city blocks, building interiors,
mazes) that participants interact with (e.g., navigate) during the experiment.
Unity provides an editor that allows for the importing and basic manipulation
(e.g., moving, rotating, and scaling) of standard 3D model formats (e.g., fbx,
dae). While only a limited number of ready-to-use environments are included
with EVE (e.g., training scene), the framework provides a variety of tools to setup
the interactive parts of a VE. EVE provides a large set of useful experiment-
oriented assets (also known as prefabs in Unity). In EVE, prefabs can act as
virtual sensors that are placed directly into the VE and allow for a variety of
data collection options. Generally, virtual sensors allow researchers to define all
points of interest in the VE and ensure proper data collection as the participants
interact with them.

Interactions can also be attached to virtual sensors further extending their
capacity. This includes, but is not limited to, (a) a logging object that records all
the movements of the participant’s avatar in the VE; (b) hidden markers that
record when participants enter or exit a specific zone; (c) invisible walls that
keep participants on the designated route and can display guiding messages; (d)
visible way-points, goal markers, and collectible items that can guide a subject
through the environment; (e) start and end points that can be selected at random
and (f) trigger level changes (i.e., completing a part of an experiment and moving
on to the next part).

EVE also provides a variety of diegetic and non-diegetic user interface
(UI) elements [11] for displaying different types of information to participants.
Diegetic UIs allow participants to remain immersed in the VE by embedding
the UI in the virtual world. In contrast, non-diegetic UI elements are typically
overlaid on top of the participant’s view during gameplay. For example, a nav-
igation task can include UI elements such as a mini-map of the environment, a
list of goals, a timer, and text pop-ups in the form of floating text (see Fig. 2).

EVE supports the use of questionnaires during all stages of the experiment
and can be used in conjunction with the different physical sensors. The basic
version of the framework already includes some of the commonly used ques-
tionnaires in navigation research (e.g., SBSOD [18]). A novel feature of EVE is
the provision of pop-up questionnaires during runtime. These questionnaires can
be answered while participants are engaged in the task without diverting their
attention. For example, participants can be probed about their current level of
arousal via a digital pop-up version of the Self-Assessment Manikin (SAM) [5]
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Fig. 2. EVE’s UI elements. (a) Non-diegetic UI: A mini map with a goal list (yellow
dots) and the participant’s current location (blue dot); (b) Diegetic UI: A text pop-up
indicating a destination in a wayfinding task. (Color figure online)

that appears immediately after exposure to a particular stimulus (e.g., a build-
ing). Additionally, researchers can use their own questionnaires by providing
XML-files tailor fitted to their needs.

The EVE framework gives researchers control over the execution order of
the experiment. After the VEs and the questionnaires are prepared, researchers
can complement their setup with Unity scenes that are already built into our
framework (see Table 1). Here, researchers have to decide the order of events and
place each scene into a linear execution order in the Unity editor. The last step
consists of selecting and activating the virtual and physical sensors that will be
used for data recording. EVE uses the XML-based sensor description in VRPN
to describe sensors and enable the framework to properly read and store the
associated values.

In addition to VRPN-based sensors, the framework also provides an abstract
interface for eye-tracking (currently only deployed with SensoMotoric Instru-
ments [50]), physiological data collection (currently deployed with PowerLab by
ADInstruments [1]) and support for HL7 messages [17] used by various med-
ical sensors. Support for additional behavioural and physiological sensors are
expected in future versions of the framework.

Table 1. List of available scenes in the basic version of EVE.

Scene Description

Maze training A maze environment to train the participants with the
navigation controls (e.g., joystick)

Fixation screen A white screen with a black cross in the middle used to centre
gaze and to separate between sections in the experiment

Tutorial A small room with a video wall explaining basic controls (e.g.
how to use a controller)

Video screen A simple playback screen to show videos during an experiment
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3.3 Runtime

After setting up the experiment in the Unity editor, an executable build can
be created to run the experiment independent of the editor. The build contains
the experiment as an executable file that can be started as a normal application
on the respective platform. Unity can generate builds for all platforms allowing
for experiments to be conducted on Mac, Windows, Linux, and mobile operat-
ing systems such as iOS and Android. Depending on the platform, it may be
necessary to adapt the database capabilities of EVE to enable proper data collec-
tion. Currently, only the Windows database adapter is implemented. In addition,
when VRPN or more complex VR systems like a CAVE [7] are used, MiddleVR
must be configured and used to run the executable file. Head-mounted devices
such as VIVE [19] and Oculus [37] can also be configured for use within either
Unity or MiddleVR.

During runtime, EVE’s logging manager records all of the data created during
the experiment into a MySQL database (Fig. 3). This data is collected until the
end of the experiment and can be retrieved with the R-package evertools. The
evaluation features are part of the runtime build and will be discussed in the
next section.

Fig. 3. Overview of the dataflow within the EVE framework. Physical and virtual
sensors and questionnaires provide data input. The logging manager stores them in
the database and offers an interface to retrieve the data. During evaluation, the data
is preprocessed for easier use.

As expected, the framework cannot entirely replace an experimenter during
data collection. While EVE will greatly speed up experimental runtime, exper-
imenters still have a central role in overseeing study execution and answering
any questions that participants may have.
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3.4 Evaluation

The evaluation menu provides access to the underlying database and simplifies
the management and visualization of the collected data. EVE’s database uses a
data layout in the 5th normal form [12]. While this allows for better handling of
arbitrary sensor and questionnaire data (from the perspective of a framework),
this form makes working with the database a more difficult task for experi-
menters without knowledge of database management. To overcome this hurdle,
the evaluation menu offers a GUI functionality to visually interact with the data
collected in the experiment. Instead of going through a series of database queries,
experimenters can also use our R-package evertools to directly interact with the
data (i.e., select, display, analyse, and export).

This functionality can be grouped into three main modules. The first module
allows researchers to export data collected during the experiment. Currently,
EVE can only export in CSV format. The next versions of the framework will
include different export formats (e.g., MatLab, SPSS). The second module covers
the visualization of data. A replay mode allows for a detailed inspection of the
participants’ spatial behaviour (e.g., walked path) from either a first-person or
bird’s-eye perspective. Researchers may inspect the data for validity or run addi-
tional post-processing algorithms including image processing and segmentation
(e.g., spatial frequency, contrast). Some of these operations typically have high
computational costs that can hinder the fidelity of the experiment if executed
during runtime. For this reason, the evaluation build performs these computa-
tions in replay mode. Additional sensor data such as gaze patterns can also be
overlaid on the replay screen.

The third module integrates the statistical programming language R into
the EVE framework. The R-package dplyr is used to access the database. An
auxiliary R-package evertools provides the researcher with direct access to sen-
sor data belonging to a specific participant (bypassing the underlying database
structure). The R-package evertools currently provides two built-in evaluations.
First, researchers can extract the path length and the deviation of a single par-
ticipant from the cohort. Second, researchers can extract different descriptive
statistics regarding the duration of the various experimental phases. These tools
can be visualised with ggplot2 and used to discriminate between participants
(e.g., outliers). Researchers may use evertools to access the data in their own
R-scripts to further customize their analysis.

4 Example Study: Neighbourhood Walk

In this section we present the different features of EVE in the context of the
experiment Neighbourhood Walk currently being developed as a collaboration
among the authors. The experiment investigates whether virtual environments
are capable of eliciting different types of behavioural and psychophysiological
responses. Previous research has shown that different aspects of neighbourhood
environments are related to varying levels of stress reactivity [15,16]. In order to
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investigate these questions, we designed a virtual city with distinct neighbour-
hoods that are differentiated by building types, layout, green space, disorder,
and noise among other features that are routinely observed in real world envi-
ronments [38,47]. In the experiment, participants were asked to follow a route
around the virtual city and collect a series of gems that are placed along the
route. Participants also responded to a series of questionnaires about their back-
ground and the quality of the environment. Physiological data (i.e., galvanic skin
response, heart rate variability and blood pressure) was collected throughout the
experiment.

An efficient way to construct an experiment with EVE is to develop a pro-
tocol that defines the different stages of the experiment and to use it as a
guide when setting up the work in Unity. Figure 4 is a sample protocol from
the Neighbourhood Walk study. A protocol should contain all the steps of an
experiment including those steps that are not directly performed by EVE. This
allows researchers to develop a clear timeline and decide their level of interac-
tion. For the Neighbourhood Walk study, the protocol contained the steps to be
executed by the researcher (SR) and those performed by EVE (SE). The pro-
tocol also contained information regarding the placement of alignment windows
(W). Alignment windows are Unity scenes provided by EVE that allow for the
proper synchronization between the data collected by the physical sensors and
the different stages of the virtual experiment (i.e., training, baseline, and main
task).

Fig. 4. The protocol describing each execution step of the Neighbourhood Walk study.
The protocol contains steps to be executed by the experimenter (SR) and by EVE
(SE). The protocol also indicates when windows (W) are used to synchronize between
the various stages in the experiment.

In a typical experiment session for Neighbourhood Walk, the participant
arrived at the lab, completed the consent process (SR1) and was connected to
the different physiological sensors (SR2). At this stage, the experimenter started
the Unity build, and the participant was presented with a digital questionnaire
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(e.g., background information; SE1; Fig. 5(a)). A fixation screen (SE2) was then
used to acquire physiological data before the start of the experiment. Once the
fixation screen disappeared, the Unity scene for joystick training was loaded
(SE3). Here, participants watched an instruction film on how to manipulate the
joystick and later trained their skills on a simple maze environment. This train-
ing insured that all participants were sufficiently skilled at navigating the VE
before the start of the experimental task. The next stage consisted of acquiring
a physiological baseline (SE4). Participants were asked to sit still while watching
a nature video. Once the baseline video was complete, the main task was loaded
(SE5). For the main tasks, participants were asked to use the joystick to follow
a route and collect a variety of gems placed along a virtual city neighbourhood
(Fig. 5(b)). After the main task, participants move to a post-task fixation screen
(SE6). Note that a Window (W) was used at different stages of the experiment
in order to ensure that the physical sensors were synchronized to the stimulus
presented on the screen. At the end of the last fixation screen, an information
screen was loaded indicating that it was now safe for the experimenter to remove
the physiological sensors (SR3). The last scene (SE7) consisted of a series of
debriefing questionnaires about the VE.

Fig. 5. Questionnaire and interactions used in Neighborhood Walk study

In the case of the Neighbourhood Walk, we created a large virtual city (Fig. 6)
in cooperation with external partners from VIS Games [62] and Zatun [68]. VIS
Games provided us with the basic city environment (e.g., buildings, streets) while
Zatun, in consultation with the authors, added the different assets (e.g., trees,
flowers, garbage) that gave each of the city blocks their particular character
(e.g., industrial, luxury homes). We also added a variety of virtual sensors and
interactions to the different scenes. These virtual sensors allowed us to control
different aspects of the experiment (e.g., scene changes, calibration windows)
and to collect data about participant behaviour in the environment (e.g., gems
collected). Some virtual sensors were also used as checkpoints when participants
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Fig. 6. A top-down view of the city used in the Neighbourhood Walk study

Fig. 7. The evaluation menu including the visualization of a participant’s path on a
map of the city. The menu also provides basic information about the path and the
option to export the data collected by the different sensors.

were navigating the virtual neighbourhood. These sensors encoded the time and
location when the participant entered a specific area or street and allowed for
a more fine-grained analysis of their spatial behaviour and psychophysiological
state.

Data collected in the experiment can be accessed via the evaluation build
(Fig. 7). In the case of the Neighbourhood Walk study, the experimenter can view
and export a variety of data captured by the physical and virtual sensors. The
evaluation menu also provides access to a top-down view of the city environment
for quick visual inspection of the path walked by the participants. In addition,
a first person replay function allows for different post processing analyses (e.g.,
image analysis) that could not otherwise be performed during runtime. Finally,
we use the integrated R functionality of EVE to obtain statistical analysis of the
path length and time spent in each section of the city.
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5 Summary and Conclusion

In this paper, we describe a new framework to run experiments in VEs. The
EVE framework provides a novel way to assist researchers from various disci-
plines with the setup, execution, and evaluation of experiments in VEs. EVE
uses various functionalities offered by the Unity 3D editor to setup the different
stages of an experiment. This allows researchers to rely on a powerful 3D-editing
environment and game engine to setup and run their experiments. EVE also
expands some basic functions in Unity by providing additional research oriented
solutions including the collection, storage, visualisation, analysis, and export of
experiment data. The framework is specifically designed to process sensor data
from peripheral or interactive objects that are placed directly in the VE. EVE
is also supported by a database working behind the scenes to organize and store
the data collected during the experiment. A key feature of the framework is the
evaluation menu that allows researchers to inspect, analyse (via custom made R
scripts) and export participant data. The first release of EVE will allow users to
export descriptive statistics. Future releases will include data mining function-
ality and inferential statistics. As such, EVE provides a series of modules that
help researchers design and execute an experiment from start to finish.

Our example study, Neighbourhood Walk, illustrated some of the features and
advantages of designing an experiment with EVE. In the study, the framework
was used to support the collection and organization of data from a variety of
questionnaires and both physical (e.g., blood pressure) and virtual sensors (e.g.,
collection of gems, location markers). In addition, EVE provided the necessary
functionality to synchronize events occurring in the VE to these sensors. EVE
also simplified any type of database management by providing an evaluation
menu for the manipulation and exporting of the collected data.

A variety of developments are already planned for future releases of EVE. One
such expansion consists of a simulation package for agents (based on avatars)
that may be used to improve presence by creating more realistic VEs. These
agents will also expand the functionality of EVE to include crowd simulation.
An expansion is also under construction that will allow for testing multiple
human participants in a single VE via networked computers (both locally and
via the Internet). Additional expansions will also enable researchers to import
and analyse data from real-world experiments. For example, using a 3D model
of a real-world environment, researchers can reconstruct walked paths with the
help of computer vision techniques applied to videos recorded from the par-
ticipants’ perspective. This would allow for the systematic analysis and recon-
struction of behavioural data acquired in the real-world. Finally, future develop-
ments will be aimed at improving the experiment design process by using Finite
State Machines (FSM). FSMs are a class of automata that represent sequen-
tial processes [29,30,36]. They can describe the experiment protocol in terms
of states and transitions and can represent an experiment in graph form that
can be visually understood by the experimenter but executed by the machine.
FSMs provide a precise description of an experimental design and can reduce
ambiguity inherent in text-based descriptions. One clear advantage of such an
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approach is the ability to implement non-linear protocols during an experiment
(e.g., different experiment environments being called in an arbitrary order).

EVE will be provided free of charge to the scientific community. It will
be published as an open source project via the code-sharing platform github
(https://cog-ethz.github.io/EVE/). The Chair of Cognitive Science at ETH
Zürich will maintain and continue to develop the EVE framework. We also
encourage researchers to help us improve and extend the framework to meet
as many application demands as possible.
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Abstract. This paper details the technical functionality of VoxSim, a
system for generating three-dimensional visual simulations of natural
language motion expressions. We use a rich formal model of events and
their participants to generate simulations that satisfy the minimal con-
straints entailed by an utterance and its minimal model, relying on real-
world semantic knowledge of physical objects and motion events. This
paper outlines technical considerations of such a system, and discusses
the implementation of the aforementioned semantic models as well as
VoxSim’s suitability as a platform for examining linguistic and spatial
reasoning questions.

Keywords: Spatial cognition · Spatial reasoning · Spatial language ·
Event semantics · Simulation semantics · Spatial information represen-
tation · Spatial information processing · Underspecification

1 Introduction

Spatial expressions in natural language rely on a wealth of world knowledge and
contextual information about the properties of objects and events discussed in
order to arrive at a complete interpretation of the utterance in question, making
them difficult to translate into visuals. Linguistic predicates encode a certain
level of knowledge that affords using them for spatial reasoning, but the level of
spatial information varies for each predicate, such that many expressions leave
certain parameters underspecified.

Existing work in visualization from natural language has largely focused on
object placement in static scenes [7,9,43]. We have recently introduced a focus
on motion verbs, using a rich formal model of events, and relying on philosoph-
ical and cognitive science approaches to linguistic interpretation, to integrate
dynamic semantics into our system of event visualization, in simulations of the
associated actions [37,38].

In philosophy, “mental simulation” theory attempts to model everyday
human psychological competence [29], providing a process driven theory of mind
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[22]. In cognitive linguistics, “simulation” has come to mean a mental instantia-
tion of a linguistic utterance, playing a functional role in language understand-
ing [4,14], based on the notion of an agent’s embodiment, as also discussed by
Narayanan and others [33]. This provides a shared semiotic structure exploitable
by both a computer (as a minimal model [6,19]) and a human (via sensory
interpretation). Finally, both Qualitiative Spatial Reasoning (QSR) and gaming-
style AI approaches have been used to develop simulators for training driven by
interactive narratives [10,16], which makes procedural simulation from language
expressions a natural candidate for fast-prototyping of new scenarios.

In a dynamic semantics approach, verbs are treated as programs or processes
[27] and so although the computational linguistics and cognitive linguistics com-
munities do not often reference each other, in our opinion there is fertile ground
for cross-pollination, starting with the approach of Pustejovsky and Moszkow-
icz [40], and for implementing language-based reasoning in a QSR framework,
leveraging temporal and spatial calculi such as the Allen Temporal Relations [2]
and the Region Connection Calculus (RCC) [17,18,42].

We previously presented a method for visualizing natural language expres-
sions in a 3D environment built on the Unity game engine [37]. The goal of that
work was to evaluate, through visualization, the semantic presuppositions inher-
ent in differing lexical choices. Thus, we assert that the amount and nature of
spatial information encoded in a predicate can be revealed through simulation,
of which visualization is just one modality of expression. We developed VoxML
[38], a modeling language which encodes object and event semantic information
into voxemes or “visual object concepts,” structured and stored in a voxicon
(the “lexicon” of voxemes). This approach enables procedural simulation gener-
ation from semantic knowledge of an event and its participants. Using a notion
of action verbs as programs [34,40], our system, given an utterance and scene
containing all referenced nominals as 3D objects, enacts the verbal program over
them.

This method of abstracting and composing objects and programs allows us
to take a semantically complex natural language predicate, such as “lean” or
“switch,” enacted over arbitrary objects within the system’s vocabulary, and
immediately generate a visualization if such a verbal program can be executed
over the mentioned objects (Fig. 1).

The remainder of this article describes the technical functionality of this
system, VoxSim, and its utility as a platform for experimentation in linguistic
and context-based reasoning (Fig. 2).
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Fig. 1. Visualization of “lean the cup on the block”

Fig. 2. Visualization of “switch the blocks”

2 Architecture

VoxSim uses the Unity game engine [23] for graphics and I/O processing.1

Input is a simple natural language sentence, which is part-of-speech tagged,
dependency-parsed, and transformed into a simple predicate-logic format. These
Natural Language Processing (NLP) tasks are currently handled by external
applications networked to the simulator: we have interfaces for several parsers
and resources, including the ClearNLP parser [8], SyntaxNet [3], and the TRIPS
parser [15]. 3D assets and VoxML-modeled nominal objects and events (created
with other Unity-based tools) are loaded externally, either locally or from a web
server. Commands to the simulator may be input directly to the software UI, sent
over a generic network connection, or selected within the VoxSim Commander
application, a companion app for iOS. A diagram of the VoxSim architecture is
shown in Fig. 3, and the front-end UI is shown in Fig. 4.

Objects from the library may be part of pre-built scenes made in the Unity
Editor or may be placed in the scene by users at runtime using the “Add Object”

1 The VoxSim Unity project and source may be found at
https://github.com/VoxML/VoxSim/. The latest stable builds are posted at
http://www.voxicon.net/.

https://github.com/VoxML/VoxSim/
http://www.voxicon.net/
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UnityiOS

Simulator
Communications

Bridge
VoxSim

Commander

Parser VoxML Resources

Art
Assets

Fig. 3. VoxSim architecture schematic

Fig. 4. VoxSim UI with sample scene

menu. Users may enter input in the upper left or over network connection via
VoxSim Commander. Output from VoxSim is printed in the upper right.

Given a tagged and dependency-parsed input sentence as shown in Fig. 5, we
can transform it into predicate-logic format using the root of the parse as the
VoxML program, which accepts as many arguments as are specified in its type
structure, and subsequently enqueuing any arguments that are either constants
(i.e., instances of VoxML objects) or evaluate to constants at runtime (all
other VoxML entity types, applied over objects). Other non-constant VoxML
entity types are treated similarly to programs, though they usually accept only
one argument. Thus, the dependency arc case(plate, on), for example, becomes
on(plate). The resulting predicate-logic formula is evaluated from the innermost
first-order predicates outward until a single first-order representation is reached.

2.1 VoxML Overview

VoxML (Visual Object Concept Markup Language), is a modeling language for
constructing 3D visualizations of natural language expressions [38]. It forms the
scaffold used to link lexemes to their visual instantiations, or voxemes. There
may be many-to-many correspondences between lexemes and their associated
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put/VB the/DT apple/NN on/IN the/DT plate/NN

DET

DOBJ CASE

DET

NMOD
ROOT

1. p := put(a[]) 5. nmod := on(iobj)
2. dobj := the(b) 6. iobj := the(c)
3. b := (apple) 7. c := plate
4. a.push(dobj) 8. a.push(nmod)

put(the(apple),on(the(plate)))

Fig. 5. Dependency parse for Put the apple on the plate and transformation to
predicate-logic form.

voxemes. For example, the lexeme plate may be visualized as a square plate or
a round plate, which would be different voxemes, and a single visual object may
be referred to by multiple lexemes.

Each voxeme is linked to an object geometry (nouns are objects in VoxML),
a dynamic logic program (verbs are VoxML programs), an attribute set
(VoxML attributes), or a transformation algorithm (VoxML relations or
functions). VoxML is used to specify the “episemantic” information beyond
that which can be directly inferred from the linked geometry, Dynamic Intervsal
Temporal Logic (DITL) program [40], or attribute properties.

An object voxeme’s semantic structure provides habitats, or situational
contexts or environments which condition the object’s affordances, or attached
behaviors describing what can be done to the object [36]. Habitats established by
previous actions may activate or deactivate certain affordances, as when flipping
a cup over prevents objects from going inside it.

3 Linguistic and Semantic Analysis

From tagged and parsed input text, all noun phrases are indexed to objects in the
scene. A reference to a ball causes the simulator to attempt to locate a voxeme
instance in the scene whose lexical predicate is “ball,” while an occurrence of a
block prompts an attempt to locate a voxeme with the lexical predicate “block”.

Attributive adjectives impose a sortal scale on their heads [38], so small block
and big block single out two separate blocks if they exist in the scene, and the
VoxML-encoded semantics of “small” and “big” discriminates the blocks based
on their relative size. red block vs. green block results in a distinction based on
color, a nominal attribute, while big red block and small red block introduce
scalar attribution, and can be used to disambiguate two distinct red blocks by
iteratively evaluating each interior term of a formula such as big(red(block)) until
the reference can be resolved into a single object instance in the scene that has
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ball

lex =

⎡
⎣ pred = ball
type = physobj, artifact

⎤
⎦

type =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

head = ellipsoid[1]
components = nil
concavity = convex
rotatSym = {X,Y, Z}
reflectSym = {XY,XZ, Y Z}

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

habitat =

⎡
⎣ Intr = ...

Extr = ...

⎤
⎦

afford str =

⎡
⎢⎣ A1 = H → [grasp(x, [1])]hold(x, [1])
A2 = H → [roll(x, [1])]

⎤
⎥⎦

embodiment =

⎡
⎣ scale = <agent
movable = true

⎤
⎦

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Fig. 6. Ball voxeme markup. VoxSim references voxemes by their lexical predicates.

all the signaled attributes2. The system may ask for clarification (e.g., “Which
block?”) if the object reference is still ambiguous (Fig. 6).

We use a basic set of primitive programs to represent verbs, from which we
build more complex programs. There have been many previous attempts to group
verbs into distinct clusters, based on syntactic behavior [26], or to associate verbs
with specific spatial semantic primitives [32]. Frameworks from the computer
vision and AI communities include work on representing traffic configurations
and behavior [20] and in human-robot communication [13,44]. VoxML follows
a similar model-theoretic approach, using an underlying semantics of a hybrid
dynamic logic, Dynamic Interval Temporal Logic (DITL) [40]. Program content
is then operationalized with the intent of decomposing the verbal and relational
semantics while leaving object category labels intact, similar to approaches that
seek to overcome descriptive constraints limited by robotic perception [31,41].

In a 3D environment, any complex motion can be decomposed into series and
compositions of translations and rotations, making those obvious verbal primi-
tives in our visualization system. Other primitives include commonly-repeating
subevents of other motions, such as “grasp,” a fine-grained motion of the fin-
gers that is difficult to decompose but appears as a subevent of nearly any
human-object interaction. We can then assemble complex events out of prim-
itive motions, as in “put” in Fig. 8, and then macro-complex events, such as
“stack” as a sequence of “put” events.

3.1 Habitats and Affordances

We assume that every voxeme exists within an intrinsic “habitat” [30,36], an
encoding of the environment in which the object must exist simply to avoid
violating any physical constraints, such as gravity, and conditions under which
an object typically exists in the world.
2 See [39] for details on discriminating and referencing objects through sortal and

scalar descriptions.
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An object’s habitat introduces two parameters: it specifies how it is situated
within a minimal embedding space (local embodiment); and by so doing this,
it contextualizes the object, by making reference to the object’s “affordances,”
i.e., the correlations between an agent who acts on an object and systematic or
prototypical effects. For instance, a pencil at rest must be laying flat and not
resting on its tip. While a table can be situated in almost any orientation, it has
an intrinsic “top,” its surface, as can be inferred from common utterances such
as “the table is upside down”. In a typical configuration, an object’s inherent
top will be aligned to the world’s upward vector, so we denote this in VoxML
with top = top(+Y ). Being able to identify this as a habitat allows VoxSim
to then reason about what behaviors and resultant states are afforded by that
object in that configuration.

A voxeme’s semantic structure provides both “Gibsonian” and “telic” affor-
dances [21,35,36], or attached behaviors, which the object either facilitates by
its geometry (Gibsonian) [21], or purposes for which it is intended to be used
(telic) [35]. For example, a Gibsonian affordance for a cup is “grasp,” while a
telic affordance is “drink from.” Following from the convention that agents of a
VoxML program must be explicitly singled out in the associated implementa-
tion by belonging to certain entity classes (e.g., humans), affordances describe
what can be done to the object, and not what actions it itself can perform. Thus
an affordance is notated as habitat → [event]result, and an instance such
as H[2] → [put(x, on([[1]])]support([[1]], x) can be paraphrased as “In habitat-2, an
object x can be put on component-1, which results in component-1 supporting
x.” This procedural reasoning from habitats and affordances, executed in real
time, allows VoxSim to infer the complete set of spatial relations between objects
at each state and track changes in the shared context between human and com-
puter. Thus, simulation becomes a way of tracing the consequences of linguistic
spatial cues through a narrative.

3.2 Predicate-Argument Interaction

VoxML treats objects (NPs) and events (predicates) in terms of a dynamic event
semantics, DITL [40]. The verbal semantics is based on a type system that
encodes how a given formula φ and proposition π are executed/tested during the
execution of a verbal program; programs can be a state, process, transition,
assignment, or test, all of which are translated into DITL and operationalized
differently.

This dynamic interpretation of events allows VoxSim’s VoxML implementa-
tion to map linguistic expressions directly into simulations through an opera-
tional semantics that interprets predicates relative to their arguments’ semantic
encoding. Argument-sensitive distinctions in the operationalization of predicates
themselves exploit the head of the argument’s type structure—a selected subset
of geometric faces wholly or partially coterminous with the entire object geom-
etry. This can be illustrated through the respective encodings for on and in. As
shown in Fig. 7, both are configurational relations, but on requires the objects
to be EC while in requires the figure object to be wholly or partially contained
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by the ground object. These relate directly to the affordances of an item. For
instance, putting some object on a cup results in a support relation between the
two, while putting an object in the cup results in a containment relation.

Additionally, the two relations specify different constraints. The spatial rela-
tion on requires the point of contact between the two objects to be located
along the axis defined by a formula that will be found in the intrinsic habitat of
the ground object and denoted with the notation align, subject to the full set
of constraints that define that habitat. One such example would be the habitat
constraints {align(Y, EY ), top(+Y )} for a cup, where placing an object x on(cup)
requires contact between x and cup to be along the positive Y-axis (either of the
cup or the world). Meanwhile, to put some object x on an object with an inher-
ent orientation defined relative to a different surface, such as a wall with a facing
surface or a TV with a screen, VoxSim exploits that object’s habitat constraints
{align(Y, EY ), front(+Z)}, and aligns x’s Y-axis with the destination object’s
Y-axis, and x’s front (if any defined), with the destination’s front. However,
the point of contact between the two objects in this situation is not concretely
defined. The VoxML encoding leaves both faces along the +Y axis and faces
along the ground object’s +Z axis as viable candidates for contact points. That
is, assuming regions respectively satisfying these mutually exclusive constraints
are both unobstructed, an item such as a picture could be “on” a television or
a wall in either configuration. Such an open question becomes a prime area for
using simulation as an experimentation platform. This is discussed in Sect. 4.

Meanwhile, the spatial relation in enforces a constraint that requires a test
against the current situational context before a value assignment can be made.
An example is given in Fig. 9 of a knife in a cup. If the “placed object” is too
large to fit inside the object it is to be placed in, VoxSim conducts a series of
calculations to see if the object, when reoriented along any of its three orthog-
onal axes, will be situated in a configuration that allows it to fit inside the
region bounded by the ground object’s containing area. The containing area is
situated relative to one of the ground object’s orthogonal axes, and which axis
and orientation this is is encoded in the ground object’s VoxML type semantics.
For example, a typical cup has some rotational symmetry around its Y-axis, as
well as reflectional symmetry across its XY- and YZ-planes. These parameters
compose with the cup’s specification as a concave object to encode a concavity
opening along the Y-axis, and the additional top(+Y ) habitat constraint further
situates this opening along the object’s positive Y-axis. Thus, as seen in Fig. 9,
the knife must be reoriented so that its world-space bounding box aligning with
the cup’s Y-axis is smaller than the bounds of the cup’s opening in that same
configuration.

A typical wall with uniform surface topology affords no containment in either
a Gibsonian or telic sense: however, something like a picture hanging on the wall
may be interpreted as being contained by the bounds of the wall’s surface, and
this involves coercing the wall to its surface as a 2D region in order to satisfy
one of the eight basic 2D relations in the Region Connection Calculus, whereas
the wall voxeme taken as a whole is a 3D object. On the other hand, something
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

on
lex =

[
pred = on

]

type =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

class = config
value = EC

args =

⎡
⎣ a1 = x:3D
a2 = y:3D

⎤
⎦

constr = y→habitat→
intr[align]

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

in
lex =

[
pred = in

]

type =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

class = config
value = PO ‖ TPP ‖

NTPP

args =

⎡
⎣ a1 = x:3D
a2 = y:3D

⎤
⎦

constr = y→habitat→
intr[align]?

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Fig. 7. VoxML structures for “on” and “in,” showing distinction in configurational
value and constraints. The question mark in the typing of “in” denotes the test men-
tioned previously.

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

put

lex =

⎡
⎣ pred = put
type = transition event

⎤
⎦

type =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

head = transition

args =

⎡
⎢⎢⎢⎣
a1 = agent
a2 = obj1
a3 = rel(obj2)

⎤
⎥⎥⎥⎦

body =

⎡
⎢⎢⎢⎢⎣
e1 = grasp(A1, A2)
e2 = [while(hold(A1, A2),move(A2))]
e3 = [at(A2, A3) → ungrasp(A1, A2)]

⎤
⎥⎥⎥⎥⎦

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Fig. 8. VoxML structure for “put”

interpenetrating the wall (perhaps by application of enough force), as in the left
image of Fig. 10, would satisfy the PO configuration required by in.

In Fig. 8, “put” is given arguments agent, obj1, and rel(obj2), where rel
refers to the class of spatial functions including on and in. The typing of both
“put” and “on” encode the calculation of such parameters as object trajectory
and destination location (e.g., the position denoted by on(block) vs. on(plate)
or on(wall)). As seen in body, object A2 is moved to location A3, calculated
by operationalizing the specified relation over obj2. The results, depending on
the arguments, may be configurations such as those shown in Figs. 9, 10 and 11.

In Figs. 9, 10 and 11 we can see the visualizations of the composition of
these typing distinctions. The expression on(wall) selects for a vertical face
of the object while in all other examples, on selects for the object’s top. The
location of “top” is computed based on the object’s VoxML type structure. The
top of a plate, a slightly concave object when situated in its default habitat, is
located slightly lower on the Y-axis than the plate’s highest overall point. The
expression in(cup) selects the interior surface of the cup, an object with a telic
affordance of containment, while in(wall) explicitly interpenetrates the wall,
as “wall” lacks the containment telic role. The system attempts to maximally
satisfy the constraints placed upon it by the NL expression. For instance, placing
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the knife object on(cup) lays the knife across the rim of the upright cup. In
the same (horizontal) orientation, the knife cannot be placed at the location
computed by in(cup), so the system must transform the knife so that the RCC
representation of in(cup), PO(knife, cup), can be satisfied without violating
any of the physical or structural constraints of the cup or knife objects.

As events proceed, VoxSim maintains the current set of relations that exist
between every pair of objects in the scene. The currently-implemented reasoning
approach is built on top of RCC, particularly variants for relations in 3D space
[1], but it can easily be extended to other QSR approaches, including the situa-
tion calculus [5], and the Intersection Calculus [25,28]. Where the spatial reason-
ing calculus may leave certain parameters underspecified, the object, relation,
and event VoxML encodings allow additional parameters to inform VoxSim’s
reasoner in attempting to visualize a situation in accordance with the mental
instantiation of the utterance provided, such as determining the angle of entry
for an object into a cup, as in the example discussed in Sect. 3.2.

In some cases, even the combined force of spatial reasoning calculi and VoxML
will not be enough to unambiguously supply all information missing from the
linguistic utterance to create an adequate simulation: this is, of course, fertile
ground for experimentation.

4 Underspecification

When constructing minimal models, it is common to leave certain parameters
underspecified [19]. That is, it is permissible for a model to contain the propo-
sition “the ball rolled” without providing information such as direction, speed,
size of the ball, friction between the ball and the supporting surface, etc.; this
information can be specified, but the model is still considered complete without
it. On the other hand, when a ball rolls in the real world, these model-unspecified
parameters all have values assigned to them, even if those values are not specif-
ically measured. Likewise, a simulation of the same event requires that certain
of these parameters be specified in order for the verbal program enacted over
the arguments actually to be executed from frame to frame. Certain parame-
ters, such as the precise location indicated by a relation over an object, can be
calculated from the composition of the program and objects as discussed above

Fig. 9. “In the cup” vs. “on the cup”
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Fig. 10. “In the wall” vs. “on the wall”

Fig. 11. “On the table” vs. “on the wall” vs. “on the plate”

in Sect. 3, while others are either not encoded in the semantics at all or the
semantic composition leaves the value imprecise or ambiguous.

4.1 Current Results of Simulation Output

From the composition of VoxML and dynamic event semantics, we can achieve
a model of an event that is “filled out” with information to an extent far greater
than that provided by a minimal model. The kind of forward composition illus-
trated thus far can take a minimal model of an event and augment it with
general-domain lexical world knowledge about the event predicate and its par-
ticipants, which allows VoxSim to create a more extensive informational context
than a minimal model provides, which it can then share with its human user.
Visualization, an intuitively accessible modality for most humans, becomes a
medium through which to share that context. From the minimal model, VoxSim’s
interpretation of encoded VoxML and dynamic semantic knowledge allows it to
define the interpretation of the event predicate as a logic program with further
specification than the logic program does in isolation, by drawing on and com-
posing knowledge about the arguments, relations, and preconditions involved in
the event. For example, in the simple utterance “roll the ball,” we as language
interpreters know that there must be a surface to roll the ball over, even though
no such surface is mentioned in the utterance given. The VoxML type encoding
for roll (Fig. 12) makes this explicit, representing the surface as A3.

As mentioned above, in a minimal model, the nature of the surface (shape,
consistency, etc.) can be left out completely. With forward composition and
VoxML, VoxSim fills in some of these parameters by composing the event with
the surface object. Object habitats and configurations therefore become condi-
tioning environments that enforce constraints on the minimal model.



188 N. Krishnaswamy and J. Pustejovsky

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

roll
lex = ...

type =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

head = process

args =

⎡
⎢⎢⎢⎣
a1 = x:agent
a2 = y:physobj
a3 = z:physobj

⎤
⎥⎥⎥⎦

body = ...

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Fig. 12. Abbreviated VoxML type structure for “roll.”

While the integration of context, spatially conditioning environments, and
real-world knowledge may provide sufficient information to determine the nature
of a spatial constraint or set of constraints, the precise instantiated value, down to
the 3D coordinates and rotation of an object at each step of program execution,
may still be left imprecise. For example, through forward composition, VoxSim
may be able to determine the region within which an object must be placed to
satisfy the completion of an event it is commanded to simulate, but the precise
location within that region where the object should be by the end of the event
is both left underspecified and there is no method from the lexical semantics to
determine exactly what value that location should take. Nonetheless, in order for
any platform such as VoxSim to execute the fully specified program at runtime,
all required parameters must have a value assigned, including those that are
potentially never mentioned in the linguistic utterance linked to the event and
never raised in the additional encoding used by forward composition.

For instance, given a cup sitting upright (in the proper orientation), “put the
lid on the cup” clearly describes an end state where the lid closes the cup’s open-
ing. However, if the cup is on its side, we find that, if the end location is chosen
at random, such as by a Monte Carlo method, from possible configurations left
available by the currently operating set of constraints and configurations, both
a lid closing the opening of the cup, and one that is touching the cup on the
positive Y-axis (i.e., explicitly “on top of” the cup independent of orientation)
can be computed as satisfying the command “put the lid on the cup” (Fig. 13).

Fig. 13. Orientation-dependent visualizations of “put the lid on the cup”

Ambiguity of resultant configuration occurs even in default habitats. To say
that something is “on the TV” can usually be interpreted specifically relative
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to the type of the object (e.g. using a type system such as Generative Lexicon
[35]), where a physical object on the TV is on top of it while an image is on the
screen, the TV’s semantic head per VoxML.3 However, in the case where the
object on the TV is something, such as a sheet of paper, that could be placed on
either surface, the ambiguity remains. When VoxSim must make a simulation
assignment of values through random choice, either result may be generated as
the end state of the event (as shown in Fig. 14), and a human is required to
judge the appropriateness of either choice.

Fig. 14. Results from “put the paper on the TV”

Underspecification can thus arise in both post-conditions and in the action
sequence of the event itself, such as when parameters like speed and direction
of motion are left unknown. Additionally, depending on the motion predicate
being simulated, the manner of motion itself may be left underspecified. “Move
the cup to the center of the table” implies a path by the specification of the
destination, but the manner by which the cup should be moved is not speci-
fied. Forward composition may narrow the search space—in this example, the
table provides a surface to be moved over, which may make sliding or rolling (if
the cup lacks a handle) preferable to other forms of motion—but ultimately the
predicate itself contains unspecified parameters and so may be replaced in a sim-
ulation with another motion predicate that satisfies the same basic constraints
and imposes others on top of them. Some examples are given below in Table 1,
with move as the least specified motion predicate.

4.2 Experimentation and Early Results

Where a program’s DITL formula says nothing about the nature of a parameter
(e.g., it states that bn+1 is farther from b0 than bn is, but it does not state in
which direction), we can use VoxSim to generate a set of visualizations of that
event with randomly assigned values for the underspecified parameter, and have
human judges evaluate the results of this Monte Carlo simulation generation to
determine what, if any, “prototypical” values exist for that parameter.

3 We ignore here the idiomatic non-spatial reading of on TV, denoting “the informa-
tion content available through the medium ‘TV’.”
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Table 1. Sample motion predicates and underspecified parameters

Program Underspecified parameters

put(y,z) Speed of motion

slide(y) Speed, direction of translocation

roll(y) Speed, direction of rotation

turn(y) Speed, direction of rotation speed, direction of translocation

move(y) Manner, speed, direction of motion

In order to better determine the nature of these values, we designed a series of
experiments in which we asked human judges on the Amazon Mechanical Turk
platform to make similarity judgements between a set of input sentences and
simulations generated from them with randomly chosen values for parameters
requiring value assignment.

1. From one input sentence, we generate three visualizations of the event and ask
the judge to determine which visualization(s) best depict the event described
by the input sentence. Multiple choices are allowed, and the judge may
respond that none of the provided visualizations adequately depicts the event
described.

2. From a single visualization of an event, we ask the judge to determine which
of three sentences—one of which is the original input and two of which use
different predicates in place of the original one—best describes the event
depicted. Multiple choices are allowed, and the judge may respond that none
of the provided sentences adequately describes the event depicted.

Table 2. Test set of verbal programs and objects

Programs Objects

move x put x on y block grape

turn x put x in y ball banana

roll x lean x on y plate bowl

slide x lean x against y cup knife

spin x flip x on edge disc pencil

lift x flip x at center book paper sheet

stack x close x blackboard

put x near y open x bottle

put x touching y apple

We captured a total of 3357 videos of individual events (3 each for 1119
input sentences generated from combining the objects and events in Table 2).
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For each event generated, the underspecified parameters were logged to a SQL
database to facilitate retrieval and evaluation. Videos were uploaded to Amazon
Mechanical Turk to be evaluated by 8 workers for each individual task according
to the guidelines listed above. We received a total of 8952 individual evaluations
on the first task listed (8 evaluations per each of the 1119 input sentences), and
a total of 26,856 individual evaluations on the second task (8 evaluations per
each of 3357 videos). A full analysis of each predicate is currently in progress as
of this writing, but we have completed evaluation on the input classes “put x
near y” and “put x touching y.”

“Touching” was randomly specified as one of the qualitative spatial relations
“left,” “right,” “in front,” “behind,” or “on” with the addition of an RCC exter-
nal connection (EC) constraint. Thus the acceptability judgment of the visual-
ized event may be conditioned on the relation between the two objects at the
end of the event, or on the motion of the moving object between configurations
relative to the stationary object (Table 3).

Table 3. Results for visualizations of “put x touching y”

QSR P(accept|QSR)

behind(y) 0.5474
in front(y) 0.5816
left(y) 0.4995
right(y) 0.5560
on(y) 0.6683

Movement (M) P(accept|M) Movement (M) P(accept|M)

behind→behind(y) 0.5347 left→behind(y) 0.5732
behind→in front(y) 0.4758 left→in front(y) 0.5853
behind→left(y) 0.5014 left→left(y) 0.5266
behind→right(y) 0.4888 left→right(y) 0.5211
behind→on(y) 0.7453 left→on(y) 0.6492
in front→behind(y) 0.4523 right→behind(y) 0.5406
in front→in front(y) 0.6447 right→in front(y) 0.5786
in front→left(y) 0.4601 right→left(y) 0.4777
in front→right(y) 0.5756 right→right(y) 0.5847
in front→on(y) 0.6234 right→on(y) 0.7081

We observe a lower likelihood for visualizations to be judged acceptable when
the moving object moves from behind the still object to in front of it, and vice
versa. Visualizations where the moving object ends to the left of the still object
are also less likely to be judged acceptable. This is a weaker correlation than the
dispreference for behind-to-front/front-to-behind motion, but is still noticeable,
falling about 1.16σ below the mean likelihood of acceptance. We also see a strong
preference for the “on” specification of “touching.” Like the apparent inclination
against the left side, this seems to be independent of the moving object’s starting
location relative to the still object. These preferences may be factors of point
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of view or frame of reference, conjectures which will be the subject of further
experimentation and evaluation.

Unlike “touching,” specification for “near” must fall in a continuous range
as it is difficult to define discrete relations that can further specify “near.” The
distribution of distances between the two objects at the end of the event was
partitioned using quintiles (the interval from 0 to the first quintile being the least
distance between the objects), which conditioned the acceptability judgement.
QSR relations were also taken into account, but without the EC constraint
implied by “touching.”

Evaluators unsurprisingly preferred visualizations where the two objects
ended up nearer relative to each other. In the first three distance intervals, we
observe a slight preference for events where the moving object ends up behind
the still object. This may be an effect of foreshortening caused by the point of
view, as with some of the “touching” specifications. When conditioning on the
joint distribution of the distance interval and the QSR relation, there is some
apparent confusion in judgements of events in the fourth distance interval, where
σ for the population of P(accept|QSR) is greater than .15, where in all other
intervals σ for P(accept|QSR) falls between .019 and .051. This is possibly a fac-
tor of workers being unable to judge purely from the visuals whether an object
that began its movement from a position in the fourth distance interval rela-
tive to the still object, actually ended the motion nearer than it began, whereas
in preceding intervals, the resulting location was more likely to be unambigu-
ously “near” regardless of starting location. These factors may be revealed by
conditioning on starting location or distance (Table 4).

Evaluation for the remaining predicates is proceeding using similar qualita-
tive and quantitative methods.

Table 4. Results for visualizations of “put x near y”

Interval P(accept|QU)

First 0.7523
Second 0.6207
Third 0.3890
Fourth 0.3655
Fifth 0.1295

Interval QSR P(accept|QU,QSR) Interval QSR P(accept|QU,QSR)

First behind(y) 0.7730 Third left(y) 0.3945
First in front(y) 0.7349 Third right(y) 0.3825
First left(y) 0.7338 Fourth behind(y) 0.1713
First right(y) 0.7712 Fourth in front(y) 0.4308
Second behind(y) 0.6701 Fourth left(y) 0.2093
Second in(y) 0.5797 Fourth right(y) 0.4699
Second left(y) 0.6675 Fifth behind(y) 0.0972
Second right(y) 0.5819 Fifth in front(y) 0.1401
Third behind(y) 0.4151 Fifth left(y) 0.1250
Third in front(y) 0.3644 Fifth right(y) 0.1348
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4.3 Further Experimentation

While continuing to evaluate results of the above experiments, we are also aug-
menting them with with an automatic evaluation task intended to integrate
VoxML and VoxSim with machine learning approaches.

◦ We are evaluating machine learning methods using the sparse feature vectors
generated during the event capture process, training models to select the cor-
rect sentence originally used to generate the visualization in question from
three candidates provided. As in the human evaluation tasks, it will be possi-
ble for the automatic evaluation to rate multiple sentences as equally correct,
should the probabilities of multiple candidates come out equal in the model,
or to rate none as correct, should no probability come out high enough. This
evaluation is essentially a machine learning-based version of the evaluation
done by humans in Task #2 discussed above and can be compared to those
same results.

To date, we have established a baseline on this automatic evaluation task
using a maximum entropy logistic regression classifier using generalized iterative
scaling. Over a 10-fold cross-validation of the test set, the MaxEnt classifier
achieves 48.50% accuracy on selecting the correct event predicate alone, and
45.64% when selecting the correct sentence in its entirety (Table 5).

Table 5. Accuracy tables for baseline automatic evaluation

Predicting predicate only Predicting full sentence

Total Correct Incorrect Total Correct Incorrect

3357 1628 1729 3357 1532 1825

μ Accuracy σ σ2 μ Accuracy σ σ2

48.50% 0.29066 0.08448 45.64% 0.02424 0.00059

The baseline results when selecting the predicate alone display a much higher
variance than the results when selecting the entire sentence, pointing to the
existence of some “confusing” features when judging the predicate by itself, or
indicating some extra information provided by object features resulting in more
consistent results across folds. Nevertheless, this baseline exhibits only 12–15%
improvement over random chance in a three-way classification task and we expect
more sophisticated machine learning methods will easily beat this baseline. We
are exploring options available through Google’s Tensor Flow framework, includ-
ing the newly-released tf-seq2seq sequence-to-sequence model.

5 Discussion and Future Work

We have presented here a method for incorporating motion and dynamic spa-
tial semantics into a visualization framework. We have shown the underlying
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processing pipeline from natural language input to minimal model to simulation to
rendering, incorporating encodings of real-world semantic knowledge from DITL
and VoxML to augment the minimal model. Resulting simulations show how com-
posing knowledge of objects and events allows a computer system, VoxSim, to cre-
ate visualizations that accord with human understanding of motion events, and
we have presented some areas where the full level of compositional knowledge pro-
vided still leaves some ambiguity that prevents a single simulation from being gen-
erated until underspecified parameters are given values.

Following on this, we have outlined in Sect. 4.3 a further set of experiments to
determine prototypical or “best” values for some of these commonly-occurring
parameters. Preliminary results are presented above, and a full evaluation is
forthcoming [24].

We are also developing methods for automatically composing complex behav-
iors from primitives, based on DITL, as well as building a corpus of linked sim-
ulations and event-annotated video in order to train algorithms to discriminate
events based on their participants’ motions [11,12].

Finally, we are planning on building links to lexical semantic resources such as
VerbNet to allow us to leverage existing datasets for macro-program composition,
and to expand the semantic processing to encompass event sequences, allowing
us to generate single-input simulations of narratives beyond the sentence level.

VoxSim provides a method not only for generating 3D visualizations using
an intuitive natural language interface instead of specialized skillsets (a primary
goal of programs such as WordsEye [9]), but also a platform on which researchers
may conduct experiments on the discrete observables of motion events while eval-
uating semantic theories, thus providing data to back up theoretical intuitions.
We believe that visual simulation provides an intuitive way to trace the entail-
ments that inhere in spatial expressions through a narrative, enabling a broader
study of event and motion semantics.

Experiments such as those outlined above may be used by researchers to
gather data on the semantic presuppositions humans hold regarding the proto-
typical realization of motion events, conditioned on variables like objects involved
and point of view. Experiments of this kind can easily be segmented across pop-
ulation groups or across languages with the addition of appropriate vocabulary
and NLP packages. We also believe that the automatic evaluation described can
serve machine learning researchers in determining the salient features of motion
events and object semantics from a computational and deep learning perspec-
tive, offering insight into the differences between human and artificial spatial
cognition. A full description of those results will be forthcoming shortly.
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