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Preface

Enterprises are sometimes called “socio-technical systems.” They are heterogenous
systems consisting of humans, material and immaterial artefacts working together.
Their development is arguably the greatest challenge of contemporary enterprise. We
can observe attempts to make technical systems become more “human” and humans
more technical (i.e., structured and predictable). These factors come alongside fast
technical development and evolving views of social sciences as well as neurological
and cognitive disciplines. Enterprise engineering is thus arguably the broadest con-
temporary discipline for both academics and industry of human endeavour. This makes
enterprise engineering a demanding discipline to master.

The International Workshop on Enterprise and Organizational Modeling and Sim-
ulation (EOMAS) was founded with the intention of helping enterprise engineers with
their challenging job. Similarly to other engineering disciplines, modeling and simu-
lation have proven to be a highly helpful tool. The EOMAS community has been
working hard on various topics spanning from formalisms and methods through
software and tooling up to coordination and organizational domains to put together
pieces resulting in effective ways of modeling and simulation.

This year, we met for the 13th anniversary in Essen, Germany, during June 12–13,
as a traditional workshop of CAiSE. Out of 26 submitted papers, 12 were accepted for
publication as full papers and for oral presentation, each paper carefully selected,
reviewed, and revised.

This year, we also had two novel formats: a hands-on session on the OpenPonk
conceptual modeling platform and “show us your project” session for sharing inter-
esting projects and work in progress of the participants.

I would like to cordially thank the whole EOMAS community, namely, the authors,
the Program Committee, and the chairs for their commitment, enthusiasm, and diligent
work, which resulted in a high-quality event that was satisfying both professionally and
personally. I am looking forward to the next, 14th edition, which is already being
prepared with the same goal: to make it even better!

June 2017 Robert Pergl
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Formal Methods



Simulation of Alliance Networks Composition
in Knowledge Economy

Daria Novototskih(&) and Victor Romanov

Department of Informatics, Russian Plekhanov University,
117997 Moscow, Russia

dnovototskih@mail.com, victorromanov1@gmail.com

Abstract. Knowledge generation and diffusion in the modern digital economy
as well as innovation process implying novelty technologies, products and
services promotion on the market are considered. Production function included
R&D or knowledge term regarded as moving force in the self-organizing pro-
cess of network alliances composition. The model of the networks alliances
composition based on the knowledge profile of the firms and measures their
similarity or dissimilarity and quadratic programming with binary variables is
proposed. Results of the modeling with genetic programming algorithm for
partner selection are presented. In paper, we used quadratic methods of pro-
gramming method as possible way for partner selection. Genetic algorithm and
multi-valued logic (Lukasiewicz logic) were applied for these aims. The results
of genetic algorithm are discussed in conclusion as possible way for including
increment of production function due to new partner’s attraction.

Keywords: Alliance network � Simulation � Partner selection � Algorithms �
Production function increment

1 Introduction

Modern economy is increasingly based on knowledge and information. Knowledge is
now recognized as the driver of productivity and economic growth, leading to a new
focus on the role of information, technology and learning in economic performance.
The term “knowledge-based economy” stems from this fuller recognition of the place
of knowledge and technology in modern economy. The knowledge-based economy is
reflected in “new growth theory” term. The growing codification of knowledge and its
transmission through communications and computer networks has led to the emerging
“information society”. The importance of knowledge and technology diffusion requires
better understanding of knowledge networks and “national innovation systems”.

“Knowledge-based economy” is economy that directly based on the creation,
distribution and application of knowledge and information. Although knowledge has
long been an important factor in economic growth, economists are now exploring ways
to incorporate more directly knowledge and technology in their theories and models.
“New growth theory” reflects the attempt to understand the role of knowledge and
technology in driving productivity and economic growth [1].

© Springer International Publishing AG 2017
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In such conditions, the sense of production function definition is changing.
Incorporating knowledge into standard economic production functions is not an easy
task, as this factor defies some fundamental economic principles, such as scarcity.

The most significant increment of production function is determined by innovation
process and novelty of the production. An innovation process is very complex one it
consists from several stages and at each stage it demands large amount of energy and
different resources from innovator that is from authors, startups or small or medium
enterprises (SME). Innovation begins with new scientific research, progresses
sequentially through stages of product development, production and marketing, and
terminates with the successful sale of new products, processes and services. It is
recognized now that ideas for innovation can stem from many sources, including new
manufacturing capabilities and recognition of market needs. Innovation can assume
many forms, including incremental improvements to existing products, applications of
technology to new markets and uses of new technology to serve an existing market [2].

Inter organizational alliances thus accord advantages to startups that are usually
associated with the privilege of advanced age, including access to strategic and oper-
ational knowhow, possession of stable exchange relationships and innovative capa-
bilities, external endorsement of its operations and the perceived quality and reliability
of its products and services among potential customers, suppliers, employees, collab-
orators and investors.

The remainder of this paper is organized as follows. Section 2 describes the main
components of knowledge economy; the problems of partner’s selection are described
in Sect. 3. Section 4 explains criteria of partner selection and models. Section 5 pre-
sents of application of multi-valued logic. Finally, we present our performance results,
related work and conclusion.

2 The Main Components of Knowledge Economy

2.1 Knowledge Transfer and Dissemination

The knowledge-based economy places great importance on the diffusion and use of
information and knowledge as well as its creation. Strategic know-how and compe-
tence are being developed interactively and shared within sub-groups and networks,
where know-who is significant. The economy becomes a hierarchy of networks, driven
by the acceleration in the rate of change and the rate of learning. What is created is a
network society, where the opportunity and capability to get access to and join
knowledge- and learning-intensive relations determines the socio-economic position of
individuals.

Knowledge is increasingly being codified and transmitted through computer and
communications networks in the emerging information society. Also required is tacit
knowledge, including the skills to use and adapt codified knowledge. Government
policies will need more stress on enhancing the knowledge distribution power of the
economy through collaborative networks and the diffusion of technology and providing
the enabling conditions for organizational change at the firm level to maximize the
benefits of technology for productivity.

4 D. Novototskih and V. Romanov



The science system, essentially public research laboratories and institutes of higher
education, carries out key functions in the knowledge-based economy, including
knowledge production, transmission and transfer. Traditional production functions
focus on labor, capital, materials and energy; knowledge and technology are external
influences on production. Now analytical approaches are being developed so that
knowledge can be included more directly in production functions. Investments in
knowledge can increase the productive capacity of the other factors of production as
well as transform them into new products and processes. In addition, since these
knowledge investments are characterized by increasing (rather than decreasing) returns,
they are the key to long-term economic growth.

The network characteristic of the knowledge-based economy has emerged with
changes to the linear model of innovation. The traditional theory held that innovation is
a process of discovery which proceeds via a fixed and linear sequence of phases.
Innovation requires considerable communication among different actors – firms, lab-
oratories, academic institutions – as well as feedback between science, product
development, manufacturing, which are presented on Fig. 1.

In the knowledge-based economy, firms search for linkages to promote inter-firm
interactive communication and for outside partners and networks to provide comple-
mentary assets. These relationships help firms to spread the costs and risk associated
with innovation among a greater number of organizations, to gain access to new
research results, to acquire key technological components of a new product or process,
and to share assets in manufacturing, marketing and distribution. As they develop new
products and processes, firms determine which activities they will undertake individ-
ually, in collaboration with other firms, in collaboration with universities or research
institutions, and with the support of government.

All this activity is frequently lumped together as research and development, but it
represents premarket activity by a variety of agents, including public scientific insti-
tutions, universities, lone inventors, and firms. It is only when stage production is
reached, at the point where there is a marketable product or new process, that inno-
vation is achieved. This phase of commercialization triggers the start of another chain
of events, broadly characterized as diffusion, which covers the widespread adoption of
the new product or process by the market. It is also vital to understand that there is
feedback between the various stages: innovation is rarely a linear progression through

Research &
Knowledge 
Genera on

Development of 
New Products, 

Technologies and 
Produc on

Market & 
Profit Obtaining

Fig. 1. The main stages of knowledge movement from generation to market
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the stages shown. There is also feedback between the diffusion and innovation stages.
As consumers, or other firms, start using the innovations, they often adapt or improve
them, or relay information on how to do so back to the innovating firms.

2.2 Innovation and Novelty Production Implementation

Innovation is thus the result of numerous interactions by a community of actors and
institutions, which together form what are termed national innovation systems.
Increasingly, these innovations systems are extending beyond national boundaries to
become international. They consist of the flows and relationships which exist among
industry, government and academia in the development of science and technology. The
interactions within this system influence the innovative performance of firms and
economies. In the knowledge-based economy, the science system contributes to the key
functions of:

• knowledge production – developing and providing new knowledge;
• knowledge transmission – educating and developing human resources;
• knowledge transfer – disseminating knowledge and providing inputs to problem

solving.

The science system has traditionally been considered as the primary producer of
new knowledge, largely through basic research at universities and government labo-
ratories. In the knowledge-based economy, the distinction between basic and applied
research and between science and technology has become somewhat blurred.

There exists essential distinction between an innovation from an invention or
discovery. An invention or discovery enhances the stock of knowledge, but it does not
instantaneously arrive in the market place as a full-fledged novel product or process.
Innovation occurs at the point of bringing to the commercial market new products and
processes arising from applications of both existing and new knowledge.

We have already seen that there are two main types of innovation: process inno-
vation, the introduction of new techniques for production, and product innovation, the
offer for sale of a new type or design of a good or service product. The essential effect
of process innovation is one of cost reduction in production. If the market is perfectly
competitive, all knowledge about production is assumed to be known by all firms.
Hence, as soon as the process innovation occurs we assume that all firms immediately
start to use it. In such a case, there is no financial incentive to undertake R&D targeted
toward creating the process innovation. This means that there are no economic profits
to reward the innovator.

The innovator could produce and sell the good for a rising price and for this reason
get additional profit. Even if the innovator did not want to produce all the market
demand, in principle it could license its process innovation to all other firms and
receive royalties equal to these profits. Introducing patents certainly increases the
financial incentive to innovate.

6 D. Novototskih and V. Romanov



If the product has a broader and more favorable set of characteristics than an earlier
variety, then, even with a higher price, it can still be good value for money. Further
analysis of these alternative situations is given below. If the product innovation creates
a new variety or improves the quality of an existing product, then drawing a new
demand curve is not the best way to conceptualize the change. Suppose the market is
imperfectly competitive before this product innovation, hence the firm already faces a
downward-sloping demand curve.

By introducing a new product, the firm aims to achieve an outward shift and steeper
slope to the demand for its product (analogous to the effect of advertising, increasing
product loyalty to the firm). Note that even though consumers are charged a higher
price, they buy more and have more consumer surplus. Of course, over time the market
may become more competitive as more product innovation occurs and this may reduce
prices. A general way of describing this situation is to say that consumers benefit from
the increase in product variety and/or the rise in the quality of the products on offer.
Even if a new product is more expensive than existing ones, if it has exactly the right
set of characteristics to match the customers’ tastes, they may be happier to buy this
item. If the product has a broader and more favorable set of characteristics than an
earlier variety, then, even with a higher price, it can still be good value for money.

2.3 Knowledge Capital Production Function

Traditional “production functions” focus on labor, capital, materials and energy;
knowledge and technology are external influences on production. Now analytical
approaches are being developed so that knowledge can be included more directly in
production functions. Investments in knowledge can increase the productive capacity
of the other factors of production as well as transform them into new products and
processes. And since these knowledge investments are characterized by increasing
(rather than decreasing) returns, they are the key to long-term economic growth.

Some kinds of knowledge can be easily reproduced and distributed at low cost to a
broad set of users, which tends to undermine relationships or investing substantial
resources in the codification and transformation into information private owner-
ship. Investment in knowledge is a primary source of productivity growth. Firms invest
in R&D and related activities to develop and introduce process and product innovations
that enhance their productivity.

Knowledge capital is considered to by innovation output measured as the per-
centage of innovation sales to total sales. We will then try to establish the existence of a
relationship between innovation and productivity by applying econometric methods
that correct for estimation problems inherent to the statistical features of the data. The
theoretical framework for the study is Codd-Douglas production function with two
variables expressed as [3]:

Qjt ¼ AeatXbKcejt ð1Þ

Where Qit rate of productivity of the firm j at moment t. X is a vector of input
variable and K is research and development (R&D). The parameter a is a measure of
the rate of disembodied technical change, b is the elasticity of production about a

Simulation of Alliance Networks Composition in Knowledge Economy 7



vector of standard inputs such as labor, human capital, physical capital, and so forth, c
is the elasticity of production with respect to change R&D, e is the error term, and A is
a constant measuring firm efficiency. It is quite common to express the above relation
in logarithmically or the first difference of the variable.

The focus is whether innovation contributes to the explanation of differences in
productivity growth among firms, when controlling for physical capital, human capital,
firm size, types of output and other characteristic factors relevant to the firm’s per-
formance. It should be noted that a priori we expect a positive relationship between
innovation and productivity growth. Hence, the key variables in this study are value
added per employee, the share in the firm’s total sales that is related to innovative
products partly or totally developed by the firm, innovation investment as a share of
total sales, human capital, a proxy for physical capital and firm size defined by
employment.

In the paper [4] the authors assume the regional of firms’ production function
including knowledge capital as an input follows:

Yjt ¼ A Kjt
� �

KaK
jt L

aL
jt e

uj þ vj þ ejt ð2Þ

where j represents the cross-section (the region or firm) and t the period Yjt indicates the
output. A() is the function of knowledge capital KNjt, Kjt and Ljt represent the capital
stock and labour input at time t in region j respectively, aK and aL represent the
coefficients of elasticity and labour input at the provincial level, respectively, ui and vi
indicate the cross-section and time dimension on economic growth, eit is random error
term.

In the paper [5] the authors see the first goal of the paper thus to relax the
assumptions on the R&D process that are at the center of the knowledge capital model.
They are recognizing the uncertainties in the R&D process in the form of shocks to
productivity. They model the interactions between current and past investments in
knowledge in a flexible fashion. This allows to better assess the impact of the
investment in knowledge on the productivity of firms. A firm carries out two types of
investments, one in physical capital and another in knowledge through R&D expen-
ditures. The investment decisions are made in a discrete time setting with the goal of
maximizing the expected net present value of future cash flows. The firm has the
Cobb-Douglas production function:

yjt ¼ b0 þ blljt þ bkkjt þxjt þ ejt; ð3Þ

where yjt is the log of output of firm j in period t, ljt the log of labor, and kjt the log of
capital. Capital is the only fixed (or “dynamic”) input among the conventional factors
of production, and accumulates according to

Kjt ¼ 1 � dð ÞKjt�1 þ Ijt�1 ð4Þ

This law of motion implies that investment Ijt–1 chosen in period t – 1 becomes
productive in period t.

8 D. Novototskih and V. Romanov



The productivity of firm j in period t is xjt as “unobserved productivity” since it is
unobserved from the point of view of the econometrician (but known to the firm).
Productivity is presumably highly correlated over time and perhaps also across firms.
In contrast, ejt is a mean zero random shock that is uncorrelated over time and across
firms. The firm does not know the value of ejt at the time it makes its decisions for
period t.

3 The Problem of Selecting Partners and Key Stages
of the Process

By attracting new partners or to join the alliance company launches a new product,
improves the competitive quality of the existing product, thereby increasing profits,
attracting new technologies, new knowledge and competencies, reduce costs.

Partner selection is one of the most critical alliance capabilities in the establishment
of alliances. The right choice of partner has been identified in numerous studies as a
precondition for alliance success. Designing a partner selection process including steps,
criteria, tools and success factors, appears to be vital for alliance success. The appli-
cation of analytic and systematic methods in partner selection could increase the
success rate of partnerships. This study suggests that partner selection process is an
important alliance capability and has a significant influence on alliance performance.

Firms undertake strategic alliances for many reasons: to enhance their productive
capacities, to reduce uncertainties in their internal structures and external environments,
to acquire competitive advantages that enables them to increase profits, or to gain future
business opportunities that will allow them to command higher market values for their
outputs. Partners choose a specific alliance form not only to achieve greater control, but
also for more operational flexibility and realization of market potential. The main steps
in partner selection process are listed on Fig. 2.

Their expectation is that flexibility will result from reaching out for new skills,
knowledge, and markets through shared investment risks. The generic needs of firms
seeking alliance as cash, scale, skills, access, or their combinations, then by their

Identify partnership 
needs 

Identify partner 
selection criteria

Create a preliminary 
long list 

Manual filtration of long list Create a short list of 
best partners

Screening of
short list against 

criteria

Production function 
incremenet evoluation

Final choice
of partner

Joint writing of 
business plan

Fig. 2. The main steps in partner selection process
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strategic intentions. A decision to cooperate is not a responsive action, but is funda-
mentally a strategic intent, which aims at improving the future circumstances for each
individual firm and their partnership as a whole [6].

The Main Motives to Enter a Strategic Alliance:

• Knowledge exchange
• Gaining access to new technology, and converging technology
• Learning & internalization of tacit, collective and embedded skills
• Cost sharing, pooling of resources
• Developing products, technologies, resources
• Complementarity of goods and services to markets.

It is only when stage is reached, where there is a marketable product or new
process, that innovation is achieved. This phase of commercialization triggers the start
of another chain of events, broadly characterized as diffusion, which covers the
widespread adoption of the new product or process by the market. It is also vital to
understand that there is feedback between the various stages: innovation is rarely a
linear progression through the stages shown. There is also feedback between the dif-
fusion and innovation stages.

What is concerning SMEs, within their limited resources, SMEs must find ways to
achieve production economies of scale, to market their products effectively, and to
provide satisfactory support services. Collaborating with other organizations is one
method. SMEs are flexible and more innovative in new areas, but can lack resources
and capabilities. But strong ties with larger firms can limit opportunities and alterna-
tives for SMEs, and innovative SMEs are more likely to make external networks with
other SMEs or institutions such as universities and private research establishments.

Based on these modes, we will in this research a number of collaboration models
using various combinations of actors, their roles, and the strength of their ties. While
alliances with large firms have often benefited SMEs, they can also oblige SMEs to
share their technological competence with the large firms, leading to increased flexi-
bility for the large firms, thus negating a major comparative advantage of the SMEs. As
a result, as SMEs gain opportunities to collaborate with large firms, they lose oppor-
tunities to compete against them. SMEs may also be required to produce a cheap
product to meet the large firms’ lowest specifications, thus delaying further innovation
on the part of the SMEs.

For us it is important to underline that, alliances foster the exchange of knowledge
between firms: by joining their technological resources, firms can enlarge their
knowledge bases faster than they could do individually. Finally, firms can share the
costs and risks of a project, especially when this is expensive or with uncertain
outcome.

The right choice of partner has been identified in numerous studies as a precon-
dition for alliance success. Designing a partner selection process including steps, cri-
teria, tools and success factors, appears to be vital for alliance success. The application
of analytic and systematic methods in partner selection could increase the success rate
of partnerships.

Based on these modes, we can design a number of collaboration models using
various combinations of actors, their roles, and the strength of their ties: the dominant

10 D. Novototskih and V. Romanov



models involving SMEs. At the exploration stage, SMEs are most likely to use external
partnerships so they can concentrate on retaining high levels of internal competence in
a limited number of technology areas though they show a preference for networking
with public research institutes and universities because of the fear of giving away their
technology to competitors. But at the exploitation stage, SMEs attempt to create value
by entering supplier–customer relations with large firms, outsourcing agreements or
strategic alliances with other SMEs [7].

While alliances with large firms have often benefited SMEs, they can also oblige
SMEs to share their technological competence with the large firms, leading to increased
flexibility for the large firms, thus negating a major comparative advantage of the
SMEs. Thus, as SMEs gain opportunities to collaborate with large firms, they lose
opportunities to compete against them. SMEs may also be required to produce a cheap
product to meet the large firms’ lowest specifications, thus delaying further innovation
on the part of the SMEs.

4 Partners Selection Criteria, Strategy and Optimization
Model

Model and multi-objective genetic algorithm for member selection of R&D teams was
described in paper [8]. We have used the idea and have modified it for our aims.

We can differ enterprises’ profile or by specification (nomenclature) of product
produced or by set of patent used in the production process per the International
Classification of Patents (ICP) [9]. The set of patents, used in the production process is
forming knowledge base of the enterprise and its knowledge profile. So, we can assume
that every firm Fj, j = 1, 2 … N may be associated with a vector Zj consisting of
M components (zj1, zj2, … zjM) (each of which represents role of the knowledge or
patent category (technological classes) i, i = 1, 2, … M in the production function. As
we explain below, these vectors can in turn be associated with a metric knowledge
space in which the collaborations occur. Thus, we define the knowledge profile of a
firm in the knowledge space as:

Zj ¼ zj1; zj2; . . .; zlM
� �

; j; r ¼ 1; 2; . . .Nf g; i ¼ 1; 2; . . .Mf g ð5Þ

In order to evaluate difference between two enterprises’ profiles in the knowledge
space we use the Euclidean metric:

djr ¼ Zj � Zr
�� �� ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXM

i¼1
zji � zri
� �2r

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXM

i¼1
Djri
� �2r

ð6Þ

Consider formal description of the problem of alliance team formation We will
define an alliance as network or a set of nodes, (the firms), and links between them. We
assume that algorithm of partner’s selection for decision making about joining the pair
of the firms uses the Djri value. Let us accept expression (3) as starting formula for
production function definition. If every patent technological class add some value, the
products output we will modify production function as:
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yj ¼ b0 þ bllj þ bkkj þ
XM

i
kinji; where 0� ki � 1; nji ¼ ln zji ð7Þ

yjt ¼ b0 þ blljt þ bkkjt þxjt þ ejt þ
PM

i kinjit – production function of the firm Fj
at moment t.

yrtþ 1 ¼ b0 þ bllrtþ 1 þ bkkrtþ 1 þxrtþ 1 þ ertþ 1 þ
PM

i kinritþ 1 production func-
tion of the firm Fj at moment t + 1 after substitution firm Fr patent technological class
values. Then, if

blljt ¼ bllrtþ 1; bkkjt ¼ bkkrtþ 1;xjt ¼ xrtþ 1;ejt ¼ ertþ 1; ð8Þ

we get:

yrtþ 1 � yjt ¼ Dyjrt ¼
XM

i
kinritþ 1 �

XM

i
kinjit ¼

XM

i
ki nritþ 1 � njit
� �

¼
XM

i
ki Dnjri
� � ð9Þ

We accept this value as measure of utility of the (Fj, Fr) partners pair.
Suppose that including one additional partner Fj into alliance costs for logistics and

communication vi unit and exist restriction of total Q units for including expense. The
decision maker selects members from N candidate members to form a team so that to

satisfy the constraints:
PM
r
vMr xr � Q and at the same time to ensure maximum of total

production function increment due to new partners attraction. Let us consider the task
more formally.

For each partners pair (Fj, Fr); r, j = 1, 2, …, N.
Then we can define Wij just as

wjr ¼ DyMjr ð10Þ

We suppose that greater wjr is, and then the new candidate member utility is higher.
According to the overall values of alliance productions, function increment the fol-
lowing optimization model is built to select the most preferred members from N
alternatives, satisfying constraints:

Maximize U ¼ PN
j

PN
r r 6¼jwjrxjxr subject to

PM
r vMr xr �Q;where xj; xr 2 0; 1f g;

j; r ¼ ð1; 2; . . .;N):
The described model was realized by genetic algorithm. Below is presented the

algorithm of the program on Python language. Total algorithm-schema contains 4
steps.

This model is a 0-1 quadratic programming problem. It is presented step-by-step as
follows:

Step 1 Initializing. Input the necessary parameters which contain the number of
genetic generations, population size, crossover and mutation probability, and generate
the initial parent population. Then calculate the corresponding fitness values of the
individuals.
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Step 2 Selecting, crossover and mutating. Apply binary tournament selection
strategy to the current population, and generate the offspring population with the
predetermined crossover and mutation probabilities.

Step 3 Combination. Combine initial population and current, and select population
size optimal individuals to generate the next population, per the fitness values of the
individual in the frontiers.

Step 4 Stopping. If number of genetic generations is reached, return the individuals
(solutions) in population of the next generation and their corresponding objective
values as the Pareto-(approximate) optimal solutions and Pareto-(approximate) optimal
fronts.

Otherwise, go to Step 2.
It is well-known that there exists a lot of software packages and programs for

genetic programming.
The specific of our approach is that this program is assumed a part of program

complex that including programs for production function increment estimate when new
partners are added. For convenience, we decided to make small simple unit for exe-
cution of this project.

The program contains the next components:

(a) Input data entering.
Input data incudes:
1. Initial graph of main point connection with potential partners
2. Increments of production function data for every partner in the initial graph
3. Values of costs connected with log
4. Selection for attentional partner’s incorporation into the alliance

The input interface is presented on Fig. 3:

(b) The algorithm of data processing includes initial population creation and
testing it for utility value computing, initial population modification by
application mutation of components and crossover. The next population
estimation by utility calculating. Selection and including the best string in
population. And repeating the cycle for the selection the best population.

Fig. 3. Interface of input data entering
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(c) The resulting data are represented as graph connecting main point with
partner selected total estimate of utility of partners’ combination selection and
expenses.

Different representations of the partner selection are presented on Fig. 4:

The correction of authorism is checked on test data. The program is selecting the
best partners satisfying constraints.

The research presents a new method to solve the alliance formation problem using
the individual and collaborative information. A 0-1 programming model is built to
select optimum set of members. The derived solution set of the model can be used to
support the decision of the alliance formation. The proposed method considers not only
the individual information of members but also the collaborative information between
members. It reflects comprehensive information of candidate members in member
selection. It also helps to reduce uncertainty regarding cooperation among the potential
members. The model can be embedded in the decision support system and process the
complex decision problem of partner selection for alliance teams using both the
individual and the collaborative information.

5 Partner Selection with Many Heterogeneous Criteria

Unfortunately, not always the criteria for selecting partners are homogeneous. The
criteria can be measured in different scales and represented by different types of data. In
this case, it is advisable to use, scaling, normalization and multi-valued logic [10].

Let D be set of selection variants and there is a set of criteria D ! R, R - the set of
real numbers. Estimate uiðxÞ of variant x on the criterion ui, we will denote x(i), and a
set of estimates of the same variant according to different criteria ~x ¼ ðxð1Þ; . . .; xðkÞÞ
will be called the vector estimation of variant x. Vector evaluations of variants y, z, we
denote respectively as ~y;~z.

Record ~x�~y means that x(1) � y(1), � � �, x(k) � y(k), and the entry ~x[~y - that ~x�~y
and ~x 6¼ ~y. We say that R is represented by a set of criteria u1, …, uk, is a partial order
if and only if xRy � ~x[~y.

Fig. 4. Graph of pairs selection by algorithm
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Examples of Selection Functions:

1. Scalar optimization mechanism - the best choice for a given scalar quality criterion
u(x) variant x 2 X:
C0 xð Þ ¼ x 2 X x ¼ argmaxuðxÞjf g:

2. Conditionally - extreme gear - selection, defined scheme of mathematical pro-
gramming with the objective function f0(x) and restrictions f1 xð Þ; i ¼ 1; . . .;m:
CMP xð Þ ¼ x 2 X x ¼ arg max f0 xð Þ; fi xð Þ� 0; i ¼ 1; . . .; k½ �j :f g

3. Optimization mechanism of dominance, defined by a binary relation R:
CR xð Þ ¼ x 2 X 8y 2 X, xRyjf g:

4. The locking mechanism: choice non-improvable by R elements x:
C�R xð Þ ¼ x 2 X 8y 2 X, y �R xjf g:

5. The mechanism of restrictions defined by a binary relation R and a given element u
2 G and choice of x 2 X, better by R than u 2 G:
Cu xð Þ ¼ x 2 X xRujf g:

6. Selection based on Pareto criterion CpðxÞ can be regarded selection rule as:
Cp xð Þ ¼ x 2 X : 9 y 2 Xð Þ ~y[~xð Þjf g or as relation:

x Rp y � 8ið Þ ui xð Þ�ui yð Þð Þ ^ 9 ið Þ ui xð Þ[ui yð Þð Þ; i ¼ 1; . . .kð Þ:

The estimation of variant xj, j = 1, 2, … n according criterion ui, i = 1, . . ., k
designate xij = uiðxjÞ. Let us designate this matrix U . Let Ci be normalized matrix of
estimates comparison variants pairs (xj, xl) j, l = 1, 2, … n under specific criterion i.
Depending on the problem formulation, the elements of the matrix of pairwise com-
parisons cjl and clj and must meet certain normalization relation. If the options are
equivalent (as well as if the options are incomparable), we denote them xi*xj. If the
version xj is preferable than xl, xj � xl, the condition cjl > clj it should be satisfied.
Consider the different possible normalization ways.

1. Simple normalization.

8j; l; j 6¼ l; cjl ¼
1; xj � xl
0; xj 	 xl
0; 5; xj 
 xl:

8<
:

2. Tournament normalization
8j;l; cjl � 0; cjl þ clj ¼ N; where
cjl – points score, N – Total games number

3. Skew-normalization
8j;l; cjl þ clj ¼ 0

4. Probabilistic normalization
8j;l; 0� cjl � 1; cjl þ clj ¼ 1;

P
l cjl ¼ 1

5. Signature normalization

cjl ¼
1; xj � xl
0; xj 
 xl
�1; xj 	 xl:

8<
:
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For example, consider five options to choose partners, in the presence of the four
criteria (Table 1):

In the three-valued logic of Lukasiewicz the following truth table of basic Boolean
functions takes place (Table 2).

The next designation are used at the table:

j�1ðxÞ ¼ 1; x ¼ �1
�1; x 6¼ �1;

�

j0ðxÞ ¼ 1; x ¼ 0
�1; x 6¼ 0;

�

j1ðxÞ ¼ 1; x ¼ 1
�1; x 6¼ 1:

�

Let us form the matrices Ci, i = 1, 2, 3, 4 pairwise comparison of options for each
criterion ui(x) and perform a signature normalization:

Cjli ¼ sgnðui xj
� �� uiðxlÞÞ, where i – the criterion number, j, l – version number.

Using the criterion of Pareto selection and the truth table of logical functions in
three-valued logic and applying matrices Ci (k = 1, 2, 3, 4) we write (Fig. 5).

Table 1. Criteria matrix U

Variants Criteria
u1 u2 u3 u4

x1 133 600 999 90
x2 125 300 940 60
x3 166 600 999 90
x4 30 200 998 70
x5 140 400 950 80

Table 2. Three-valued truth table for logic of Lukasiewicz

A B A^B A_B : A J–1(A) J0(A) J1(A) A* = max(J1(A), J0(A))

1 1 1 1 –1 –1 –1 1 1
1 0 0 1 –1 –1 –1 1 1
1 –1 –1 1 –1 –1 –1 1 1
0 1 0 1 0 –1 1 –1 1
0 0 0 0 0 –1 1 –1 1
0 –1 –1 0 0 –1 1 –1 1
–1 1 –1 1 1 1 –1 –1 –1
–1 0 –1 0 1 1 –1 –1 –1
–1 –1 –1 –1 1 1 –1 –1 –1
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Pareto-optimal solutions in the form of a logical function of the following form:

Rpðxj; xlÞ � ^4
i¼1

ðCðiÞÞ� ^ _4
i¼1

CðiÞ or Rpðxj; xlÞ ¼ R1
pðxj; xlÞ ^ R2

pðxj; xlÞ, where R1
p –

conjunction of matrices (Ci)* and R2
p – disjunction of Ci matrices.

Then R2
p ¼

0 1 0 1 1
�1 0 �1 1 �1
1 1 0 1 1

�1 1 �1 0 1
�1 1 �1 1 0

R2
p, as we have seen, contains the element 1 and only if the variant xj xl at least one

of the criteria.
Let us apply operator * to the all matrices Ci:

C1* C2* C3* C4*
1 1 -1 1 -1

-1 1 -1 1 -1

1 1 1 1 1

-1 -1 -1 1 -1

1 1 -1 1 1

1 1 1 1 1

-1 1 -1 1 -1

1 1 1 1 1

-1 -1 -1 1 -1 

-1 1 -1 1 1 

1 1 1 1 1

-1 1 -1 -1 -1

1 1 1 1 1

-1 1 -1 1 1

-1 1 -1 -1 1

1 1 1 1 1 

-1 1 -1 -1 -1

1 1 1 1 1

-1 1 -1 1 -1

-1 1 -1 1 1

Then R1
p ¼

1 1 �1 1 �1

�1 �1 1 �1 �1

1 1 1 1 1

�1 1 �1 1 �1

�1 1 �1 �1 1

and Rp ¼ R1
p ^ R2

p ¼

0 1 �1 1 �1

�1 0 �1 �1 �1

1 1 0 1 1

�1 �1 �1 0 �1

�1 1 �1 �1 0

The matrix R1
p has ones if for a given pair xj, xl xj on any of the criteria is not inferior

to xl. So number 3 is the best variant and the graph of preferences have the next view
(Fig. 6):

C1 C2 C3 C4

0 1 -1 1 -1

1 0 -1 1 -1

1 1 0 1 1

-1 -1 -1 0 -1

1 1 -1 1 0

0 1 0 1 1

-1 0 -1 -1 -1

0 1 0 1 1

-1 1 -1 0 1

-1 1 -1 -1 0

0 1 0 1 1

-1 0 -1 -1 -1

0 1 0 1 1

-1 1 -1 0 -1

-1 1 -1 1 0

0 1 0 1 1

-1 0 -1 1 -1

0 1 0 1 1

-1 -1 -1 0 -1

-1 1 -1 1 0

Fig. 5. Pairwise comparison matrices
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6 Conclusions

In this article, as far as we know, for the first time we proposed to use as a criterion for
the choice of a partner increment of a production function and to determine this task as
a task of binary square programming. It is important to note that we tried to consider in
an increment of a production function process of receipt of new knowledge by alliance
due to joining of new partners.1

We have developed only two components from the general program complex – the
genetic algorithm for the choice of the best partner and a multi-criteria algorithm of the
partner choice based on Lukasiewicz’s logic. We plan to develop an algorithm and to
enhance it regarding assessment of an increment of a production function, but it will
demand validation and verification of model on real examples.
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Abstract. Innovative firms attribute a greater role to their financing strategy in
explaining their success and they have a different financial make-up for different
departments. And different financial make-up reflects different cooperative
innovation strategy. Traditional models of cooperative innovation are always
streamlined or annular where the relationship of overlapping or inclusion among
elements ignored. In this paper, based on the idea of numerical P systems, we
modify the traditional model to improve the indivisibility and visualization into
the shape of the membrane which is named CI-NP systems. We process the
financial data of firms’ development and have found the correlation among
various elements and express it based on the case of Shandong, China.

Keywords: Cooperative innovation � CI-NP systems � Finance � Numerical P
systems

1 Introduction

Innovation is broadly seen as an essential component of competitiveness, embedded in
the organizational structures, processes, products, and services within a firm [1]. And
the relationship between cooperation and innovation has been observed for many
countries. By the combination of cooperation and innovation, they can get the nec-
essary, various sources to create value [2] the impact of cooperation on firms’ inno-
vation propensity in emerging economies. Cooperative innovation is regarded as an
interesting alternative for a firm that is trying to improve its innovation performance in
the market [3]. Meanwhile, a firm must finance its activities, deploy physical and
human resources, market its products and services, and coordinate all of these activities
[4]. It is as important to understand the supporting role of these elements as it is to
investigate the breadth of the cooperative activities in innovation of a firm [5].

There are some studies classify different cooperative innovation on the view of
various processes in the business. For example, some studies are carried out to verify
market orientation, internal cooperation practice, and process formality on product
innovation performance and business performance in product innovation [6]. It is found
that market orientation, internal cooperation practice, process formality and product
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innovation performance have positive effects on the product innovation performance
[7]. In maintained that efficient communications and information exchange in the
research and development and marketing sector have a positive effect on research and
development and cooperate performances and state that communications and infor-
mation exchange between functional departments, which can draw cooperation
between them are necessary for an efficient progression. Because priority is different on
various elements to be considered in new product development due to difference in
characteristics of marketing function and R&D function meets a high level of new
product development resources, new product effect increases [8]. Furthermore, mar-
keting and R&D cooperation improves development capability and has a positive effect
on product innovation performance [9]. Many studies have explored the differences in
the element affecting the firm probability to establish different types of cooperation.
However, elements which influence cooperative innovation sometimes do not clearly
define the scope whether it belongs to the internal or the external [10]. It also ignored
the correlation among various elements.

For it is now acknowledged as a result of the cooperation between a wide variety of
actors both inside and outside the firm [11]. Innovative firms attribute a greater role to
their financing strategy in explaining their success and they have a different financial
make-up. Financial point of view of the company, including the innovation of the
company’s cooperation and research institute with financiers, can take advantage of the
public and private funds more effectively and improve the innovation and accelerate the
commercialization and diffusion process [12]. In this paper, we process the financial
data of firms’ development, analyze the correlation among different financial inputs and
outputs due to both internal- and external-firm heterogeneity. To coordinate comple-
mentary assets and activities is important in financial view [13]. It is a sensible way to
conceptualize capabilities as the efficiency with which a firm transforms available
inputs into outputs in financial view [14]. Meanwhile, based on the idea of Numerical P
Systems, we modify the traditional. In the process of financial data, we have found the
correlation among various elements, and try to express the modified model based on the
case study of Shandong in China.

The financial data used for the present study corresponds to the survey face to 2000
high-tech firms in Shandong Province, China. And the remainder of this paper is
organized as follows. In Sect. 2, we review the basic notions of innovation and
demonstrate the model we modified based on Numerical P Systems. Section 3
demonstrates the case study and uses the case to visualize the modified model. In
Sect. 4, we analyze the data in the case and use it to certify our model. Section 5
concludes.

2 Basic Notions and the Model

A 2013 survey of previous works on innovation found definitions which are more than
40. In an industrial survey of how the software industry defined innovation, the defi-
nition given by Crossan and Apaydin was regarded as the most complete [15], and it is
said that innovation is production or adoption, assimilation, and exploitation of a
value-added novelty in economic and social spheres, and renewal and enlargement of
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products, services, and markets, and also development of new methods of production
and establishment of new management systems. It is a process and also an outcome.
For innovation, cooperation becomes more and more important. Several studies have
examined some of the necessary and hot cooperative complements to innovation. It is
shown that 11 subjects are always the central issues in last 15 years. The study hot spot
areas vary in different stages, but the combination of high-frequent key words are
denser. Cooperative innovation management discipline represents the tendency from
dispersion to fusion. Hot spots are closely related to firm environment at all stages. The
study subject from 2000 to 2002 is strategic alliance and innovation, from 2003 to 2005
is alliance and knowledge innovation, from 2006 to 2008 is social network and
innovations, and from 2012 to 2014 is dynamic network organization and innovation
according the study of bibliometric analysis from SCI in 15 years (2000–2014). There
are also other studies of hot spots at different time points [16] and we can get that none
of them ignores cooperation and innovation though they have different names at dif-
ferent times.

Many other studies of the hot spot on cooperative innovation mentioned above
have been researched where it is found that exploration of knowledge plays an critical
part on innovation performance [17]. Firms pay attention not only to the amount of
knowledge they can gain from their potential partner but also to the partner’s
absorptive capacity. The performance of cooperative innovation for firms’ development
depends on its absorptive capacity of combination [18]. These elements were combined
in a static model where cognitive distance between cooperation partners is set
exogenously [19]. Under different knowledge regimes, the structure of networks that
emerge and how firms perform within the network has been examined when the study
combines the innovation networks with endogenous absorptive capacity [20]. For
example, there is a traditional structural model like in Fig. 1 in order to identify the
effect of different elements based on the previous studies. The structural model has
been designed to be streamlined, suggests that the firms’ performance of cooperative
innovation make a positive effect on the development, except to the streamlined model,
for example, as shown in Fig. 2 [21]. However, both of them lack the interaction or
overlapping effect among elements for cooperative innovation.

Fig. 1. This is a streamlined model of cooperative innovation which identify the effect of
different elements, such as market orientation, internal cooperation practice, and process
formality, on the performance of cooperative innovation.
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The integration of the firm into a group has a positive influence on cooperation as it
indicates access to a substantial pool of resources, which are complementary to dif-
ferent elements. In order to express the effect of each element on the cooperative
innovation more clearly, different from the original model is designed, based on
numerical P systems, we improved a new cooperative innovation model, which is
called as the CI-NP system (the cooperative innovation based on NP systems).

Membrane computing is a bio-inspired branch of natural computing, abstracting
computing models from the structure and functioning of living cells and from the
organization of cells in tissues or other higher order structures. In short, in cell-like
membrane system (which is usually called P system), multisets of abstract objects are
associated with the compartments defined by membranes [22]. Numerical P systems are
branches of P systems and motivated by the cell structure and the economic reality.
Numerical variables are placed in the regions of a membrane structure [23]. These
variables can evolve by means of programs, which are composed of two components, a
production and a repartition function. A numerical P system is conceived as a
dynamical system.

Formally, the form of numerical P systems is considered as follows:

P¼ðm; H, l; ðVar1; Pr1; Var1ð0ÞÞ; . . .; ðVarm; Prm; Varmð0ÞÞÞ ð1Þ

Wherem � 1 is the number of membranes used in the system (also called the degree
of

Q
), H is an alphabet with m membranes, labeled in a one-to-one manner with the

elements of H, Vari is the set of variables from compartment i, Pri is the set of programs
from compartment i of l, 1 � i � m (all sets Vari; Pri; 1 � i � m, are finite).

Regarding firm development as the cell life, what the element does influence the
performance of cooperative innovation for firms. So, we put forward the modified
model which is called cooperative innovation numerical P systems and its abbreviation
is CI-NP systems. Based on NP systems, we denote the CI-NP system as follows:

CI ¼ ðm; H; l; ðEl1; Pe1; El1ð0ÞÞ; . . .; ðEl1m; Pem; El1mð0ÞÞÞ ð2Þ

And in order to make it easier to understand, we illustrate it by the example as
follows.

Fig. 2. A annular model where provide a glimpse into the interconnections between the
constructs of institutions, innovation, geography, and internationalization.
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CI ¼ ð3; H; l; ðEl1; Pe1; El1ð0ÞÞ; ðEl2; Pe2; El2ð0ÞÞ; ðEl3; Pe3; El3ð0ÞÞÞ ð3Þ

With the following components:
H = {1, 2, 3}, the H is defined by m which means the

number of membranes consisting of different
affecting elements and here the system holds
three membranes.

l = [[ ]2[ ]3]1, l demonstrates the membrane structure.
El1 = {El2, El3}, membrane 1 means the performance of coop-

erative innovation, it depends on element 2
(El2) and element 3(El3). In order to express
clearly, we write it as El1.

Pe1 = (F1|El2, El3), (W2|El2, W3|El3), consider the performance of an elementary
membrane can be estimate by the function
among its affecting elements and the weight of
every element also matters.

El1(0), the initial value of the element.
El2 = {El1,2, El2,2, El3,2}, the elementary membrane 2 represents one

main element that affects El1, it contains three
sub-elements which are El1,2, El2,2 and El3,2.

The follow is consistent with mentioned above, the expression is given only.

Pe2 ¼ ðF2 El1;2;El2;2;El3;2
�� Þ; ðW1;2 El1;2

�� ;W2;2 El2;2
�� ;W3;2 El3;2

�� Þ;
El2ð0Þ;
El3 ¼ fEl1;3;El2;3g;
Pe3 ¼ ðF3 El1;3

�� ;El2;3Þ; ðW1;3 El1;3;W2;3 El2;3
���� Þ;

El3ð0Þ:

3 1,3 2,3

3 3 1,3 2,3

1,3 1,3

2,3 2,3

{ }

((F , ),

         (W ,

             W ))

El El El

Pe El El

El

El

=

=

2 1,2 2,2 3,2

2 2 1,2 2,2 1,2 1,2 2,2 2,23,2

3,2 3,2

{ , , }

P ((F , , ),(W ,W ,

                  W ))

e

El El El El

El El El El El

El

=

=

Fig. 3. An model of CI-NP systems. The model consists of three membranes where one of them
is the skin membrane and represents the performance of cooperative innovation here. And other
two are elementary membranes, which are representative of the number 2 and 3 and represent
two main elements (El2, El3). And other specific meanings are mentioned above.
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For an easier understanding, the system is given in Fig. 3 in a graphical repre-
sentation, with the initial values specified in square brackets for each element, and with
the programs given in the form production function to repartition procedure.

3 Case Study and Model Specification

Shandong Province is the third largest province in China’s economy, and its GDP ranks
the third which takes the 1/9 of China’s GDP. Shandong was named China’s one of the
most comprehensive competitiveness of provinces and autonomous regions in 2013.
With the continuous development of economic integration and knowledge economy,
the regional economy is closely related to high-tech firms development.

High-tech firm has gradually become a leader to promote the development of
regional economy. No matter taking a new road to industrialization, realizing the
coordinated development of regional economy, adjusting and optimizing economic
structure, or changing the pattern of economic development, it relies on the indepen-
dent innovation and technological progress. That means transforming and upgrading
traditional industries, and developing high-tech industry. In Shandong, high-tech firms
reflect obviously the effect on the economy growth. Increasing capital formation,
improving the level of technology and developing human capital are key elements to
promote regional economic development. High-tech firms make an effect on the pro-
duction structure through influencing the above elements to promote regional economic
development.

Firms in Shandong play a critical role on the economic development, while
high-tech firms matter. The study on cooperative innovation of high-tech firms in
Shandong, China is important. And it is also important to research its model of
cooperative innovation.

We have denoted the CI-NP system and a CI-NP system is conceived as a
dynamical system. Based on the analysis we have done to the financial data of
Shandong’s high-tech firms, we illustrates the model specifically as follows.

3 1,3 2,3

3 3 1,3 2,3

1,3 1,3

2,3 2,3

{ }

((F , ),

         (W ,

             W ))

El El El

Pe El El

El

El

=

=

4 4 4

4
(F )Pe El

El
=

2 1,2 2,2 3,2

2 2 1,2 2,2 1,2 1,2 2,2 2,23,2

3,2 3,2

{ , , }

Pr ((F , , ),(W ,W ,

                  W ))

El El El El

El El El El El

El

=

=

Fig. 4. In the rough expression of CI-NP systems based on Shandong’s case, there are three
main elements (El) for the performance of cooperative innovation (PCI) and each element holds
some sub-elements.
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CI ¼ð4; H; l; ðEl1; Pe1; El1ð0ÞÞ; ðEl2; Pe2; El2ð0ÞÞ; ðEl3; Pe3; El3ð0ÞÞ;
ðEl4; Pe4; El4ð0ÞÞÞ

ð4Þ

For an easier understanding, the system is given in Fig. 4 in a graphical repre-
sentation, with the initial values specified in square brackets for each element, and with
the programs given in the form production function to repartition procedure. In order to
see the difference between the modified model and original model more clearly and
demonstrate the relationship between the cooperative innovation elements more visu-
ally, we put the model specification as Fig. 5 shown.

It reveals that there are different elements which all affect the performance of
cooperative innovation, the element also has an effect on each other and some
sub-elements are included in each of them. Each sub-element plays a role on each other
and they may have overlapping or cooperation with others. In our model specification,
there are three main elements which affect the performance of cooperative innovation
(PCI) and they are human resources (HR), energy sources (E) and the fund for technical
project (TP). These elements play a role in the process of the development of coop-
erative innovation and promote each other to a certain extent. Meanwhile, we take
performance of cooperative innovation as the skin membrane which can include other
elements in the development but their roles are not prominent as the three main
element.

Most original models ignore the relationship demonstration among sub-elements. In
the modified model, sub-elements containing by main elements is represented.
Specifically, the fund for technical project contains the fund for technical reconstruc-
tion and patents, while human resources consists of three main sub-elements and they

Fig. 5. The model specification based on Shandong’s real study. there are three main elements
which affect the performance of cooperative innovation (PCI) and they are human resources
(HR), energy sources (E) and the fund for technical project (TP). And some main elements have
sub-elements.
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are technical craft workers, administrative staff and the staff who has bachelor or above.
What calls for special attention is that not all the sub-element has strict independent
relation with each other. They may have overlapping and also dependence with each
other in the same elementary membrane.

On the whole, the model modified by numerical P systems based on the financial
data regards the development in firms as cell lives. It demonstrates various elements
and their relationships for cooperative innovation of high-tech firms in Shandong,
China.

4 Data and Certification

The data used for the present study corresponds to the survey made by Technology
Office of Shandong Province. The data is collected on high-tech firms about their
financial input and output on innovation and development during the three-year period
2011 to 2013.

The total number of firms participating to the survey is 2000, 60.7% (1214 firms) of
which operates in the new and high technology transformed by traditional industry.
And the traditional industry transformed by new and high technology accounts for a
large proportion. Electronic information technology industry and new medicine
industry occupy the proportion of 11.4% (228 firms) and 13% (260 firms) respectively.
The proportions occupied by the industry of new material technology, new energy and
energy efficiency technology and resource and environment technology are less than
10%. They are 6.7% (134 firms), 3.1% (62 firms) and 4.3% (86 firms) respectively.
There are only 4 firms (0.2%) of aerospace technology and 12 firms (0.6%) of
high-tech service industry. The firm comes from different industries, and their com-
petitiveness mainly relies on innovation and development according to the standard of
high-tech industry and the development data. It is demonstrated by Fig. 6.

Fig. 6. The industry distribution.
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We selected 30% of the data as test set, and conducted an analysis of the other 70%
(1500 firms) of the data at first. By using the principal component analysis, we found
three main aspects which include some inferior attributes that make effect on the
development of cooperative innovation in the firms according to the financial data, as
shown in Fig. 7.

The dependent variable of the model is the gross industrial output value, which is
dummy variable equal to one in the firm, during the three years 2011 to 2013. As we
have seen in Tables 1, 2 and 3, independent variables correlation with the dependent
variables have been shown clearly.

By conducting Pearson correlation for the rest of the data, we verified the relationship
among all or different elements. If the Pearson Correlation coefficient is less than 0.5, in
other words, the significance level is less than 0.05, we regard that the overall trend for
the two variables as be in consistency, but not dramatically. For example, the cost of
energy sources is not correlated dramatically with any other elements, even for the value

Fig. 7. The element distribution of cooperative innovation.

Table 1. Correlation analysis among main elements.
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of Gross Industrial Output. But we can not ignore its influence on the development,
though it only takes a small perception in innovative firms and its influence is going
smaller and smaller faced with other cooperative elements.

Table 1 reports the three main complements of firms for innovation through
comparing to gross industrial output value, namely the consumption of energy sources,
human resources and the fund for technical project. The table shows that three elements
exhibit a higher correlation of cooperative innovation. Additionally, the three elements
include different secondary attributes which contribute to the gross industrial output
value.

Tables 2 and 3 reports the secondary attributes belonged to different main elements
respectively. To be specific, HR is composed of the staff who are bachelors or above,
technical craft workers and administrative staff. And technical craft workers have the
strongest correlation with human resource. The cost of patents and technical recon-
struction attributes most to the fund for technical project. But the cost of technical

Table 2. Correlation analysis among HR and its components.

Table 3. Correlation analysis among TP and its components.
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reconstruction takes more proportion than the cost of patents. Tables 4 and 5 report the
correlation coefficient using standard deviation, mean value, maximum value and
minimum value.

Cooperation networks can be distinguished in different types of cooperative
behavior and most of them consider cooperating with elements external firm. For
example, as known as horizontal R&D cooperation tends to form matches between
competing firms that might have similar needs in terms of product or process devel-
opment, looking for resources of the same type (technological, human and so on). We
tend to analyze the correlation to the gross industrial output value internal firms but on
the view of finance. And as shown on Tables 4 and 5, summary statistics of their
correlation among various elements also classify their mutual cooperation.

Table 4. Summary statistic 1.
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5 Conclusions

There are many previous works to explore the elements which have impact on the
cooperative innovation. Previous works can be roughly divided into studying the
internal element, the external element and elements on the view of process in business.
However, most of them ignore the correlation among various elements.

This paper analyze the element that affecting performance of cooperative innovation
in firms from the perspective of financial data. Networks are considered an economic
reality. From this perspective, our model shows the relationship of inclusion which
usually ignored in original model and correlation among various elements. Meanwhile,
our model is constructed according to the instance data, validated the economic
development of most high-tech firms in Shandong, China. At the same time, we change

Table 5. Summary statistic 2.
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the original model and propose CI-NP system model based on numerical P systems,
making joint among elements which play a role on the performance for cooperative
innovation at the same time. It conforms to the characteristics offirms with development
vitality and demonstrates the relationship between each element more fully.

However, elements in different types of firms play different roles. Meanwhile,
various firms in multiple development periods emphasize on different aspects. In
changing and increasingly competitive environments, successful innovations must
provide a competitive edge in changing the relative position of a firm within an industry.
Though based on NP systems, we have just give the model demonstrating the rela-
tionship among various elements and we haven’t given the concrete expression of the
production function. To do that, the next step for our work is to classify firms in different
scale and its value of each element in order to find the function relation among them.
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Abstract. Simulation techniques offer a cost-effective solution to support the
experimental analysis of possible business process improvements. However, the
performance indicators that are used for this analysis exclusively focus on opera‐
tional aspects. Consequently, the impact of process changes on the overall business
performance is not taken into account. This problem can be solved by the develop‐
ment of a modeling technique that combines the provision of a coherent view on
both the organizational strategy and business processes with a mechanism to analyze
the impact of the simulated operational performance on indicators that reflect the
overall business performance. This paper presents the proof-of-concept design of
such a technique, which is the result of a first cycle of Design Science Research.
This also includes the demonstration of the modeling technique by the bakery case
example.

Keywords: Modeling technique · Process simulation · Performance indicators ·
Business architecture

1 Introduction

Since two decades, simulation techniques have proven their relevance for the continuous
improvement of business processes [9]. Traditionally, these techniques support a cost-
effective and experimental analysis of the redesign of processes by visualizing alternative
configurations and testing the impact of these alternatives on relevant performance indica‐
tors [23, 24]. This analysis can subsequently be employed to determine whether an alter‐
native should effectively be implemented. Although performance indicators that are used
within business process simulation focus on the correctness, effectiveness, and efficiency
of processes [24], the actual impact on the overall business performance is neglected [11].
Consequently, the redesign of processes can lead to sub-optimization as operational excel‐
lence may not lead to a better realization of the objectives that a company wants to achieve.

A possible solution for this problem is offered by Enterprise Architecture, which is a
holistic approach offering an integrative view on the company. This includes the use of a
coherent whole of principles, methods, and models to design and realize the business
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architecture, information systems (i.e., data and applications) architecture and technology
architecture [10, 22].

The business architecture is an important aspect of a company as it supports the organ‐
izational vision and as it is an important prerequisite for the development of the other
architecture domains [22]. More particular, a business architecture model could be useful
to solve the formulated problem as it provides a multi-perspective blueprint of the enter‐
prise [15] that connects operational process decisions (i.e., the process perspective) with the
formulation of organizational objectives (i.e., the strategy perspective) via the implemen‐
tation of a strategy (i.e., the infrastructure/organization perspective) [12, 22]. Subse‐
quently, this model needs to be extended with a mechanism to assess the impact of process
simulation results on the other business architecture perspectives. More specifically, the
following elements are needed for the development of the intended modeling technique: (i)
a model that provides a coherent view on the different business architecture elements, and
(ii) a mechanism that is able to assess the impact of the simulated operational performance
on indicators that reflect the overall business performance.

This paper focuses on the development of such a modeling technique. Therefore, we
make use of previous research [18, 19] that presented the PGA (i.e., Process-Goal Align‐
ment) modeling technique, which is able to provide a coherent view on the business archi‐
tecture as it integrates modeling constructs of the strategy, infrastructure, and process
perspectives. This business architecture model is also extended by a mechanism for setting
and measuring performance goals throughout the business architecture (see Sect. 2).
Furthermore, the PGA technique was evaluated and refined through several applications
in a real-life organizational context [19]. As such, it provides an appropriate starting point
for the development of the intended technique. The contribution of this paper is the exten‐
sion of the PGA technique with a mechanism to assess the impact of simulated process
configurations on the overall business performance.

The modeling technique is built according to the Design Science Research (DSR)
methodology [6, 16], which guides the creation of IT artifacts through iterative cycles of the
build-and-evaluate loop. More specifically, this research presents four different types of IT
artifacts: (i) a modeling language that uses different (ii) constructs to provide a representa‐
tion of the business architecture, (iii) an algorithm to assess the impact of process simula‐
tion results on the overall business performance, and (iv) an instantiation of the proposed
technique by means of the bakery case example to demonstrate the implemented system.
This case example is an extension of a previous version [18], which describes the business
architecture of a fictitious bakery. This paper communicates about a first iteration of the
DSR build-and-evaluate loop, which includes problem identification and motivation
(Sect. 1), definition of solution objectives (Sect. 1), design and development (Sects. 2 and
3), demonstration (Sects. 2 and 3), and evaluation (as part of future research in Sect. 5).

The paper is structured as follows. Section 2 gives more details about the PGA tech‐
nique, which provides the starting point for the development of the proposed modeling
technique. The actual design of this modeling technique is presented in Sect. 3, as well as
a demonstration by means of a case example. Related literature is reviewed in Sect. 4 to
further show the need for the development of the modeling technique. Finally, Sect. 5
summarizes conclusions and identifies future research opportunities.
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2 PGA Modeling Technique

The PGA modeling technique is originally presented as an approach to realize strategic
fit, which entails the alignment between the strategy of a company and appropriate
supporting processes [12]. To assess and improve the level of strategic fit, PGA employs
different mechanisms that lead to the creation of business architecture heat maps: (i) a
modeling language that offers a holistic view on value creation within the business
architecture hierarchy (Sect. 2.1), (ii) the Analytic Hierarchy Process (AHP) [20] to
determine the strategic priorities of elements within the business architecture (Sect. 2.2),
(iii) a performance measurement system that guides process outcomes towards the
intended strategic objectives by setting clear performance targets and by keeping track
of the actual performance (Sect. 2.3), (iv) a strategic fit improvement analysis for the
stakeholders about how improvements can be realized within the business architecture
(Sect. 2.4).

2.1 Business Architecture Hierarchy

PGA [19] uses different modeling constructs to provide a holistic view on the business
architecture, which include: goals (i.e., financial, customer, and internal), financial struc‐
ture, value proposition, competence, process, and activity. By reviewing relevant frame‐
works in the Management and Information Systems literature [17], we also identified how
these elements are hierarchically structured to support the creation of value in the business
architecture. This resulted in the identification of valueStream relations between different
business architecture elements (see meta-model fragment of Fig. 1 [19]). The definition and
notation of the PGA modeling constructs are provided in Table 1 [19].

Fig. 1. PGA meta-model fragment (adapted from [19])
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Table 1. Definition and notation of the PGA modeling constructs [19]

This meta-model can be instantiated by means of the bakery case example. The
manager of this bakery has to improve the short-term solvency as some of the suppliers
threat to stop the delivery of goods due to late payments. This financial goal can be
attained by increasing the current assets and/or decreasing the current liabilities, which
reflect the financial structure of the bakery. On a lower level in the hierarchy, this will
have an impact on the offered set of products and/or services to the customers (i.e., value
proposition elements). Increasing current assets can be realized by selling additional
products, as this will generate extra cash, while decreasing current liabilities is possible
by using cheap raw materials to offer low-cost products. The following competences are
crucial for the bakery to offer its products to customers: resource sourcing, operational
excellence, and marketing. Resource sourcing is further sustained by the buying and
subsequent quality check processes. During the quality check, employees execute three
main activities: taking a sample of the raw material, performing the quality procedure,
and filling in the evaluation forms. Operational excellence is supported by the processes
of kneading the dough and baking the bread. This baking process includes the activities
of setting up the oven, preheating, and getting the bread out of the oven. The advertise‐
ment and sales process are fundamental to the marketing competence. To sell breads on
a long-term basis, it is crucial for the bakery to both attract new customers and to obtain
customer references. This description results in the business architecture hierarchy that
can be found in Fig. 2.
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2.2 Analytic Hierarchy Process

The AHP mechanism [20] is used in the PGA technique to enable the end-users to
prioritize between elements, based on the extent to which value creation is supported
on a higher hierarchy level in the business architecture. The hierarchy level of the busi‐
ness architecture elements can be consulted in Table 1. To capture the prioritization by
end-users, each value stream relation is characterized by an importance attribute (see
Fig. 1). To calculate this attribute, it is first needed to construct a comparison matrix,
which consists of pairwise comparison values for all elements that are related by value
stream relations to the same higher-level element in the business architecture [19]. More
specifically, the pairwise comparison of two business architecture elements (i.e., Xi and
Xj in Table 2) is implemented by the AHP comparison scale, which enables to choose
values between 1 (i.e., Xi and Xj have equal importance) and 9 (Xi has extreme impor‐
tance over Xj) [17]. Afterwards, the PGA Eigenvector is obtained by rescaling the
normalized Eigenvector of the comparison matrix (i.e., as proposed in the original AHP
procedure [20]) relatively to the element with the lowest value. This rescaling does not
affect the mathematical foundations of the original AHP, as any nonzero scalar multiple
of an Eigenvector is also an Eigenvector. Based on the corresponding value of the
importance attribute, the color of the value stream relation is changed in the business
architecture heat map to either red (i.e., high importance: ≥5), orange (i.e., moderate
importance: ≥3), or green (i.e., low importance: <3) (see Fig. 2). The use of colors (i.e.,
red, orange, and green) is combined with a corresponding texture of the value stream
relation (i.e., solid, dashed, and dotted) to account for printing constraints.

Table 2. Pairwise comparison values for the running example

Xi Xj AHP comparison value
Perform quality procedure Take sample 4
Fill in evaluation forms Take sample 3
Fill in evaluation forms Perform quality procedure 1/2

In the running example, the AHP mechanism can be illustrated by considering the
quality check process. This process depends on three activities on a lower level in the
business architecture hierarchy (i.e., take sample, perform quality procedure, and fill in
evaluation forms). Consequently, three pairwise comparisons have to be executed
between these activities by choosing values of the AHP comparison scale. In this
example, the following values were chosen (see Table 2).

This results in the following comparison matrix (see formula 1) and PGA Eigen‐
vector (see formula 2). From this Eigenvector, it can be concluded that the importance
attribute of take sample is equal to 1 (i.e., low importance), of perform quality procedure
is equal to 5 (i.e., high importance), and of fill in evaluation forms is equal to 3 (i.e.,
moderate importance) (see corresponding border colors in Fig. 2).
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Comparison matrix:
⎡
⎢
⎢
⎣

1 1∕4 1∕3
4 1 2
3 1∕2 1

⎤
⎥
⎥
⎦

(1)

PGA Eigenvector:
⎡
⎢
⎢
⎣

1
5
3

⎤
⎥
⎥
⎦

(2)

2.3 Performance Measurement System

To execute the performance measurement, it is important to collect the relevant perform‐
ance data. These data include the choice of a measure type (i.e., positive, negative, or
qualitative), a measure description, a performance goal, an allowed deviation
percentage, and the actual performance. While a higher actual performance reflects a
better performance for a positive measure (e.g., profit), it is worse in case of a negative
measure (e.g., cost). Qualitative measures are used to express whether a certain criterion
is actually met (e.g., preheating temperature = 175 °C). Based on the actual performance,
it can be determined for each of the measure types whether this performance is excellent
(i.e., above the upper acceptance level), as expected (i.e., above the lower acceptance
level and below the upper acceptance level), or bad (i.e., below lower acceptance level)
(see Fig. 3). The results of this analysis are also visualized in the business architecture
heat map by changing the border of the elements to the respective texture and color (i.e.,
dotted green, dashed orange or solid red) (see Fig. 2).

Fig. 3. Performance measurement system

For the running example, the performance measurement mechanism is applied for
the activity of filling in the evaluation forms. This activity is measured by the daily
number of faulty forms, which is a negative measure. As the performance goal for this
activity is 4 and the allowed deviation is 12.5%, the actual performance is bad if it is
above 4.5, as expected if it is between 3.5 and 4.5, and excellent if it is below 3.5. In
this case, the actual performance of the activity is 3.8, which means that the border of
the element is changed to an orange color in the business architecture heat map (see
Fig. 2).

The Design of a Modeling Technique to Analyze the Impact 43



2.4 Strategic Fit Improvement Analysis

The last mechanism can be used to identify operational improvements in the business
architecture heat map for a better support of the organizational strategy. This includes
the identification of a critical path, which is a chain of value stream relations that starts
from a goal with a bad performance. From this goal, a critical path further consists of
downstream value stream relations (i.e., going from an element on a higher hierarchy
level to an element on a lower hierarchy level (see Table 1)) that mostly have a high or
medium importance and that connect business architecture elements of which the
performance can be improved.

For the running example, the critical path (see gray color in Fig. 2) starts from
Improve short-term solvency as a financial goal and ends at the preheating activity.
Consequently, this activity can be considered as the main starting point to improve the
strategic fit within the bakery.

3 Modeling Technique

Four steps need to be executed to apply the proposed modeling technique: (i) building
a business architecture hierarchy (Sect. 3.1), (ii) executing the operational performance
simulation (Sect. 3.2), (iii) determining how performance indicators can be propagated
throughout the business architecture hierarchy (Sect. 3.3), and (iv) analyzing how stra‐
tegic fit can be improved (Sect. 3.4). In the next paragraphs, it will be clearly indicated
whether elements are new or reused from the original PGA modeling technique.

3.1 Building a Business Architecture Hierarchy

The first step includes building a business architecture hierarchy to provide a coherent
view of process changes on the other business architecture elements. This can be realized
by using the original PGA modeling language (see Sect. 2.1), which is specifically
designed for this purpose.

However, an additional constraint needs to be imposed in the context of the intended
modeling technique. As this technique wants to support the evaluation of alternative
process designs, it is important that these operational elements are also explicitly
included in the business architecture hierarchy. Therefore, each chain of downstream
value stream relations (i.e., going from an element on a higher hierarchy level to an
element on a lower hierarchy level) should at least end at a process or an activity element
in the business architecture heat map. For the running example (see Fig. 2), this condition
is met as the ends of the downstream value stream chains are either processes (i.e.,
buying process, kneading, and advertisement) or activities (i.e., take sample, perform
quality procedure, fill in evaluation forms, set up oven, preheating, get bread out of
oven, attract customers, and obtain customer references).
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3.2 Operational Performance Simulation

The second step includes the execution of the performance simulation on the operational
level (i.e., for process and activity elements) in the business architecture. On this opera‐
tional level, appropriate performance indicators can reflect (i) effectiveness, (ii) effi‐
ciency, and (iii) productivity by relating to respectively (i) output factors (e.g., number
of defects), (ii) the ratio of input to output (e.g., material usage/product), and (iii) the
ratio of output to input (e.g., production/man-hour). Similar to the PGA technique (see
Sect. 2.3), a performance goal and an allowed deviation percentage need to be specified
once a performance indicator is chosen. Besides this, it is also important to discriminate
between indicators that are formulated positively or negatively as this has consequences
during the propagation of measures (see Sect. 3.3). An extension that is needed to support
the creation of simulated performance results is the choice of a probability distribution
with according parameters. In this respect, parameters can be estimated based on histor‐
ical data of the organization.

For the running example, the appropriate indicator that was identified for the take
sample activity is the number of samples per hour. For this indicator, the performance
goal is set at the value of 50, while the allowed deviation is 5%. By analyzing the past
performance of this activity, it could be decided that the number of samples per hour is
uniformly distributed between 47 (i.e., minimum included) and 57 (i.e., maximum

Table 3. Operational performance measurement data for the running example
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excluded). In other words, each discrete value between these two boundaries (i.e.,
maximum excluded) has an equal probability of 0.1 to occur. To preserve simplicity,
we assume that the other performance indicators in the running example are normally
distributed. Consequently, it is sufficient to determine an estimated average and standard
deviation. An overview of the operational performance data for the running example
can be found in Table 3. These data are finally used for the production of a simulated
performance for each of the indicators, taking into account their stochastical distribution
and the specific values of their parameters.

3.3 Measure Propagation

In this step, it is determined how the simulated operational performance can be propa‐
gated throughout the business architecture hierarchy. This mechanism, which is not a
part of the original PGA technique, is implemented by (i) rescaling the operational
performance, (ii) aggregating the rescaled operational performance to all higher hier‐
archy levels, and (iii) adapting the border color of the business architecture elements
based on the performance results.

Rescaling the operational performance. First, it is needed to rescale the simulated
operational performance such that it can be interpreted independently of specific meas‐
urement details (i.e., measure type, performance goal, and allowed deviation). To enable
a distinction between three performance levels (i.e., excellent, as expected, and bad), it
is needed to rescale the performance with respect to their upper and lower acceptance
level (see formulae 3 and 4 for positive measures).

performance upper acceptance levelPM =
Simulated performance

Perf . goal x(1 + Allowed deviation%)
(3)

performance lower acceptance levelPM =
Simulated performance

Perf . goal x(1 − Allowed deviation%)
(4)

These formulae can be illustrated for the activity of preheating in the running
example. This activity is measured by the percentage of cases, in which the correct
temperature is obtained. If the performance goal is 95%, the allowed deviation 2%, and
the actual performance 85% (see Table 3), the rescaled performance is calculated as
follows (see formulae 5 and 6).

performance upper acceptance levelPM =
85%

95% x(1 + 0.02)
= 0.877 (5)

performance lower acceptance levelPM =
85%

95%x(1 − 0.02)
= 0.913 (6)

Formula 7 and 8 are developed to cope with the rescaling of negative measures (see
Fig. 3).
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performance upper acceptance levelNM =
Perf . goal x(1 − Allowed deviation%)

Simulated performance
(7)

performance lower acceptance levelNM =
Perf . goal x(1 + Allowed deviation%)

Simulated performance
(8)

Rescaling negative measures is applied in the running example when considering
the activity of getting the bread out of the oven. If the actual performance of the number
of collapsed breads per day is equal to 9 (i.e., with respect to the performance goal of
5 and the allowed deviation of 10% of Table 3), the rescaled performance will yield the
following results (see formulae 9 and 10).

performance upper acceptance levelNM =
5x(1 − 0.1)

9
= 0.5 (9)

performance lower acceptance levelNM =
5x(1 + 0.1)

9
= 0.611 (10)

Based on the resulting values, it can be determined whether the rescaled performance
is excellent (i.e., the result of the rescaled performance upper acceptance level and lower
acceptance level >1), as expected (the result of the rescaled performance upper accept‐
ance level <1 and lower acceptance level >1), or bad (the result of rescaled performance
upper acceptance level and lower acceptance level <1).

Aggregation to higher hierarchy level. In this phase, the relation between the
performance indicators on the different hierarchical levels in the business architecture
needs to be determined. Depending on the level of available information, two distinct
procedures can be relevant: (i) business formulae [7] and (ii) a subjective judgment of
the strategic importance by the AHP mechanism [7, 20]. This aggregation is repeated
in the business architecture until the simulated operational performance is propagated
to all higher hierarchy levels.

Business formulae. If there is a clear mathematical relation between the performance
indicators that are used on two successive layers in the business architecture, this relation
can be expressed by using business formulae. In some cases, conversion factors are
needed in the mathematical equation [7].

The application of business formulae without conversion factors can be illustrated by
the running example, in which the short-term solvency (i.e., the indicator that measures the
financial goal of improving the short-term solvency) can be calculated as the ratio of the
current assets to the current liabilities (see formula 11). These indicators measure respec‐
tively increase current assets and decrease current liabilities as two financial structure
elements on the lower hierarchical level. Conversion factors are needed in the formula of
the total yearly sales, which is the relevant performance indicator for the sales process.
More specifically, the total yearly sales is based on the number of yearly new and recur‐
ring customers (i.e., operational measures on the lower hierarchical level). In this case, the
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conversion factors express the average yearly consumption for each type of customer (see
formula 12).

Short − term solvency =
current assets

current liabilities
(11)

Total yearly sales = # yearly new customers x average yearly consumption by a new customer +

# yearly recurring customers x average yearly consumption by a recurring customers
(12)

AHP mechanism. This procedure is relevant if there is no mathematical relation
between the performance indicators on two successive business architecture hierarchy
layers. AHP is a suited mechanism as it enables to determine the strategic importance
of elements that are arranged in a hierarchical structure [5] and to measure the incon‐
sistency that is inherent to these subjective judgments [20]. More specifically, the stra‐
tegic importance of a lower-level element is determined by calculating the importance
attribute of the value stream relations that connect this lower-lever architecture element
with higher-level elements (see Sect. 2.2). These importance attributes are subsequently
used to calculate the rescaled performance of the higher-level element as a weighted
average of the lower-level elements.

For the running example, the rescaled performance of the baking process (i.e., the
higher-level element) depends on three activities: set up oven, preheating, and get bread
out of oven. For the last two activities, the rescaled performance was already calculated in
this paragraph. For setting up the oven, we assume that the rescaled values are equal to
0.833 (i.e., upper acceptance level) and 1.25 (i.e., lower acceptance level). Based on the
values of the importance attributes of its lower-level activities (i.e., respectively 1, 5, and 3
in Fig. 2), the rescaled performance of the baking process can be calculated as shown is
formulae 13 and 14. As the results of both formulae are smaller than 1, it can be concluded
that the rescaled performance of the baking process is currently bad.

performance upper acc. level =
1x0.833 + 5x0.877 + 3x0.5

9
= 0.746 (13)

performance lower acc. level =
1x1.25 + 5x0.913 + 3x0.611

9
= 0.850 (14)

Adopt border color. Based on the rescaled performance results, the color and texture
of the element borders should be accordingly adapted (i.e., dotted green for an excellent
performance, dashed orange for an as expected performance, and solid red for a bad
performance in Fig. 2). This color-coding corresponds with the original proposal of the
PGA modeling technique. For the sake of completeness, the rescaled performance
figures and according color can also be found in Table 4 (see column as-is model).

3.4 Strategic Fit Improvement Analysis

The strategic fit improvement analysis is performed based on the visualized results of
the measure propagation (Sect. 3.3) and the AHP mechanism (see Sect. 2.2 and 3.3). In
this respect, no adaptations are needed to the identification of the critical path, as
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proposed by the original PGA modeling technique (see Sect. 2.4). This helps to reveal
operational adaptations in the business architecture heat map, of which the impact can
be assessed by repeating the operational performance simulation and measure propa‐
gation, based on the expected change in performance data (i.e., the to-be model). Based
on the resulting performance levels, it can be determined whether the operational
changes also lead to a better realization of the organizational goals.

For the running example, the critical path (see gray color in Fig. 2) starts from
Improve short-term solvency as a financial goal and ends at the preheating activity. This
can be explained as too much time is needed to put the dough in the oven due to the
bakery layout. This results in a temperature that gets too high in 15% of the time, which
is significantly above the performance goal of 5% (see Table 3). Furthermore, the faulty
temperature also has an important impact on the number of collapsing breads, which is
used as the performance indicator for the activity of getting the bread out of the oven.

Based on this analysis, the manager of the bakery wants to assess the impact of a
new training about handling the oven on the overall business performance (i.e., the to-
be model). More specifically, the manager believes that he can reduce the percentage
of cases with an excessive oven temperature to 5%. Besides this, it is assumed that the
daily number of breads that collapse when getting the bread out of the oven can be
changed from 9 to 5. If we assess the impact of these operational adaptations (see to-be
model in Table 4), it can be seen that the rescaled performance results of improving the
short-term solvency increase to 1.074 (i.e., lower acceptance level) and 0.985 (i.e., upper
acceptance level). Consequently, it can be expected that the operational change can
improve the performance of this financial goal from bad to as expected.

4 Related Work

The importance of extending process simulation models to support the strategic planning
activities of an organization was already acknowledged by past research [1, 11]. These
efforts focus on the use of the REA (i.e., Resource-Event-Agent) ontology [13] to include
financial parameters as the most important factor of the overall business performance.
A similar idea was adopted by the e3-value ontology [3], which aims to analyze the
profitability of the business model of a company. The developed modeling technique is
different from these approaches as a broader view on business performance is adopted.
In accordance with [8], we propose that other aspects (i.e., customer and internal goals)
should be taken into account when considering the overall performance in an existing
business architecture.

The Business Intelligence Model (BIM) [7] presents a modeling language that
connects business processes with strategic objectives. Furthermore, BIM employs
operational measures to analyze to which extent the organizational goals are sustained
by appropriate business processes. In this respect, probabilistic information can be used
for the evaluation of alternative strategies, which is closely related to the statistical
distributions that are employed by this research (see Table 3). However, a clear differ‐
ence with the proposed modeling technique includes that BIM does not discriminate
between different types of goals. However, this difference is important to enable an easy
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understanding of the organizational strategy by business stakeholders [8]. Furthermore,
BIM limits the application of the performance measurement to the process layer within
the business architecture. This is fundamentally different in the proposed modeling
technique, which employs measures at six different hierarchy levels (i.e., goal, financial
structure, value proposition, competence, process, and activity). This is in line with other
performance management frameworks, which stress the importance of measuring other
organizational aspects in combination with business processes [14].

Table 4. Performance results for the running example

5 Conclusion and Discussion

This paper presents the proof-of-concept design of a modeling technique that explicitly
takes into account the overall business performance to overcome the problem of strategic
sub-optimization of existing process simulation techniques. More specifically, the
proposed technique includes a model that provides a coherent view on the impact of
alternative process configurations on other business architecture elements. This is real‐
ized by using the PGA modeling technique as a starting point, which is subsequently
extended by a mechanism to analyze the impact of the simulated operational perform‐
ance on the overall business performance. The different steps of the modeling procedure
are also demonstrated by means of the bakery case example.

The main concern that needs to be addressed by future research is improving the
relevance of the modeling technique by its evaluation in a real-life case-study context.
Indeed, handling the complexity of a real-life context will provide more evidence that
is conclusive about the contributions of the proposed modeling technique. This can be
realized by performing Action Research [21, 25], which will enable to compare the use
of the proposed technique with similar approaches (e.g., e3-value, BIM, etc.).
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Furthermore, in-depth case studies can help to refine the different steps (e.g., the choice
of probability distributions during the operational performance measurement, the use of
the AHP mechanism or possible alternative approaches such as the conjoint analysis
technique [4], etc.) of the modeling procedure based on reflection and learning about
iterative cycles of building, intervention and evaluation in the organizational context.
As such, we will combine the rigorous design of the modeling technique with demon‐
strated utility for business practitioners. In this respect, it will also be necessary to
include the new mechanism in the existing PGA tool support, which is currently imple‐
mented through the ADOxx meta-modeling platform [2].
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Abstract. In recent years, BPMN has acquired a clear predominance
among the notations for modeling business processes. This is mainly due
to its capability to close the communication gap between business and
IT people. As a consequence, the quality of produced models is more
and more important and, among the others, understandability plays a
relevant role to permit to properly convey information in such a het-
erogeneous context. To improve understandability, it is generally rec-
ommended to not overwhelm models with to many details, and to use
instead sub-process modeling elements to split collaborations into layers.
However, the BPMN standard does not provide precise specifications on
how the details, hidden at the given layer, should be included in the
model, in particular considering message exchange. In particular, the
consistency checking between collapsed sub-processes and their detailed
representation is left to the modeler, and there is not much support to
help him/her in this activity. In this paper, we analyze BPMN model-
ing tools with respect to their actual capabilities to support multi-layer
collaborations. From the analysis we observed a general lack of support
in the modeling environment. Then we propose a design methodology
providing a set of guidelines to ensure consistency in multi-layer collab-
orations. These guidelines have been implemented in a stand alone tool,
which enables their automated checking in any BPMN modeling tool.

Keywords: BPMN · Modeling guidelines · Messages exchange · Sub-
processes

1 Introduction

Business process modeling is an important activity in order to understand and
reason on how the work is performed within an organization. In order to sup-
port process modeling, several notations have been proposed and are currently
available. This paper focus on Business Process Modeling Notation (BPMN) [1],
an OMG standard that nowadays is one of the most used notations both in
academic and in industrial contexts. This success is mainly due to its capability
to close the communication gap between business and IT people. Its wide usage
c© Springer International Publishing AG 2017
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is also testified by the availability of more than 50 tools (for further details see
www.bpmn.org) supporting the editing, and often other business process lifecy-
cle phases (e.g., enactment and maintenance).

A largely used diagram of the notation is the Collaboration that, among the
other aspects, permits to represent the message exchange between different par-
ticipants collectively cooperating to reach specific goals. Involved participants in
a collaboration diagram need to agree on the different aspects of the communi-
cation (message orders, message formats, etc.), so that they can effectively reach
the objectives of the collaboration. In particular, the involved organizations will
have to reconcile their internal processes to properly support the communication.

Collaboration diagrams can be fruitfully exploited for different purposes, that
however can have contrasting needs. On the one hand, the diagram conveys rel-
evant information for the involved stakeholders that need to understand and
reasons on the impact of the collaboration on their organization. In general,
this aspect, which relates to understandability of models, is favored when irrel-
evant details are hidden in the model and the dimension is kept to a manage-
able size. On the other hand, collaboration diagrams can be fruitfully exploited,
given enough details, to set and deploy supporting software systems, applying
for instance model-driven engineering techniques. The automatic derivation of
software requires instead to include in the model a high degree of details.

Independently of the purpose of the models, their qualities must be ensured.
In particular, to increase models understandability, modeling guidelines are pro-
posed and used in practice. Among the others, it is recommended to split the
collaboration into layers with a different focus on the process [2]. In order to
do that, BPMN proposes sub-process elements to broke down a model from an
abstract layer to a more detailed one (layer nesting is allowed). Indeed, in large
and complex models sub-process elements are often used to abstract some part
of the behaviour. In such a way it will be possible to achieve the desired trade
off between the needs of understandability and precision. Nevertheless, mod-
eling communications in collaboration diagrams could be tricky in multi-layer
scenarios when sub-process elements are used.

The usage of multi-layer structures may lead to consistency issues concern-
ing elements that do not represent the same concept in different layers. The
OMG standard does not provide any detailed specification of what concerns this
kind of situation, leading to modelling environments that behave differently.
In particular, they do not support automatic consistency checking, leaving this
cumbersome task to modelers. This is a major issue, considering that a manual
check is obviously costly and error prone.

In this paper we want to give a solution to such an issue, supporting modelers
to design consistent communications in multi-layer BPMN collaborations. More
specifically, the contributions of the paper are:

– an analysis of the BPMN modeling tools regarding multi-layer consistency;
– a design methodology for ensuring multi-layer consistency;
– a stand alone tool for checking multi-layer consistency.

www.bpmn.org
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The rest of the paper is organized as follows. Section 2 discusses about multi-
layer modeling approaches, and compares the most common BPMN modeling
tools in terms of supporting mechanisms for multi-layer modeling and related
consistency. Section 3 introduces the proposed methodology, providing the list of
the defined guidelines. Moreover, it introduces the tool we developed. Section 4
presents most significant related works. Finally, Sect. 5 concludes by also touch-
ing upon directions for future work.

2 Multi-layer Modeling: Background Notions
and State-of-the-Art

Modeling business processes is not a simple activity and several issues can arise.
Business processes have to be considered in relation to size and complexity of
the resulting models that in most of the cases need to be handled by introducing
sub-process elements. In Sect. 2.1 we list the modeling approaches suitable for
using sub-processes according to the OMG standard. Then, in Sect. 2.2, we show
how modeling environments manage this kind of multi-layer modeling.

2.1 Multi-layer Modeling Approaches

According to the BPMN standard, expanded or collapsed sub-processes can be
used [1]: (a) on the abstract layer (i.e., the main layer) when the sub-process is
expanded, (b) on the abstract layer when the sub-process is collapsed using an
independent model describing sub-process behaviour.

In practice, it is usually not recommended to use option (a) representing a
sub-process in expanded form in the abstract layer, since collapsed sub-processes
make the model more understandable. On one hand, the adoption of solution
(a) presents issues related to consistency among layers, since all the elements are
explicitly represented in the same diagram. Indeed, applying such an approach it
is easy to see which task is sending or receiving the message and it is also possible
to consider if each message is sent or received. On the other hand, keeping the
sub-process expanded at a higher level makes the model and the working space
more confusing.

Option (b), in which the sub-process is collapsed in the abstract layer and
its specification is provided in an external model, can be a solution in term of
modeling. Indeed, this approach solves the issues related to overcrowded models
but it can pose issues in relation to the sub-process implementation and to the
consistency of the message flows. For instance, inconsistency derive from a wrong
naming or a missed specification of the same message in different layers.

The “correct” way of showing messages inside a sub-process is to include on
the sub-process model the participants involved in the communication. Moreover,
the messages exchange should be consistent among the different layers of the
model. In this paper, we consider option (b) thanks to their ability to define
multi-layer models giving the possibility to improve understandability.
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We present now a multi-layer collaboration scenario, used as running example
in the paper. We consider a BPMN collaboration combining the activities of
three participants, A, B and C, organized into four layers (see Fig. 1). This
example is intentionally kept simple, as it just aims at illustrating the main
contributions of the paper. The abstract layer provides, in expanded way, each

Fig. 1. Example of a multi-layer collaboration.
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participant pool. This layer contains two sub-processes, SUB1 and SUB2. Their
specification processes are also provided, as well as the behavior of sub-process
SUB3 contained in SUB2.

2.2 Comparison of Modeling Environments

Considering multi-layer scenario, option (b), we made an assessment of 8 mod-
eling environments widely used in order to check how they work in practice.
In particular, the analysis of these tools relies on the features provided for
modeling multi-layer collaborations. The analyzed tools are: ADOxx (www.
adoxx.org), Aris Express (www.ariscommunity.com), Bizagi (www.bizagi.
com), Camunda (www.camunda.com), Eclipse BPMN (www.eclipse.org/
bpmn2-modeler), Magic Draw (www.nomagic.com), Signavio (www.signavio.
com) and Visual Paradigm (www.visual-paradigm.com).

Assessment results are provided in Table 1. The table shows, for the abstract
layer, if a modeling tool introduces constraints on the number of message flows
linkable to the sub-process. It results that AdoXX, Bizagi and Signavio limit the
number of message flows that the designer can attach to the sub-process while
the other tools do not set any limitation. Table 1 also shows the complexity of
modeling tools of linking the abstract layer with the lower layers, hence their
suitability to support a multi-layer approach. In this respect, Camunda is the
only one that denies this possibility. For this reason, we do not consider it fur-
ther in the detailed layer analysis. For those modeling environments having the
possibility to consider the detailed layer, we compare the tools by analyzing the
type of process that can be used in it. The process type can be private, without
the possibility to include pools and communication, or public. All the modeling
environments refer to public model including pools and messages, except Bizagi.
Differently from the other environments, Visual Paradigm gives the possibility
to add in the detailed layer pools, tasks and gateways modeled in the abstract

Table 1. Modeling environments comparison.

Abstract Layer Detailed Layer

Message flow
constraints

Multi-layer support Process type Consistency
check

ADOxx Yes Yes Public No

Aris Express No Yes Public No

Bizagi Yes Yes Private No

Camunda No No - -

Eclipse BPMN No Yes Public No

Magic Draw No Yes Public No

Signavio Yes Yes Public No

Visual Paradigm No Yes Public No

www.adoxx.org
www.adoxx.org
www.ariscommunity.com
www.bizagi.com
www.bizagi.com
www.camunda.com
www.eclipse.org/bpmn2-modeler
www.eclipse.org/bpmn2-modeler
www.nomagic.com
www.signavio.com
www.signavio.com
http://www.visual-paradigm.com
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layer. Moreover, the tool maintains consistent names and types for the elements,
even if, this feature does not consider messages. Thus, consistency is not guar-
anteed. Finally, Table 1 presents the capability to perform consistency checking
focusing on multi-layer communications. We observe that none of the considered
tools enables multi-layer consistency (e.g., see the case of Signavio in Fig. 2).

Fig. 2. Lack of consistency in signavio.

3 Methodology and Tool for Multi-layer Consistent
Modeling

As we already said, the most effective modeling approach is the option (b), con-
sisting of a collapsed sub-process in the abstract layer and its specification in the
detailed one, to limit humans error in modeling. This allows to focus on details
via external model view. We believe that in this approach, the designer should
be assisted in modeling multi-layer collaboration, without the need to manually
check consistency issues. Hence, what is expected from BPMN modeling environ-
ments is a reference practice in modeling multi-layer collaborations. Following,
Sect. 3.1 discusses the proposed methodology and guidelines, and Sect. 3.2 intro-
duces our consistency checking tool.

3.1 Design Methodology and Guidelines

We propose a top-down modeling approach in which the designer starts to model
the abstract layer with collapsed sub-processes and then continue in the nested
layers that will be linked to the abstract one. In terms of messages, the modeler
should be allowed to attach more than one message flow to a sub-process element,
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in order to specify the number of communication tasks in the lower layers. Hence,
going deeper in the detailed layers the modeler needs to be assisted by providing
all the participant pools, and the related message flows, so that errors are limited.
Finally, layer by layer, the designer fill the model by adding elements in the pool
containing the sub-process and linking the provided messages.

Here are the proposed modeling steps that we propose to be supported by
modeling environments in order to assist the model designer. The following four
steps have to be applied in an iterative way for each sub-process and recursively
for each layer.

S1: In the abstract layer, the collaboration is provided including all the involved
pools. If the process requires a sub-process specification, the designer has to
use the collapsed sub-process element and each message exchanged by this
element has to be specified in the message flow (Fig. 3).

S2: In the abstract layer, collapsed sub-processes have to be linked to their spec-
ification by using an external model.

S3: For each detailed layer, the modeling environment automatically includes
pools and messages to be consistent with the abstract layer. By default, mes-
sages have to be attached to the relative pools (Fig. 4).

S4: For each detailed layer, the designer has to refine the model detailing the
behavior of the sub-process and attaching the message flows to elements
within the specified pool.

Afterwards, a consistency check is expected. This relies on eight guidelines,
detailed in the following, able to guarantee consistency at each level of abstrac-
tion. Each guideline is a necessary condition for consistency, but they do not
represent a complete set of rules to fully ensure this property. It is worth notic-
ing that the multi-layer consistency checking based on these guidelines is per-
formed in the syntactic definition of the collaboration model, without resorting
to any formal definition of its semantics. In fact our guidelines have been derived
by referring to the semi-formal semantics of BPMN provided by the standard
specification [1].

G1: Message Propagation. Each incoming/outgoing message flow attached
to a collapsed sub-process has to appear in the relative detailed layer with
the same label.

Fig. 3. Abstract Layer. Fig. 4. SUB-PROCESS Detailed
Layer - Step 3.
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G2: Message Link. Each incoming/outgoing message flow attached to a col-
lapsed sub-process has to conclude its propagation in a message task or
message event.

G3: Message Number. Further messages cannot be added to the ones in the
abstract layer.

G4: Message Direction. Each message must keep the same sending and receiv-
ing participant in each layer.

G5: Message Ordering. For each couple of participants exchanging messages,
if one of this performs a receive and after some steps a send, the other
participant has to respect this order, by sending and than receiving the same
messages independently from the layer in which are included (Fig. 5).

G6: Optional Message. For each couple of participants exchanging messages,
each message sent by one of this participant in a non mandatory1 branch
has to be received by the other one in a non mandatory branch (Fig. 6).

G7: Mandatory Message. For each couple of participants exchanging mes-
sages, each message received by one of this participant in a mandatory
branch has to be sent by the other one in a mandatory branch (Fig. 7).

G8: Looping Message. For each couple of participants exchanging messages,
each message received by one of this participant in a loop branch has to be
sent by the other one in a loop branch (Fig. 8).

Fig. 5. Message Ordering example.

Considering the example we present in Sect. 2, here in the following we show
the guidelines checking results. First of all we observe an issue referring to the
message m1 of the abstract layer that is linked in SUB1 to the border of the
pool A. This is the result of the Message Link - G2 check. We also underline
the error of Message Ordering - G5. This regards to messages m3 and m4
following the order m3 m4 in SUB1. Considering the abstract layer we can
observe that the order is backward. Another problem impacts on message m6,
in the abstract layer it is not mandatory, while we observe an issue referring to
1 A non mandatory branch is a path of the process that starts from an exclusive,

inclusive or event-based split gateway.
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Fig. 6. Optional Message example.

Fig. 7. Mandatory Message example.

Fig. 8. Looping Message example.

the Optional Message - G6 in SUB3 where the receiving task is mandatory.
According to the suggested guidelines, in Fig. 9 we present the corrected multi-
layer collaboration.

3.2 Consistency Checking Tool

In order to support the defined guidelines, we propose a Java based tool sup-
porting designers in establishing whether their models are consistent. The tool is
freely available2. It is independent from any modeling environment, hence can be
used as an external service that can be integrated as a plug-in in other existing
2 https://github.com/lorenzorossiunicam/ConsistencyChecking.

https://github.com/lorenzorossiunicam/ConsistencyChecking
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Fig. 9. Multi-layer collaboration (corrected version).

modeling tools, and eventually extended. The tool works with .bpmn files com-
pliant with the OMG BPMN 2.0 standard. The input has to be provided as a set
of BPMN models organized with a tree structure, in which the root represents
the abstract layer and each leaf refers to a collapsed sub-process of the parent
model. Tree structure provides hence a link from each collapsed sub-process to
its process definition.
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The consistency checking algorithm implemented in the tool, reported in
Fig. 10, starts considering the abstract layer contained by the root of the
dependency tree, then the other layers are analyzed using a depth first search
navigation.

1 c h e ckCon s i s t e n cy ( Tree<Co l l a b o r a t i o n> t r e e ) {
2 C o l l a b o r a t i o n r o o t = t r e e . ge tRoo t ( ) ;
3 f o r ( Pool p : r o o t . g e t P o o l s ( ) )
4 f o r ( Lane l a n e : p . g e tLane s ( ) )
5 l a n e . upda teMessageSequence ( ) ;
6 f o r ( Co l l a p s edSubP ro c e s s sub : r o o t ) {
7 toCheck . addAl l ( sub . ge tMessages ( ) ) ;
8 msgInRoot = toCheck ;
9 goDeep ( r o o t . g e tCh i l d r e n sO f ( sub ) ) ;

10 }
11 f o r ( Message m : toCheck ( ) ) {
12 / / Gu i d e l i n e 1 and 2 V i o l a t i o n
13 }
14 checkMessageSequences ( ) ;
15 / / Gu i d e l i n e 5 , 6 , 7 and 8 v i o l a t i o n
16 }
17

18 goDeep ( Leaf l ) {
19 f o r ( Pool p : l . g e t P o o l s ( ) )
20 f o r ( Lane l a n e : l . g e tLane s ( ) )
21 l a n e . upda teMessageSequence ( ) ;
22 f o r ( Message m : l . g e t C o l l a b o r a t i o n ( ) . ge tMessages ( ) ) {
23 i f ( ! msgInRoot . c o n t a i n s (m) )
24 / / Gu i d e l i n e 3 V i o l a t i o n e l s e
25 i f ( i sWrongD i r e c t i o n (m) )
26 / / Gu i d e l i n e 4 V i o l a t i o n e l s e
27 i f ( i s S o u r c eO rTa r g e t (m) )
28 toCheck . remove (m) ;
29 }
30 f o r ( Co l l a p s edSubP ro c e s s sub : l )
31 goDeep ( l ) ;
32 }

Fig. 10. Consistency checking algorithm

At each step of the navigation the messages attached to a collapsed sub-
process element are added in a global set of messages considering its name, the
communicating pools and if the source or the destination have to be checked. In
addition, to this, for each participant guidelines G5, G6, G7 and G8 are checked.
Then, the procedure removes elements in this set if the missing source/destina-
tion is found in the correct layer, the remaining messages suggest errors of missed
source/destination. At the same time, messages that are further connected to a
sub-process are kept into the set. Otherwise, if new message names are found,
the tool notices the absence of their definition in the root model.
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Consistency checking has to be done quickly in order to be used in real
contexts. The computational complexity of this algorithm clearly depends on the
number of layers and messages that have to be checked. Given a collaboration
split into L layers, in which are exchanged M messages, the algorithm visits each
layer with a computational complexity derived by the depth first search. This
complexity is O(V + E), where V is the number of nodes and E the number
of edges. In our dependency tree the nodes number is equal to the number of
layers while the number of edges is equal to the number of node minus one.
Hence, the visit complexity is O(V + E) = O(L + L − 1) = O(2L) = O(L). In
addition to this, in each layer the algorithm controls each message. The number
of messages in each layer is, in the worst case, equal to the number of messages
in the abstract layer. Consequently, the overall computational complexity of the
algorithm is O(L×M).

4 Related Works

Multi-layer consistency, which has been identified in the literature as a relevant
issue [3], is still an open field of study. There is a lack of works both in method-
ological and in formal approaches. Here we first refer to modeling guidelines
used into practice and then to those approaches discussing formal verification to
support consistency.

Regarding modeling guidelines, valuable contributions can be found in the
literature published before the release of BPMN 2.0 [2,4,5]. These works focus
on other graphical languages for business process modeling, but many recom-
mendations can also be applied to BPMN 2.0. Regarding BPMN 2.0, a rele-
vant work that specifically focuses on guidelines is provided by Silingas and
Mileviciene [6]; the authors analyzed six BPMN models, and identified the bad
smells – i.e., modeling approaches negatively impacting on model quality – that
they contained. On the application of guidelines, an interesting contribution is
given by Leopold et al. [7]. The authors focus on quality issues of 585 BPMN
2.0 process models from industry, highlighting which guidelines (collected from
specific works, [8–10]) are not followed. Another relevant work is provided by [9],
who suggests the use of an approach called method and style to help the model
designers. More generally on process model quality, the most complete overview
is given by de Oca et al. [11]. The authors collected 72 papers addressing different
aspects of modeling quality, e.g., understandability, readability, maintainability,
correctness, modularity, perceived ambiguity, perceived usefulness, completeness,
etc. Starting from this review, the authors provided a set of 27 problems and
unified quality guidelines [12]. Summing up, these contributions have a larger
scope than ours, since they consider multiple quality attributes. However, our
work provides a deeper insight for what concerns the messages exchange in multi-
layer scenario. Another difference with our work is that most of the authors do
not always suggest a way to verify the application of those guidelines, that is
needed to automatically check if the model fits with the guidelines or not.
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Regarding the formalization and verification of BPMN model consistency,
the notion of sub-process and multi-layer specification has not been extensively
studied yet. Among the others, Christiansen et al. [13], Corradini et al. [14],
Falcioni et al. [15] El-Saber and Boronat [16] and, Borger and Thalheim [17]
provide a direct formalization for a minimal subset of BPMN elements. Others
contributions provide a mapping toward well known formal specifications (e.g.,
process algebras and petri-nets). In particular, Van Gorp and Dijkman define
a formalization using visual transformation rules [18]. Differently, Kossak et al.
present a sub-process semantics. The paper skips the problem of messages flow
saying that “semantics, however, does not change with the graphical depiction,
that is, a collapsed sub-process must have the same semantics as when it is
expanded” [19]. Dijkman et al. propose a mapping from BPMN to Petri nets.
The paper introduces also sub-processes saying that “the behavior of such a
process is however not clear in the BPMN specification” [20]. It has been used in
practice in different application domains [21]. Relevant is the work of Conforti
et al. [22]. It aims to present a technique for multi-layer discovery of BPMN
models without considering issues derived by messages exchange. These papers
do not take into account sub-processes in terms of multi-layer structures, hence
it is clear that sub-process semantics are developed without taking into account
consistency in message exchange.

Finally, consistency is not a specific matter of business process modeling.
There exists several research largely focuses on checking consistency of individual
model and of relationships between pairs of models [23].

5 Conclusions and Future Works

In this paper we provide the results of an analysis we conducted on eight BPMN
modeling tools regarding their capabilities to support multi-layer collaborations.
We observe that most of the tools support the multi-layer modeling, some of them
do not implement any consistency check. To solve such an issue, we provide a
design methodology based on a set of eight consistency guidelines for multi-layer
collaborations. Moreover, we develop a stand alone Java tool for checking the
proposed guidelines.

As a future work, we plan to investigate more in detail the notion of compli-
ance in order to give a wider set of guidelines suitable to ensure process models
correctness by design. We also plan to extend modeling tools to implement the
methodology and to integrate the checking tool in the design process [24]. More-
over, we aim to address the problem in a more formal way, by using and, if
necessary, extending formal semantics of BPMN collaborations.

Acknowledgments. The authors would like to thank Elisa Ballini for her support in
the benchmarking of modelling environments.
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Abstract. Information systems and information technology (IS/IT) ser-
vices are often outsourced to external vendors for reasons of cost cutting
or specialized expertise. Throughout the years, reports about high fail-
ure rates regarding IS/IT outsourcing initiatives have been repeatedly
published. Therefore, the large variety of mitigating factors proposed in
literature did not seem to be sufficient to significantly improve the suc-
cess rate of these projects. This paper employs the concept of modularity
to study the (un)successful execution of IT outsourcing projects. For this
end, we present and analyze a single case study conducted at a financial
institution in Belgium. It is shown how several modular structures can be
identified and analyzed and might provide insight in the (un)successful
outcome of IS/IT outsourcing initiatives.

Keywords: IS/IT outsourcing · Modularity · Case study research

1 Introduction

Due to globalization and advancements in information and communication tech-
nologies (ICT), information systems and/or information technology (IS/IT) out-
sourcing became a very common practice in developed and emerging economies.
The global market of IS/IT outsourcing is predicted to be more than $260 bil-
lion in 2018 [7] and over 94% of the ‘Fortune 500’ companies are outsourcing
at least one major business function [17]. Despite IS/IT outsourcing’s impor-
tance and its worldwide acceptance, general performance reports on outsourcing
initiatives indicate problematic situations. For instance, in some studies, failure
rates as high as 50% and above (e.g., [10,20]) are reported. A large number of
IS/IT outsourcing projects is being re-negotiated or prematurely terminated and
many IS/IT outsourcing failures are even not publicly reported due to the fear
of negative responses from the market and stakeholders [3]. Others suggest that
in about 78% of IS/IT long-term outsourcing cases, the relationship between the
customer and the vendor reaches the point of failure (e.g., [16]). Therefore, it
is no surprise that some authors report satisfaction rates regarding IS/IT out-
sourcing projects of only 33% (e.g., [8]). Evolution over time tends to suggest
some, but insufficient progress in this respect. For instance, one longitudinal
c© Springer International Publishing AG 2017
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DOI: 10.1007/978-3-319-68185-6 5
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study found that the percentage of failed IS/IT outsourcing projects (i.e., can-
celled prior to completion or delivered and never used) had declined over time
but still amounted to 44% in 2009 [13].

Many suggestions have been uttered by both scholars and practitioners
on how these problems can be mitigated. Some suggest to streamline oper-
ations and ‘fix the problem’ before outsourcing IS/IT services (e.g., [18]).
Other management-oriented suggestions include the ‘Partnership Model [14]’,
the ‘Seven steps to successful outsourcing’ [9], knowledge sharing [15], ‘knowledge
transfer’ [19], high quality ‘service level agreements’ (SLA) [11] or the reconfigu-
ration of organizational resources (e.g., [26]). However, as the empirical research
(as mentioned above) continues to report high failure rates of IS/IT outsourc-
ing projects, it seems that these remedies turned out to be partially successful
at best. The desire to be better equipped to understand potential IS/IT out-
sourcing issues has fueled the study presented in this paper. We present the
use of a well-known and widely applied engineering concept (i.e., modularity)
to study an enterprise challenge, i.e., the successful execution of IT outsourcing
engagements. This perspective to analyze outsourcing initiatives is new as most
existing approaches adopt a purely managerial focused perspective (e.g., focusing
on issues such as trust or leadership). We illustrate our approach by presenting
and analyzing a case study conducted at a Belgian financial institution. While in
the past, we employed our perspective to analyze two theoretically based cases
(i.e., based on case material available in literature), this paper presents the first
case in which information was gathered via primary sources.

The remainder of this paper is structured as follows. Section 2 will describe
the methodology adopted to analyze our case. Afterwards, the case is introduced
(Sect. 3) and our analysis and findings are presented in Sect. 4. Our discussion
and conclusions are offered in Sects. 5 and 6, respectively.

2 Methodology and Theoretical Background

We propose the lens of modularity to analyze outsourcing engagements. Modu-
larity has been argued to reduce the complexity of systems [2] which makes it an
interesting concept to apply to outsourcing engagements as these are typically
considered to be highly complex as well. Baldwin and Clark [1, p. 86] state that
a modular system is “composed of units (or modules) that are designed inde-
pendently but still function as an integrated whole”. The concept is recursive, in
the sense that a module within a particular system can in itself be considered as
a system as well, also being composed of a set of (sub) modules [21]. Good mod-
ular design should be characterized by high cohesion (modules consisting out
of highly related parts) and low coupling (few dependencies between modules).
The interaction between modules is captured by their interface, which should
be exhaustive and invariant throughout time. In order to manage the modular
architecture of a system, a set of design rules may be put forward, which formu-
late a set of boundary conditions to which all modules should adhere so they can
communicate with one another [2]. While some authors have already suggested
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possible links between modularity and outsourcing (e.g., [6,23]), this connec-
tion has always been formulated in rather general or even vague terms. Little
explicit knowledge is available regarding which specific aspects within outsourc-
ing engagements can be studied by means of modularity and to which insights
this might lead. Therefore, we formulate the following research question: “How
can the concept of modularity be applied to outsourcing engagements: which mod-
ularity specific aspects can be used and regarding which organizational issues can
it provide additional insights?”

Based on this research question and following the decision making structure
of Wohlin [24], our research is to be seen as basic research (as we want to under-
stand a phenomenon, here: IT outsourcing), inductive (aiming to infer general
claims from observed data), having a descriptive goal (investigating the “how”)
and asks for a interpretivist approach. Therefore, a qualitative research process
was deemed suitable as our goal is to gain an in-depth understanding of the
manifestations of modularity within the context of IT outsourcing [25]. More
specifically, a case study was chosen as the appropriate research method as this
allowed us to investigate the relevance of the modularity concept within IT out-
sourcing initiatives in their natural setting [4,25]. Given the lack of preceding
in-depth work on modularity in an outsourcing context, a more descriptive case
study was considered appealing.

Our unit of analysis is a single company applying outsourcing in order to
deal with its required IT functionalities. The selection of the case organization
was performed purposefully based on a set of criteria. The case organization had
to be engaged in IT outsourcing engagements of a certain amount of complexity.
An organization was preferred which operated in a different industry than those
in which our previous cases were performed (i.e., media broadcasting and higher
eduction), and which was able to put an informant at our disposal who was
willing to meet at least three times. The case organization as described in Sect. 3
was selected as it satisfied all criteria. It concerned a company within the finance
industry which is particularly interesting as this industry is recently experiencing
tendencies towards high digitization. Further, the company was involved in a
multi-vendor package configuration, which also differed from our earlier cases in
which one large outsourcing project was discussed.

Data gathering was mainly performed through interviews and analyzed by
means of thematic analysis [24]. In a first stage, in-depth desk research about the
Belgian banking sector and their IS/IT outsourcing strategies was performed.
Next, publicly available documentation (including news papers and magazines)
regarding the IS/IT outsourcing strategy adopted by the case organization was
studied. In the second stage, a first exploratory meeting with the CIO of the
company was performed. Here, the goal was to get a general overview of the
organization. Therefore, the main questions were directed towards the current
situation of the (IT) organization, their most important IT systems, the IT archi-
tecture and the different IT outsourcing initiatives undertaken in the past and
present, etc. In order not to influence the answers provided by our informant, only
the general goal of the research project was briefly discussed upfront (i.e., “we



Modularity in Outsourcing: A Financial Services Case 71

investigate the role between modularity and outsourcing”) without mentioning
specific concepts to be used during the analysis. In the third stage, a preliminary
analysis of the first interview was jointly performed by the authors. The main
goal of this initial analysis was to scope a set of potentially relevant issues (i.e.,
related to modularity) to be further investigated in the later stages. These issues
were then systematically discussed and further elaborated during the second
interview. In this interview, the basic ideas regarding modularity (decomposi-
tion, interfaces, coupling, etc.) were summarized for the informant. In the fourth
and final stage, a more thorough analysis was performed by all authors. Also, a
third interview was held in which the findings were presented and validated for
factual correctness and appropriate interpretation. Any remaining questions of
the informant were addressed during this interview, as well as a more in-depth
discussion of the current state and findings of the research project in which the
case is embedded. All interviews were conducted at the Belgian headquarter of
the organization by the three authors, lasted each for about two hours, and were
completed within a total time frame of about 2 months. The conversations were
recorded digitally for future reference.

We acknowledge that the single-case approach presented in this paper limits
the generalizability of our findings. It is however important to note that this
case is embedded within a broader research project, in which several case studies
(both theoretical and real-life) are performed. This should allow us to apply our
perspective to various situations within different contexts, and to reflect on the
generalizability of our findings in a more informed way.

3 Case Introduction

Our case organization concerns a Belgian banking organization (further referred
to as “AB bank”, a fictitious name in order to guarantee anonymity and con-
fidentiality). AB bank focuses on private banking activities, implying that —
compared to traditional retail bankers— their customer base is smaller but
wealthier. Further, the bank’s activities include asset management and merchant
banking services. Within the Belgian financial services industry, the organization
can be considered as medium sized in terms of its number of employees, number
of clients, turnover, etc. While being a private bank in its core, the bank also
welcomes investment clients with smaller budgets which can be served via an
online investment portal. The portfolio management activities for bigger clients
are offered through personal advice.

Due to its relatively limited size (about 10 employees), the IT department of
AB bank is rather small as well. The bank considers its IT activities as opera-
tional and necessary but not as a strategic issue to obtain a competitive advan-
tage. In that context, the bank has chosen over the years for a multi-vendor IT
outsourcing strategy. This means that multiple and different external suppliers
are used to provide different types of services. First, most of the development
and maintenance work of the IT infrastructure is outsourced to external parties.
Additionally, the IT department is dealing with many applications from different
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vendors. Given its relatively small internal team and the focus on outsourcing,
AB bank has only developed three core applications internally: CRM, client on
boarding (registering information of newly acquired customers), and an order
management system. This aligns with the ambition of AB bank to limit the
amount of customized products, while giving preference to the usage of package
solutions. Therefore, the main activity of the in-house IT team of AB bank is
concerned with the integration of all outsourced activities as well as its general
management (package selection, vendor negotiations, etc.). Our informant was
the head of the IT department (CIO). While sketching the current situation of
his department as well as the outlook for the future, the integration of the dif-
ferent (often externally acquired) applications was already indicated as a major
concern. As the previous two cases conducted in this research project [12] did
not include multi-vendor configurations and were not situated within the finan-
cial services industry, this case allowed for a further exploration of our approach
in a different setting. Moreover, the interviews with our informant allowed for a
more interactive, iterative and in-depth way of information gathering.

4 Findings

We highlighted in Sect. 2 that modularity is inherently a recursive concept that
can be applied at different levels. Our analysis revealed two major levels at
which modularity could be clearly applied to the case at hand. Therefore, we
subsequently discuss issues at an inter-organizational level (in which we con-
sider the relationship of AB bank and its IT service providers) and at an intra-
organizational level (in which we consider the internal organization of AB bank,
such as the architecture of its different IT applications and their integration).
This is visually illustrated by Fig. 1. On the one hand, the figure depicts a gen-
eral overview of the IT system modules present within the case organization (the
grey ovals indicate the internally developed and maintained applications). One
can easily observe that a large majority of the IT applications (i.e., the white
ovals) are outsourced to an external party. On the other hand, the figure shows
that for these outsourced applications, a set of SLAs was agreed upon with a set
of external IS service providers.

We adopt the same way of reporting for each of the identified modularity
manifestations. First, we provide some relevant context related to the manifes-
tation and identify the modular structure which is considered. Second, we ponder
on which design prescriptions can be derived from the existing knowledge base
regarding modularity for this situation. We refer to these prescriptions as mod-
ularity requirements. Third, we verify whether these requirements were actually
adhered to in the specific situation at hand in the considered case. Based on
such reasoning we can explore (1) which modularity aspects are relevant in an
IT outsourcing context (2) to which organizational artifacts and modular struc-
tures can they be applied, and (3) to which extent this could clarify potential
issues in the outsourcing engagement.
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Fig. 1. Modular structures identified in the AB Bank case

4.1 Modularity Manifestations at the Inter-organizational Level

At the most general level, an outsourcing deal concerns an agreement or contract
between (mostly two) parties in which one party (the vendor) agrees to deliver
certain (in this case IT related) services to another party (the client). As these
deals are often highly complex and of crucial importance for both parties, they
need to be managed by good arrangements stipulating the roles and responsibil-
ities of each of the involved actors. In the outsourcing industry, such contract is
typically labeled as a Service-Level Agreement (SLA). First, it is clear that such
SLA is crucial from a legal point of view. Recall from Sect. 1 that many IT out-
sourcing projects fail and may result in non-satisfactory relationships between
the vendor and the client which may sometimes even end up in a legal dispute.
In such cases, obviously, the SLA serves as the starting point to analyze who has
(not) fulfilled his or her responsibilities. In more general terms, the SLA can be
regarded as the set of rules between the vendor and the client that govern the
outsourcing relationship, which makes the SLA a crucial component of each and
every outsourcing engagement. Given the importance of an SLA in an outsourc-
ing context, we interviewed our informant in-depth about the SLAs adopted
by the case organization during its outsourcing engagements. More specifically,
we asked about how these SLAs were established during the initiation of an
outsourcing deal. Furthermore, we obtained information regarding the extent
to which the respondent believed that these SLAs were effective in providing
a sufficient amount of guidance and coordination between the parties involved
during the execution of the project. We also asked about the evolution of such
SLA in case of long-term engagements: what if one of the parties wants to adapt
certain conditions in the contract? (How) can this be done?

Identifying the Modular Structure and Requirements. At least two types
of modular structures can be discerned when focusing on the role of an SLA
within an outsourcing project. First, an SLA could be considered as the inter-
face between the two organizations involved. Recall from Sect. 2 that an interface
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is the common boundary between modules, and manages the communication and
interaction (input/output) between those modules. As the SLA should govern
the rules and arrangements between parties, this clearly matches the definition
of an interface. In that case, the outsourcing collaboration is the system in scope
and the relevant modules are the vendor organization and the client organiza-
tion. We refer to this configuration as modular structure 1.1. A second option
could be to consider the SLA itself as the system and the different clauses, rules
or paragraphs as the modules within that system. Indeed, one could consider
documents, and legal documents in particular, as modular systems [5,22]. The
paragraphs, items or clauses within such documents are clearly identifiable units
—which are often reused within different contracts— aggregated into one spe-
cific contract acting as the specific SLA for a specific outsourcing agreement. We
refer to this configuration as modular structure 1.2.

Regarding modular structure 1.1., and based on Sect. 2, we know that a good
interface between modules should be exhaustive and complete. Applied to the
SLA interpreted as the interface between the vendor and the client, this implies
that all services required by AB bank from the vendor should be listed in the
SLA (and other services than those embedded in the interface should not occur).
We refer to this statement as modularity requirement 1.1.

Section 2 further mentioned that an interface should be kept constant
throughout time (as otherwise changes in one module would cause unnecessary
ripple effects within other modules). However, given the long-term duration of
many outsourcing contracts, it is conceivable that mutually agreed upon changes
in the SLA do need to happen or additional behavior of the involved parties is
required (e.g., improved services from the vendor to the client). As this change
of interface happens purposefully in order to change the behavior of one or both
parties, this does not need to be problematic. However, in order to enable agility
and flexibility regarding the SLA contract, it is required that the SLA itself con-
sists out of subparts or modules itself (cf. modular structure 1.2). Each of these
individual contract modules can then be updated or removed from the contract,
or additional ones can be added. We refer to the existence of a fine-grained SLA
contract which can be adapted at the level of individual clauses as modularity
requirement 1.2.

Assessing the Modularity Requirements. It was remarkable to note that
the SLA was mainly considered by the case organization as a “necessary obliga-
tion” attached to the beginning of each outsourcing initiative. The formulation
of an outsourcing contract was primarily regarded as a legal issue to be dealt
with by the legal department and not to be consulted except in cases where
judicial actions were required:

“For me a contract is something you make, you sign, and put it in a closet.
(. . . ) The moment you need that is because you have a problem.”

Instead, our informant explained that AB bank was counting —to a large
extent— on the professional behavior of the outsourcing partner and expected
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them to be reasonable. Stated otherwise, the “legal” SLA was indeed realized
via a formal contract whereas the actual or “operational” SLA was mainly based
on confidence and mutual trust: While in several situations such collaboration
succeeded (due to personal contact between people at the vendor and the client
side), the respondent acknowledged that this way of working had also clearly
failed in numerous occasions:

“(For instance,) when we see a problem (. . . ) and ask to ‘S’ (pseudonym
of a vendor): “why is this problem not noticed by you?” they answer that
they were not monitoring that process. We tell the ‘S’ people that being a
professional you should have monitored that problem. The ‘S’ people will
reply that they have not been asked (by AB bank’s SLA) to monitor that
problem. (. . . ) Both parties have done what is stated in the contract. Yes,
but was that enough? No, probably not. It is not stated in the contract
that we should make the design how the architecture (of the application)
should look like and define it. But we expect them to operate the platform
that runs the application.”

From the above, it becomes clear that the description embedded within the SLA
was by no means exhaustive. Ambiguous formulations were (often consciously)
allowed within the contract as trust was considered to be the main driving
force behind the collaboration. As a consequence, we conclude that modular-
ity requirement 1.1 was not met.

While we do not underestimate or want to ignore the importance of human
aspects (such as trust) in organizational collaborations, we find it interesting to
note that this identified violation of requirement 1.1 (i.e., an insufficient specifi-
cation of the way of interaction between the parties) was precisely considered by
our informant as one of the most important reasons why outsourcing contracts
were not always executed as expected. Discussions arose with vendors on who
should do which tasks and it was highlighted that AB bank was unable to insist
on getting the expected services performed properly due to their limited leverage
over the respective vendors.

When asked for the possibility to adapt the SLAs with its vendors during
the execution of an agreement, our informant indicated that such things simply
did not happen at AB bank. Also here, our informant indicated that this is
mostly assumed to be covered by mutual trust: an outsourcing contract is often
negotiated and drafted as a whole, and there is not really a procedure in order
to accommodate changes. Contracts are typically signed for a fixed duration
(e.g., five years) and should therefore be renegotiated within the borders of this
cycle. The only type of change which was explicitly taken into account was the
(premature) termination of the contract initiated by the client (i.e., AB bank).
This was again mainly included based on financial and legal motivations, such
as stipulations regarding the maximum amount of costs for AB bank in order to
leave the deal and be able to switch to another vendor. From these findings, it
is clear that the SLA itself was considered as one monolithic block which was to
be dealt with (and negotiated) as one whole. Parts (or modules) could not be
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changed during the stipulated duration of the contract. Therefore, we conclude
that modularity requirement 1.2 was not met.

4.2 Modularity Manifestations at the Intra-organizational Level

At a more fine-grained level, an IT outsourcing project concerns the transferal
of certain responsibilities regarding a (set of) IT application(s) from the client
to the vendor. Clearly, at the client organization, these externally developed IT
applications should be integrated (both with internal systems and with systems
from other vendors) so that they can collaborate with one another if required. As
described in Sect. 3 and illustrated in Fig. 1, AB bank adopted a multi-vendor
outsourcing strategy encompassing numerous medium sized applications and
only a limited amount of applications developed and maintained by themselves.
The arrows within the figure depict the most important interactions between
the systems.

Given the importance for AB bank of managing this set of applications, we
interviewed our informant in-depth about how the organization dealt with this
particular configuration. More specifically, we asked about how the integration
between these applications was established. Was this easy or problematic? Whose
responsibility was this? And how was this taken into account during the different
phases of the outsourcing project (e.g., initiation, startup, execution, etc.)?

Identifying the Modular Structure and Requirements. The modular
structure to study the communication between and integration of AB’s IT sys-
tems can be easily identified. That is, each individual IT application is a module
on its own. Our informant discussed the elaborate IT application landscape
within AB bank (e.g., the different applications for the back office, front office,
customer on board, etc.), some of them being internally managed and some of
them externally. As the organization did not distinguish subparts within each
application, the application level is the lowest granularity level available when
studying the integration issue in this case. Therefore, we consider AB bank’s
IT application portfolio as the system, with every individual application being
a module. In case an internal system has to communicate with an external IT
system, this latter system should also be considered as a module. We refer to
this configuration as modular structure 2.1.

We mentioned in Sect. 2 that a well-designed modular system should have a
clear and well-established modular architecture. This means that the set of mod-
ules (here: IT applications) in the system should be identified and the depen-
dencies between the IT applications (i.e., the interfaces) should be exhaustively
documented. A set of design rules should be created, formulating conditions
to which the IT applications have to comply (i.e., required inputs and out-
puts). Within these limitations, each IT application can freely choose its specific
implementation. We refer to the existence of exhaustively documented inter-
application interfaces and the adherence to centrally defined design rules as mod-
ularity requirement 2.1. Further, Sect. 2 explained that a good modular structure
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should exhibit high cohesion, meaning that every individual module should have
a clearly focused responsibility. Applied to modular structure 2.1, this means that
every IT application should be concerned with a clearly delineated functionality
and, for instance, no overlap in functionalities among multiple IT applications
should exist. We refer to this latter statement as modularity requirement 2.2.

Assessing the Modularity Requirements. At the start of the discussion of
the IT application integration during the interview, we expressed our feeling that
the architecture looked rather complicated and that we were wondering if and
how integration occured. It was immediately noted by the informant that inte-
gration was an important IT challenge within AB bank as it was straightforward
for him to enumerate a set of pertinent issues in this area. For example, it was
stated that if a new customer is coming to open an account, the administrative
employee needs to enter data manually in 7 different systems and that in some
cases this number of systems can go up to 15. Or, if a customer likes to order
a particular equity, the portfolio manager first has to look up the equity offers
within a system A and then needs to go to system B to execute the order as
no direct links between these two systems is established. Similarly, if a customer
calls to AB bank and asks to buy a certain amount of a particular stock, the
portfolio manager will enter this request into system B. System B sends this
request automatically to the broker’s system (typically another Belgian bank).
The request comes back to system B confirming that the operation is executed
at a particular price per share. The additional charges for this operation (e.g.,
commission, taxes, etc.) do not get incorporated in the invoice at that moment
as it is not included within the interface between system B and the external
broker. In fact, the information about the additional charges is only known to
AB bank (and therefore its client) one day later. Stated otherwise, not all sys-
tems which can or should automatically interact were properly connected in the
case of AB bank. Furthermore, this even did not seem to be a real priority when
asking about the process of vendor and application selection:

“When we select an application, the 1st thing we look at are the functional
requirements. Do they match with our business requirements? Then we
look at the non-functional requirements. We look at (. . . ) are we able to
manage the operating systems, the database systems, things like that. But
indeed we don’t take, let’s say, some requirements there in terms of what
kind of interfaces do we want.”

Finally, it was interesting to note that the integration problem was not only tech-
nical or on a syntactical level, but equally semantic: the respondent acknowledged
that different systems often used different (but similar) concepts which further
hampers the integration. From this exemplary evidence, it becomes clear that
the interfaces between the different applications of AB’s IT portfolio were often
not exhaustive, if they existed at all. Therefore, we can conclude that modularity
requirement 2.1 was not met.

In order to investigate the degree of cohesion in the IT applications of AB
bank, we asked our informant about how vendor and package selection was
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performed when a certain (new) functionality was required to be fulfilled. It
became clear that the case organization performed its search in a purely supply
based fashion. Stated otherwise, no explicit upfront delineation of IT application
modules and their required functionalities was performed by AB bank when
initiating the search for an outsourcing partner and packages. One can expect
that such approach results in IT applications with rather broad responsibilities,
which are quite likely to be frequently partially overlapping. This was largely
confirmed by our informant:

“Of course, if you go back to the packages, they come out-of-the box with a
number of functionalities that you possibly already have in other systems.
(. . . ) At the end (. . . ) you will end up with some double functionality in
modules that provide the same function.”

Based on this evidence, we can conclude that also modularity requirement 2.2
was not met.

5 Discussion

Table 1 summarizes the findings presented in the previous section. It is interest-
ing to see that our analysis pointed out that modularity aspects could be applied
to a variety of situations such as the collaboration as a whole, its SLA, as well
as aspects within the IT application portfolio. While the manifestations found
in this case did cover both organizational and technical (IT) related matters,
they were exclusively situated within the outsourcing configuration and not the
process (steps) for executing a project. It is important to realize that the obser-
vation of all modularity requirements not being met in this case does not mean
that the application of the modularity concept was unsuccessful or irrelevant. In
contrast, one can note that each of the violated modularity requirements could
be associated with suboptimal situations within the outsourcing engagement
and provided additional insights in potentially underlying reasons of the related
issues.

As discussed in Sect. 2, we validated our analysis in phase four of the case
study with our respondent. Here, we also wanted to know from our informant
whether our approach offered a useful way for him to look at some of the IT
challenges within AB bank and if so, in what way. It was interesting to note that
the informant explicitly acknowledged that he indeed found our perspective to
be relevant and it was triggering him to think about certain things in a new and
fresh way. In order to prevent possible bias and “researcher pleasing” behavior,
we asked for a more specific argumentation. Then, the informant for instance
mentioned that he was not aware that their integration was a problematic issue
in such large extent and that he was thinking about how he could incorporate
ideas regarding design rules (which were currently absent) into his organization.

Nevertheless, our informant also indicated several practical issues which
might arise when trying to avoid the above mentioned violations of modular-
ity requirements. Consider for instance the identified need for complete and
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Table 1. Summary of findings

Modular structure Modularity requirement Conformance

Outsourcing collaboration Fully specified SLA not met

SLA Fine-grained clauses not met

IT application portfolio Exhaustive interapplication interfaces not met

IT application portfolio Cohesion and lack of duplication not met

exhaustive SLAs (i.e., inter-organizational interfaces). Our informant acknowl-
edged that a necessary amount of trust combined with a more complete and oper-
ationally defined interface was likely to improve their outsourcing collaborations:

“We didn’t provide (this service) in the SLA and perhaps we should have
thought about it in advance that the system should function as designed
and that the response times are within appropriate limits. Perhaps we
also put the SLA at a too high level. We should have gone more into some
detail points. (. . . ) It is indeed more on operational levels that we didn’t
describe what we expected them to do. (. . . ) Ok, (now) I understand, if
we would have this kind of description, we could easily take it and discuss
it with the party to see where the differences are.”

However, the actual realization of such contracts in practice did not seem
straightforward in all cases. For example, listing all activities that should ever
be done in an outsourcing collaboration seems rather difficult as it is challenging
to look ahead in this way:

“In an outsourcing contract it is difficult to foresee what I need in six
months or in one year. It is difficult to make it specific, therefore it is also
difficult to foresee it already in a contract.”

In contrast, what might be realistic is to have an independent industry stan-
dard, in which the generally accepted best-practices for such outsourcing deals
are listed. Contracts based on these standards could probably already partially
mitigate this problem.

A similar remark was made with respect to the modularization of the SLA
contracts themselves. While the informant indicated that modular contracts
would be highly appealing from a client organization viewpoint, it was also
uttered that the realization of modular SLA contracts is not trivial either. First,
the different parts (clauses) in a contract are typically not fully independent:
changes or stipulations in one clause can influence other ones, hampering sim-
ple aggregation in a plug-and-play fashion. Second, easily changeable contracts
might reduce the negotiation power of vendor organizations and therefore be
in contradiction with their implicit business model: in typical outsourcing con-
tracts, deals are made for a period of 3 to 5 years guaranteeing the supplier a
revenue for the upcoming years.
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The informant also agreed with the observation that the modular architec-
ture resulting from the supply-based selection of packages (causing duplicate
functionalities to arise) could be improved. It was indicated that it was likely
that a more fine-grained modular approach was required to do this:

“We start in fact from an application which is in itself perhaps designed
quite modular but we don’t use it (in that way) because we use it as a
complete functional box and now we are trying to cut pieces out of this
complete box.”

Finally, our informant acknowledged that the modular integration of the dif-
ferent IT applications within AB bank was far from optimal. AB bank had the
ambition to improve this situation in the future. However, also this was con-
sidered to be non-evident due to multiple reasons. For instance, being a small
to medium sized financial institution with a limited amount of customers, inte-
gration projects such as those related to the new customer registration process
are very unlikely to obtain a sufficiently high priority. The informant addition-
ally indicated that they also had some fundamental questions on how a good
modular structure, in order to allow such integration, should be developed in
the first place. While some basic and intuitive knowledge regarding modularity
was present in the company, our informant indicated that in such case it would
be required for him and his organization to acquire more in-depth knowledge
regarding modular systems and sound integration practices.

6 Conclusions

IS/IT outsourcing is an important business strategy for many organizations.
Unfortunately, failure rates remain high. This paper presented a new perspective
on IT outsourcing initiatives, based on the concept of modularity. 4 modularity
manifestations were identified, after which a set of modularity requirements was
derived and tested for its (non) adherence in the context of a single case within
the financial services industry. The ability to identify modularity manifestations
and testing modularity requirements in a case study fulfills the main goal of
our paper, i.e., demonstrating the relevance of modularity for interpreting and
understanding IT outsourcing issues, and exploring the set of issues for which
the approach can offer additional insights. Nevertheless, the observation of all
4 modularity requirements not being met in this case clearly reveals the need
for future research: the actual feasibility of more modular-compliant outsourc-
ing engagements in practice should be investigated (i.e., to which extent can
modularity requirements be met in a realistic environment?). This necessity is
also supported by the fact that our respondent indicated some practical issues
in this respect. Additionally, our findings were exclusively situated within the
outsourcing configuration and not the process (steps) of executing such project,
so the latter aspect should be subject to future research efforts as well.

We believe this paper has theoretical and practical contributions. Regard-
ing the first, several authors have already suggested the potential importance of
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the concept of modularity in the context of IT outsourcing. However, how our
understanding of IT outsourcing projects can precisely be improved by using the
concept is hardly ever discussed. Our paper clarifies some aspects of the relation-
ship between modularity and IT outsourcing by listing a specific set of relevant
issues to which modularity could be applied. A structured way of analyzing
these manifestations (modular structure–modularity requirement–conformance)
was offered in the context of an actual case. Regarding the second, practition-
ers could benefit from the examples provided in the paper. They describe how
a well-designed modular structure within IT outsourcing projects can lead to
(partial) improvements of their real-life outsourcing challenges and vice versa.

A limitation of this paper is the fact that it concerns a single case study, lim-
iting its generalizability. However, as this case is part of an overarching research
project (investigating the relevance of the concept of modularity in the context
of IT outsourcing), this will be mitigated by the future integration of this case
within the overall research project. Such overview could reveal which aspects
from the theoretical knowledge base on modularity are, in general, most rele-
vant for studying IT outsourcing. It could also offer interesting insights by high-
lighting those outsourcing risk factors (mentioned in management literature) of
which our understanding could, in general, be improved by using a modular-
ity perspective. As another limitation, it is important to remark that this paper
does not propose an encompassing formalized model of IT outsourcing initiatives
in terms of modularity (rather, our focus was put on demonstrating the mere
relevance of modularity in this respect). Again, such efforts could be initiated
once all case material in the mentioned research project has been integrated.
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Abstract. For keeping up with competitive markets, organizations have
to ensure their processes are compliant with the normative environment
in which they are operating. Moreover, they must be able to adapt their
processes to different normative contexts dynamically. In this paper, we
propose a conceptual framework for modeling norm compliance in the
context of goal-oriented systems. In particular, we provide a set of formal
definitions where norms are conceived for regulating a system at a higher
level of abstraction (i.e., goal level) and the norm compliance is related
to the satisfiability of business process goals.

Keywords: Norm compliance · Norms · Goal-oriented systems

1 Introduction

Nowadays, organizations operate in a more complex and dynamic business envi-
ronment that is subjected to an increasing number of regulations, many of them
imposed by various governmental authorities. Organizations need to design and
accordingly adjust their business processes, ensuring that they are properly oper-
ating within the boundaries delineated by the regulations. Compliance to legal
regulations, business rules or best practices is becoming an increasingly impor-
tant aspect of business process management [19]. Norm compliance is commonly
defined as “the set of activities and policies in place in an enterprise to ensure
the business activities required to achieve the business goals of the company com-
ply with the relevant normative requirements” [11]. A process is compliant with a
set of norms (i.e., normative system) if it does not breach the normative system.

Moreover, due to the rapid development of new technologies existing regu-
lations might be changed and new rules might be imposed. Thus, to keep up
with competitive markets organizations must be able to dynamically adapt to
run-time their processes to different and changeable normative contexts.

Many efforts have been taken in the research of business process norm com-
pliance [8]. The most compliance checking techniques are based on design-time
approaches, which ensure that process instances will be norm compliant. On
the contrary, a few run-time approaches target the verification of rules during
execution time, thus preventing the actual execution of non-compliant tasks.
c© Springer International Publishing AG 2017
R. Pergl et al. (Eds.): EOMAS 2017, LNBIP 298, pp. 83–99, 2017.
DOI: 10.1007/978-3-319-68185-6 6
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In this paper, we propose a work arisen in the context of Self-Adaptive and
Self-Organized systems (SASO), which are systems able to change their behavior
for achieving the desired result. In particular, to pursue run-time norm compli-
ance in dynamic business processes, we propose a conceptual normative frame-
work for goal-oriented systems, where business rules are conceived for regulating
a system at a higher level of abstraction (i.e., goal level) rather than task level.
In the business process modeling community, attention is paid to the value of
making goals explicit and incorporating the notion of goal into process modeling
methods [3]. Goals express the desired state of the world the system wants to
achieve [21,31]. In our model, business rules (i.e., norms) regulate the desired
state of the world according to the normative context in which the system works.
Thus, norm compliance is guaranteed at a higher level of abstraction respect to
the system behavior.

The rest of the paper is organized as follows. Section 2 shows an overview of
the literature. Section 3 introduces the theoretical background. Sections 4, 5 and
6 present the proposed approach. Finally, in Sect. 7 discussions and conclusions
are drawn.

2 Related Works

Compliance to organizational rules poses new requirements for business process
management. Organizations are therefore required to take measures for ensuring
regulatory compliance [8]. Many efforts have been taken in the research of busi-
ness process norm compliance. In particular, some approaches aim at ensuring
that process instances will be norm compliant. In some cases, compliance rules
may guide the design of a business process so that compliance is provided by
design since compliance violations are identified in the course of process model
creation. Other approaches use techniques like model checking for verifying some
properties in already designed models but not yet deployed.

In [19] is presented an approach to automatically construct business process
models that are compliant by design based on an existing artifact-centric frame-
work. Ghose et al. [10] propose an approach based on predefined business process
models for which compliance to regulations has been verified (compliance pat-
terns). Such method relies mainly on the computation of the deviation of a given
BP model to a particular compliance pattern. Awad et al. [2] introduced an app-
roach to synthesizing business process templates out of a set of compliance rules
expressed in linear temporal logic. In [17] a normative structure NNs to capture
interrelations between regulations is proposed. NNs provide an expressive and
flexible way of structuring rules, which is based on the formal theories of norma-
tive systems. In [7], authors address the problem of verifying business process
compliance with norms by employing reasoning about actions in a temporal
action theory. They proposed to specify business processes as action domains
and norms with the notion of commitments and verify compliance of a business
process with some regulations based on temporal answer sets.

Conversely, run-time approaches refer to executable business process models
and, consequently, depend on the business process execution engine. Such kind of
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techniques commonly works by annotating business process models with asser-
tions that are destined to be either used by compliance checking engines for ver-
ification or at later stages during execution. In this sense, regulations can either
be defined in BP models, or they can require run-time information. The app-
roach proposed by M. Pesic et al. in [23] introduces a framework in which process
models are defined in a declarative way. The authors argue that constraint-based
workflow models, avoiding over-specification, are more expressive and more flex-
ible than procedural ones. Birukou et al. [4] presented a solution for run-time
compliance governance in service-oriented architectures, supporting the whole
cycle of compliance management from selecting compliance sources to run-time
monitoring and reporting on violations. Several proposals also came from the
domain of normative multi-agent systems where norm compliance checking is
increasingly investigated. Governatori and Rotolo in [12] proposed a process
compliance language (PCL) for the expression of violation conditions and repa-
ration obligations intended to help agents reason about norm compliance. In [18]
Kazmierczak et al. presented NORMC a model checker for reasoning about com-
pliance in normative systems, which is implemented in the Haskell programming
language. Herzig et al. [16] proposed a dynamic logic to reason about abilities
and permissions of agents. Similar to these techniques our approach works at
run-time with executable business process models. Differently, from our app-
roach, they work at the task level. Ensuring norm compliance at goal level pro-
vides some advantages, respect to conventional methods, we find in working with
open systems that evolve at run-time. Indeed, in such kind of system new ser-
vices could be made available for satisfying process activities. By adopting the
proposed approach, we do not need to modify anything to adapt the behavior of
the system to manage new situations because the norm at the goal level spreads
to the service level. Thus, the approach we propose allows maintaining the norm
compliance although the service level is changed. Moreover, our approach avoids
regulating all the possible ways the system can follow for reaching that goal. To
the best of our knowledge, there are no existing works that consider run-time
norm compliance for goal-oriented processes. In the field of software engineering,
we found a work named Nomos [29]. Nomos is a goal-oriented approach to cap-
turing high-level principles regarding goal realization for requirements guided
by satisfiability of normative propositions obtained from rules embedded in law.
This method deals with considering regulations during requirement analysis to
build norm compliance systems by design. Thus, it could belong to the first
category of design-time approaches.

3 Theoretical Background

The aim of this section is to provide the theoretical background the research
presented in this paper is based on.

Organizational Rules - A common sense meaning about rule states: “One
of a set of explicit or understood regulations or principles governing conduct or
procedure within a particular area of activity. . . a law or principle that operates
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within a particular sphere of knowledge describing, or prescribing what is possible
or allowable” [1]. Thus, organizational rules include laws, regulations, industry
codes, business rules, standards, internal policies that can impose different limi-
tations. A given business rule may permit that activity has to occur only if some
preconditions are true. Legislation is the system of rules which a particular coun-
try or community recognizes as regulating the actions of its members and which
it may enforce by the imposition of penalties. Laws of Physics ensure that data
do not describe impossible physical world situation and they take into account
interdependent proprieties of the physical world. Standards are set of imposed
requirements to obtain a particular level of quality.

Despite their differences, organizational rules share a common aspect: they
describe the obligations, prohibitions, and permissions an organization is subject
during their business activities. Obligations define situations or actions that if
they are not achieved or performed, the result is a violation of normative system.
Conversely, a Prohibition indicates a situation or an action that must be avoided,
and if it is achieved or performed, the results is a violation of normative system.
Obligations and Prohibitions are constraints that define the boundaries of the
processes. Finally, Permissions refer to something that is allowable if there are
no obligations or prohibitions. Permissions cannot be violated, and they do not
play a direct role in norm compliance.

In this paper, we adopt the definition given in Governatori et al. [11] where
Business Process Compliance is defined as “a relationship between the formal
specifications of a process and the formal representation of the regulatory frame-
works relevant of the process.”

BPMN and SBVR - A business process is commonly defined as a set of
related activities (or tasks) that must be performed together to produce a defined
set of results (products or services). The Business Process Modelling Notation
(BPMN)[30] is widely recognized, and the well know standard that allows model-
ing a business process. BPMN is a graph-oriented notation developed by Object
Management Group (OMG) that was conceived as being highly understandable
by all business people interested into business processes. Practically, a BPMN
model consists of nodes that can be connected through control flow arcs in arbi-
trary ways [22]. While BPMN models the dynamics of business processes, SBVR
[13] allows modeling other complementary aspects of a business process such
as business rules. Thus, SBVR allows modeling business vocabularies construc-
tion and business rules definitions (elements of guidance that govern actions).
Nonetheless, SBVR does not standardize any particular language for represent-
ing vocabularies and rules. Instead, SBVR uses semantic formulation, which is
a way of specifying the semantic structure of statements and definitions. This
approach of defining structures of meaning, with its sound theoretical founda-
tion of formal logic, gives a formal, language-independent means for capturing
the semantics of a community’s body of shared meanings.
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4 Knowledge Modeling

The definition of organizational rules implicitly implies a formalization of a
“sphere of knowledge” within a regulation operates. Moreover, to establish “a
relationship between the formal specifications of a process and the formal repre-
sentation of the regulatory frameworks relevant of the process” [11] thus realizing
norm compliance, it is necessary to refer to the same semantic layer. These two
requirements are satisfied by adopting a knowledge formalization we found in a
proper ontology domain.

Domain Ontology - An ontology is a specification of a conceptualization made
for the purpose of enabling knowledge sharing and reuse [14]. An ontological com-
mitment is an agreement to use a thesaurus of words in a way that is consistent
(even if not complete) respect to the theory specified by an ontology [15].

A Problem Ontology (PO) [26] is a conceptual model used to create an
ontological commitment for developing complex systems. It describes what the
elements of interest in a domain with their properties and how they act in the
domain (see Fig. 1). In particular:

• A Concept is a general term usu-
ally used in a broad sense that
has a unique meaning in a sub-
ject domain. In our approach we
use the term Concept just for
representing classes of domain
entities;

• A Predicate is the expression
of property, quality or a state
of one (or more) concept(s). It
could define a formal structure
for statements and rules that
relate instances of those con-
cepts;

PROBLEM
ONTOLOGY

ONTOLOGY
RELATIONSHIP

ONTOLOGY
ELEMENT

IS-A

PART-OF

ASSOCIATION

ACTION CONCEPT
PREDICATE

POSITION OBJECT
INTENTIONAL

ACTION
UNINTENTIONAL

ACTION

describes

executes

has target

executes

Fig. 1. Problem ontology metamodel

– an Action is defined as “the cause of an event by an acting concept” (adapted
from [20]). Actions are classified as intentional and unintentional [9] where
intentionality implies a kind of consciousness to act, whereas Unintentional
Action is an automatic response governed by fixed rules or laws;

– a Position is a specialization of concept performing Actions (both Intentional
and Unintentional).

– an Object represents all the concepts that can perform only unintentional
actions.

– is-a (or is-a-subtype-of) that is the relationship that defines which objects
are classified by which class, thus creating taxonomies;

– part-of relationship (or the counterpart has-part), in which ontological ele-
ments representing the components of something are associated with the onto-
logical element representing the entire assembly;
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Fig. 2. A portion of PO taken from [26].

– association that is a general purpose relationship for establishing propositions
that link two ontological elements. They are particularly useful for defining
a formal structure for instances of related concepts.

In this work we use the PO for encoding a specific domain of interest as the
baseline for realizing norm compliance. Figure 2 shows an excerpt of PO for a
classical Conference Management System [26].

5 Process Modeling

Goals primarily drive human action. A goal is a desired state of affairs that
needs to be attained. Business goals express what the organization wants to
achieve from the business perspective. For pursuing run-time norm compliance
in a dynamic business process, we propose a process specification model in the
context of open and goal-directed SASO (Self-Adaptive and Self-Organized) sys-
tems. Hence, incorporating the notion of goal into process modeling, we can
define business rules for regulating a system at a higher level of abstraction
rather than task level. In this section, we provide a formal account of our app-
roach. For exemplifying the proposed approach, we refer to a trivial BPMN
business process (see Fig. 3) that models a workflow for submitting a paper.
Such process consists of six activities performed by an author and two business
rules that constrain the process. The domain ontology showed in Fig. 2 grounds
such process.

A
ut
ho

r

write 
body

write 
abstract

write title revise paper

paper
[new]

paper
[initial]

paper
[draft]

paper

submit
 paper

SBVR 1: It is prohibited that an 
author submits a paper after 

deadline

submit
 camera 
ready

SBVR 2: It is prohibited that an 
author submits camera ready if 

paper is not accepted

Fig. 3. A BMPN/SBVR model of a workflow for submitting a paper.
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5.1 Process Specification

A Process Specification PS is defined by the elements of the following triple:

PS = 〈G,R,N〉
where: G is a set of Goals the process has to reach; R is the set of Roles delegated
for achieving goals; N is the set of norms that constrain the state of the world
the process results in. Such definition grounds on three concepts that will be
formally introduced in the following definitions.

Definition 1 (State of the world). Let D be the set of concepts defining
a business domain. Let L be a first-order logic defined on D with � a tautol-
ogy and ⊥ a logical contradiction, where an atomic formula p(t1, t2..., tn)∈ L is
represented by a predicate applied to a tuple of terms (t1, t2..., tn)∈ D and the
predicate is a property of or relation between such terms that can be true or false.

A state of the world in a given time t (Wt) is a subset of atomic formulae
whose values are true at the time t:

Wt = [p1(t1, t2, ..., th), ..., pn(t1, t2, ..., tm)]

The state of the world represents a set of declarative information concerning
events and relations among events at a given moment. It also describes condi-
tions or set of circumstances in which the system operates at a specific time.
Definition 1 is based on close world hypothesis [24] that considers all facts that
are not in the state of the world are considered false.

An extract of the set of concepts defining the business domain for the business
process shown in Fig. 3 are:

D =
{
paper, author, deadline, title, abstract, write, submit, . . .

}

A state of the world at time t for the submitting paper process could be
Wt = [before(deadline), done(submit(paper))]. It means that at time t to which
the state of the world refers, the time for submission is not expired yet and the
author has submitted the paper.

Definition 2 (Goal). Let D, L and p(t1, t2..., tn)∈ L be as previously intro-
duced in Definition 1. Let tc ∈ L and fs ∈ L be formulae that may be composed of
atomic formulae by means of logic connectives AND(∧), OR (∨) and NOT (¬).

A Goal is a pair 〈tc, fs〉 where tc (trigger condition) is a condition to evalu-
ate over a state of the world Wt when the goal may be actively pursued and fs

(final state) is a condition to evaluate over a state of the world W t+Δt when it
is eventually addressed:

a goal is active if tc(Wt) ∧ ¬fs(Wt) = true
a goal is addressed if fs(Wt+Δt) = true
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As we said, the concept of goal is widely employed for describing a desired
state of affairs that needs to be attained. In Definition 2, the desired state of
affairs is represented by the final state. Moreover, goals are activated when some
conditions occur.

About the previous example, a possible goal could be g = 〈done(revise(pa−
per) ∧ final(paper)), done(submitt(paper))〉. It means an author can achieve
the desired state of affairs, namely the submission of his manuscript, only
when the paper has finalized. Practically, only when the state of the world
at a given time t is Wt = [. . . , done(revise(paper)), final(paper) . . . ]. Con-
versely, the author achieved the desired state of affairs only when exists a
state of the world at a given time t + Δt in which done(submit(paper)) is
true, for example Wt+Δt = [done(revise(paper)), before(dead − line), done
(submit(paper)), submitted(paper)].

Definition 3 (Norm). Let D, L and p(t1, t2..., tn)∈ L be as previously intro-
duced in Definition 1. Let φ ∈ L and ρ∈ L formulae composed of atomic formula
by means of logic connectives AND(∧), OR (∨) and NOT (¬). Moreover, let
Dop = {permission, obligati − on, prohibition} be the set of deontic operators.

A Norm is defined by the elements of the following tuple:

n = 〈r , g , ρ, φ, d〉[scope]

where

– scope identifies the particular field of reference of the norm.
– r ∈ R is the Role the norm refers to. The special character “ ” means any

role.
– g ∈ G is the Goal the norm refers to. The special character “ ” means any

goal.
– ρ∈ L is a formula expressing the set of actions or the state of affairs that the

norm disciplines.
– φ ∈ L is a logic condition (to evaluate over a state of the world Wt) under

which the norm is applicable;
– d ∈Dop is the deontic operator applied to ρ that the norm prescribes to the

couple (r , g)∈R × G:

d(ρ) =

⎧
⎪⎨

⎪⎩

ρ if d = obligation
¬ρ, if d = prohibition
ρ ∨ ¬ρ if d = permission

In other words, given a state of the world Wt a norm prescribes to a couple
(r , g) the deontic operator d applied to ρ if φ is true in Wt. In particular, an
obligation forces the system to obtain ρ. Conversely, a prohibition defines ρ as a
non-admissible state. Permission do not have a restrictive role. Moreover, a norm
could be defined for a specific field of reference (e.g.: security, data protection
etc. . . ).
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It is worth noting that because ρ may also refer to a state of the affair could
happen that it coincides with the desired state of the world (i.e.: ρ = fs).

Concerning the previous goal, a norm could be n = 〈 , g, done
(submit(paper)), after(deadline), prohibition〉 which prescribes to anyone that
wants to achieve the goal g the prohibition to submit a paper after the deadline.
In such case ρ = done(submit(paper)) is a non-admissible state under certain
conditions.

According to the proposed specification, the process depicted in Fig. 3 could
be modeled by the following triple:

G =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

g0 = 〈new(paper), [accepted(paper) ∧ done(submit(CR))]〉
g1 = 〈new(paper), [initial(paper) ∧ done(write(title))]〉
g2 = 〈[initial(paper) ∧ done(write(title))], done(write(body))〉
g3 = 〈[initial(paper) ∧ done(write(title))], done(write(abstract))〉
g4 = 〈[draft(paper) ∧ done(write(title)) ∧ done(write(abstract))],

[final(paper) ∧ done(revise(paper))]〉
g5 = 〈[final(paper) ∧ done(revise(paper))], done(submit(paper))〉
g6 = 〈done(submit(paper)), done(submit(CR))〉

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

R =
{
author

}

N =

{
n1 = 〈author , g5 , done(submit(paper)), after(deadline), prohibition〉
n2 = 〈author , g6 , done(submit(CR)),¬accepted(paper), prohibition〉

}

6 Norm Compliance

In the previous section, we have introduced the formalism we used for specifying a
business process with Goals, Roles, and Norms. Here, we focus on the mechanism
for determining norm compliance.

Definition 4 (Inadmissible State of the World). A state of the world at a
given time t

Wt = [p1(t1, t2, ..., th), ..., pn(t1, t2, ..., tm)]

is an Inadmissible State of the World iff ∃ n = 〈r , g , ρ, φ, d〉 |
{

φ(Wt−Δt) ∧ ¬ρ(Wt−Δt) = true

p1(t1, t2, ..., th) ∧ ... ∧ pn(t1, t2, ..., tm) ∧ d(ρ) = ⊥
The first condition to be evaluated in Definition 4 allows ensuring the non-

retroactive effect of a norm. It disciplines the case where the state of affair
regulated by a norm has occurred before the norm is applicable. Therefore, if
n is a prohibition and ρ = true before the rule came into force, we do not
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consider the state as inadmissible. The same consideration is applicable if n is
an obligation, even if in this case there is no conflict.

Resuming the previous example, let us consider the norm that prohibits the
submission of paper after the deadline

n1 = 〈 , , done(submit(paper)), after(deadline), prohibition〉
Let assume that at time t the state of the world is

Wt = [done(revise(paper)), final(paper), after(deadline)]

Then, let us suppose that in some way someone or something has changed
the state of the world and at time t + Δt

Wt+Δt = [after(deadline), done(submit(paper)), submitted(paper)]

According to the previous definition, Wt+Δt is an inadmissible state of the
world because

after(deadline)
︸ ︷︷ ︸

φ(Wt)

∧ ¬done(submit(paper))
︸ ︷︷ ︸

¬ρ(Wt)

= true

after(deadline) ∧ done(submit(paper)) ∧ submitted(paper)
︸ ︷︷ ︸

Wt+Δt

∧ ¬done(submit(paper))
︸ ︷︷ ︸

d(ρ)

= ⊥

The second condition generates a logical contradiction.
Analogously, let us consider a norm that obligates the submission of camera

ready before a deadline if the paper was accepted.

n = 〈 , , done(submit(CR))
︸ ︷︷ ︸

ρ

, accepted(paper) ∧ before(CR deadline)
︸ ︷︷ ︸

φ

, obligation〉

Let assume that at time t the state of the world is

Wt = [accepted(paper), before(CR deadline)]

Then, let us suppose at time t + Δt that nothing is changed in the state of
the world except the time

Wt+Δt = [accepted(paper), after(CR deadline)]

According to the previous definition, Wt+Δt is an inadmissible state of the
world
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accepted(paper) ∧ before(CR deadline)
︸ ︷︷ ︸

φ(Wt)

∧ ¬done(submit(CR))
︸ ︷︷ ︸

¬ρ(Wt)

= true

accepted(paper), after(CR deadline)
︸ ︷︷ ︸

Wt+Δt

∧ done(submit(CR))
︸ ︷︷ ︸

d(ρ)

= ⊥

In Wt+Δt, done(submit(CR)) is false for the close world hypothesis.
This situation is equivalent to explicit in Wt+Δt the following formula
¬done(submit(CR)). Moreover, in the case of obligation d(ρ) = done(submit
(CR)) is true by default. As a consequence, in Wt+Δt a contradiction is
generated.

Definition 5 (State of Norm). Let a norm n = 〈r , g , ρ, φ, d〉 where g =
〈tc, fs〉 and let a state of the world in a given time t (Wt). A norm can assume
the following states:

– n is applicable at time t if φ(Wt) = true ∨ φ = �
– n is active at time t if n is applicable and tc(Wt) = true
– n is logically contradictory if φ is ⊥
– n is in opposition to goal if fs ∧ d(ρ) is ⊥

Moreover, let a state of the world in a given time t (W t) and let two norms
n1 = 〈r1 , g1 , ρ1 , φ1 , d1 〉 and n2 = 〈r2 , g2 , ρ2 , φ2 , d2 〉 where r1 = r2 , g1 = g2
ρ1 = ρ2

– n1 and n2 are deontically contradictory iff

{
φ1(Wt) ∧ φ2(Wt) = true

d1 
= d2

It is worth noting that we talk about logically contradictory when the contra-
diction concerns the logical conditions (φ∈L) under which the norm is applicable.
Conversely, we talk about deontically contradictory when the contradiction con-
cerns the semantic meaning of the deontic operator (d∈Dop) the norms apply.

Let us consider the norm n1 = 〈author , g5 , done(submit(paper)), after
(deadline), prohibition〉 and n2 = 〈author , g6 , done(submit(CR)),¬accepted(pa-
per), prohibition〉 previously exemplified. Let us suppose that at a given time t

Wt =
{
done(revise(paper))

}

The norm n1 is not applicable because φn1
= after(deadline) is false in Wt

while the norm n2 is applicable because φn2
= ¬accepted(paper) is true in Wt1.

Let us suppose that at a given time t + Δt the state of the world is the
following:

Wt+Δt =
{
after(deadline), accepted(paper)

}

In this case, the norm n1 is applicable because φn1 = after(deadline) is true
in Wt+Δt while the norm n2 is not applicable because φn2 = ¬accepted(paper)
is false in Wt+Δt. For space constraints, we do not provide examples for each
state of a norm.
1 All facts that are not in the state of the world are considered false.
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Definition 6 (Norm Compliance). Let us consider a norm n = 〈r , g , ρ, φ, d〉
and a goal g = 〈tc, fs〉. Let us consider a state of the world Wt in a given time t
in which n is active and let Wt+Δt be the state of the world in which fs is true.
Pursuing the goal g is compliant with the norm n if W is an admissible state of
the world where:

W =

{
Wt+Δt fs = ρ
⋃t+Δt

k=t Wk fs 
= ρ

In the following, we show two examples for fs = ρ and fs 
= ρ.
Let us consider the goal g6 previously introduced and a norm that obligates

the submission of camera ready if the paper was accepted.

n = 〈 , g6, done(submit(CR))
︸ ︷︷ ︸

ρ

, accepted(paper) ∧ before(CR deadline)
︸ ︷︷ ︸

φ

, obligation〉

Let assume that at time t the state of the world is

Wt = [accepted(paper), before(camera ready deadline)]

In Wt n is active (see Definition 5). Pursuing g6 leads the system to a new state
of the world

Wt+Δt = [accepted(paper), done(submit(camera ready))]

In this case fs = ρ, then according to the previous definition, W = Wt+Δt

is an admissible state of the world

accepted(paper) ∧ before(CR deadline)
︸ ︷︷ ︸

φ(Wt)

∧ ¬done(submit(CR))
︸ ︷︷ ︸

¬ρ(Wt)

= true

accepted(paper), done(submit(CR))
︸ ︷︷ ︸

Wt+Δt

∧ done(submit(CR))
︸ ︷︷ ︸

d(ρ)


= ⊥

In Wt+Δt, done(submit(CR)) is true as well as the obligation prescribes.
Similarly, let us consider a norm that obligates to sign a paper for

submitting it.

n = 〈 , g5, signed(paper)
︸ ︷︷ ︸

ρ

, true︸︷︷︸
φ

, obligation〉

Let assume a state of the world Wt in which n is active.

Wt = {done(revise(paper)), before(deadline), final(paper)}
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Let us suppose that g5 could be satisfied by following a path, which at times
t + 1, t + 2, ..., and t + Δt leads the system to evolve toward the following states
of the worlds:

Wt+1 = {logged(author, system), done(revise(paper)), before(deadline), final(paper)}
Wt+2 = {logged(author, system), done(revise(paper)), before(deadline), signed(paper)}
Wt+Δt = {done(submit(paper)), submitted(paper)}

In this case fs = ρ, thus pursuing g5 is compliant with n because

W =
t+Δt⋃

k=t

Wk

= {logged(author, system), done(revise(paper)), before(deadline),

final(paper), signed(paper), done(submit(paper)), submitted(paper)}
is an admissible state of the world according to Definition 4.

The interpretation of norm compliance according to Definition 6 influences a
fundamental process of goal-oriented systems, the Practical Reasoning. Practical
Reasoning is reasoning directed towards actions; it is the process of figuring out
what to do [5]. It consists of two activities: deliberation - deciding what goals to
achieve and means-ends reasoning - determining how to meet these goals.

The central aspect of goal deliberation is “How can the system deliberate on
its goals to decide which ones shall be pursued?” [6]. A goal-oriented system sees
some of its goals merely as possible options. Goal deliberation has the task to
decide which goals a system actively pursues, which ones it delays and which
ones it abandons. Conversely, means-ends reasoning aims at providing operal-
ization of goals. It is the process of deciding how to achieve a goal using the
available means (e.g., actions, services, etc.). The definition we introduce about
norm compliance directly influences the process of goal deliberation. The first
condition of Definition 6 has a direct impact on the choice of goals that can be
pursued. A system can deliberate to pursue a goal based on run-time conditions
by envisaging normative effects of the goal. Conversely, means-ends reasoning is
a process that allows choosing the appropriate ways to fulfill a deliberated goal.
The second condition of norm compliance is implicitly related to this process.
A system can determine the way to reach a goal by envisaging the normative
effects of available means that it can choose.

We have concretely applied the theory we have presented in this paper in
different contexts and for different purposes. We discuss them in the next section.

7 Discussions and Conclusions

The increasing employment of self-adaptive and self-organized systems (SASO)
in the field of business process management poses new challenges also in norm
compliance checking. SASO systems can effectively adapt their behavior to
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changes in the environment and self-organize their internal structure for find-
ing composed solutions to achieve collaborative goals. In particular, they are
commonly goal-directed systems. Goals are motivators for these systems provid-
ing them the reason for doing something. Goals express user requirements to
be satisfied. Moreover, they are open systems that evolve at run-time because:
(i) new services could be made available for satisfying user requirements; (ii)
the satisfaction of new user requirements may be demanded to the system. In
this context, we presented a normative framework for ensuring business rules
compliance for goal-oriented business processes. As far as we know, there are
no run-time norm compliance approaches that work at the goal level. The nor-
mative framework we propose, allowing to reason about norm compliance in
a more high-level of abstraction than the task level, is coupled with the goal-
driven nature of currently software systems. Thus providing several advantages
related to a key feature of the goal-oriented paradigm that is the possibility to
reason about alternative paths against possible situations of benefit, drawback
or, in our case, norm compliance. Moreover, for allowing business analysts to
take advantage of our normative framework, we are completing a suite of tools
for supporting the conversion of our business process specification in a standard
BPMN/SBVR and vice-versa. To evaluate our approach, we concretely adopt it
in several application scenarios described in the following.

Business Process Merging - Business Process merging or workflow merging
is the problem to create a process model by unifying several process models that
share process fragments. Processes are commonly defined both by specifying
the flow of the activities they are composed of but also rules that constraints
the activities. In [25] we present a merging approach that adopts the proposed
normative framework to consider also normative specifications. The concept of
norm with its formal specification allow us to reason also about constraints and
rules (or commonly business rules) during the merging process thus unifying
them in the merged process.

Merging Conflicts - We study the problem of norm conflict in the context
of business process merging [25]. The presence of regulations in processes to be
merged may generate conflicts defined for the same activity in the merging work-
flows. We adopt the normative framework for identifying two kinds of conflicts
that can occur: (i) conflicts determined by merging two or more norms that
generate a combined norm that is logically contradictory; (ii) conflicts between
norm and goal when the fulfillment of goal always causes a norm violation.

Personalization of Smart Environments - In recent years, a growing trend
is the development of smart systems to improve the well-being of individuals
in their environment by making everyday activities more convenient and enjoy-
able. Smart systems aim at augmenting real environments to create smart spaces
where users are provided with pervasive electronic devices. A smart system con-
nects such electronic devices into a network and controls them by using advanced
ICT technologies in such away the devices satisfy user requirements. The use of a
smart environment is variable from a user to another. Designing ad-hoc systems
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for each is not realistic economically. As well as, it is not possible to hard-wire
all possible user scenarios. In [27], we adopt the proposed normative framework
for constraining user requirements using non-functional requirements (norms)
expressed using permissions, obligations or prohibitions.

Run-time injection of norms - A great challenge in complex systems is
to adequately deal with the unpredictability and the dynamics changing of the
application context the systems are plugged in. Smart environments are complex
systems that are affected by these issues. A way to provide system flexibility
is given by implementing statically normative frameworks in which norms for
regulating the behavior of the system are specified at design time. This kind of
solution is not useful when we face with unexpected situations that have not been
considered at design time. We defined appropriate algorithms [28] based on the
proposed normative framework that allows to introduce and manage run-time
norms. In such approach, we consider the goals as a particular kind of obligation
that have to be satisfied under certain conditions. Besides, we see permission
and prohibition norms as promoters or inhibitors of the system in pursuing its
goals. By introducing norms to run-time, we also make the system more flexible
to environment changes and able to self-adapt to new normative contexts.

Conflict Detection - Currently, we are working on detecting conflicts in norma-
tive systems. By adopting the proposed framework, we are developing appropri-
ate algorithms for detecting the following anomalous situations: (i) Inconsistent
norms. It means that a norm is self-contradictory because it contains a logi-
cal contradiction (i.e., the conjunction of a statement S and its denied, not S);
(ii) Antinomy. An antinomy designates a conflict of two norms that are mutu-
ally exclusive or that oppose one another. (iii) Norms incompatible with system
requirements. A norm is incompatible with a system requirement when it always
makes that system requirement not satisfiable.

Cloud For Europe - In many application contexts, legal requirements constrain
the usage of cloud computing. Each country may be subjected to different types
of regulations. To work in the scope of European single digital market that
provides cloud services, a great challenge to be addressed is to make Public
Administrations processes able to move inside the boundary of the applicable
legislation by introducing legislation awareness inside the system that manages
such processes. Cloud For Europe2 is tendering research to assist take-up of
cloud computing in the public sector. A challenge of the project is to provide
legislation execution. It aims at ensuring legal requirements constraints for cloud
services. In this project, we are implementing the proposed normative framework
in a web service component to be used by Public Administration for verifying
the normative compliance of their run-time processes.

2 Cloud For Europe is funded from the European Union’s Seventh Framework Pro-
gramme for research, technological development, and demonstration under grant
agreement no 610650.
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Abstract. The article deals with the problem of asymmetry and redundancy of
UML concepts that lead to overly complex modelling process without the possi‐
bility of efficient generalisation and decomposition of the modelled system to
keep UML documentation to a manageable size, to improve user understanding,
and simplify documentation and maintenance. The article includes a description
of the original way of solving this problem.

Keywords: UML concepts and relationships · Symmetries · Diagraming
techniques in UML · Decomposition in UML

1 Introduction - What Is UML?

Software engineers and practitioners are confronted with the question of what is actually
UML. Is it mainly a standard of 14 UML-style diagrams or it is mainly a standard for
modelling concepts, their properties and their mutual links, where diagrams are secon‐
dary as the most commonly used combinations of those more or less diagram-inde‐
pendent elements and links?

Of course, from a practical perspective, the UML standard is a standard for diagrams.
But the idea of UML is larger. UML has its metamodel, UML also has its declarative
programming language OCL, etc. UML has extension mechanisms (such stereotypes).
Theoretically, we can imagine that we can have more new diagrams that would also
respect the principles of UML. Moreover, maybe UML will absorb technology BPMN
and yet some another tool.

But UML suffers by growing serious problems which were pointed by Simons and
Graham (1999) several years ago. Leaving aside criticism of UML semantics, such as
the direction of arrows, ugly aesthetics of some shapes, and other possibly confusing
features of UML, we still need to stress following serious problems:

1. UML has too many species of terms in a very long but weakly-ordered list. Among
these species, there is almost missing any taxonomy and hierarchy. It is in great
contrast with the older techniques such Yourdon’s structured method that sufficed
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with easily logical and simple diagrams ERD and DFD having only a few of well-
defined concepts. It is obvious that the UML is designed by engineers and practi‐
tioners, but not mathematicians. In short, the difference between UML diagrams and
ERD & DFD is like the gap between the gigantic programming language C++ and
smart programming language Scheme.

2. UML has almost no support for the composition and decomposition of the modelled
system. This problem is often multiplied at the enterprise level, where UML
diagrams typically consist of hundreds or even thousands of elements. The only
diagram that allows this property is a diagram of states and transitions. Instead of it,
UML defines too complicated and confusing expansion-like relationships between
various elements in different diagrams, such as in Fig. 1.
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Fig. 1. Relations of UML diagrams and UML concept (Davis and Brabander 2007)

3. UML has strong opposition in the agile programming community. These people say
that they prefer «working software over comprehensive documentation» (AP mani‐
festo 2001). The above problems of UML led these people to the radical conclusion
that better than a bad conceptual documentation is no conceptual documentation.
They decided to spend the saved time to full use of object-oriented development
environments (e.g. refactoring, testing, code sharing) of platforms such as .NET,
XCode, Ja-vaBeans, VisualWorks…, which are not sufficiently reflected in UML.

We dare to say that the limited possibility of making system composition-decomposi‐
tion and the absence of symmetries among concepts in the UML is the greatest weakness
of UML. Therefore, we think that UML will continue to swell more and more new
concepts and will be yet more complex than now. UML is not able to keep pace with new
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programming languages and new development environments in another way than by swal‐
lowing yet more new concepts, which degrade the original idea. UML is losing its poten‐
tial power to motivate the evolution of development environments and languages in a
similar way as UML predecessors Coad-Yourdon and Booch methods did.

2 The Motivation - Symmetries and Analogies in the Real World

In the physical world, the symmetry is an observable mathematical feature of a real
system that remains unchanged under some transformation. The analogy is an effect of
mapping some structure of one subsystem to another structure of another subsystem.
Symmetries and analogies are maybe the essential principles how the God is building
the world. Let’s look at three examples of making systems more understandable using
these principles (Table 1):

Table 1. symmetries and conservation law examples

Symmetry Conserved quantity
Translation in time Energy
Linear translation in space Linear momentum
Rotation in space Angular momentum

First example; Noether’s theorem states that every symmetry of the action in a physical
time-space system has a corresponding conservation law. Mathematician Emmy
Noether proved this theorem in 1915 (Banados and Reyes 2016).

Second example; The Russian chemist Dmitri Mendeleev published the first widely
recognised periodic table of chemical elements in 1869. He developed his table to illus‐
trate periodic trends in the properties of the then-known elements, and he also predicted
some properties of then-unknown elements that would be expected to fill gaps in this
table. Most of his predictions were proved correct when the new chemical elements were
subsequently discovered.

Finally; The Occam’s razor is a general principle from philosophy which says if there
exist more different models explaining some occurrence, the simplest one is usually the
best one.

3 Solution

Fortunately, we have the hoped solution at our fingertips. Let us look at the UML
standard primarily as a standard for software elements and their relationships, where
UML diagrams are secondary. From this perspective, the UML sequence diagram and
UML interaction diagram can be interpreted as the 2D projections of the single hypo‐
thetical 3D diagram, that shows everything in one (see Fig. 2). This is well known in
better CASE tools (e.g. Visual Paradigm, Rational Rose,…) that allow creating an inter‐
action diagram automatically from the current sequence diagram and vice-versa.
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Fig. 2. 3D combination of a sequence and interaction diagram. [author]

If we generalise this effect to another UML concepts, we can combine also other
UML diagrams in a similar way. In Fig. 3, there are two standard diagrams of states and
transitions. The left diagram describes the behaviour of a borrower and right diagram
describes the behaviour of a book in some library.

Fig. 3. State-transition diagrams of a borrower and a book in a library. [author]

If the object states will be considered as the greater detail of standard objects, then
we can link them via associations, which we know from a standard UML class or instance
diagrams. Likewise, based on the expected symmetry, we can also consider the
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transitions between states as the activities (or methods), then we can connect these tran‐
sitions via messages. It is interesting that as associations can have expressed their quan‐
tity as cardinalities of associations, also behaviours (e.g. messages) can have a similar
concept, which we propose to call frequencies of communications. The overall result is
shown in Fig. 4.

Fig. 4. Associations between states and communications between transitions. [author]

The composite model from Fig. 4 offers a very interesting option: Different states
describe the behaviour of the same object during its whole existence, so we can create
a simplified model that describes the same situation, but in the aggregate way of all
individual time steps together. This «all-in-one» model is shown in Fig. 5.

This example shows that UML model can have decompositions via this generaliza‐
tion-refinement relationship, which is realised using the decomposition of the objects
themselves into their states. Therefore, we can say that so much-needed general concep‐
tual hierarchy of generalization-refinement is seamlessly present in the UML as well. It
does not need to be the only decomposition into states of objects. Similarly, it may occur
decomposition into subtypes (e.g. is-a hierarchy) or decomposition into components (e.g.
has-a hierarchy) of objects.

When increasing the level of detail (e.g. refinement), we do not necessarily need to
disaggregate all elements in the same level of detail. For example, if some of the objects
are already implemented (e.g. reusable or legacy components), we can them filter out.
Figure 6 brings such example, where, for some reason, the procedures take back, and
shelving are not needed to be modelled in detail.

Decomposition of objects to states and transitions presented here is not the only
possible way to introduce the decomposition into the object-oriented modelling. Objects
can be decomposed (and aggregated back), also into the structures of multiple objects
of more different classes, which are interconnected by the inheritance and whole-part
relationships.
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Fig. 5. Aggregation and refinement of the model. [author]

Fig. 6. Refined model with filtration of some unnecessary details. [author]
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Another good candidate for this kind of UML model refinement is applying design
patterns technique. Design patterns is already a technique which transforms CIM
(computer-independent model) to PIM (platform-independent model) according to the
principles of the MDA (model-driven-architecture) approach. The possibility of using
design patterns technique in the process of MDA with UML is well described in the
paper of Kardos and Drozdova (2010). Figure 7 presents an example of such transfor‐
mation. Indeed, design patterns can now be understood as the tool of the model refine‐
ment to a higher level of detail. For example, a generalised model will have only one
object class as the only entity, but its corresponding refined model will have this entity
wrapped by some design pattern to ensure the requested system behaviour.

Fig. 7. Composite and Decorator design patterns as examples of model refinement. [author]

We should not forget yet one more thing. In 2005, UML was published by the Inter‐
national Organization for Standardization (ISO) as an approved standard ISO/IEC
19501:2005. It has become a universal tool for software engineering not only for the
object-oriented programming but also for other programming paradigms. It means that
UML also covers and even extends the full semantics of the old ER database diagrams.
UML profiles for database modelling, including relational database technology, can be
found for example in publications of Lo and Hung (2014) and Ambler (2003).

From this perspective, the semantics of UML class and object diagrams can be
regarded as a superset (or evolution) of the former ERD. Therefore, it is very interesting
that the authors Moody and Flitman (2000) did not try to apply their ERD decomposition
principles to the UML class and object diagrams. We do not know any impediment, why
their algorithm of data clustering cannot be applied to UML class and object diagram.
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4 Discussion

Figure 8 gives a general overview of the proposed hierarchical approach to the UML
modelling.

Fig. 8. Hierarchical approach to UML modeling. [author]

We have tried to describe a new approach in the form of a 2D table (see Table 2).
This table has two major and mutually symmetrical rows, which correspond to the basic
classification of UML 2.5 diagrams from Fig. 9. Four columns of this table show the
scope from the highest level of abstraction (on the left) to the level of greatest detail (on
the right). Of course, it would be possible to find yet more columns, but we think that

Table 2. Hierarchical approach to UML classification. [author]

Scope System Component Object Object interior
Structure Elements system and

actors
component object state

Relationships btw
elements

actor - usecase
link only

association association association with
cardinalities

Hierarchies is-a supertype-
subtype of actors

inheritance of
objects

has-a actor or
subsystem
whole-part

package
decomposition

whole-part links
of objects

state diagram
decomposition

Behaviour Elements use case interface method transition
Relationships btw
elements

actor - usecase
link only

connectors and ports message communication
with frequencies

Hierarchies is-a usecase link
«extends»

interface inheritance inheritance of
methods

has-a usecase link
«includes»

method code
decomposition

state diagram
decomposition
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our four columns (system - component - object - object interior) will be entirely sufficient
to illustrate our approach.

Fig. 9. UML 2.5 diagrams. [http://www.uml-diagrams.org]

4.1 New Concept of Communication with Frequencies

The newly designed concept of communication with frequencies between transitions
(implemented by object methods) is in the symmetrical position with the concept of
association with cardinalities. It should be noted that similar frequency (or cardinality)
can be found in the links between actors and usecases in the detailed use-case diagrams.
For us, it is not surprising, because the actor - use-case links are regarded as the highest-
level generalisation of the communications with frequencies. Even, frequencies can also
be added to messages and links between connectors and ports, where should also make
sense. Analogously, we can anticipate the inclusion of other new concepts. The empty
cells in Table 2 are candidates for these new concepts.

108 V. Merunka

http://www.uml-diagrams.org


4.2 Solution of the Problem with Association and Whole-Part Relationship

In UML, the concept of a whole-part relationship seems to be a special kind of an
association. Novices in the UML modelling have problems because they do not know
which link you choose in a particular case. Similarly, this mistake often happens to
professionals having years of experience in programming; database programmers tend
to prefer associations everywhere, but object-oriented programmers tend to prefer
whole-part object relationships. The most used database technology is based on the
concept of the relation between data, but the object-oriented programming directly
supports only object whole-part relationships. Object-oriented programming technology
and the most used database technology are real, everybody is very likely working with
both, and they are here to stay and must be supported by the UML. Unfortunately, these
two programming technologies have a difference which is called «the object-relational
impedance mismatch» (Ambler 2013).

Our solution is following:

• Objects in the whole-part relationship are in a dependency relationship like the object
inheritance relationship. Both whole-part and inheritance relationships (better
naming would be hierarchies) are used to describe some higher or lower level of
abstraction and are subject to aggregation/refinement procedures.

• Associations between objects are the relationship between the independent elements
of the same level of abstraction. Associations are subject to aggregation/refinement
procedures, only if their objects have own hierarchies.

5 Conclusion

This paper has presented an alternative approach to classification of UML concepts and
their relationships. This approach enables a manual procedure for decomposing and
composing UML models into hierarchies of manageable size, which allows a human to
improve the quality of the result, reduce uncertainty and improve conceptual consistency
among members of the development team.

The major theoretical contribution of this paper is an alternative perspective on the
current UML standard, which provides a solid foundation for both future theoretical
research and practical implementation of new CASE tools.

1. We confirmed the roles of the inheritance and the whole-part relationship as tools
for generalisation and refinement of UML models.

2. We explained the conceptual difference between association (which is not directly
included in object-oriented programming languages) and whole-part relationship
(which is directly included in object-oriented programming languages).

3. Based on symmetry with associations and cardinalities which inform about the
quantity of association relationship between object species, we recognised the exis‐
tence of communications and frequencies which inform about the amount of commu‐
nications between object behaviours.

4. We demonstrated that UML does not need to grow and mindlessly absorb new
concepts at any cost but just refine what is already done.
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Our future research will focus on the empirical justification of our statements and
find new algorithms of model transformation that would automatically perform proposed
model transformations.

Acknowledgments. This paper was elaborated under the support of the grant project SGS17/197/
OHK4/3T/14 of the CTU in Prague.
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Abstract. The present article aims to present a rules based decision making
model for a crucial business impact analysis task, namely the non-arbitrary
criticality ranking of an individual business function. The model aims to serve as
a classifier for the specific task. The components of the developed classifier are
the inducted decision trees based on a data set and their supporting business
rules. Moreover a business process representation with the Business Object
Relation Modeling approach is included. The data set for creating the classifier
has been based on computations of specific recovery complexity parameters.
The parameters are included in the proposed by the author business continuity
points method for estimating the recovery complexity of a business function,
which, in its turn, stems from the use case points approach for software com-
plexity estimation. The current work includes primary results of computations
based on the default recovery case.

Keywords: Business continuity � Business impact analysis � Business
function � Business rules � Business function criticality ranking � Recovery
complexity � Decision trees � BORM

1 Introduction

The complexity of modern industrial and organizational information systems and
business processes hardens the formulation of a recovery strategy against their unex-
pected interruptions. Business Continuity Management deals with the above stated
demanding issue. The industry experts nowadays have increased their interest in
exploring, recognizing and, in multiple cases, incorporating the solutions provided by
the academic researchers with respect to the specific domain. Multiple researchers have
presented results of high value regarding business continuity management software
tools [4], decision making models [5] as well as process modeling tools [2] which are
aimed to the amelioration of the currently provided business continuity management
standards [11]. The question rising from the thorough study of all the above mentioned
material is “how can an organization deal with the major issue of predicting the
recovery time of an interrupted business function (BF) in this complex environment?’’
The author dealt with this issue by introducing the business continuity points method
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[20] for measuring the recovery complexity of a business function. The approach is
based on the Karner’s use case points [12] method for software complexity estimation.

The goal of the current paper is to enhance the method’s value by creating a model
(classifier) [14] for supporting the binary classification of the business function as
critical/non-critical, via the induction of analytical decision trees. The paper illustrates
the initially inferred results of the research which focuses on the induction of decision
trees for the so called default classification path. The results are based on an initial
learning dataset which is validated with the help of the confusion matrix technique.
Moreover, the initial dataset is split into a training and a testing subset for further
validation. The generated business rules [1] enhance the classifier’s performance as
well as the transparency and the accuracy in implementing recovery scenarios. Addi-
tionally, a business process model of the general recovery complexity estimation
procedure for a given function is also represented with the Object Relation
Diagram (ORD) [22].

1.1 Motivation

The main fact which triggered the necessity to model the recovery complexity based
decision making procedure regarding the criticality ranking of a single business
function, is the fact that the modern business and industrial environment require plain,
comprehensible and scientific description of any method or model proposed by the
scientific community. Currently, the overall Business Impact Analysis process, part of
which is the criticality ranking of individual business functions, is arbitrarily deter-
mined [7]. A BIA predicts the effects of a disruption for critical business functions and
processes, gathering information required to develop the best recovery strategy [2].

Neither academics nor the practitioners have so far proposed a mathematical and
non-arbitrary method for the criticality classification of an individual business function.
The business continuity points [19, 20] contribution deals with this issue. The author
proposed a method for classifying business functions in 2 ways. At first, an early and
speedy classification is determined with the computation of the Unadjusted Business
Function Recovery Points (UBFRP) value. A second and more analytical way is to
calculate the precise Recovery Time Effort (RTE) after considering the Adjusted
Business Function Recovery Points (ABFRP). The RTE permits to classify a given
function as critical/non-critical (see Table 1). For further interpretation the study of the
two previous papers is necessary. However, the model’s further scientific justification
for its acceptance from both the academic as well as the industrial sphere has been
proved a necessity since the model is based on mathematical computations.

In this paper a standard decision making model (classifier) with specific business
rules is proposed. Moreover, a business process aspect of the classifier is provided with
the broadly accepted BORM approach for modeling business processes. Business
process models show and animate (when they are simulated) the collaboration of more
participants within the solved system [10].
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2 Methods and Tools

2.1 The Business Continuity Points Method – Preparation of the Dataset

The method has been introduced by the author as a theoretical approach for estimating
the recovery complexity of a business function. Analysis of the method is provided by
the specific contributions. For the needs of the current paper a learning dataset has been
prepared based on the calculations of the parameters which are demanded by the
proposed model and stem from the use case points method. The dataset has been
organized in Microsoft Excel worksheet, and includes empirical calculations of both
the Unadjusted and the Adjusted recovery complexity parameters as well as the esti-
mation of the recovery time regarding 47 business functions. The elements of every
business function (i.e. number of actors, number of technical, environmental and
unexpected factors) are selected as data for testing purposes based on similar values
considered for the use case points. The equations which provide the recovery com-
plexity parameters of a business function have been analyzed in previous publications
of the author [19, 20].

The calculated parameters are:

• The Unadjusted Business Function Recovery Points (hereinafter UBFRP Value).
• The Estimation of the Technical, Environmental and Unexpected Recovery

Factor (hereinafter TRF, ERF, URF values).
• The Adjusted Business Function Recovery Points (hereinafter ABFRP value).
• The estimation of the Recovery Time Effort (hereinafter RTE value), calculated in

hours1.

The equations which provide the ABFRP and RTE values (Recovery Time) are:

ABFRP ¼ TRF � ERF � URF � UBFRP ð1Þ

RTE ¼ ð5000=ABFRP^2Þ � 3 ð2Þ

The aforementioned parameters (variables) behave as predictors in the proposed
classification model. The predicted variable is the impact value level (hereinafter, IVL).
The specific levels are based on Gibson’s criticality ranking which is depicted in the
following Table (Table 1).

According to Gibson, who is an expert in Business Continuity Management, the
above estimated values are internal, which means that recovery objectives used by one
organization can be completely different from those used by another organization [8].
Nevertheless, though flexible due to the presence of recovery time intervals, the pro-
posed values are considered as reliable, due to the fact that both direct and indirect
costs have been considered for their calculation. Direct costs include, i.e. loss of
immediate sales and cash flow or equipment/building replacement costs, while indirect
costs include i.e. lost opportunities during recovery.

1 Based on the Use Case Points no units are used for the UBFRP, TRF, URF, ERF and ABFRP.
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2.2 Decision Tree and Business Rules Induction in R Software

The R software is an open source statistical software with many advantages [6]. The
R-Studio software tool [24] has been selected by the author for decision tree induction,
due to the fact that it supports tree induction with various algorithms, i.e. ID3, C4.5 and
CART. Classification and Regression Trees (CART) [3, 9] has been found ideal for the
current model due to the fact that it supports classifications for both binary and con-
tinuous variables. For the implementation of the CART algorithm the package in
R-Studio which had to be utilized is the (rpart) package. The decision tree was for-
mulated after importing the dataset with all the UBFRP values in Ms Excel, from a
corresponding.txt file.

The derivation of business rules requires in R-Studio requires importing of the data
set, creation of a corresponding testing data set and installation of the appropriate
packages and libraries for decision tree induction and business rules generation. The
demanded code for implementing the aforementioned tasks is the following:

> install.packages("rattle")   #package for business 
rules 
> install.packages("rpart")     #package for decision 
trees using CART  
> install.packages("rpart.plot")  #package for better 
visualization of the DT  
> library(rpart) 
> library (rpart.plot) 
> library(rattle) 
> require(rattle)                  
> datafile <- read.csv("C:/Users/…/datafile.csv", 
sep=";") 
>   View(datafile) 
> fit<- rpart(PredictedValue~Predictor1+Predictor2, 

> asRules(fit) #command for creating business rules 
data=datafile) 

Aditionally, the constructed data set had been splitted into a into a subset training
(70% of the records) and a testing dataset (30% of the records) for its further validation.
The code in R-Studio for splitting a dataset into a training and a testing dataset is the
following:

Table 1. Criticality ranking of business functions [8]

Impact Value Level Criticality of a BF RTOa MAOb

IVL = 4 BF maybe interrupted for extended period <168 h ¼ 168 h
IVL = 3 BF maybe interrupted for 1 or more days <72 h ¼ 72 h
IVL = 2 BF maybe interrupted for a short period <24 h ¼ 24 h
IVL = 1 BF should be running without interruption <2 h ¼ 2 h
a RTO = Recovery Time Objective [11].
b MAO = Maximum Accepted Outage [11].
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>install.packages("caTools") 
>library(caTools) 
>require(caTools) 
>dataset <- read_delim("C:/…../Case1.csv",  
+     ";", escape_double = FALSE, trim_ws = TRUE) 
View(dataset) 
sample = sample.split(dataset, SplitRatio = .7)  
train = subset(Case, sample == TRUE) 
test = subset(Case1, sample == FALSE)  

2.3 Business Process Representation with BORM

The BORM (Business Object Relationship Modelling) approach is considered ideal for
representing the process workflow. The method has been in development since 1993
and has been a considerably effective and popular tool for both users and analysts.
BORM [13, 15, 16] was intended to provide seamless support for the building of object
oriented software systems based on pure object-oriented languages, databases and
distributed environments [10]. Moreover, BORM has been applied to various projects
and case studies [17, 18]. This makes it easy to understand even for the first-time users
with almost no knowledge of business analysis [19]. The BORM method uses for
visual presentation of the information a simple BORM diagram (Fig. 2) that contains
the following concepts [22]:

– Participant: an object representing the stakeholder involved in one of the modelled
processes, which is recognized during the analysis.

– State: sequential changes of the participants in time are described by these states.
– Association: data-orientated relation between the participants.
– Activity: represents an atomic step of the behaviour of the object recognized during

the analysis.
– Communication: represents the data flow and dependencies the activities. Data

may flow bidirectionally during the communication.

3 Results

3.1 Decision Tree for a Rules Based Default Recovery Case (Default
Classification Path) – Prediction of the IVL of a BF

According to the business continuity points method a default recovery case includes the
following categories and Recovery Scenarios (RS) [20, 21]:

– Simple Case: UBFRP = 9, RS: Simple, Classification: IVL = Level 4 (Non-Critical
Business Function)
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– Average Case: UBFRP = 15, RS: Average, Classification: IVL = Level 3
(Non-Critical) or IVL = Level 2 (Critical).

– Complex Case: UBFRP = 21. Classification: IVL = Level 1 (Critical).

Moreover, the same recovery case, assumes the following values for three different
categories of recovery scenarios:

– Simple RS: TRF, URF, ERF = 0.85, ABFRP = 5,5 and RTE = 160 h
– Average RS: TRF, URF, ERF = 1, ABFRP = 9 and RTE = 20 h
– Complex RS: TRF, URF, ERF = 1.15 ABFRP = 31,5 and RTE = 1,9 h.

The above mentioned scenario is the most representative recovery case for the
business continuity points. However, when calculating the recovery time effort for BFs
with 9 < UBFRPB < 15, their criticality ranking is not exactly as the one described by
the representative RS. Thus, the training data set which had been imported to R-Studio
enabled us derive the below depicted decision tree (see Fig. 1). It can be observed that
the criticality levels are L4 (Non-Critical BF) when UBFRP <= 13.29. The category L3
(Non-Critical) does not emerge in this the specific DT because of the small number of
the observed values. However, this classification exists for the interval
13.29 < UBFRP < 14.40.

The creation of a classifier, such as a decision tree, promotes the rapid estimation of
an impact value level as well as the approximate (not precise) value of the RTE. For the
specific classifier predictor is the UBFRP Value and predicted variable is the IVL of a
BF. The above depicted decision tree can serve as a helpful tool towards the criticality
ranking of a BF as critical/non-critical (binary classification) by considering only the

Fig. 1. The decision tree default recovery case for an unexpectedly interrupted business function
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UBFRP Value (Unadjusted Points). The computation of the adjusted points in this case
is not required which is a time saving achievement especially for business managers.
Finally, the following business rules have been derived with respect to the default
recovery case:

Rule number: 3 [IVL_RTE=L4(NO) cover=18 (38%) prob=18.00] 
UBFRPVALUE< 13.29 

Rule number: 5 [IVL_RTE=L2(YES) cover=19 (40%) prob=0.00] 
UBFRPVALUE>=13.29 
UBFRPVALUE< 20.89 

Rule number: 4 [IVL_RTE=L1(YES) cover=10 (21%) prob=0.00] 
UBFRPVALUE>=13.29 
UBFRPVALUE>=20.89 

In order to ensure the classifier’s accuracy regarding the recovery complexity based
criticality ranking of a BF, the confusion matrix technique has been applied for IVL
prediction based on, firstly, the UBFRP and, secondly the RTE. The method has been
implemented in R-Studio software. The performance of the classifier was more than
satisfactory with almost 90% accuracy rate. The code for implementing the confusion
matrix technique is the following:

Require (caret) 
install.packages("e1071") 
K<-confusionMatrix("CaseCM$IVL_RTE", "CaseCM$IVL_UBFRP") 
#CaseCM is the dataset with only 2 columns 
Print(K) 

Confusion Matrix and Statistics 

Reference 
Prediction L1(YES) L2(YES) L3(NO) L4(NO) 

L1(YES)      10       0      0      0 
L2(YES)       0      12      0      0 
L3(NO)        0       0      7      0 
L4(NO)        0       0      5     13 

Overall Statistics 

Accuracy : 0.8936          
95% CI : (0.769, 0.9645) 

No Information Rate : 0.2766          
P-Value [Acc > NIR] : < 2.2e-16   

However, in order for the dataset to be valid, when splitting into a subset training
and a testing dataset the inferred results should be similar, if not precisely equal
regarding the decision making rules for criticality ranking of a BF. In our case, the
testing dataset included the 30% of the records. The inducted decision trees for firstly
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the training and secondly the testing dataset are also illustrated. Significant differences
between the subset training (see Fig. 2) and the testing datasets (see Fig. 3) have not
been observed. A slight difference in the predicted Impact Value level is observed for a
BF with UBFRP > 12.65p. The difference is, yet, of minor importance since the BF is
in both cases classified as critical (L1 (YES), L2 (YES)).

3.2 Decision Tree for a Rules Based Default Recovery Case (RTE
Estimation)

The constructed data set, additionally, permits the approximate estimation of the RTE
Value. The predictors in that circumstance, are: the UBFRP value, and the Recovery
Scenario. The classifier, in this case considers the Adjusted Points data, predicts the RTE
value (see Fig. 4) and determines the specific IVL. In this way a BF is characterized as
critical/non/critical.

Fig. 2. The decision tree for default recovery case (subset training dataset, 70% of records)

Fig. 3. The decision tree for default recovery case (testing dataset, 30% of records)
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The above mentioned default recovery case indicate that when business managers
need to estimate the RTE value, they have to consider also the corresponding TRF,
ERF and URF Values. The UBFRP value is not sufficient for predicting the criticality
level of a business function since criticality ranking is strongly related to the RTE. As a
consequence, the classification of a given business function without computing all
these parameters is a hard task. Thus, the ranking which is based on RTE is highly
recommended. However, it can be noticed from both diagrams, that when the UBFRP
value has very high (UBFRP > 21) or very low (UBFRP < 9) values, a direct classi-
fication is also secure. The derived business rules for the criticality ranking based on
the RTE estimation are the following:

Rule number: 4 [RTE=7.95 cover=22 (47%)] 
UBFRPVALUE>=11.5 
UBFRPVALUE>=14.45 

Rule number: 3 [RTE=166.33 cover=15 (32%)] 
UBFRPVALUE< 11.5 

Rule number: 5 [RTE=71.3 cover=10 (21%)] 

UBFRPVALUE>=11.5 
UBFRPVALUE< 14.45 

The following code provides also information about the predictor (UBFRP) as well
as the predicted value (RTE):

Fig. 4. The decision tree default recovery case for predicting the RTE value for a BF
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> fit1b<-rpart(RTE~UBFRPVALUE+SCENARIO, Case1) 
> plot(fit1b, uniform=TRUE,margin=0.2) 
> text(fit1b, use.n=TRUE, all=TRUE, cex=.8) 
> asRules(fit1b) 

3.3 A Business Process Model of the Business Continuity Points (Default
Recovery Case)

The final output of the current paper is the Object Relation Diagram (ORD) which
stems from the BORM approach to business process modeling and simulation. The
specific diagram includes the following elements:

Participant A: Business Manager. A business manager may be any user who par-
ticipates in daily operations involved in the business function, a business continuity
consultant or any stakeholder who has an active role in the recovery process of any
unexpectedly interrupted business function.

Participant B: The BIA-Data warehouse. For efficient business continuity manage-
ment decisions business intelligence tools are ideal According to business continuity
experts the resilient organization, through an enhanced sensing capability, integrates
business intelligence in order to improve situational awareness [25]. BORM has proved
to be effective in the development and simulation of large and complex business
systems such as business intelligence represents [16].

Initiation: Business manager needs to classify a business function by implementing
the default recovery case (default classification path.

Action: The activities included in the general classification process no matter the
classification path followed2.

Result: The proposed by the system RTE, IVL values. The result depends on the
determined by the business manager (end user) target variable and which of the above
delineated decision making rules shall be applied.

The corresponding OR Diagram (see Fig. 5) for the illustration of the BF classi-
fication business process has been generated via the recently developed open source
promising software platform entitled OpenPonk [26]. The specific tool is a free,
open-source, simple to use platform for developing tools for conceptual modeling and
involves a user friendly environment for the BORM approach. Moreover, it’s an
opportunity for experienced developers to extend the existing modelling possibilities of
the platform, which is a considerably competitive advantage comparing to other
modelling software tools (Fig. 5).

2 Apart from the default classification path, alternative recovery cases are developed by the author. The
derivation of the results regarding the statistical tests for the standardization of these paths are still in
progress.
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4 Discussion

The major issue to be discussed concerns mainly the analysis of the term default
recovery case or default classification path. The specific term has been introduced in
order to demonstrate the existence of alternative classification procedures. Firtsly, the
question that rises is “which recovery scenario has to be determined when i.e.
UBFRP = 9,9 points?” Another possible question is “will we obtain the same IVL if
we follow two different recovery scenarios for the same value?

As we saw in Sect. 3.1 for BFs with i.e. 9 < UBFRP < 15, no specific scenario has
been suggested as default. The reason is the prediction of different IVL levels if we
follow two or three different recovery scenarios for the same BF. This has been con-
cluded from the most recent testing results. The following example is representative:

Fig. 5. ORD of the general BF Classification based on the recovery complexity parameters
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IF  UBFRP = 13.7 And RS=Simple THEN RTE=67,63h (IVL=3, 
BF: Non-Critical) (DEFAULT CLASSIFICATION PATH) 

IF  UBFRP = 13.7 And RS=Average THEN RTE=23.63h,(IVL=2, 
BF: Critical) (ALTERNATIVE CLASSIFICATION PATH) 

It is, yet, obvious that the most secure way for implementing criticality ranking for
a given BF is to compute firstly its RTE value and then determine the precise IVL. The
research results are close to their termination.

5 Conclusion

The current work delineates two important approaches for a rules based decision
making process of classifying a BF as critical/non-critical. The proposed classifier uses
parameters and computations based on the business continuity points method, which is
proposed by the author for the non-arbitrary classification of a BF based on its recovery
complexity. The first is the classification of a BF based on the UBFRP value (Unad-
justed Points) while the second requires the estimation of the precise recovery time
effort (RTE) of the function. Both approaches are described with analytical decision
trees and operative business rules [27] inferred via the R-Studio software. Moreover an
ORD diagram has been designed with the open source OpenPonk software tool, for
illustrating the entire business process namely BF classification of a business function
based on its recovery complexity. The currently derived results stem from the primary
empirical computations based on a dataset which is split into the corresponding training
and testing subsets. Future tasks which remain to complete the research are the
following:

– Completion of the computations regarding all the scenarios for both the default as
well as the alternative recovery path.

– An ontological model for the proposed business continuity points contribution
which will serve as a pattern based crisis management solution. A draft of the
semi-formal model including use cases has already been prepared.

– Development of the BIA Data warehouse based on the aforementioned ontology as
well as all the involved recovery complexity parameters and calculations. More BIA
tasks will be added such as risk assessment and determination of recovery exercise
categories.

– Detailed derivation of business rules including all the recovery cases including
constrains and rule engines.
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Abstract. The present article delineates the primary conceptual model of a data
warehouse system which is aimed for enterprise business impact analysis.
Currently, since the model is in its preliminary stage, only the classification of
critical business functions is present in the conceptual schema. Apart from the
conceptual model, the specific business impact analysis activity is illustrated
using the Business Object Relation Modelling approach, which is ideal for busi‐
ness process requirement analysis. The current conceptual schema will be used
as a guide for constructing the future complete meta-model, as well as a logical
schema regarding the specific business intelligence solution.

Keywords: Conceptual model · Business impact analysis · Business continuity ·
BORM · OpenPonk · Ontology · Datawarehouse

1 Introduction

Modern enterprise information systems are developed in order to support highly critical
business activities. A major challenge for the current business era is to minimize or
eliminate the probability of an unexpected system failover which can have a significantly
negative impact for any business entity. Business continuity plan (BCP) ensures the
continuity of business processes in catastrophe or disaster situations, building organi‐
zational resilience and mitigating risks [1].

Business continuity is a discipline which includes several disciplines such as, busi‐
ness continuity planning, service continuity and crisis management. Multiple
researchers and practitioners focus on the provision of new and practical software solu‐
tions [2] which will enable organizations face the business continuity challenge. “In
practice, when the IT units formulate a business continuity plan they have to prioritize
their business objectives. The specific task is performed with the business impact anal‐
ysis (BIA)” [7]. A recent, interesting and analytical checklist for prioritizing and clas‐
sifying critical business functions has been proposed by industry experts [6].

Data collection is an important activity throughout the business continuity manage‐
ment (BCM) development process [4]. Furthermore, every resilient organization,
through an enhanced sensing capability, integrates business intelligence in order to
improve situational awareness [20]. The main goal of the present article is to contribute
to the business continuity management domain by introducing a conceptual model of a
data warehouse solution which is aimed to assist in the efficient collection of the BIA
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data in an enterprise. Currently the solution has been designed in order to support the
non-arbitrary ranking of critical business functions, which is a crucial and omitted
element in currently available business continuity software tools. Finally, the contribu‐
tion can be utilized as a guide for creating ontological meta-models for the business
continuity management domain.

2 Motivation

Databases are the most important components of the modern information systems. The
most important database objects in relational databases are called entities and belong to
an entity type which, in its turn is a set of real world objects of interest to an application
[24]. The relationship between Entities and their information representation has become
the forefront of ontologies and information modeling, because conceptual models [3]
have become critical in encoding human understanding of information [18].

The Ontological approach to representing the transmission of clear and with low risk
of interruption messages in critical and unpredicted events via modern technological
infrastructure, is a prominent research topic within the global academic community. In
order to ensure clear communication, as well as to facilitate Critical Infrastructure (CI)
software interoperability, a common disaster ontology is needed [7]. Ontologies, can be
used to share knowledge with incident parameters, and thus effectively increase the
communication and countermeasures. Consequently, Ontological models can be used
as an effective approach to the formulation of a strategic policy towards unforeseen
critical events.

Business intelligence tools, such as data warehouses, can help organizations to deal
with enterprise related critical situations, for instance unexpected information system
interruptions. The BIA process helps in prioritizing business objectives in order to plan
recovery strategies including the rapid restoration of the most critical business activities.
However, the BIA task is, unfortunately, based on the business experts’ opinions. Some
studies indicate that “BIA is an exercise about the ability to home in on the things that
are important rather than the ‘hobby-horses’ of particular managers. Managers will have
different perspectives ranging from ‘there is no problem here so it doesn’t concern me’
to ‘my function is the most critical in the business, and I need many levels of resilience
built in, ready-to-roll recovery arrangements at an alternative site, etc’” [6].

The major challenge of the current contribution is to propose an ontological concep‐
tual schema for ameliorating the IT based communication within an organization in
order to prioritize non-arbitrarily their core business objectives. Multiple experts have
already proposed conceptual modelling solutions for data warehouses [24] which
support the manipulation of multidimensional data.

This can be achieved by estimating and determining proactively the approximate
maximum downtime periods of disruptions (MTD) of the core business functions. The
parameters involved in the corresponding mathematical computations are stored in the
facts and dimensions tables of the DW schemas. Thus, vast volumes of data from various
organizational resources can be gathered via IT based collaboration.
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3 Methodology

3.1 Ontology Theory

There are various definitions of ontologies, but perhaps the most cited one is “a formal,
explicit specification of a shared conceptualization” [23] that provides a common under‐
standing of information [8]. Several methodologies for ontology engineering are
proposed to design ontologies [18]. The most complete ones are METHONTOLOGY
[5] and On-to-knowledge [21]. Both approaches involve several activities among which
the most important are ontology specification, knowledge acquisition, conceptualiza‐
tion, formalization, implementation, evaluation, maintenance and documentation [19].
The current contribution includes the representation of a primary conceptual schema of
the target BIA data warehouse solution including the ontology specification of the
involved entities. Additionally, the conceptual schema is supported by its corresponding
business process model, illustrated by the BORM Object Relation Diagram [15].

The software tool which has been utilized to design the ontological schema is the
recently proposed open source and user friendly platform entitled OpenPonk [22]. In its
primary state, the conceptual formal expression of our proposed model is performed
with the help of the classical UML class diagram, due to the fact that “there is no well-
established and universally adopted conceptual model for multidimensional data” [24],
and also, “data warehouse design is usually directly performed at the logical level, based
on star and/or snowflake schemas leading to schemas that are difficult to understand by
a typical user”[24]. More sophisticated approaches for the conceptual representation of
an ontology, i.e. OntoUML [25], exist, however they have not been selected for the
current model due to the following reasons:

• further investigation of these approaches is required to determine their precise adjust‐
ment to the data warehouse case of conceptualization, and

• some experts indicate that the extensions of UML or ER models will not indeed solve
the problem of the complex and difficult for end users to understand schemas, as above
mentioned, because “ultimately they represent a reflection and visualization of the rela‐
tional underlying concepts and, in addition, reveal their own problems” [24].

3.2 Object Relation Diagram (BORM Model)

BORM has proved to be effective in the development and simulation of large and
complex business systems such as business intelligence represents [15]. The BORM
method has been in development since 1993 and has been a considerably effective and
popular tool for both users and analysts. BORM [13, 14] was intended to provide seam‐
less support for the building of object oriented software systems based on pure object-
oriented languages, databases and distributed environments [8]. Moreover, BORM has
been applied to various projects and case studies [16]. The Object Relation Diagram
(ORD) which is part of the BORM method, is utilized for depicting the criticality ranking
of a core business function based on specific computations.
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3.3 The Business Continuity Points Method

This method has been recently introduced by the author [17] as a tool for estimating the
recovery complexity of a business function. The method finds its roots in the use case
points method [11] used for software complexity estimation. The specific approach
permits the non-arbitrary criticality ranking of an individual business function in a
simple and objective manner. The analysis of the Business Continuity Points is beyond
the scope of the current article. However, a small reference is required in order for the
reader to understand the core entities included in the target ontological schema. The
main parameters of the business continuity points are the following:

• The Unadjusted Business Function Recovery Points (hereinafter UBFRP Value).
• The Estimation of the Technical, Environmental and Unexpected Recovery

Factor (hereinafter TRF, ERF, URF values).
• The Adjusted Business Function Recovery Points (hereinafter ABFRP value).
• The estimation of the Recovery Time Effort (hereinafter RTE value).

Impact Value Levels: the IVL concept has been proposed by Gibson [9] in order to
classify business functions based on their demanded recovery time. The criticality
ranking in IVLs is depicted in Table 1.

Table 1. Criticality ranking of business functions [9]

Impact value level Importance/criticality of BF RTOa MAOb

IVL = 4 BF maybe interrupted for extended period <168 h =168 h
IVL = 3 BF maybe interrupted for 1 or more days <72 h =72 h
IVL = 2 BF maybe interrupted for a short period <24 h =24 h
IVL = 1 BF should be running without interruption <2 h =2 h

aRTO = Recovery Time Objective, bMAO = Maximum Accepted Outage.

4 Results

4.1 Conceptual Model

Ontology Capture and Conceptual Representation
The specific steps include the creation of the core entities which participate in the BIA
process. Currently only the entities which are related to the criticality ranking of a busi‐
ness function based on its recovery complexity are demonstrated. The involved entities
are the following (see Fig. 1):
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Fig. 1. Model’s conceptual representation with UML class diagram (BIA data warehouse)

– Recovery Object (R-Object): the specific entity is the highest level ontological
object. A recovery object can be, a business function, a business process, a business
activity or an information system.

– Recovery Task (R-Task): the specific entity indicates the most important tasks
included in the BIA process. A recovery task is the criticality ranking of a recovery
object.

– Recovery Parameter (R-Parameter): the specific ontological entity includes Actors
and Factors which, according to the Business Continuity Points method, are param‐
eters which help define the Unadjusted Points (UBFRP), Adjusted Points (ABFRP)
and the Recovery Time Effort (RTE) values.

– Recovery Parameter Value (R-Parameter Value): in this entity the above mentioned
values are present as attributes of the specific class.

In the above representation, two objects are highlighted, namely R-Communication
and Risk Analysis. Communication is an entity which influences the entire BIA process.
The specific entity is inspired by an ontology which includes the “communication
package” [12] and which considers “communication” as a critical entity towards social
crisis events. The model includes two different ontological layers where communication
belongs to the Social Layer. The Physical Layer includes 3 other possible entity groups
which are all explained in detail by the author and are the following (see Fig. 2):

– Regions, Cells, Businesses, Wellness, People
– Infrastructures
– Events, Disasters
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Fig. 2. The four packages of Kruchten’s Model [12]

4.2 Business Process Model

The second output of the current paper is the Object Relation Diagram (ORD) (see
Fig. 3) which stems from the BORM approach to business process modeling and simu‐
lation. The specific diagram includes the following elements:

Fig. 3. ORD of the general BF classification process
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Participant A: Business Manager. A business manager may be any user who partici‐
pates in daily operations involved in the business function, a business continuity consul‐
tant or any stakeholder who has an active role in the recovery process of any unexpect‐
edly interrupted business function.

Participant B: The BIA Data warehouse. For efficient business continuity manage‐
ment decisions business intelligence tools are ideal. According to business continuity
experts the resilient organization, through an enhanced sensing capability, integrates
business intelligence in order to improve situational awareness [20]. BORM has proved
to be effective in the development and simulation of large and complex business systems
such as business intelligence represents [15].

Initiation: A business manager needs to classify a business function.

Action: The activities included in the general classification process.

Result: The proposed by the system RTE, IVL values. The result depends on which of
the two values the business manager (end user) will decide to use in order to classify a
business function.

5 Discussion

The first issue which should be explained further is the connection between the currently
proposed conceptual model and the ontological layers proposed by Kruchten [12]. The
current model, as inspired by Kruchten’s approach, includes Communication as a sepa‐
rate entity which influences the BIA process. Moreover, the ontological layers in the
present model are not limited to social and physical, as in Kruchten’s model, but are
now expanded to 3 layers, which are depicted as attributes to the designed classes in the
conceptual model. For instance, in the Class Communication the attribute c-layer is
included (c-Layer stands for communication layer). The other two layers are the o-layer
(object layer), and the p-layer and t-layer (parameter layer and task layer).

Moreover, the current conceptual model is not proposed as the final conceptual meta-
model, where all the facts and dimensions tables are determined. The present contribu‐
tion serves as a tool for the initial ontology capture which precedes the design of the
conceptual meta-model.

Ontology evaluation is another remaining task in the current research. A detailed eval‐
uation as proposed by ontology experts can be divided into two sections, such as internal
evaluation (during the design process) and external evaluation (after designing) [26]. An
immediate research concern is the internal evaluation of the current model using a highly
sophisticated and recognized software solution for ontology evaluation and validation,
which is the Protégé tool [26]. The specific task is implemented throughout the coding
stage of the ontology construction and after the integrated conceptual model has been
standardized. The second evaluation step is the application of the approach in a realistic
case study. User feedback of the proposed business continuity data model, initially at a
departmental level as a data mart solution, can be utilized as a driver for its further
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application to a broader organizational environment. In order for the user’s feedback can
be obtained, the development of the physical model is an additional prerequisite.

6 Conclusion – Future Work

The currently presented conceptual model includes the preliminary expression of the
target BIA data warehouse solution. The current state of the research includes the
important entities which participate in the BIA process, as well as an OR Diagram which
illustrates the decision making process with respect to a crucial BIA activity, namely
criticality ranking of the critical business functions. The work is in progress and the
entire solution will include more BIA tasks, i.e. Risk Assessment, Documentation of
Recovery Exercises and Decision Making with regard to the MBCO (Minimum Busi‐
ness Continuity Objective).

Moreover, the development of the BIA data warehouse logical schema is still in
progress. The logical schema shall include a set of dimensions and facts [24]. The overall
mapping between the logical schema and the finalized conceptual model will be the
subject of a forthcoming paper. Finally, an important pending research task is the
model’s testing using data from the industry after the completion of the physical model.
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Abstract. The Business Process Management is considered as a new way of
managing the organization. It’s based on the principles managing the organization
when the processes have the key role. It is managerial discipline that uses the
technologies for the process oriented management. The authors discuss the possi‐
bilities to measure quality of process models’ design and give the answer to the
questions: how to measure the BPM quality, if it is possible and, if yes, how to
do that. The authors use collaborative usability lab and suggest to implement “pair
usability testing” principle for BPM quality evaluation.

Keywords: Business process model · BPMN · Measures of quality of process
models

1 Introduction

The Business Process Management is according to [1] considered as a new way of
managing organization and it is based on the principles managing the organization when
the processes have the key role. According to [2] it is the managerial discipline that uses
the technologies for the process oriented management. Generally, it is said that Busi‐
ness Process Management is a complex of methods, tools and technologies used for
design, approval, analyses and company process management. Thanks to that, it is
possible to set customer needs as primary ones, achieving success by what stated in [1].

The Business Process Management brings the change of the view from production
oriented (a large number of products at a low price with a goal to meet the needs of the
market for the price of surplus products – see consumer industry also so called industry
3.0) to the production targeted at the customer needs fully utilizing opportunities of the
organizations. This production, characterized by the product (or service) is not only a
tangible object produced according to the defined technological processes. The product
is supplemented by a digital dispatch. The digital dispatch carries the identifying target
customer, his specific needs (for example color of the product is not determined by
heuristic estimate of the future demand of the market – black cars 20%, white 18% and
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red ones 5%) and also technology procedure needed for the realization of the final
product. These are the thoughts of the industry 4.0. These are based on the mechanism
of the “Cyber-physical system” [3].

This mode procedure of the management brings synergy effect in terms of customer
satisfaction to achieve maximum possible efficiency of the organization (the minimum
production to warehouse, accurate production planning etc.). To get the real meaning,
it is necessary to bridge a lot of real problems. Among these errors there are ambiguous
designation of:

• scope (where direct the process),
• metrics (how to fulfil the individual’s goals),
• owner of the process (who is responsible of the business process),
• inputs (what really joins the process),
• outputs (what really stands out of the process),
• limitations (connected to the process).

These questions come out from the Capability Maturity Model [4], that defines
following levels of maturity of the project:

1. level - there is no process management. The processes and their management within
the organization is chaotic and undefined.

2. level - initial management of the processes. The processes are realized ad-hoc. The
organization’s success is based on the individual performance.

3. level - repeated project management. The basic processes of the company are iden‐
tified and their execution complies with the certain discipline.

4. level - defining the process management. The basic processes are described, stand‐
ardized, documented and integrated within all of the organization. The compliance
of these processes in the organization is enshrined as a duty.

5. level - driven process execution. The processes have defined appropriate indicators,
regularly reviewed. Thanks to that it is possible to realize minor changes of the
software without measurable loss.

6. level - optimized process control. Processes are continuously improved. defining an
innovation cycle.

To allow the target improving the level of maturity of processes, the organization
should be implemented with the life cycle of the Business Process Management (see
Fig. 1).

Thanks to the BPM, life cycle can increase organizational effectiveness, minimize
the cost and eliminate increasing the cost and their overwork [1]. Just the first step of
the BPM life cycle is a model and designing that it brings following advantages [5, 6]
and this is turn brings following advantages:

• visibility of processes – anyone can see the process, measure and simulate different
parts of the process, detect the errors in the design,

• transparency of the process – all participants can see the whole of the process and
not only a part defined for them.
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None of the modelling languages or tool alone are enough to create concise, clear,
precise and graphic quality process models. It is necessary to deal with the possible ways
of interfering the quality of the process models. Affecting the quality of the process
models is possible in several ways. Either during the modelling or retrospectively or
after the modelling of the process models. Affecting the quality during the modelling
helps methodologies and recommendations how to design the processes. These meth‐
odologies include:

• SEQUAL Framework [7, 8].
• The Guidelines of Modelling (GoM).
• Quality Framework for conceptual modelling (ISO 9126 standard for software

quality).
• Seven Process Modelling Guidelines (7PMG) [9].
• Process models quality metrics [5].

Disadvantage of using the first four methodologies can be that except some experi‐
ences with modelling of the business processes; it can be difficult for the non experienced
designer to apply the recommendations in the model because he may misunderstand or
apply them wrongly.

Numerous modelling languages exist for the creating of the process models during
the model and design phase.

For example:

• Unified Modeling Language (UML) [10].
• Business Process Model & Notation (BPMN) [11, 26].
• Event-driven Process Chain (EPC) [12].
• Petri Nets [13].
• Finite State Machine (FSM) [14].
• Subject Oriented Business Process Management (S-BPM) [15].

Fig. 1. Business Process Management life cycle.
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• Yet Another Workflow Language (YAWL) [16].
• Business Object Relation Modeling (BORM) [17].

Outputs of the modelling languages is possible generally understanding it as a graphs.
Sometimes the process is possible to write down in structured form. We are able to work
with the graph using familiar mathematical procedures. Most of the applied metrics for
quality measurement is based on the graph analysis. The most widely used measures
are:

• The number of elements.
• The complexity of the flow control.
• The immersion of the depth decision.
• The degree of clarity.
• The complexity of interconnections.

Each of the measures focus on one area of the process model and ignores other areas.
The measure can mark the model as a correct modelled one according to one specific
area. The model can be incomprehensible for the reader of the model. According to [6]
“It does not exist one general measure that can affect the process model from all the
areas and determine if it is clear and “understable”” (Fig. 2).

Fig. 2. Business Process Models common notations

Here we define the factors that influence “usability” of the process model. These are:

1. Graph elements (symbols for the nodes and arches, limitation of the logic blocks of
the process, option and view of the nesting node).

2. Possibility due to the notation of the graph to affect modelled reality. If we try to
generalize the process steps, we will lose part of the modelled reality. Or if we choose
the approach similar to BORM (i.e. we are trying to write down the streams and we
are creating the model with a lot of the elements).
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3. The ability of the process designer to convey the reality.
4. The ability of the reader to understand the process reality.

We are calling these attributes 4F4U BPM … which stands for Four factors For
Usability BPM.

2 Research Questions

The research team focused just on factors 4F4U BPM and provided following research
questions:

• Have the size and model structure influence to the intelligibility of the process model?
• From what number of elements does it make sense starting the process model hier‐

archically divided?

The team decided for these questions to process the feasibility study in the Collab‐
orative Usability Lab in the context of 4F4U. The modelled language for the process
models design was chosen from the BPMN [11, 18] and Camunda Modeler tool was
chosen for the modelling.

The right environment for the 4F4U is Usability Lab. According to [19] “Usability
Lab Allows to effectively track user interaction with the computer.” It consists in obser‐
vation of the user activity by recording desktop, recording responses on the subject and
call record “Thinking aloud”. By J. Pavlicek and R. Bock [25]: The designed Collabo‐
rative Usability Lab complements interaction to interaction of the tested persons (Partic‐
ipants) between them. It is possible to monitor and effectively measure the defined
factors in the lab. This measurement is called Usability testing of the process models
(Therefore in the context of 4F4U).

3 Materials and Methods

Based on the [5, 6, 20] the research team defined the three testing research methods:

• Classic testing using UI Study according to [19].
• Collaborative testing using the lab HUBRU [25].
• Collaborative pair testing J. Pavlicek and R. Bock [25] using HUBRU lab.

All the methods used as default approach traditional Usability study [19]:

• definition of the users (Personifications),
• qualitative test,
• test scenarios (cognitive or heuristic),
• screen records,
• Think aloud record,
• Moderator leading,
• Post interview.
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Furthermore, it was completed by new approaches J. Pavlicek and R. Bock [25]:

• monitoring by the eye camera,
• collaborative testing (by the collaborative studies),
• pair testing (by the pair studies).

3.1 Classic Testing

Classical usability test approach
During this test the participant tries to achieve everything from defined goals Fig. 3.
During his/her work the usability researcher records his/her behaviour by the behaviour
camcorder and records the computer desktop. The participant has to think aloud. It
means, he/she has to comment his/her activity. His/her ideas are recorded too. Finally,
(after the test is finished) the researcher makes the final interview. This interview can
expose gaps at the GUI design. These gaps can be (not matter of course) recorded by
researched during the study. The researcher tries to recapitulate them. Thanks to this
approach the researcher can finally define all usability issues. According to the Jacob
Nielsen [19] 8 participants are enough to expose 90 percent of Usability bugs. It means,
we should test minimally 8 participants, but for example twice more (16 participants)
is ineffective yet. It consumes more resources (time, money) and the results are not
significantly different.

Fig. 3. Usability study approach

We call this approach l “classical” of “common” according to the J. Pavlicek and R.
Bock [25].
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Advantages
The main advantage for the classical usability study (Fig. 3) is the deeply known meth‐
odology, how to lead it, how to gain data from it. The Jacob Nielsen team [19] developed
huge amount of technics and UI Lab used for this purposes (Fig. 4). In the world there
are teams that perform these studies and get business result from them.

Fig. 4. Classical usability lab

Disadvantages
The classical approach for the usability testing is “de facto” etalon till now and it’s very
hard to classify disadvantages. We didn’t gain some publications, talking about classical
usability testing disadvantages. But we can do that. We could be – maybe – the first.
The main problem is the price. Each Usability study is very expensive, because each
participant “occupies” the whole lab. Because the pure time (pure time without
researches introduction, coffee break etc.) for common Usability test consumes between
30–60 min (plus time for data collection by researcher, time for the usability scenario
explaining etc.), the time for each participant is multiplied by the amount of these
minutes. According to the Jacob Nielsen [19] research, we need approx. 8 participants
to find the main usability bugs. That means two working days for Usability study.

But another problem is the participant isolation. No paper talks about that, but the
problem really exists. By the term isolation we understand: the participant works over
the psychical pressure. He/she is recorded by camcorders, eye tracking system, his/her
ideas are recorded by “think aloud” mechanism. The participant might spend more time
of investigation of some problem, than in the real live. This behaviour really exists and
we recorded that during the collaborative usability study. We will be talking about this
in this paper.
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3.2 Collaborative Testing

The term Collaborative testing approach was defined by J. Pavlicek and R. Bock [25]
for the collaborative usability lab (Fig. 5) developed at the CULS Prague as a part of
HUBRU lab [25]. This approach follows the authors’ experiences gained during their
work on the usability labs constructions at the California, Menlo Park USA and the CTU
UI lab construction. The Jacob Nielsen usability studies tests only one person/participant
during the one session. In some cases, this kind of usability test allows to test two
participants. Some specific type is “baby lab”. In this case we are testing GUI used for
babies. So babies are performing the test at the group. But this study focuses on children’s
interaction. Pavlicek and Bock defined new lab architecture for the observing room.
While the classical usability study tests only one participant, our approach can tests 10
participants together (according to Nielsen 8 is enough for classical study). It’s possible
thanks to different Usability Lab architectures. In epitome we designed two crescents
desks with 5 PC. The whole of the room is controlled by 4 environmental camcorders.
Each PC desktop can be recorded and the middle PC’s are equipped by Eyes tracking
system. So we can record the participant eyes activity during the test. The final interview
can be performed at the Usability room or in the meeting room (outside the lab).

Fig. 5. Collaborative usability lab [25]

Advantages
Main advantage is the price for the study. As the Usability study can be done in one lab
with 10 participants simultaneously (Fig. 5), the study time is rapidly decreasing. During
this kind of study, we can very quickly expose the design bugs at the GUI. Thanks to
the UI Lab architecture, it’s possible to test process steps as for example:
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• call center,
• service department,
• customer (who needs help).

and we are able to test all mandatory business process steps in real time. This mechanism
brings new horizons for GUI testing. Now it’s possible to test not only GUI, but the
business steps too. Each business process, each kind of business process needs specific
GUI expression. And we are able to test all possibilities in real time.

Disadvantages
We have to state [25], we don’t expose some fundamental problems during the Usability
studies. The collaborative UI Study opponents discussed about the missing “Think
aloud” technic. During this study type it is really problematic to be loud because it’s
disturbing to the others participants. Another criticism is that during the UI study,
participants can copy from the others. And another idea is, that during collaborative
usability study is not possible to expose all bugs (in comparison with classical) because
the UI researcher doesn’t have time to do it (because he/she has to control even 10
participants). But nothing about this was detected during our studies.

3.3 Pair Testing

Pair testing was proposed by J. Pavlicek for the K. Jelinkova [6] diploma thesis CTU
FIT Prague. It is “de facto” special type of collaborative Usability study. The “Pair
testing principle” follows the pair code review ideas. The code review is used for the
software code quality compliance. The pair “junior - senior” or “senior – senior” check
their code mutually. J. Pavlicek [25] suggested to use similar principle for the business
process model quality checking. This principle is very close to reality. The process model
is almost every time evaluated by more users. The situation, where the user is alone, in
the stressful situation (similarly like at the classical usability study in the lab) is very
improbable. The important tasks needing high level concentration on the process model,
are almost exclusively the team oriented ones. During the pair testing one participant
reads the process model and the test scenario, second participant finishes demanded
tasks. Their consensus is thus the answer on the demanded task.

3.4 Participants Hiring

Participants were hired from students of Informatics science or engineers - software
developers from business area. The age interval was from 22–38 years old. In the partic‐
ipants group we did not hire experienced BPM designers. The highest participant’s level
of business modelling was intermediate. This condition was very important. We need
to gain answers from the humans, who are close to the process modelling area, but who
are not natively doing it. Laymen’s are not able to understand the problem context,
experienced designers have influent the mental model and their answers are out or reality
(respective out of “standard” process model users).
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The time for the Usability study was not directly set. But we noticed: If the model
consumes more than 10 min, the participant started to be stressed. This stress brakes the
main idea of Usability which we intuitively call: “Do not make me feel dumb”. It the
participant starts to feel dumb, he/she loses enthusiasms to continue the test. In this case
we have to expose what happened:

• the Usability of model is bad (it should be improved = Usability bug).
• the test scenario is wrong (the usability researcher prepared wrong test).
• the participant skills are not suitable to finish the task (it means, he/she is wrongly

hired and it’s generally usability researcher bud – if the participant didn’t lie during
the hiring questionnaire – unfortunately, sometimes it happens.).

According to these findings we can deduce quality or less quality of designed model.

3.5 Post Review

After the Usability test it is necessary to make participant’s final review. This review
exposes:

• Likes – what was great (during usability test performation).
• Dislikes – what was wrong.
• Recommendation – that’s very often deeply described, what should be better in the

design (that is not so sharp Like or Dislike).

4 Results

4.1 The Size and the Structure Affect the Clarity of the Model

The test was conducted on the selected processes of the university study department and
selected logical games. These processes are relatively simple and understandable. These
processes are easy imaginable for the students (the students formed the main testing
group) [6, 21, 22]. The final verification was divided into three groups:

• cognitive Usability testing of the flat process,
• cognitive Usability testing with the hierarchical process with nesting,
• verification participants gained knowledge and gaining feedback.

The test was conducted in 3 groups for 7 participants.
The tested models were in paper form (with possibility also to view it electronically).

The study was conducted in collaborative environment. However, there was no collab‐
oration.

The size of the model is very important. It is an expected result. The participants
worked the best with the plain model. All the information was readable from one model.
The model was worse readable due to its size. It was not clear which process was the
main one in the hierarchical model.

The process has the purpose to nest only in the case of the high number of the
elements. The result is 4F4U:
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1. the used elements are understandable,
2. the BMPN notation enables capture the modelled process with the sufficient fidelity,
3. the designer did not design the model precisely enough,
4. understanding of the model decreases with the number of the nesting and with the

model size.

4.2 From What Number of Elements, Does It Make Sense to Start the Process
Model Hierarchically Divided

The research team work to answer this question for a long time [5, 6, 20–24]. As it is
stated in [6] for the testing in the second phase it was chosen 5 processes from the FEL
CVUT portal. The 3 processes were prepared according to the own experience and with
the supervisor consultations. She modelled 6 processes for the testing of the number of
elements measure and for the depth of the process 2 processes. The methods 7PMG [9]
recommends to divide the process into hierarchical with over the 50 elements. The goal
was to prove or disprove this claim.

The processes for the measure of number of the elements:

• the tax form (the process contains 27 elements),
• the study termination due to transfer to another faculty (31 elements),
• the study interruption (35 elements),
• the self-employed registration form (40 elements),
• inclusion to the specialization (university) (48 elements),
• Erasmus study (61 elements).

The processes and the set of the questions were presented to the participants. The
participants should evaluate the process after the completion of the issues. They were
to evaluate, on the scale from 1 to 3, how the process was intelligible, how they could
orient in the process, how difficult for them was it to understand the process and how
well-arranged was the process.

The values were set as follows:

• intelligibility: 1 (intelligible) - 2 (less intelligible) - 3 (non intelligible),
• process understanding: 1 (easy) - 2 (slightly difficult) - 3 (difficult),
• clarity: 1 (well-arranged) - 2 - (less well-arranged) - 3 (confused).

After every evaluation the participants could stop the study. It was very important
to obtain the feedback of the participants (Table 1).

The table shows, that the number of the participants filling the questionnaire
decreases with the higher number of the process elements. It is due to difficulty to
understand the process model. The process is more complicated and less well- arranged
with the higher number of elements. It is very difficult to search in the large processes.
The number of errors decreases with the higher number of elements. It is given due to
the fact that with the higher number of the elements decreases the number of the partic‐
ipants that evaluated the process. It was given due to the fact that the complex models
were able to read only the experienced participants (seniors). This process is unreadable
for the beginners.
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Table 1. Number of elements measure in classical test

Process 1 Process 2 Process 3 Process 4 Process 5 Process 6
Number of
elements

27 31 35 40 48 61

Participants
count

10 10 7 5 4 3

Process
understandability
percentage (%)

1,7 1,5 1,86 1,6 1,75 1,67

Process clarity
percentage (%)

1,7 1,7 1,71 1,6 2 2

Process
orientation (%)

1,7 1,6 1,86 1,6 1,75 1,67

That is why we introduce the collaborative test in which all the participants could
advise each other and they worked still in pairs (Pair Usability test).

The table shows the significant decrease of the orientation evaluation, clarity and
intelligibility. The participants could explain each other different parts of the model.
They easily understood the process then.

Notice
We have to expose, that the results contain methodological error. From mathematical
point of view, it is not possible to make averages from ordinal values. We should present
histograms, mode or median. But none of these discussed show the model dependency
strongest quality attributes, like average. And we are sure, if we used one from discussed,
the result will be similar (sure - not the same) but the results will be hardly readable.
Finally, we decided to make this error and we take example from Function point analysis
[27] or Use Case point’s analysis [28] (which solves the same problem – averages from
the ordinal values. Authors know about this methodological error, but will work with
that, because there is not an easier way, nevertheless notice that).

The findings from the results we try to interpret according to [6]:

• The process is more complicated and less well- arranged with the higher number of
elements.

• The user has the problem with the orientation in the large process.
• Zooming into the detail the user does not have the view about the whole of the process.
• Optimal number of elements, in which is needed to divide the process into hierarch‐

ical, is 35.
• Maximal number of elements, in which is needed to dive the process into hierarchical,

is 40.

The collaborative test showed the new result (which should be studied in the future).
Time for the finishing of the usability task is limited. Especially for the Business process
model probably exists (we should study it in the future) something as maximal time
spend for the model comprehension. And this time probably short correlates with the
process complexity. As we can read from Table 2, the big size processes are not finished
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in the Collaborative approach with the Pavlicek’s [25] Usability pair testing method.
During the post review we gained the participants don’t want to perform so big process
models.

Table 2. Number of elements measure in collaborative test with the pair testing

Process 1 Process 2 Process 3 Process 4 Process 5 Process 6
Number of
elements

27 31 35 40 48 61

Participants
tuples count

6 6 6 2 – –

Process
understandability
percentage (%)

1 1,17 1,5 1,5 – –

Process clarity
percentage (%)

1,33 1,33 1,33 1,5 – –

Process
orientation (%)

1,17 1,17 1,5 1,5 – –

5 Discussion

It is evident, that the size of the process model (number of its elements) affect the itself
readability. Of course, the generalization of this problem must be placed into the context.
The different evaluation will be by the experienced process model designers, and
different for common user (like we described at the Participants hiring chapter). All
process models are prepared by our team, and follow these ideas: the model has to be
readable by common user, the model must contain the “common” symbols only, the
model must follow the BPMN rules, the model must describe common process (as it is
for example the course final exam enrolment). The models were focusing for common
users as the students, parking system users, some internet shop users … etc. – briefly
normal users who have elementary computer skills. In this context the tests were
prepared and in this context it should be interpreted.

The usability pair test showed, the participants don’t want to “waste” time to read
(and understand) such a big process model. This finding is very important. It says (as
we discussed in the chapter “Results”) that the process model size has to be in 30–40
intervals. But it shows that the process model reader enthusiasm disappears, if the
process model is so complex. This phenomenon is underlined, if work with the process
more users and if they can collaborate (as is usual). In this case – could happened, the
readers make deal – the process is incomprehensible. And they lose the enthusiasm to
try to understand that. This is a big difference between classical usability approach,
where the participant tries to finish the task (because he/she feels to be monitored and
important to achieve the goal), although he/she stopped it in the real life. The collabo‐
rative usability pair test exposes this gap very early. If the process is “incomprehensible”,
the participants gain the same feeling and stopped the test immediately (one human is
alone – he/she can make mistake, but if two have the same opinion? It’s probably true).
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The problem of elements number at the process model is not the new finding.
According to 7PMG [9] is needed with the 50 elements reduce the process by nesting.
This statement we propose to state. Already with the number of 30 elements the process
began to be complicated for the beginner reader (non experienced). The intermediate
reader (designer) begins to have the problems with more of the 40 elements. The prob‐
lematic of the process nesting is one of the other dimension of the complexity. It is clear
that the complex processes should be divided into subprocesses. Our research proves
that the process nesting has purpose in the moment when the number of the elements is
between 30–40. When the designer decides to nest the process with the less number of
the elements, he unnecessarily complicates the readability and usability.

6 Conclusion

The business process model usability is possible to measure and directly influent by the
suitable metrics, at the context of our 4F4U factors. The first measure, which describes
the model complexity, is the number of used elements in the model. Second measure is
the nesting number. Third measure is the process average nesting number. Unfortu‐
nately, we cannot define that the process is less usable if the number of nesting is 2 in
comparison with number of nesting 1. It’s evident that thanks to the digital technology,
the problem with number of nesting partially drops out. Especially in the comparison
with the printed (hard copy) version. From this point of view, we have to keep in mind,
who is the final process consumer. The context is significant here. The student visiting
the university web page by the HTTP browser has with the number of nesting smaller
usability issues, than the parking guidelines consumer in front of the printed version in
the department store garages.
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Abstract. In this paper, an analytical solution is built to approach the topic of
strategic misalignment from an enterprise architecture (EA)-based perspective.
The study aims to accomplish an EA-based, systematic analysis of mismatches
between business and information systems. The research takes a pattern-based
approach to reveal the symptoms of malfunctioning alignment areas. In this study,
the analytical potential of pattern generation and rule testing are utilized in
complex EA environment. Misalignment symptoms – defined as formal patterns
– are detected in the underlying EA models by using XML validation tools.
Pattern generation and rule testing are supported by Schematron, a pattern-based
XML validation language. The operation, the correctness and the significance of
the approach is validated via a compound case study at a road management
authority. The proposed research has the potential to extend our understanding
on assessing the state of misalignment in a complex EA model structure by
applying rule testing and XML validation techniques in EA environment.

Keywords: Strategic alignment · Misalignment symptom detection · Enterprise
architecture analysis · Pattern generation · Rule testing

1 Introduction

The study discusses the strategic misalignment between the business dimension and the
information systems dimension. The aim of the study is to contribute to the above-
mentioned concerns and gaps by introducing a framework that addresses these issues.
The study conducts misalignment analysis by proposing a pattern-based framework to
detect the typical signs of misalignment in an organization. The proposed framework
performs misalignment analysis by taking a symptom-based approach. It aims to accom‐
plish an EA-based, systematic analysis of mismatches between business and information
systems.

In recent years growing body of literature has examined alignment evaluation
methods [e.g. 5, 11]. Most of the introduced approaches for alignment measurement
build on strategic and/or functional level assessment and include top-down construction
approach. On the other hand, the minority of the cited approaches deal with the evalu‐
ation and correction of alignment, which significantly decreases the applicability of these
methods for misalignment assessment. The proposed research will extensively utilize
the technique of misalignment detection [3]. The research framework will reflect the
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recent studies of misalignment models and processes [3, 6, 10]. The proposed misalign‐
ment assessment framework will use a symptom-based method. A misalignment
symptom catalog will be generated from recent literature on misalignment symptoms
[e.g. 3]. Several works have addressed the problem of EA analysis [e.g. 2, 12]. All these
works explore the applicability of EA analysis for EA evaluation, however, they do not
specialize EA analysis for (mis)alignment assessment. There have been many attempts
to investigate reciprocal contributions between strategic (mis)alignment assessment and
EA analysis [e.g. 1, 8, 9]. Recently, there has been an increased interest in EA-based
alignment assessment, especially in matching EA domains to evaluate the state of align‐
ment in an organization. The problem of enterprise architecture alignment has also been
extensively studied in the literature [e.g. 4, 7]. EA alignment methods try to integrate
alignment evaluation frameworks, misalignment assessment frameworks and EA anal‐
ysis techniques to propose EA-based tools for (mis)alignment assessment. However, for
the most part, existing approaches have no explicit potential for misalignment symptom
detection. None of the proposed techniques can be directly applied to this problem. The
contribution of this study extends results on approaching EA-based misalignment
symptom detection. The framework proposed in the study can be considered as a
precursor step for integrating the concepts and potentials of EA analysis, (mis)alignment
assessment and EA alignment.

In this study, a pattern-based misalignment assessment framework will be tested via
a case study at a road management authority. The framework is able to reveal the
mismatches between the different alignment domains in the underlying EA models. This
study is concerned with illustrating the applicability of the proposed framework. Case
analysis will demonstrate the operation, correctness, relevance and accuracy of the
framework. The empirical validation will contain all the analysis results on pattern-based
misalignment assessment.

The rest of the paper is structured as follows. It first establishes the research
methodology in Sect. 2. Empirical validation of the proposed framework is presented
by a case study in Sect. 3. Results are discussed and implications are presented in
Sect. 4. At the end of the paper, conclusions are drawn and future research direc‐
tions are determined.

2 Research Methodology

This section proposes an overview of the research methodology used in the study. In
this part, an analytical solution is built to approach the topic of strategic alignment from
an EA-based perspective. The problem of business-IT alignment is translated into the
aspects and analytical potential of enterprise architecture. The section has two main
parts. First, the conceptual design is given about the research framework. This part is
followed by the introduction of the proposed research methodology.

Conceptual Design. The research takes a rule-based approach to reveal the symptoms
of malfunctioning alignment areas. The research steps are aggregated into three layers:
(1) Misalignment Layer is concerned with the construction and formal description of
misalignment symptoms. Misalignment symptom construction is based on the matching
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of the Strategic Alignment Model (SAM) alignment domains [11]. Formal description
of misalignment symptoms consists of pattern generation. (2) EA Model Layer aims at
preparing the underlying enterprise architecture models for the misalignment symptom
detection. The phase consists of model transformation, artifact decomposition, and
export file generation. (3) Analysis Layer is concerned with the implementation details
of the proposed research. EA-based misalignment symptom detection will be performed
by means of formal rule testing, i.e. the analytical potential of pattern generation and
rule testing are exploited. Misalignment symptoms are defined as formal rules. After
rule construction, rule testing approaches are introduced.

Proposed Research Methodology. The proposed research methodology builds on the
above introduced conceptual design and uses the three-layer approach. The framework
has four main parts, which are connected to the corresponding conceptual design layers:
(1) Alignment perspectives (P.§§) are used to structure the approach of misalignment
symptom detection. Alignment perspectives are decomposed into constituent SAM
domain matches (C.§§). It refers to the Misalignment Layer. (2) A misalignment
symptom catalog (S.§§) is composed of symptom collections found in the recent liter‐
ature on misalignment. It also refers to the Misalignment Layer. (3) An artifact catalog
(AF.§§) is introduced, which summarizes potential containing EA models. It refers to
the EA Model Layer. (4) EA analysis catalog (A.§§) describes potential EA analysis
types that are suitable for revealing misalignment symptoms in containing EA models.
It refers to the Analysis Layer. The proposed research methodology uses an alignment
perspective-driven approach. In the first step, traditional alignment perspectives are
provided with typical misalignment symptoms. In the second step, relevant artifacts are
connected to the misalignment symptoms, which may contain the symptom in question.
In the third step, suitable EA analysis types are recommended to the misalignment
symptoms. These EA analysis types are able to detect the symptoms in the recommended
containing artifacts.

Implementation details of operating the proposed framework are summarized briefly
as follows. Queries are written by using the XPath language and the Schematron
language. Schematron language is used for making assertions about patterns (i.e.
misalignment symptoms) found in the XML exports of the EA models. XPath language
serves as a supportive language for defining the context of the queries. Schematron-
based queries with embedded XPath expressions are written and later validated in an
XML validation tool.

3 Pattern-Based Misalignment Symptom Detection with XML
Validation: A Case Study

In order to provide a proof-of-concept evaluation of the proposed approach, a case study
was conducted employing a prototype of the research framework in a road management
authority. The case study clarifies the operation of the framework by applying it in the
context of a real EA model structure. The study was carried out in a fragment of the road
management authority’s EA model structure. It described a road control initiative,
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showing the relevant EA models and artifacts to be modified during the progression of
the project.

The road management authority is a non-profit government corporation that handles
matters relating to road safety, road traffic management, and transportation for around
32000 km national public road network. The scope of activities spans from road oper‐
ation and road maintenance over professional services to providing road information.
In its actual form, the authority was set up in 2006 as a successor of a previous road
management government authority. The headquarter and three sites are located in Buda‐
pest, and the authority has approx. 170 branches around Hungary. In 2016 the authority
employed around 8200 employees. Road control initiative is a pilot project for setting
up the EA practice in the authority. The initiative is part of an integrated road network
development project which aims to transform the internal operation as well as to opti‐
mize processes in order to increase operational efficiency and transparency within the
road management authority. As part of the above introduced integrated road network
development project, the road control project is concerned with the implementation of
a traveling warrant system. The goal of the project was manifold: (1) to achieve real-
time road control information forwarding, (2) to deliver up-to-date information and
control specifications onboard, (3) to provide exact information retrieval about past
activities and coordinates by place and by date, (4) to provide electronic administration
about road control, (5) to provide an expandable and integral solution for road control
support, (6) to decrease paper administration related to road control tasks.

The general model structure at the road management authority consists of several
layers. There are some modeling resources available concerning the Business Archi‐
tecture, Data Architecture and Application Architecture, but there is no modeling
instance for technological, the infrastructural projection of the organization. As for the
model structure of the road control initiative, the model structure consists of 4 EA
domains: Business Architecture, Data Architecture, Application Architecture, and Tech‐
nology Architecture. There are both between-layer and within-layer artifact connections
in the model structure. The model structure in the road control initiative offers an in-
depth analytical potential for EA-based misalignment assessment. The small size and
the compact nature of the project ensure minimal but sufficient validation of the proposed
framework.

Before commencing misalignment symptom detection at the case organization,
preliminary reviews were organized in order to get acquainted with the conditions in the
organizational state. Preliminary reviews were conducted by interviewing stakeholders
of the initiative. Interviews served as an initial consultation about influential areas to
review and the perceived problems concerning business-IT alignment. Interviews
revealed several problematic business-IT areas and therefore provided us with prelimi‐
nary assumptions of alignment problems and possible organizational areas for misalign‐
ment investigations. An initial list of problematic business-IT areas is referred to as a
prefatory step for operating the proposed framework. In order to prepare for misalign‐
ment symptom analysis, perceived malfunctioning areas are translated into misalign‐
ment symptoms using the proposed misalignment symptom catalog. Subsequently, an
EA layer-based categorization was given about the perceived misalignment symptoms.
This categorization has guided the symptom detection and it helped to understand the
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nature and scope of perceived misalignment symptoms in the case organization.
Perceived alignment problems were analyzed according to the following misalignment
symptom categorization scheme: S.C.01. Symptoms that can be managed and detected
in EA scope. S.C.02. Symptoms that can be managed in EA scope in reduced extent, i.e.
analytical potential only for simplified, incomplete symptom detection. S.C.03. Symp‐
toms that cannot be managed and detected solely in EA scope, other information sources
are needed for symptom detection. These symptoms will be handled in future work. The
analysis formed limitations for framework applicability i.e. detected those symptoms
that cannot be handled within EA scope. Thus, misalignment symptoms being under the
category of S.C.03 were not analyzed with the proposed research framework.

As part of misalignment symptom detection, Schematron queries were processed
against every suitable EA model within the road management initiative. Most of the
symptoms used several EA models for detection but there were also examples for sole
EA model symptom detection. In the former case there are three alternatives for multi-
model usage: (1) Different model variants are analyzed in the query. This means that
the symptom is processed in more or every state of the project. (2) Two or more EA
models are used in the queries for mostly comparative queries. In this alternative, the
queries can be later analyzed according to the changes in model variants over time. (3)
Both different model variants and two or more distinctive model types are used in the
queries. Similar to the previous alternative, changes in model variants can be analyzed
over time as well. Subsequently, the general Schematron queries will be personalized
to the suitable EA models. The expressions of rule context and assert or report test were
provided with appropriate attributes and values from the EA models under review.
Outputs and processing results were interpreted in detail for every misalignment
symptom together with indicating constraints and possible extensions.

4 Discussion

The case study was concerned with illustrating the applicability of the proposed research
framework. To assess the state of misalignment at the road management authority, the
proposed research framework was used. The case study provided considerable insight
into the applicability of the proposed research framework. In addition, it has demon‐
strated the utility and usability of the proposed framework as well. The detection results
confirmed the usefulness of the proposed research framework as a misalignment assess‐
ment framework

The proposed framework has highlighted significant analytical potential compared
to the inbuilt query power of sole EA modeling tools. The relevance of the proposed
research framework against the simple and usually limited analytical potential of EA
modeling tools was clearly demonstrated by the in-depth analysis in the empirical vali‐
dation section. In addition, the study provided support for transforming misalignment
symptoms into misalignment queries via pattern generation and rule testing techniques.

Misalignment symptom analysis and detection provided insights about query types.
Evidence from the case study suggested that there are distinct types of misalignment
symptoms that can be detected by the proposed research framework. The case study

Pattern-Based Misalignment Symptom Detection with XML Validation 155



demonstrated that the proposed research framework is applicable for detecting the
following types of misalignment symptoms: (1) Symptoms in which the presence or
lack of the certain type of attributes has to be investigated. (2) Symptoms in which the
cardinality of certain connection types has to be analyzed. (3) Symptoms in which more
models have to be compared. (4) Symptoms in which more model variants have to be
analyzed and compared during the progression of the project.

The study has also given an account for symptom validation. In this case study,
validation was accomplished by follow-up interviews at the case organization after
successfully operating the research framework. The topic of validation raises two
concerns which have to be clarified. First, the proposed research framework does not
provide the potential for matching the EA models under review with an ideal model.
This approach would imply the existence of an ideal, aligned model which can be used
for the benchmark. The presence of a fully aligned model base at case organizations
would elicit the need for further alignment steps. Thus, this kind of matching cannot be
accomplished, and the proposed framework does not deal with the analysis of this kind
of ideal alignment model base. Second, the preliminary validation of misalignment
symptoms cannot be done due to the specific follow-up interpretations of misalignment
phenomena at the test organizations. There is no need for the in vitro testing of misalign‐
ment symptoms, i.e. the preliminary interpretation and evaluation of misalignment
symptoms. This kind of validation also involves a reference model about the ideal state
of the case organization, against that an organization can evaluate the presence of
misalignment symptoms in advance. In contrast to the need for in vitro testing, the
proposed framework uses a soft, follow-up validation based on post factum interviews
and the interpretation of specific organizational characteristics and organizational
context.

Based on the experience gathered during framework and empirical validation, the
proposed framework has limitations on the following areas: The first is that the frame‐
work examines only the model environment, i.e. the details that are modeled. In fact,
the real operation of the organizations cannot be investigated, only the part which is
presented on modeling level. This observation recalls the need for investigating the state
of models and the difference between models and reality in form of further follow-up
interviews. Future work will concentrate on solving this issue. The second limitation is
the problems of modeling tool lock-in and document format lock-in. The same misalign‐
ment symptoms in different modeling tools and in different document formats have to
be defined in a different way, which undermines the portability of the proposed frame‐
work. This limitation can be solved by an intermediate transformation layer between the
layer of documents under review and the layer of misalignment pattern generation. This
topic is deferred to future work. Another way to solve the problem of lock-ins is to use
XSLT transformation language to filter the relevant analysis details from documents in
different formats. This approach would make the models in different document formats
comparable for processing detection of the same misalignment symptom. Further work
needs to be carried out to implement the standardization of different document formats.
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5 Conclusion

The paper dealt with the concept of enterprise architecture-based misalignment analysis.
It presented a research approach for EA-based misalignment assessment. The main
purpose of the proposed research was to analyze strategic misalignment between the
business dimension and the information systems dimension. The research addressed
misalignment symptom analysis by introducing an enterprise architecture-based frame‐
work to detect the typical signs of misalignment in an organization. The construction
and operation of the framework have been discussed and explained in detail in the
previous sections. To illustrate the feasibility of the proposed framework in practice as
well as to provide guidance on applicability, a case study was performed. Examples of
mismatches have been provided in the investigated EA models by using the proposed
artifact-based and EA analysis-based approach.

With the conducted case study considerable insight has been gained and significant
progress has been made with regard to the applicability of the proposed framework in
practice. Nevertheless, there are topics reserved for further examinations. The next
research step will be to focus on a tool-independent, automated implementation of the
misalignment symptom detection framework. Future work will also focus on the
dynamic nature of symptom detection, i.e. to analyze the different states of the EA
models as well as the overarching changes in EA models over time.
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Abstract. Information technologies have evolved from its traditional back office
role to a strategic resource role able not only to support but also to shape business
strategies. For over a decade IT-business alignment has been ranked as a top-
priority management concern and is widely covered in literature. However,
conceptual studies dominate the field, while there is little research on practical
ways to achieve the alignment. Enterprise Architecture development is a meth‐
odological approach to design of mutually aligned business and IT architectures.
Most of the existing EA approaches do not distinguish between diverse IT-busi‐
ness alignment perspectives. Thus, the paper aims to attempt at providing a prac‐
tical guidance for IT-business alignment as well as a strategic guidance for EA
development by integrating traditional Strategic Alignment Model and The
TOGAF framework.

Keywords: IT-business alignment · Enterprise architecture · SAM · TOGAF

1 Introduction

In the context of today’s dynamic, highly competitive business environment, it is crucial
for a company’s survival to acquire high level of strategic flexibility, which, in turn,
requires agile organizational structure and processes, and, therefore, flexible underlying
information systems architecture.

Information technology and information systems have evolved from its traditional
use as an organization’s operations automation tool to a critical strategic resource influ‐
encing the business value created by the company.

The strategic alignment of business and information systems has consistently been
reported as one of the key concerns of business and IT managers across different indus‐
tries. From this point of view it represents an important issue on the field of organiza‐
tional modeling of enterprise. According to the research on international IT management
trends [29] the alignment issue has held its position in the top-three key concerns of IT
managers since 2000 along with business agility, productivity and cost reduction
(Fig. 1).
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Fig. 1. Top IT management concerns (based on the data provided in [29])

The trend is caused by benefits alignment may provide as well as risks entailed by
misalignment. IT-business alignment enables organization to enhance its flexibility and
maximize return on IT investments, which, in turn, leads to increased profitability and
sustainable competitive advantage. Thus, failure in leveraging IT may have a consider‐
able negative effect on a firm’s performance and viability [6, 8, 9, 11, 15].

Conceptual studies on the nature of the IT-business alignment dominate the litera‐
ture, but there is still little research on the practical appliance of the alignment concept
and ways to achieve it.

Enterprise Architecture development is a comprehensive approach which implicitly
ensures the achievement of a specific level of alignment. However, existing EA design
models usually follow a predefined pattern and do not distinguish between diverse IT-
business alignment perspectives.

Most of the existing research focuses on the alignment assessment using questionnaire
methods based on the subjective judgement of IT and business executives. Moreover, little
studies [16] provide the guidance on the alignment assessment results interpretation and
further misalignment elimination. So, the aim of the paper is to attempt at fulfilling the gap
in a practical guidance for IT-business alignment as well as in a strategic guidance for EA
development, by proposing an integration of a conceptual alignment model described in
[11] and EA framework (The Open Group Architecture Framework [30]).

The rest of the paper is organized as follows. Section 2 summarizes the theoretical
background relevant for the approach proposed. Section 3 presents the linkage between
the main components of SAM and TOGAF framework. Finally, in the Sect. 4 conclu‐
sions are drawn and the future research directions are identified.

2 Theoretical Background

To place the present contribution in a proper context this section outlines some related
work and important concepts.
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There is an extensive research conducted on the nature of the IT-business alignment,
criteria for its evaluation and approaches to address the issue. IT-business alignment can
be determined as “the extent to which the IS strategy supports and is supported by the
business strategy” [20] or as “the degree to which the IT mission, objectives and plans
support and are supported by business mission, objectives and plans” [23].

However, many researchers consider alignment to be not a static state that can be
measured at a single point in time but rather a continuous process of adjustment of
business and IT domains [4, 5, 11, 21].

Two dimensions of the IT-business alignment, intellectual and social, are distin‐
guished [23]. Intellectual dimension is concerned with the consistency, interrelation and
validity of IT and business plans. Social dimension is related to the mutual understanding
and commitment between business and IT managers with respect to each other’s
missions, objectives and plans.

There are multiple reasons causing misalignment within organization. Most
commonly mentioned ones derived from the literature review are listed in Table 1. It is
important to notice that misalignment reasons pertaining to the social dimension of
alignment dominate the literature: shared knowledge domain, mutual understanding and
efficient communication between business and IT executives are perceived as the key
antecedents to alignment.

Table 1. Causes of misalignment

Reason of misalignment Alignment
dimension

1 Undefined business strategy: most of alignment models presuppose the
existence of corporate strategy to which IT should be aligned

Intellectual

2 IT managers do not take part in the formulation of the corporate strategy and,
thus, have a poor understanding of business strategy and objectives; and
vice versa, business managers are not involved in the formulation of IT
strategy and therefore have a low comprehension of IT strategy and
objectives

Social

3 Poor understanding and lack of effective communication channels between
business and IT managers

Social

4 “Back office” status of IT department within organization Social
5 Most of the benefits brought by IT are intangible and/or can only be seen in

a long-term which causes difficulty in measuring the return on IT
investments. Thus, business managers do not have an accurate perception of
the value added by IT to the corporate competitive advantage

Intellectual/
Social

6 Time lag between business and IT planning processes: business and IT
external environments change so quickly that previously aligned plans
become obsolete

Intellectual

Mostly the researches focus on the intellectual dimension of alignment and
contribute to the study of its social dimension by examining the cognitive basis of shared
understanding between business and IT executives – the similarities and differences of
their mental models, assumptions, expectations, values and beliefs. The results indicate
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that cognitive commonality between business and IT managers ensures their efficient
communication having a positive impact on the alignment [28].

As any other problem, the lack of alignment is characterized by different symptoms.
The most evident one is a negative return on investment in information technologies.
Others include inefficient business processes and decision making, inability to quickly
react to market changes and opportunities, decline in operational productivity and
performance [6–9, 11, 15].

In order to manage the alignment, it should be first assessed. The literature provides
multiple approaches to the alignment evaluation, most of them are questionnaire-based.

For example, in [14] a questionnaire-based method representing 12-item measure‐
ment scale is developed: six items were scored on a 7-point Linkert scale to evaluate the
alignment of IT plan with business plan, and the other six items were rated the same
way to measure the alignment of business plan with IT plan. Another questionnaire-
based approach was proposed in [18]. The Strategy Alignment Maturity model (SAMM)
allows to identify which of the five alignment maturity levels organization is at by eval‐
uating six alignment criteria:

1. Communications Maturity: ensuring efficient information exchange and knowledge
sharing and mutual understanding between IT and business departments.

2. Competency/Value Measurements Maturity: ensuring the development of business
and IT performance metrics allowing to measure the contribution of information
technologies to the company’s value chain.

3. Governance Maturity: ensuring formal identification of decision-making authorities
among business and IT managers responsible for priorities reviewing and IT resource
allocation.

4. Partnership Maturity: ensuring IT and business functions have an equal role in
defining corporate strategy, share common vision, risks and rewards.

5. Technology Scope Maturity: ensuring flexible IT architecture able to support organ‐
izational infrastructure and processes, leverage emerging technologies effectively,
enable and drive changes in business processes and strategies.

6. Skills Maturity: ensuring efficient IT human resource management – hiring, firing,
training, encouraging innovation, leveraging ideas.

SAMM provides different attributes (or practices) to be assessed within each of the
six maturity criteria. For example, under Communication Maturity criterion there is a
practice “Understanding of IT by business”.

These practices are being evaluated by the assessment team consisting of IT and
business executives using a five-point Linkert scale. After each practice within each
maturity criterion is assessed by all members of the assessment team, an average score
for each practice and then for each of the six maturity criteria is calculated. The evalu‐
ation team then uses these scores to derive an overall estimation of the corporate’s IT-
business alignment maturity level. The next higher level of maturity is then used as a
roadmap to identify the set of actions needed to improve alignment.

There are five alignment maturity levels that may be assigned to a company
according to the SAMM:
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1. No Alignment Processes
2. Beginning Alignment Processes
3. Establishing Alignment Processes
4. Improved Alignment Processes
5. Optimized Alignment Processes.

At the first level of maturity alignment processes are ad-hoc in nature or nonexistent,
communication channels are ineffective and IT and business functions have no mutual
contribution. The fifth level is characterized by an ongoing process of IT-business align‐
ment, efficient communication and mutual understanding between IT and business
departments, leveraging IT to attain and sustain competitive advantage.

After the current IT-business alignment level is identified it is essential to define the
range of strategic choices needed to be made in order to achieve a desirable level of
alignment.

One of the most fundamental and well-recognized alignment frameworks is the
Strategy Alignment Model (SAM) [11, 31]. Figure 2 is a schematic representation of
the SAM illustrating an integration of business domain, consisting of business strategy
and organizational infrastructure and processes, and IT domain represented by IT
strategy and IS infrastructure and processes. The authors distinguish between two types
of domains integration:

1. Strategic integration (of external business and IT domains): the link between busi‐
ness and IT strategies reflecting the capability to leverage IT strategy to both shape
and support business strategy.

2. Operational integration (of internal business and IT domains): the link between
organizational infrastructure and processes and IS infrastructure and processes
reflecting coherence between internal customer requirements and expectations and
the delivery capability within the IS function.

Business Strategy IT Strategy

Organization 
Infrastructure and 

Processes

Information 
Systems  

Infrastructure and 
Processes

Business Domain IT Domain

External

Internal

Fig. 2. Strategic alignment model (adapted from [31])

In order to ensure the right balance between the choices made across all four domains
it is vital to review multivariate cross-domain relationships. SAM distinguishes between
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four dominant cross-domain relationships (called alignment perspectives) based on the
premise that strategic alignment can only be attained when three of the four domains
are in alignment. Therefore, changes in one domain affect at least two of the three
remaining domains.

Four alignment perspectives may be divided into two groups based on what kind of
a strategy (business or IT) is considered as a driving force.

1. Perspective One: Strategy Execution. Business strategy is the driver of both organ‐
ization and information systems design choices. Strategy is formulated by the top
management and executed by the IS management.

2. Perspective Two: Competitive Potential. Business strategy drives the development
of supporting IT strategy and corresponding IS infrastructure and processes. Busi‐
ness managers seek to identify the best possible IT competencies to support the
business strategy. IT managers are responsible for efficient design and implemen‐
tation of the IS architecture consistent with the IT strategy chosen.

3. Perspective Three: Technology Transformation. IT strategy is the driving force of
new products and services fostering business strategy and organizational infrastruc‐
ture and processes modifications. IS management identifies and interprets trends
existing in the IT environment that may be considered as opportunities to gain
competitive advantage or as a threat to the company’s market position. Business
executives are up to articulate how to leverage emerging IT capabilities to transform
business strategy.

4. Perspective Four: Service Level. IT strategy drives the development of IS infra‐
structure and processes with corresponding implications for the organizational infra‐
structure and processes. IT executives seeks to provide the best possible service to
the internal client by developing and implementing the appropriate basis for the IS
architecture redesign. Business managers are responsible for IT resource allocation
and project prioritization.

After alternative strategic choices within four dominant alignment perspectives have
been analyzed and evaluated, one or more perspectives should be selected and adopted
as the driving force of organizational transformation towards strategic alignment
(Fig. 3).

It is important to stress that all alignment perspectives are equally useful and should
be chosen based on the continual assessment of the trends across four business and IT
domains mentioned above. Thus, strategic alignment is a dynamic process rather than
a static procedure. It requires evolvement from one perspective to another based on the
shifts in the business environment to allow the firm’s repositioning and internal infra‐
structure rearrangement in respond to the market changes, threats and opportunities.

The original Strategic Alignment Model is purely conceptual and does not offer any
tools for misalignment detection nor does it capture alignment processes needed to be
established within each of the four alignment perspectives. Therefore, the model exten‐
sions were later proposed. So, in [20] the original SAM was reviewed in a more practical
perspective identifying the major enablers and inhibitors of IT-business alignment but
the model itself was not elaborated. The SAM was also expanded with additional domain
components related to the information and knowledge management [22] and then
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combined with the integrated architecture framework (IAM) in order to enhance prac‐
tical applicability of the alignment concept.

However, there is still little literature covering activities that should be applied within
each SAM domain to enhance the level of alignment as well as the literature on practical
application of the model.

As stated above SAM suggests the alignment of four domains: business strategy and
organization infrastructure and processes, IT strategy and IS infrastructure and
processes. Unfortunately, in practice, enterprises lack formal definition of business
strategy [24]. IT strategy is often not even present or is restricted by internally-oriented
view [11]. Moreover, the organization structure is rarely stable in many organizations
and the ever-increasing complexity of IT applications and infrastructure is referred to
by CIO’s as a major concern. Therefore, there is a need for an instrument providing a
holistic enterprise view [27, 32].

This need is fulfilled by a concept of Enterprise Architecture which is defined as a
set of models and definitions describing the structure of an enterprise, its subsystems
and the relationships between them, terminology to employ and guiding principles for
design and future evolution [1]. EA development is a continuous iterative process which
may be approached using EA frameworks including tools, techniques, process model,
artefacts descriptions and guidance for EA design.

EA frameworks implicitly ensure the achievement of a specific IT-business align‐
ment level. However, they do not distinguish between different alignment perspectives:
most of approaches claim that EA development must start with the business strategy and
structure definition followed by supporting IT infrastructure and application portfolio
design. Whereas diverse misalignment situations require different design approaches.
And IT may and should be used in an innovative way as an enabler for renewed or even
completely new business strategies, products and services, organization forms and
processes.

Driver: Business Strategy
Role of Top Management: Strategy Formulator
Role of IT Management: Strategy Implementer
Performance Criteria: Cost / Service Center

Business 
Strategy

Organizational 
Infrastructure IS Infrastructure

Driver: Business Strategy
Role of Top Management: Technology Visionary
Role of IT Management: Technology Architect
Performance Criteria: Technology Leadership

IS Infrastructure

IT StrategyBusiness 
Strategy

Driver: IT Strategy
Role of Top Management: Business Visionary
Role of IT Management: Catalyst
Performance Criteria: Business Leadership

Organizational 
Infrastracture

Business 
Strategy IT Strategy

Driver: IT Strategy
Role of Top Management: Prioritizer
Role of IT Management: Executive Leadership
Performance Criteria: Customer Satisfaction

IT Strategy

IS InfrastructureOrganizational 
Infrastructure

Perspective One: Strategy Execution Perspective Three: Technology Transformation

Perspective Two: Competitive Potential Perspective Four: Service Level

Fig. 3. Alignment perspectives (adapted from [31])
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An integration of EA framework with traditional SAM may contribute to the solution
of the problems mentioned. We believe that although different in scope they may
complement each other:

1. EA design process may incorporate diverse alignment perspectives when guided by
SAM

2. SAM may be operationalized using methodologies, tools and techniques provided
by EA framework.

3 Towards an Integration of Strategic Alignment Model
and TOGAF Framework

Thus, as an attempt to fulfill the gap in a practical guidance for IT-business alignment
using SAM as well as in a strategic guidance for EA development using EA framework,
we propose to combine Henderson and Venkatraman’s SAM with The Open Group
Architecture Framework (TOGAF).

The framework supports four architecture domains that are commonly accepted as
subsets of an overall enterprise architecture (Fig. 4):

1. Business Architecture: business strategy, organization structure and processes, busi‐
ness governance.

2. Information Systems Architecture:
2.1. Data Architecture: structure of organization’s data assets and data manage‐

ment resources.
2.2. Application Architecture: application portfolio.

3. Technology Architecture: software and hardware capabilities including IT infra‐
structure, networks, communications, standards, etc.

Technology 
Architecture

Applica on 
Architecture

Data 
Architecture

Informa on 
Systems Architecture

Business 
Architecture

Fig. 4. Enterprise Architecture

TOGAF is based on an iterative process model called Architecture Development
Method (ADM), consisting of the following phases each provided with its own objec‐
tives, approaches, inputs, steps (activities) and outputs:
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1. Preliminary Phase. Preparation and initiation activities required for an enterprise
architecture design including customization of TOGAF and definition of Architec‐
ture Principles.

2. Phase A: Architecture Vision. Development of a high-level vision of the capabilities
and business value to be delivered as a result of the proposed enterprise architecture.

3. Phase B: Business Architecture. Development of a Business Architecture supporting
the approved Architecture Vision; namely, description of the product/service
strategy, organizational, process, information and geographical aspects of the busi‐
ness environment.

4. Phase C: Information Systems Architecture. Development of the Information
Systems (Data and Applications) Architecture supporting the agreed Business
Architecture and Architecture Vision.

5. Phase D: Technology Architecture. Development of the Technology Architecture
supporting the chosen Information Systems Data and Application Architectures as
well as Business Architecture and Architecture Vision.

6. Phase E: Opportunities & Solutions. Identification of projects, programs and/or
portfolios that effectively deliver the Target Architectures identified in previous
phases.

7. Phase F: Migration Planning. Planning the transition from the Baseline to the Target
Architectures by finalizing a detailed Implementation and Migration Plan.

8. Phase G: Implementation Governance. Development of the implementation archi‐
tectural oversight.

9. Phase H: Architecture Change Management. Establishment of architecture change
management procedures.

It is important to note that the framework has a strong documentation support: each
of the ADM phase is provided with a set of templates (catalogs, matrices, diagrams,
deliverables). For example, the first phase may take advantage of the “Business Princi‐
ples, Goals, Drivers” and “Architecture Vision” templates; the second may employ
“Architecture Definition” and “Architecture Requirements Specification” templates.

Table 2 represents the linkage between the main components of SAM (four integra‐
tion domains) and TOGAF framework (architecture domains, ADM phases and arti‐
facts).

External and internal business domains of SAM correspond to the TOGAF’s Busi‐
ness Architecture domain. SAM’s internal IT domain matches TOGAF’s Application,
Data and Technology Architecture domains. Finally, SAM’s external IT domain does
not seem to have a clear match because TOGAF does not explicitly determine the IT
strategy or its essential components such as IT vision, goals and objectives, justification
of IT investments etc. However, it is reasonable to assume that the IT strategy is formu‐
lated and implemented as part of the overall TOGAF’s Information Systems Architec‐
ture domain.

In our proposal each TOGAF’s architecture domain is covered by some ADM
phases: A, B, C (Data), C (Application) and D are used to develop baseline and target
Business/Data/Application/Technology Architectures and analyze the gap between
them.
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Table 2. Linking the main components of the SAM and TOGAF framework

SAM integration domains Business domains IT domains
Business
strategy

Organizational
infrastructure
and processes

IT strategy IS infrastructure and processes

TOGAF Architecture
domains

Business architecture IS architecture Application
architecture

Data
architecture

Technology
architecture

ADM phases Phase A Phase B Phase C Phase C
(Applications)

Phase C (Data) Phase D

Artifacts • Stakeholder
map matrix
• Value chain
diagram
• Driver/Goal/
Objective
catalog

• Driver/Goal/
Objective
catalog
• Role catalog
• Business
service/
Function
catalog
• Process/
Event/Control/
Product
catalog
• Contract/
Measure
catalog
• Business
interaction
matrix
• Business
footprint
diagram
• Functional
decomposition
diagram
• Goal/
Objective/
Service
diagram
• Business
use-case
diagram
• Organization
decomposition
diagram
• process flow
diagram

• IT Strategy • Application
portfolio
catalog
• Application/
Function
matrix
• Application
interaction
matrix
• application
use-case
diagram
• Process/
Application
realization
diagram
• Software
distribution
diagram

• Data Entity/
Data
component
catalog
• Data Entity/
Business
function
matrix
• Application/
Data matrix

• Technology
standards
catalog
• Technology
portfolio
catalog
• Application/
Technology
matrix
• Platform De-
composition
diagram
• Processing
diagram

Thus, ADM phases A-B may be used to detect the misalignment between SAM’s
business and IT domains and identify the target aligned architectures. Then, the next
ADM phase E allows to identify ways of misalignment elimination by determining
projects, programs and/or portfolios that effectively deliver the target aligned architec‐
tures. Finally, ADM phases F-H guide the alignment implementation (the transition from
the baseline to the target architectures).

It is worth noting that TOGAF framework is not limited to a fixed set of methods
and tools. It allows adaptation to the needs of particular organization. Thus, the ADM
phase order as well as the corresponding set of inputs, steps and outputs may be tailored
to fit a specific alignment perspective.
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According to the Strategic Alignment Model there are two alignment perspectives
having the IT strategy as the driving force. One of them is the “Technology Transfor‐
mation” perspective where the change in the external IT environment enables the devel‐
opment of new products and/or services fostering business strategy and organizational
infrastructure and processes modifications. When approaching “Technology Transfor‐
mation” alignment perspective, the ADM phases A-B should be implemented not before
but after the phase C.

As it was previously mentioned, TOGAF does not explicitly determine the IT
strategy and there is no artifact able to replace it. Thus, in order to fully implement the
application of alignment perspectives to the EA development, the IT strategy artifact
should be introduced.

Unfortunately, there is no commonly accepted formal structure of the IT strategy
document. Overall, accordingly to the literature research, IT strategy is a plan that covers
all facets related to the use of information systems and technologies within an organi‐
zation as part of the overall corporate strategy. So, the IT strategy document may have
the following outline.

1. Title page
2. Revision history
3. Table of contents
4. Executive summary
5. Introductionss

a. The background
b. The project’s purpose and scope
c. The relationship to the overall business strategy

6. IT strategy vision, goals and objectives
7. Internal IT capabilities

a. IT components: IT project portfolio, Application portfolio, IT infrastructure
b. IT organization structure and governance: IT organization roles and responsi‐

bilities, IT resources, IT governance
8. External forces

a. Business and IT market changes
b. Strategic business requirements
c. Business service requirements

9. IT problems, issues and threats
10. IT opportunities

a. List of cost reduction/efficiency increase opportunities
b. Justification of IT investments

11. IT strategy implementation roadmap: list of projects, activities, milestones, deliv‐
erables, measures, resource allocation, budgeting etc.

12. Appendices

Thus, the IT strategy artifact may take advantage of some other artifacts delivered
by the ADM phases such as “Application Portfolio Catalog” created by phase C (Appli‐
cation), “Driver/Goal/Objective Catalog” created by preliminary phase, refined by phase
A and validated by phase B, or “Contract/Measure Catalog” delivered by phase B.
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So, the proposed framework may be used to measure the alignment by identifying
interrelationships and establishing correspondence between artifacts delivered by ADM
phases in different SAM’s integration domains. Figure 5 illustrates the application of
SAM’s “Strategy Execution” alignment perspective to the TOGAF framework for
misalignment detection.

Business Strategy:
Phase A: Driver/
Goal/Objective 
Catalog

IS Infrastructure:
Phase C(App): Application/
Function Matrix
Phase C(Data): Application/
Data Matrix
Phase D: Application/
Technology Matrix

Organizational 
Infrastructure:
Phase B: Goal/
Objective/Service 
Diagram

Fig. 5. SAM “Strategy Execution” alignment perspective and TOGAF

Business external and internal domains are considered aligned if every goal and
objective identified by the ADM phase A’s “Driver/Goal/Objective Catalog” is covered
with some services in the ADM phase B’s “Goal/Objective/Service Diagram”.

Then, internal business and IT domains are considered aligned if these services are
covered by some applications defined by the ADM phase C’s “Application/Function
Matrix”. Which in turn should operate the data from the ADM phase C’s “Application/
Data Matrix” and be based on the technologies identified by the ADM phase D’s
“Application/Technology Matrix”.

If, for example, “Driver/Goal/Objective Catalog” contains some goals which are not
covered by the “Goal/Objective/Service Diagram” then some new business processes
should be introduced in order to implement the business strategy. Or, if the “Application/
Function Matrix” contains more/less services than indicated by the “Goal/Objective/
Service Diagram”, then the company’s application portfolio is probably excessive/
insufficient.

Moreover, the proposed framework may be used to create new strategies, struc‐
tures and processes already aligned across business and IT domains. Figure 6 illus‐
trates the application of SAM’s “Technology Transformation” alignment perspec‐
tive to the TOGAF framework for creating new business capabilities by leveraging
IT opportunities.

Assume that the “IT Strategy” defined by the ADM phase C identifies the opportunity
to transform the way the company produces or distributes its products and services with
the use of new technologies introduced on the IT market. If these technologies are to be
employed, then the company’s value chain should be modified (the ADM phase A’s
“Value Chain Diagram”). If, for example, some production operation is automated then
there will be process changes which should be reflected in the ADM phase B’s “Process/
Event/Control/Product Catalog” and “Process Flow Diagram”. Moreover, the
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organizational structure may change: the department manually performing the operation
which is to be automated may be disbanded; this should be reflected by the ADM phase
B’s “Organization Decomposition Diagram”. Overall, these changes may be summar‐
ized in the ADM phase B’s “Business Footprint Diagram” which describes the linkage
between business goals, organizational units, business functions and services, and maps
these functions to the technical components delivering the required capability.

4 Conclusions

The paper addresses the issue of IT-business alignment, a top-priority concern of busi‐
ness and IT executives in the last two decades. The integration of Strategic Alignment
Model and TOGAF was proposed as an attempt to create a practical guidance for IT-
business alignment and a strategic one for EA development.

Although different in scope these frameworks complement each other: SAM is a
conceptual managerial approach enabling an appropriate IT-business alignment
strategy, while TOGAF is a practical methodology for development of mutually aligned
business and IT architectures.

In this paper, we establish formal criteria for IT-business alignment by integrating
Strategic Alignment Model with EA framework. The presented approach, unlike some
previous studies (e.g. [16]) allows us to consider the alignment of IT and business
components of EA within different alignment perspectives where the driving force is
either the business strategy affecting organizational and IT design choices, or the IT
strategy fostering business strategy and organizational changes. The latter requires the
definition of the IT strategy document which has no commonly accepted formal struc‐
ture. The present research contributes to the problem suggesting the possible outline of
the IT strategy document which is essential to the IT-business alignment.

Further research activities follow but are not limited to the following branches:

1. specification of each ADM phases’ inputs and outputs for each SAM’s alignment
perspectives

2. formalization of the alignment assessment model for the resulting EA evaluation

Organizational Infrastructure:
Phase B: Process/Event/ Control/
Product Catalog
Phase B: Process Flow Diagram
Phase B: Organization 
Decomposition Diagram
Phase B: Business Footprint Diagram

IT Strategy:
Phase C: IT 
Strategy

Business Strategy:
Phase A: Value Chain 
Diagram

Fig. 6. SAM “Technology Transformation” alignment perspective and TOGAF
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3. practical application of the proposed framework taking into account such business
factors as industry sector, organizational size and type of strategic positioning.
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