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Abstract. The research on communities in social networks takes many
paths in the literature, among which: the problematic of accurately
detecting communities; modeling the evolution of those communities
within the evolving network; and then finding the patterns that char-
acterize this evolution over time. In our work, we focused on the prob-
lematic of detecting communities in social networks based on the infor-
mation disseminated among users of the social network and the type of
content shared by these users. The work at hand consists of a brief intro-
duction to the subject and the problem definition, then we move to state
the main contribution of our work which consists of a multi-layer model
to detect communities of users based on the content shared by users, the
lowest layer would detect topics of interest of each user while the upper
layer would form communities from generated topics. We conclude the
paper stating our perspectives and future works.
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1 Introduction

With the emergence of social networks, an increasing amount of data emerges as
well, making social networks one of the main providers of data and knowledge
about human interactions in modern times. it is now possible for a user not
only to connect and interact with another user but to share content too, thus,
analyzing these content-sharing platforms is a prominent research area in social
network analysis, and one fundamental theme in social network analysis focuses
on the detection of communities.

Communities represent a constant source of insight and information to the
scientific community and a pillar supplier of data to analysts in quite a multi-
tude of domains, such as computer science, physics, neuroscience, telecommuni-
cations, finance, marketing, microbiology, and many others. Some of the moti-
vations behind assessing communities within social networks are their concrete
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real life applications either in sentiment analysis, or in recommender systems, or
in link prediction, or in geo-localization or even fraud and terrorism detection.
The list goes on.

Since the last decade, a huge amount of work has been done on detecting
communities and tracking their evolution over time. The major works so far
include the elaboration of algorithms that study network topologies and the
structures of networks, other algorithms aim at identifying the core elements of
a network and study their attributes for a better understanding of the underlying
network. One main difference between algorithms then and now is that, when
clustering real life networks containing millions of nodes, current algorithms are
supposed to be faster with a lower complexity unlike the slower ones that are
more accurate and precise.

Recent work targets both the topology of the network and the content shared
to better detect communities. In fact, communities represent a great means for
information diffusion. On the other hand, the type of content social network
users share among them plays a key role in determining their memberships to
communities. Social networks are not just graphs with nodes and edges linking
the nodes, they consist of content (information) diffused, spread and shared by
users.

We are interested in the issue of content shared or information disseminated
in social networks and its close impact on communities formation and evolution.
The issue can be defined as follows: in a social network of nodes and edges,
each node interacts with the remainder of the nodes through its content or the
information it diffuses. Since each node shares a different type of content, the
idea is to come up with an approach that combines the type of content users
have, and the information they share or adopt among themselves, from which
we extract the topics to define communities in a way that is likely the most
accurate.

2 Related Work

In the last decade or so, communities detection has been extensively researched
and explored, there exist numerous surveys [5,10,11,23], on the subject which
review various works in terms of algorithms, methods, quality measures, evalua-
tion, benchmarks, scalability and many other aspects of communities detection
over the years.

Since the problematic of community detection is a wide area in research, this
section presents without going into much detail, the recent prominent work on
community detection by the means of topic modeling in social networks.

The authors in [4] addressed the issue of detecting communities using topolog-
ical based approaches and using topic based approaches. The authors conducted
a study on the two kinds of approaches and found that the merger of the two
gives the best possible outcome in terms of accuracy and semantics.

[22] introduced a type of Deep Boltzmann Machine (DBM) that is trained
as a standard Restricted Boltzmann Machine (RBM), to extract distributed
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semantic representations from large unstructured collections of documents. By
experiments, the authors claimed their model outperformed LDA and other mod-
els on document retrieval and document classification.

[13] compared two approaches to solve the digital publishing recommender
problem: latent Dirichlet allocation (LDA) and Deep Belief Nets (DBN) that
represent conceptual meanings of documents and find dimensional latent repre-
sentations for documents. Results have proved that Deep Belief Nets is superior
in comparison to the LDA model. It manages to find better representation of
documents in an output space of low dimensionality, which in turn results in fast
retrieval of similar documents.

In the work of [12], the main contribution involves integrating topics into
basic word embedding representation and allowing the resulting topical word
embeddings to model different meanings of a word under different contexts.

[21] presented an undirected topic model used to model and automatically
extract distributed semantic representations from large collections of text docu-
ments. The model is though of as different sized Restricted Boltzman Machines
RBM that share parameters. The learning process of the model is easy, stable
and supports documents of different lenghts. Authors demonstrated that the
proposed model is able to generalize much better than LDA in terms of both
the log probability on held-out documents and the retrieval accuracy.

[18] introduced a model for community extraction which incorporates both
the link and content information present in the social network. The model
assumes that nodes in a community communicate on topics of mutual interest,
and the topics of communication, in turn, determine the communities.

[2] surveyed Topic Modeling in Text Mining under two sections. The first one
presented the state of the art methods in topic modeling among which Latent
semantic analysis (LSA), Probabilistic latent semantic analysis (PLSA), Latent
Dirichlet Allocation (LDA), and Correlated Topic Model (CTM). The authors
stated the main differences between those methods in term of characteristics,
limitations and the theoretical backgrounds. The second part of the survey dis-
cussed the topic evolution models where time is taken into account. Multiple
attempts to model topic evolution were listed either by discretizing time, or by
using continuous time models, and some of them employ citation relationship as
well as time discretization to model topic evolution.

The work of [1] presented a community detection approach which captures
the content shared within the social network. The approach uses generative
Restricted Boltzmann Machines model to discover communities based on the
assumption that users in a community share mutual topics, the model allows
users to belong to more than a community. The resulting communities were
topically meaningful.

Another work [19] evaluates the impact of topic modeling in detecting com-
munities in social networks. The authors of the paper partitioned the network
into topical clusters on which a community detection algorithm was applied. The
authors compared results of their method and of classic community detection.
The topic oriented community detection will give better results once combined
with topic analysis.
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In their paper, [6] presented a model to analyze dynamic text networks. This
model links network dynamics to topic dynamics through a block structure that
informs both the topic assignment of a document and the linkage pattern of the
network. The goal is to discover latent communities of nodes using information
from both the text generated by at the nodes and the links between nodes.

[20] studied the efficiency of considering topics in detecting more meaningful
communities in social networks where users express their opinions about different
objects. They partitioned the network into clusters with the same topics, then
they used a community detection algorithm to assess communities, compared
the results with those of traditional community detection where no content has
been analyzed.

[24] presented a model for community detection named RW-HDP based on
Random Walk and Hierarchical Dirichlet Process topic model. They conducted
at first random walks on the network and then fitted the nonparametrical topic
model Hierarchical Dirichlet Process to detect community structure in order to
fetch automatically the number of communities. Yet the model does not allow
for the detection of overlapping communities.

3 Contributions

We propose an approach to detect communities of users by combining the infor-
mation contained in the nodes and the information shared by the nodes. We
develop a deep learning model to resolve the community detection problem based
on topic modeling, but first we would extract shared content and then prepare
and significantly represent the data (content) to fit our model; the hidden layer
would detect topics of interest of each user from shared content while the upper
layer would form classes of topics from generated topics using a deep learning
technique. Second, we would directly extract user information and combine it
with the resulted communities (defined by user memberships) so we would obtain
more refined communities. Note that our model allows for a user to be part of
more than a community at once. Hence the notion of overlapping communities.
The following figure sums up our approach for communities detection based on
content in social networks:

3.1 Data Preparation

This phase is dedicated to the preparation and analysis of the shared content
structure and syntax in order represent all types of data as textual data, cleaned
and grouped by nodes. our model makes usage of a series of methods used in the
text mining domain.

Data Transformation. This process has a goal to represent non textual data;
such as images, videos, likes, shares and so on; by the means of textual descrip-
tions and expressions (Fig. 1).
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Fig. 1. Our deep learning model architecture

Preprocessing. This process has a goal to prepare the content shared by
eliminating any character that does not share a useful special meaning to
research information. Example: punctuation, stop words,... relating to the lan-
guage used, etc.

Stemming and lemmatization. This is a preliminary operation for the recog-
nition of words in a sentence. Indeed, It is interesting to turn all the words of
the sentence in their canonical forms. We distinguish between the transforma-
tion to the root or stemme and transformation to the lemma. Lemmatisation is
the name of natural language processing in the process of transforming the curls
in their lemma. This process allows linguistic processing to see a lemma and its
inflections semantically equivalent of fairly trivial way.
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Unlike the lemma, corresponding to a real word of the language, the root
or stemme is not usually a real word. The Stemming is the name given to the
process that aims at transforming the flexions into their radical or stemme.
Unlike lemmatisation which is therefore based on a knowledge base of inflected
forms of the language to which the possible lemma is associated (called glos-
sary), the stemmatisation only works with a basic knowledge of syntactic and
grammatical rules of the language.

In the proposed system we used the lemmatisation not the stemmatisation
to avoid that the words with different meaning are reduced to the same radical.
For, such a transformation could distort the processing.

Group content by users: at this stage we have grouped all content shared by
users, so we generate for each user, a vector that represents a set of information
disseminated. each line is composed of a sequence of lemmas.

3.2 Data Representation

Most of the commonly used methods represent words in a corpus using values,
thus ignore the context a word is used in. This motivates our choice for the use
of Word2Vec.

Word2Vec [16,17] is a set of algorithms used for learning vector represen-
tations of words, known as word embeddings. Word2vec contains two distinct
models (CBOW and skip-gram)can use either of two model architectures to pro-
duce a distributed representation of words: continuous bag of words (CBOW) or
continuous skip-gram.

Word2vec has as an input a text corpus and as an output a set of vectors;
feature vectors for words in that corpus. While Word2vec is not classified as a
deep neural network, it turns text into a numerical form that deep networks
interpret. The vectors are positioned such that those related to similar words
are close in space. To achieve this, Word2vec assumes that one can determine
the meaning of a word by examining its context. That said, the words appearing
in the same contexts are likely similar. An extension of Word2Vec is Doc2Vec
also called Paragraph2Vec, as in [15], which modifies the Word2Vec model into
unsupervised learning of continuous representations for larger blocks of text,
such as sentences, paragraphs or entire documents.

To implement the model, we used a training data set from “1-billion-word-
language-modeling-benchmark” [3] which represents a standard training and test
setup for language modeling experiments. The vectoral space of a Word2vec
representation is set to a dimension equal to 300. The matrices representing the
content of each user are thus of size Xi × 100, Xi being the number of words
shared by user i as a content.

3.3 Community Detection Using Deep Belief Nets for Topic
Modeling

In this step, we present the part of the model that discovers topics using Deep
Belief Nets, based on the work of [14].
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Fig. 2. Restricted Boltzman

The advantage of the DBN is that it has the ability of a highly nonlinear
dimensionality reduction, due to its deep architecture. A very low-dimensional
representation in output space results in a fast retrieval of similar documents
to a query document. The output layer of the model groups the set of resulted
topics into classes of semantically similar topics, based on the cosine distance.

A deep-belief network can be defined as a stack of Restricted Boltzman
Machines [7], in which each RBM layer communicates with both the previous
and subsequent layers. No lateral communication between the nodes of any sin-
gle layer. To build a DBN model, Restricted Boltzmann Machine (RBM) model
needs to be introduced first, which constitute the foundations of the deep learn-
ing model constructed in this article. RBMs are shallow, two-layer neural nets
that represent the building blocks of deep-belief networks. The first layer of the
RBM is called the visible, or input layer, the second is named the hidden layer.

Each circle in the graph below (Fig. 2) represents a node. The nodes are con-
nected to each other through the layers, yet no node communicates nor connects
with another node of the same layer. In other words, there is no intra layer com-
munication in RBMs. Each node is a computing place that processes the input
and starts by making stochastic decisions about whether or not to transmit this
input. Each visible node takes a low level feature of an element of the dataset
to be learned.

The visible layer reprensents the observed data and its size corresponds to
the size of the data. The hidden layer represents unknown elements associated
with the data and its size is randomly fixed. Depending on its size, a Restricted
Boltzman Machine will be able to model more or less complex distributions.

The joint configuration (v, h) of the two layers has an energy [9] defined by:

E(v, h) = −
∑

i∈visible

aivi −
∑

i∈hidden

bjhj −
∑

i,j

vihjwij (1)
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where vi and hj are the states of the visible cells i and hidden cells j, ai, bj are
respectively their bias and wij the weights between the cells.

A probability is associated to each joint configuration through this function:

p(v, h) =
1

z(θ)
e−E(v,h) (2)

z is a partition function. It represents the sum of all possible joined
configurations.

z(θ) =
∑

v,h

e−E(v,h) (3)

By marginalizing on h, we obtain the probability of a visible vector v:

p(v) =
1

z(θ)

∑

h

e−E(v,h) (4)

Based on the configuration of a layer, it is possible to know the activation
probability of another cell of the second layer:

p(hj = 1 | v) = σ(bj +
∑

i

viwij) (5)

where σ is a logistic function (sigmoid) defined by: 1/(1 + exp(−x)). And
reciprocally:

p(vi = 1 | h) = σ(ai +
∑

j

hjwij (6)

In [8], Hinton developed the Contrast Divergence algorithm (CD) to train the
RBM network. Unlike the general sampling method, Hinton mentioned that one
only needs a small sampling frequency to obtain an approximate representation
when using training samples to initialize visible nodes. It quickly increases the
computation speed yet keeps the precision as is.

Using the Kullback-Leibler distance to measure the difference of two proba-
bility distributions, the following formula is used to calculate:

CDm = KL(p0 || p∞) − KL(pm || p∞) (7)

By constantly updating parameters θ, CDm converges to θ, and its precision
will not change. This paper uses Contrast Divergence algorithm in RBM training,
setting the value of m to 1.

The DBN consist of a visible layer, output layer and a number of hidden
layers. The training process of the DBN is defined by two steps: pre-training
and fine-tuning. In pretraining the layers of the DBN are separated pairwise
to form restricted Boltzmann machines (RBM). Each RBM is trained indepen-
dently, such that the output of the lower RBM is provided as input to the next
higher level RBM and so forth. This way the layers of the DBN are trained as
partly independent systems. The goal of the pretraining process is to achieve
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Fig. 3. The structure of DBN used in this paper

approximations of the model parameters. The model parameters from pretrain-
ing is passed on to the fine-tuning by replicating and mirroring the input and
hidden layers and attaching them to the output of the DBN [14].

The structure of DBN network which is used in this paper is shown in the
(Fig. 3). These networks are “limited” to a visible and a 4 hidden layers, and
there are connections between the layers, but no links between the units in one
layer. The hidden layer captures high data level correlation of the visible layer.

The Training Process of DBN
At the beginning of the time, by a non supervised greedy layer by layer method,
the weights of the generated model are pre-trained and obtained, and Hinton
has proved that unsupervised greedy layer by layer method is effective, and it is
called Contrast Divergence.

The process is as follows:

1. Train the first layer as an RBM that models the raw input x = h0 as its
visible layer. X represent vectors for users published content

2. Use that first layer to obtain a representation of the input that will be used
as data for the second layer. This representation can be chosen as being the
mean activations p(h1 = 1|h0)

3. Train the second layer as an RBM, taking the transformed data (mean acti-
vations) as training examples (for the visible layer of that RBM).

4. Iterate (2 and 3) for two layers, each time propagating upward either mean
values.
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The main idea of deep belief nets community detection model is to first
generate a vector v among terms using word2vec distribution then passing the
value to the hidden layer. In turn, the input of visual layer will be randomly
selected to try to reconstruct the original input signal. Finally, these new visual
neuron activation units will be transferred to reconstruct hidden layer activation
unit in order to get h1, These back and forward steps are the familiar Gibbs
sampling, and the correlation between the hidden activation unit and visual
input will be the main basis for updating the weights. Next the hidden layer h1
is considered as an iput layer for another RBM for topic discovery phase and
produce binary hidden units for topic discovery phase, and iterate for producing
binary hidden units for detected community.

4 Conclusion and Perspectives

Currently, we are at the phase of elaborating the proposed model which would
detect communities, based on content sharing (type of information diffused and
the topics extracted from this content). We believe that the resulted communities
are of high accuracy since the model allows for a user to be part of multiple
communities at the same time, further future work will target the evaluation
of our model with the state of the art methods of community detection and a
comparison based on ground truth communities. Another possible direction of
research is to study both the communities logically and topologically for more
accurate results. Finally, and since this paper is a work in progress, we hope that
the results we would obtain fit our theoretical hypothesis.
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