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Abstract. In this paper, we propose a novel scale-invariant image
inpainting algorithm that combines several inpainted images obtained
from multiple pyramids of different coarsest scales. To achieve this, first
we build the pyramids and then we run an image inpainting algorithm
individually on each of the pyramids to obtain different inpainted images.
Finally, we combine those inpainted images by a gradient based approach
to obtain the final inpainted image. The motivation of this approach is
to solve the problem of appearing artifacts in traditional single pyramid-
based approach since the results depend on the starting scale of the pyra-
mid. Here we assume that most of the inpainted images produced by the
pyramids are quite good. However, some of them may have artifacts and
these artifacts are eliminated by gradient based image composition. We
test the proposed algorithm on a large number of natural images and
compare the results with some of the existing methods to demonstrate
the efficacy and superiority of the proposed method.

Keywords: Inpainting - Scale-invariant + Multiple pyramid - Image
composition

1 Introduction

In image inpainting, the problem is to fill a target (also known as missing or
unknown) region by some visual information in order to obtain a visually pleas-
ant and undetectable inpainted image. The information is copied either from the
source (also called known) region of the input image or from a database of images
similar to the input image. Image inpainting becomes a popular area in the field
of image processing and computer vision as it is applied for several application
like restoration (scratch removal) and image editing (text or object removal).
The most difficult task is object removal since the target region is considered
as a large blob. Among the various image inpainting methods, exemplar (patch)
based method become most popular to handle the problem of object removal.

In the exemplar (patch) based methods, the texture and structure informa-
tion is propagated from the source region into the inside of the target region.
The concept is to copy the best matched patch from the source region and paste
to the selected partially known target patch. This idea was proposed mainly for
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texture synthesis [4]. To propagate the structure information, Criminisi et al. [2]
first proposed an exemplar-based inpainting method which gives equal impor-
tance on the structure filling and the texture synthesis. For this, they compute
a priority term depending on isophote strength for the ordering of filling of the
target patches. The patch with highest priority is selected for patch inpainting.
To improve the method proposed in [2] some other inpainting methods are intro-
duced by changing the priority term and the dissimilarity measure [15,17,19].
These methods usually select a single patch from a set of candidate patches to
infer the target patch. Recently, some authors [1,8,9,18] propose a linear com-
bination of candidate patches to infer the target patch. Besides these methods,
sparse representation is widely used in image inpainting [5,16,20], where the
target patch is inferred by the sparse linear combination of a set of pre-defined
patches (dictionary) or candidate patches. In [20], structure sparsity and patch
sparse representation are introduced to provide a good solution of priority esti-
mation and patch inference. Further, Li et al. [12] incorporate a Curvelet based
multi direction feature in the constraint of sparse representation to maintain
structure consistency and texture clarity in the unknown region. To incorporate
coherence property of natural images some authors [1] suggest to inpaint the
target region by the weighted average of the candidates of neighbor patches.
Komodakis and Tziritas [10] propose MRF-based image inpainting, namely pri-
ority belief propagation (p-BP), by favoring the similarity with the overlapping
region of the neighboring patches. Liu and Caselles [13] formulate inpainting
as a global energy optimization problem using multiscale graph cuts algorithm.
Darabi et al. [3] proposed image melding to improve PatchMatch [1] by incor-
porating geometric and photometric transformations.

Some of the previous methods [1,3,10,13] use pyramid-based technique as
the basic framework to capture features in different scales. These methods start
from the coarsest level and inpaint each sub-level to reach the finest level. So
the quality of the resulted image depends on the inpainted image in the coarsest
level. If the coarsest level produce unsatisfactory result then this information is
propagated in the finest level, resulting a visually unpleasant inpainted image.
Also if we do inpainting at each level of the pyramid individually, it is difficult to
say which resolution is perfect for inpainting. For different images the resolution
in the coarsest level may not be same to obtain the best result.

To over come this problem, we propose a multiple pyramids based image
inpainting algorithm using gradient based image composition. Our main con-
tributions are as follows: (1) build multiple pyramids of the input image with
different starting scales; (2) search for candidate patches in different sub levels
of the pyramid and run image inpainting method in each pyramid to produce
different inpainted images; (3) combine the inpainted images by gradient-based
image composition to produce the final inpainted image. Here, we first build
multiple pyramids with different resolution of the input image in the coarsest
levels of the pyramids, and then obtain an inpainted image in each of the finest
levels of the pyramids using traditional pyramid-based approach. So by this
way we get multiple inpainted images, one for each of the pyramids. Then we
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Target Image (1) ﬁComposite Image (1)

Fig. 1. Overview of the proposed algorithm. Py, P», ..., Ps are the pyramids with differ-
ent resolution of the input image in the coarsest levels. Ji, Ja, ..., JJs are the inpainted
images obtained from the pyramids Pi, Ps, ..., Ps respectively using traditional image
inpainting algorithms. I¢ is the final inpainted image produced by the image composi-
tion of Jl, JQ, ey Js.

combine these inpainted images by gradient-based image composition to produce
a final inpainted image. In image composition, our assumption is that most of
the inpainted images produced by the pyramids are quite good. However, some
of them may have artifacts due to the dependency of inpainting on the resolution
of the input image in the coarsest level. Our image composition method based
on [23] successfully eliminates these artifacts in the final inpainted image. For
image inpainting, we use sparsity-based method [20] in the coarsest level and
exemplar-based method [2] in each sub-level of the pyramids. The reason behind
the choice of two different algorithms is that the sparsity-based method is able
to capture the structure information efficiently compared to the exemplar-based
method. But for textural information the exemplar-based method gives better
result compared to the sparsity-based methods. Figure1l shows an overview of
the proposed algorithm.

Rest of the paper is organized as follows. The main steps of the proposed
method: multiple pyramid-based image inpainting and gradient-based image
composition are presented in Sect.2. In Sect. 3, experimental results and com-
parisons with some previous methods are explained. The concluding notes and
further prospects of the proposed work are given in Sect. 4.

2 Proposed Inpainting Method

The proposed image inpainting method consists of two basic frameworks: mul-
tiple pyramid-based image inpainting and gradient-based image composition.
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2.1 Multiple Pyramid-Based Inpainting

In this section we describe our proposed image inpainting method based on gen-
erating multiple pyramids of the input image. The method consists of several
intermediate steps such as multiple pyramids building, searching for candidate
patches and sub-level image inpainting. Each of these steps is described elabo-
rately in the following subsections.

Multiple Pyramids Building: Here our goal is to build multiple pyramids
for different starting scales of the input image and obtain an inpainted image
for each of the pyramids. We choose the blur kernel B to be a Gaussian kernel
with a given variance 0%. The value s is an integer scalar factor (e.g., 4 or 5), by
which the HR input image Iy is downsampled to the LR image I}, which to be
inpainted first and then upscaled gradually to obtain the HR inpainted image
fH, i.e. if the input image Iy is of size X x Y, the LR image at the coarsest level
will have a size of % X % The LR images at different levels of the pyramid is
obtained by

I_,=(g*By) lm (1)

where 1 is the pyramid cross-level scale factor. The LR image I_,, is the down-
sampled version of the original HR input image Iy with total rescale factor
r.

So far we have discussed how to generate a pyramid of LR images from a HR
input image. Now we want to generate K pyramids P;, P, ..., Px from the HR

image Iy with different rescale factors. For this, we define the scale factor r by
rp=Tp_1+2 for p=2,3,....K (2)

where z is the factor which controls the scale of the image in the coarsest level
of the pyramids. The value of 71 is set to 1.35 in our experiments. Typically, the
parameter z takes the value 0.03. The pyramid P; is generated using the scale
factor r1, similarly the pyramid P; is generated using ry and so on.

Searching for Candidate Patches: Several searching algorithms [1,3,10] are
proposed in literature using traditional pyramid based framework. These meth-
ods search the candidate patches in the same sub-level in which the image is
inpainted. In natural images, local image structure, which can be captured by
small patch, repeats across different scales of an image. So we can use the input
image to be inpainted, with up-sampled or down-sampled images, for searching
the candidate patches. Previously, these types of multi sub-level search algo-
rithm were proposed for super-resolution [7,21,22]. They had used either one-
step search algorithm or a pyramid of recursively scaled images to search the
patches.

Similar to one-step approach, we construct a pair of scaled images with the
original image for estimating the search region. The reason behind this motiva-
tion is that the most relevant patches similar to the target patch can be found
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Fig. 2. Overview of the search algorithm. I_5 is the current level for image inpainting.
For a target patch P,, we search for the candidate patches in a neighborhood of P, in
I_1,1_5 and I3 and select the patches Pp,, P, and P,, respectively.

within the images with small rescaled factor. It is observed that the sufficient
amount of good patches could be found by only one rescaling. Let D denotes
an image downscaling operator, s.t. D(I) = (I) |,, where r is a suitably chosen
small scale factor; let U denotes an image upscaling operator, s.t. U(I) = (I) 1,
To inpaint an image I in any sub-level of a pyramid, the image I itself along with
D(I) and U(I) can be used as sources for searching the candidate patches. How-
ever, for the coarsest level, since no downscale image is available, only upscale
image is used as source; and on contrary, for the finest level, since no upscale
image is available, only downscale image is used as source.

The method, namely, pyramid of recursively scaled images use all the sub-
levels as the most relevant source for searching the candidate patches. To avoid
the exhaustive search, since it is time consuming, several authors solved it by
reducing the search region to a local window [12,13], directional search [6,11],
search along user-specified curves [17]. Similar to local search window [12,13], we
consider a neighborhood of the target patch in the form of a rectangular region.

In this work, the search region depends on the scale of the pyramid. If in the
n-th sub-level the input image is I_,, of scale factor ™, and the search radius
is bounded by 2 = min{r~" x k,min(p/2,q/2)} where p x ¢ is the size of the
image in the n-th sub-level, then the radius for one-step search algorithm i.e.,
for the images I_,,_1 and I_,, ;1 are £2/r and r{2 respectively. Other than this,
if we consider {2 for all the three images, then the search range will increase for
I_,,_1 and decrease for I_,; with respect to the scale of the images. To fix
the search range uniformly through out the scale of the images, we have applied
varying size of search window with a particular scale factor. Figure2 shows an
overview of the proposed patch searching algorithm.
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Fig. 3. (a) Target image. (b—f) Inpainted images obtained from 5 pyramids.

Sub-level Image Inpainting: This step proposes a combined approach for
image inpainting algorithm applied on the multiple pyramids. Each of the pyra-
mids follow this combined approach to get the inpainted images J; = I (P;) for
i =1,2,..., K at the finest level of the pyramids. The updated image at each
level of the pyramid is obtained by

I-n(T) =U(_—1(T)) 3)

where I_,,_; is the LR inpainted image at level n + 1 and I_,(T) is the HR
image obtained by upscaling (using the upscaling operator U) the LR image
I_,_1. Here T denotes the target region. The LR image at the coarsest level of
the pyramid is inpainted using the sparsity-based approach [20].

In practice, we upscaled the LR inpainted image I .4 by Bicubic interpola-
tion and copy the inpainted region (i.e. the inferred target area) of U(I_,_1(T))
followed by replacing it to the target region of I_,,. In this way we obtain I_,,
with known target region at the n-th sub-level but this known target region may
not be as sharp as the source region of I_, due to the interpolation. To solve
this problem we now apply the exemplar-based image inpainting method [2] on
I_,, considering the source region of I_,, as the search region for the candidate
patches.

Thus we obtain several inpainted images, one for each of the pyramids, as
shown in Fig.3. The figure shows that artifacts appear in different pyramids
such as Fig. 3(c) for the first example near the right structure, Fig. 3(d—f) for the
second example in water and grass areas; and Fig. 3(d, f) for the third example in
the structure area. It reveals that if we choose those pyramids with a particular
starting scale for image inpainting the resulted image is visually unpleasant. This
is the main drawback of traditional single pyramid based approach. But, here we
also see that most of the inpainted images for a particular example are artifact
free and this motivate us to combine them to obtain a better inpainted image.
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2.2 Gradient-Based Image Composition

To obtain the final inpainted image, the immediate approaches are either the
average or the median operator as given below:

1 K
1=1

Im(xv y) = AzjilJl(xv y) (5)
where A is a median operator. The main advantage of these approaches is their
simplicity with respect to both conceptually and implement wise. Instead of this,
they have some drawbacks. The main drawback is the point operation where
it only considers the current pixel, and it does not consider the neighboring
pixels of the current pixel to update it. Neighborhood processing proves its
superiority than point processing to obtain spatially coherent resulted image.
Also, the average operator explicitly introduces blur effect in the resulted image,
shown in Fig. 4.

To handle these problems, namely blur and spatial consistency of the final
image, we introduce a gradient-based image composition for combining the inter-
mediate inpainted images. Here we assume that at a particular position most of
the images have similar gradient and some of them may vary due to the appear-
ance of artifact. We want to remove this artifact and recover the texture quality
in the final inpainted image. The proposed work is motivated by multiexposure
composition [23].

The gradient direction will change in the inpainted images if some artifacts
appear in the target region. To get artifact free inpainted image, we capture
local inconsistencies based on the changes of gradient direction within a local
window. At each pixel (x,y) of the i-th image, its gradient direction change with
respect to the j-th image is computed as

S+ Ly+1) —0i(x+1y+1)
(2w + 1)

where the size of the window is (2w + 1) x (2w + 1) and w is set to 9 in our

experiments. Note that, D;;(x,y) = D;i(z,y) and D;; = 0 for all i. Since we

assume that local inconsistencies may appear in a small number (one or two) of

images, a measure 7T; for each image is computed to expose its consistency with
respect to the others. The measure 7; can be defined as

Zexp( ~PiG) @

where o is standard deviation and set to .04 in the experiments. A large value
of T implies a small gradient changes, that means the information is frequently
occurred in the images. The final weight matrix is obtained by

Ti(xay)
ZiKzl Tz(x7y) + 6

Dij(z,y) = (6)

Wi(z,y) = (®)
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Fig. 4. (a) Target image. (b) Results obtained by averaging all inpainted images from
Fig. 3(b—f). (c¢) Results due to median operator. (d) Results due to image composition.

where § is a small value such as 10710 to avoid singularity.
So the final inpainted image I¢ may be expressed as

jc(xvy) :ZW,(x,y)JZ(.Z',y) (9)

For combining all the images seamlessly we apply the multiresolution scheme
proposed in [14]. Figure4 shows some result of image composition applied on 5
different inpainted images from Fig. 3 along with the images obtained by mean
and median operators. However, the final inpainted image obtained from the
image composition is visually pleasant and almost artifact free.

3 Experiments and Results

Here we set the parameters and evaluate the proposed method by qualitative
analysis on object removal. For comparison, we take some of the previous state-
of-the-art methods based on Xu’s sparsity [20], Komodakis’s p-BP [10]*, Darabi’s
image melding [3]?, and Liu’s graph cuts [13]. The size of the patch is set to 9
in our experiments. The value of x (control the patch search region) is set to 40.
The number of pyramids K is set to 5. The sparsity-based method [20] and the
proposed method are implemented in MATLAB environment. For other methods
we have used the auothor’s implementation code/results for our comparison. The
three examples of Fig.5 have taken 298, 413 and 613s respectively to inpaint
the target region by our proposed method.

! http://lafarren.com/image-completer/.
2 http://www.ece.ucsb.edu/~psen/melding/.
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PSNR = 18.11 PSNR = 18.93 PSNR = 21.42 PSNR = 21.17

PSNR = 22.69 PSNR = 18.32 PSNR = 22.46 PSNR = 23.27

SR a2 ¢ = R R

PSNR = 28.99 PSNR = 25.18 PSNR = 26.90 PSNR = 29.78
Original image Target image  Sparsity [20] pBP [10] Image Melding [3] Proposed method

Fig. 5. Quantitative and qualitative comparison of different inpainting methods for
blob removal.

In Fig.5, we have shown some quantitative comparison for blob type target
region. We have considered peak-signal-to-noise ratio (PSNR) as the quantitative
measure, computed only over the inpainted region. The PSNR values, computed
for individual color channels (R,G,B), are averaged and the average values are
given below the corresponding inpainted images. The average PSNR values over
all the images are 23.26, 20.81, 23.59, 24.74 respectively due to four said methods.
So the quantitative comparison reveals that our method performs better than
the other methods.

In Fig. 6, we consider large blob type target region for inpainting. The figure
shows the target images and the inpainted images due to sparsity [20], p-BP [10],
image melding [3] and the proposed method. The figure clearly shows that the
proposed method produces better inpainted images compared to sparsity [20] in
the 2nd example (2nd row, 2nd column), image melding in the first example (1st
row, 4th column); and the method produces comparable results with p-BP [10].
In the other examples, our method produces either better or comparable results
with respect to the images provided by the previous methods.

Figure 7 shows the comparisons of the proposed method with graph cuts [13],
sparsity-based [20] and p-BP [10]. The figure shows that the proposed method is
surely better than [10,20], and almost comparable with graph cuts [13]. However,
in the first example, the texture clarity of [13] is slightly better than the proposed
method.

Figure 8 shows comparison with multi-direction feature (MDF) based method
[12] and sparsity-based [20]. Here in both examples our method successfully
recover the structure information whereas other methods fail to recover it per-
fectly. For example, in the first case, the propagation of curve structure by our
method is almost free of error. On the other hand, the previous methods produce
similar results with wrong propagation of structure.
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Fig. 6. (a) Target image. (b) Sparsity-based [20]. (¢) p-BP [10]. (d) Image melding [3].
(e) Proposed method.

Fig. 7. (a) Target image. (b) Sparsity-based [20]. (c) p-BP [10]. (d) Graph cuts [13].
(e) Proposed method.

(b) () (d)

Fig. 8. (a) Target image. (b) Sparsity-based [20]. (¢) MDF [12]. (d) Proposed method.
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Fig. 9. Failure case. (a) Target image. (b) Sparsity-based [20]. (c¢) p-BP [10]. (d) Image
melding [3]. (e) Proposed method.

Figure 9 shows an example where the proposed method along with competi-
tive methods fail to recover the target region with proper pattern. However, even
in this case, the proposed method produces relatively better inpainted image
compared to the other approaches. Our result shows that, for random texture,
a blurring effect may appear in the texture part of the target region.

4 Conclusion

In this paper we have proposed scale-invariant image inpainting method using
gradient-based image composition. The proposed method try to solve the prob-
lem of traditional single pyramid based approaches in image inpainting. Tech-
nical contribution and experimental results clearly indicate that the proposed
multiple pyramid based approach can produce visually satisfactory results com-
pared to the other competitive methods. In future, we will try to incorporate
a robust image feature in the proposed image inpainting for recovering more
difficult examples of object removal.
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