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Abstract. Recent advances in the information technology made possi-
ble to introduce many Unicode Telugu fonts for the documentation needs
of present society. But the recognition of documents printed in a vari-
ety of fonts poses new challenges in building Telugu OCR systems. In
this paper, we demonstrate multi-font Telugu printed word recognition
using implicit segmentation approach that provides segmentation as a
by-product of recognition. Our word recognition approach relies on Hid-
den Markov Models and akshara bi-gram language model to recognize
word images in terms of aksharas (characters). The training set of word
images is prepared from document images of popular books and the syn-
thetic document images generated using 8 different Unicode fonts. The
testing involves matching the feature vector sequence against sequence
of akshara HMMs based on bi-grams. The CER and WER of this system
are 21% and 37% respectively. The performance of our system is very
encouraging.

Keywords: Akshara · Bi-gram · DCT · HMM · Telugu OCR · Word
recognition

1 Introduction

With advances in information technology, many Telugu fonts are introduced for
the documentation needs of present society. Recently developed Unicode fonts for
Telugu text editing has made the documentation amazing. A wide variety of font
types are in daily use for the documentation needs of print, electronic media, and
different organizations. Although there are some contributions made to recognize
multi-font Telugu printed text [4,11,13], they target for the recognition of text
printed in a few commonly used fonts and those methods can not be directly
used for the recognition of text printed in a wide variety of fonts. Hence, the
conversion of document images of multi-font Telugu printed text to machine
readable form needs suitable novel methods and the necessity of Telugu OCR
system to recognize printed text with variations in font has arisen. In addition
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to the complexity of Telugu script, printed text with font variations has become
a big challenge to the Telugu OCR systems. The Telugu OCR systems need
to be robust enough to recognize arbitrary collection of printed documents with
font variations and degradations. In achieving that there are the limitations such
as lack of enough examples with natural variations and lack of documentation
available about the possible font variations [4]. In Fig. 1, we show an example of
multi-font Telugu printed text.

Fig. 1. Example of multi-font Telugu printed text. The lines are shown from the top
to bottom in eight unicode fonts called Mandali, Ramabhadra, Ramaraja, Peddana,
Mallanna, Tenali Ramakrishna, Suranna, and Timmana, respectively.

Telugu language is mainly spoken in two south Indian states: Andhra Pradesh
and Telangana. Telugu has its own beautiful script, which is written from left-
to-right and the text is composed of aksharas (characters). An akshara is a
basic unit of writing that is made up of glyphs. The Telugu orthography has
glyphs for vowels, vowel modifiers, consonants, and consonant modifiers. The
basic akshara set consists of 16 vowels and 36 consonants, though the script is
written from left-to-right, vowel modifiers are placed above the consonants and
consonant modifiers are written at the below-left, below, and below-right sides of
consonants. According to Unicode, the whole akshara set comprises of aksharas
of the form: C∗V ∗, where C is a consonant or consonant modifier, and V is a
vowel or vowel modifier. In Unicode representation, codes from 0C01 to 0C39,
0C3E to 0C56, and 0C66 to 0C6F are given for Telugu basic aksharas, vowel
modifiers and numerals respectively. A special character halant (0C4D) is used
to define Unicode representation for a consonant modifier. The development of
Telugu OCR system involves akshara recognition, which is challenging due to
large number of like-shaped aksharas.

Many of the previous contributions are made for building Telugu OCR based
on connected component approach [5,9] and very few of them used language
models for recognition. One of the first work appeared in [13] for the recog-
nition of multi-font Telugu characters printed in three popular fonts such as
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Harshapriya, Godavari, and Hemalatha in three font sizes. They used connected
component approach for segmenting the basic symbols and identified 386 classes
of basic symbols that form Telugu basic and compound characters. Based on the
type of font used, vowel as well as consonant modifiers may be separated from
or connected to a base character that defines the number of basic symbols. They
extracted direction features and employed nearest neighbor classifier scheme for
recognition.

Another work presented in [11], they explored multi-font Telugu character
recognition using histogram of oriented gradients (HOG) features extracted on
samples of 359 character classes printed in 15 fonts and SVM classifier is trained.
The work presented in [4], they described how to recognize robustly seven major
Indic scripts despite font variations and large degradations. They used profile
features to represent a word image as a feature sequence and bidirectional long-
short term memory (BLSTM) recurrent neural network scheme is used for classi-
fication. This neural network scheme allows words to be presented as a sequence
of unsegmented features in order to overcome the character segmentation issues
in Indian Languages. In [1], they demonstrated omni-font English and Arabic
character recognition systems using HMMs. In the literature, many contribu-
tions appeared for building character recognition systems based on HMMs in
[2,3,8,12].

In our work, we model akshara shapes for building Telugu OCR system.
Though it has similarity with Hindi OCR based on HMMs. Here, we use 180
akshara models to establish the recognition system for Telugu script, whereas
Hindi OCR in [8] reported recognition performance based on 50 character mod-
els. Our system encompasses the extraction of DCT features to model left-to-
right continuous density akshara HMMs for representing akshara shapes. DCT
feature extraction method aims to represent each akshara shape as frequency
coefficients. The main objective of applying HMMs is to attempt implicit seg-
mentation for Telugu word image recognition that does not need prior segmen-
tation of words into aksharas and achieve the segmentation by recognition. The
word recognition consists of matching feature vector sequence against sequence
of akshara HMMs based on akshara bi-gram language model in a maximum
likelihood manner.

The paper is organized as follows: we discuss the Hidden Markov Model
method in Sect. 2. Language models computation is described in Sect. 3. In
Sect. 4, the proposed approach is given. We describe the training of akshara
HMMs and testing of Telugu words in Sect. 5. Our experiments are described in
Sect. 6. Finally, the conclusions are made in Sect. 7.

2 Hidden Markov Models

A Hidden Markov Model is a doubly stochastic process [10]. The Hidden Markov
Models are successfully applied for modeling sequence data. Speech recognition
is a well known application of HMMs. Similar to speech signal as well as hand-
written script, and other real world patterns such as Telugu printed word images



246 K.R. Devarapalli and A. Negi

written from left-to-right composed of aksharas can be modeled as the sequence
data that pass through a sequence of states. The states are hidden whereas
observation at each point along the word image implies the state. For repre-
senting each akshara, we use a 8-state left-right continuous density HMM that
has been shown in Fig. 2 with first and last states are empty in order to allow
the connectivity between akshara models for specifying words. The probability
of generating observation is determined by Gaussian mixture components. The
state is described by the mean, variance vectors and mixture component weights
and it is represented by the frame of an akshara. The system variables such
as the frame width, and number of states per akshara model are 8-pixels, and
8-states respectively. All these variables are chosen empirically and experimental
details are given in Sect. 6.

Fig. 2. Structure of akshara HMM.

3 Language Models

Language models have widely employed in speech and handwritten recognition
applications. The intent of a language model is to predict the sequence of pat-
terns occurring in test data from the frequency of its occurrence in training data.
The characters and words are very common patterns in the OCR applications.
Further, an n-gram is a sequence of n patterns and the n-gram language model
can be used to predict each pattern in the sequence given its n− 1 predecessors.
Particularly, the bi-gram is a sequence of two patterns, whereas tri-gram is a
sequence of three patterns. Both bi-gram and tri-gram language models have
widely applied for building character recognition applications in the literature.
There are few previous contributions that applied language models for Telugu
character recognition. Our work includes the use of akshara bi-gram language
model to predict the next akshara in a sequence of two aksharas given its pre-
decessor. The probability of an akshara sequence, ˆP (A) can be approximated as
a product of conditional probabilities [15] and is given as follows:

P̂ (a1, a2, . . . , am) �
m∏

i=1

P̂ (ai|ai−n+1, . . . , ai−1)for n ≥ 1 (1)

where P̂ (ai|ai−n+1, . . . , ai−1) =
C(ai−n+1, . . . , ai)

C(ai−n+1, . . . , ai−1)

where C(.) is the count of a given akshara sequence in the context. Particularly,
the probabilities in an n-gram model can be estimated by counting akshara
sequences in the ground truth as given in Eq. 1.
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4 Proposed Approach

Despite HMMs suitability to model sequential data with variations such hand
written text and speech. Our novel approach to recognize multi-font Telugu
printed text uses two morphological operations: thinning [6] and re-thickening.
Actually the idea of thinning akshara patterns of word images then re-thickening
to standard thickness is aimed to increase robustness in view of font variation.
We use sliding window [2,3] method to obtain frames from Telugu word images.
For each frame, we extract a DCT feature vector. The feature vectors are used to
model one left-to-right continuous density akshara HMM per one akshara class
[8,12]. We model 180 very frequently occurred akshara shapes for Telugu OCR.
The Telugu word recognition uses implicit segmentation that involves matching
feature vector sequence of testing word image against sequence of akshara HMMs
based on akshara bi-gram language model in a maximum likelihood manner.

4.1 Preprocessing

The main role of preprocessing is to convert the input Telugu document images
into data of desirable form in such a way that it can be readily used for extracting
useful features. Different preprocessing tasks such as noise removal, binarization,
line segmentation, and word segmentation are used in this work. First, we use
3 × 3 median filter for the removal of commonly occurred kind of noise called
salt-and-pepper noise. The binarization is performed using Otsu’s method to
convert Gray scale document images into binary images. The horizontal projec-
tion profiles (HPPs) and vertical projection profiles (VPPs) of binary document
images are used to segment lines and words respectively. We also exploit two
morphological operations: thinning and re-thickening of Telugu word images to
bring them into standard form despite font variation.

4.2 Thinning

We intend to perform thinning operation on Telugu word images for reducing
akshara patterns as much as possible without changing their general shape.
Thinning reduces an image while keeping its topological and geometric properties
unchanged. Actually thinning involves either deleting or retaining a foreground
pixel based on the configuration of pixels in its local neighborhood. We perform
thinning operation based on standard algorithms for converting Telugu word
images with font variations into standard form [6,14]. The outcome of thinning
is a skeleton which is a collection of thin arcs and curves. In our work, thinning
reduces each akshara pattern of the given word into a skeleton through deleting
layers of pixels on its boundary.

4.3 Re-thickening

The re-thickening operation consists of changing the width of strokes of aksha-
ras uniformly despite font variations. That is, it involves increasing the width of
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Fig. 3. Structuring element used for dilation operation.

strokes of a pattern using dilation operation. Dilation is the basic operation to
add pixels on the boundary of a given image. Since thinning operation causes an
image to loss successive layers of pixels on its boundary, the image can regain
pixels on its boundary to standard thickness through re-thickening. We use the
standard structuring element shown in Fig. 3 to perform dilation in order to uni-
formly increase akshara stroke width in such a way that the akshara has standard
thickness. The sample multi-font Telugu printed word images and their equiva-
lents after performing the morphological operations: thinning and re-thickening
are shown in Fig. 4.

Fig. 4. Examples of multi-font word images, their thinned and re-thickened equivalents
are given in A, B and C columns respectively.

4.4 Feature Extraction

We intend to use discrete cosine transform (DCT) to extract significant infor-
mation from Telugu word images in order to represent akshara shapes. The
DCT is a real-valued discrete sinusoidal unitary transform. It is a widely used
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mathematical tool for converting an image from the spatial domain to frequency
domain through projecting onto a set of basis functions. Thus the DCT allows us
to extract elementary frequency components as features from an image without
changing its information content.

Dpq = αpαq

M−1∑

k=0

N−1∑

l=0

Ikl cos
π(2k + 1)p

2M
cos

π(2l + 1)q
2N

(2)

where αp =
√

1/M if p = 0,
√

2/M if p �= 0

αq =
√

1/N if q = 0,
√

2/N if q �= 0

where I and D are the frame of an akshara and its DCT transform respectively.
During feature extraction, we use sliding widow along word images in writing
order to obtain frames. In Fig. 5(a), all operations performed toward extraction
of frames are shown. The width and height of our sliding window is 8 and 80
pixels respectively with no overlapping between windows. So the feature vector
is of 640-dimensional. For each frame, we perform DCT transform and then map
the resultant matrix into a 1-D feature vector. We make use of feature vectors
extracted from training set for modeling akshara HMMs, while feature vectors
obtained from test set are matched against sequence of akshara HMMs based on
bi-grams to recognize aksharas and words.

Fig. 5. The structure of multi-font Telugu printed word recognition system: (a) fram-
ing, (b) training and testing.
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5 Training and Testing Processes

The HMM tool kit (HTK) development environment is used for training of
akshara HMMs and to test Telugu word images [15]. The training is performed
using the HERest tool of HTK that is based on Baum-Welch algorithm. Whereas
the HVite tool, which is based on Viterbi algorithm, is used for testing. Both
the processes are shown in Fig. 5 and the control variable T is used to choose
between them.

5.1 Training Process

The training process involves various tasks such as prototype akshara HMM
specification, initialization of akshara HMMs, parameter estimation and model
refinement. The input to the training process are feature vectors extracted from
training set, prototype akshara HMMs and label files. During training, once the
feature vectors extracted from training set are ready, we use HCompV tool to
compute global variance. Then, the states of prototype model are set in such
a way that mean is initialized to vector of zeros, while the variance is set to
global variance. Thus all required initial models are defined based on the pro-
totype akshara HMM. Finally we employ embedded training approach for para-
meter estimation that involves simultaneous estimation of mean, variance, and
Gaussian component mixture weights of all states of all akshara models appeared
in the training set. The model refinement consists of modifying the models and
then re-estimating their parameters.

5.2 Testing Process

The whole objective of the system can be fulfilled through testing process. The
testing process involves recognition of words and aksharas through matching
feature vector sequences against akshara HMMs. The standard Viterbi decoder
is used to match feature vector sequence against akshara HMMs, whereas the
HVite decoder can be used for matching feature vector sequence against sequence
of akshara HMMs (word). The HVite decoder is based on both Viterbi and
token passing algorithm [15]. During testing, the decoder needs feature vectors
extracted on testing set of word images, trained akshara HMMs, and bi-gram
language model. The testing process consists of matching the feature vector
sequence against sequence of akshara HMMs based on bi-gram language model
in order to find the maximum likelihood akshara HMM sequence that describes
the recognized word in the system.

6 Experiments

Our training and testing data are 7000 word images segmented from 35 document
images of books printed in 4 widely used Telugu fonts. Data also includes 900
word images segmented from synthetic document images generated in 8 Unicode
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Fig. 6. Akshara and word recognition percent accuracies as the functions of states.

fonts. In our experiment, we extract DCT features from 4950 Telugu word images
to train 180 akshara models. Whereas the akshara bi-grams are computed for
180 aksharas on the text corpus of 10,000 words that are most frequently used in
the Telugu language. We use 850 word images to validate our approach, whereas
the test set of 700 word images is employed to establish the performance.

Validation of the approach is performed to evaluate how our recognition
system is meeting the requirements and to fix system parameters such as slid-
ing window width and number of states per model. The standard metric called
percent accuracy is used to demonstrate how the system recognition capability
varies with number of states per model. In order to fix the number of states
per akshara model, we define akshara models with a different number of states
such as 4, 6, 8, 10 and 12. Then, the models are trained using feature vectors
extracted from fixed width frames of 8-pixels and both the akshara as well as
word recognition capabilities are evaluated. We empirically observe good recog-
nition capability with akshara models of 8-states and frame width of 8-pixels.
The percent accuracy curves of akshara and word recognition results are shown
in Fig. 6. Moreover, the character error rate (CER), and word error rate (WER)
metrics are used for representing cost to the user of a given recognition system
[7] in the literature, so we intend to report the system performance using the
CER, and WER. The CER is defined as follows:

CER =
D + I + S

T
(3)

where D, I, S, and T denote deletion, insertion, substitution errors and T rep-
resents the total number of characters in the ground truth respectively. For each
word of the test set of 700 word images, feature vector sequence computed is
matched against sequence of akshara HMMs based on bi-gram language model
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Table 1. Telugu akshara and word error rates

Type of preprocessing CER WER

Without preprocessing 35 50

After thinning 35 56

After thinning and re-thickening 21 37

Fig. 7. Example multi-font Telugu printed word images: (a) successfully recognized
words with their equivalent text, (b) word images recognized with some akshara errors.

to find the maximum likelihood sequence (word). Finally the error rates are esti-
mated. The CER and WER of our system are given in Table 1. The error rates
are compared to demonstrate the significance of thinning and re-thickening. The
merit of using bi-gram language model is that it does not need to specify the
sequences of akshara HMMs (words). This system does not use lexicon either
during recognition or at post-processing level. The lexicon along with bi-grams
can be useful to reduce the error rates [8] further. In Fig. 7(a), a sample of suc-
cessfully recognized multi-font Telugu word images are shown along with their
equivalent text. Thus the given Telugu words are recognized through implicit seg-
mentation based on HMMs. This approach makes use of bi-gram language model
and does not need prior segmentation of words into aksharas before recognition.
We also show example word images that are recognized with some akshara errors
in Fig. 7(b).
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7 Conclusion

We proposed a novel approach for multi-font Telugu printed word recognition
using Hidden Markov Models. In addition to the HMMs suitability to model
sequential data with variations, this approach further uses the thinning and re-
thickening operations to obtain aksharas of standard stroke width in view of font
variation and extracts DCT features through sliding window for modeling the
shape of aksharas using HMMs. The merit of implicit segmentation for Telugu
word recognition is to achieve segmentation by recognition. The presented system
does not rely on lexicon, but we intend to use lexicon to reduce errors. Our future
work includes applying this approach for recognition of line images based on tri-
grams and using a combination of classification approaches for improving the
performance.
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