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Preface

�Motivation

Many of the world’s coasts feature dynamic strips of sand and/or gravel, backed by 
shallow coastal bays and fronting mainland shores (e.g., Stutz and Pilkey 2002) 
(Fig. 1). Whether they are islands (separated from each other by tidal inlets) or long 
spits, these barriers often protect human development on the mainland, as well as 
valuable back-barrier ecosystems, from storm impacts. In addition, barriers them-
selves host unique ecosystems and economically important development and recre-
ational opportunities. As low-lying collections of loose sediment (often inhabited 
by vegetation and/or the site of structures built by humans), barriers are vulnerable 
to increasing rates of relative sea-level rise (the additive effects of global sea-level 
rise and vertical motions of the land regionally; “RSLR”) and increases in the fre-
quency of major coastal storms. In this volume, we bring together chapters authored 
by internationally recognized barrier researchers, whose work collectively repre-
sents our state-of-the-art understanding of barrier dynamics and the ways in which 
these landforms respond to changing climate.

We intend this collection to be of use for researchers who study barriers and 
related coastal processes, for managers and policy-makers grappling with important 
decisions regarding the future of barrier coastlines, and for a broader audience of 
educated readers with a general interest in environmental processes in a changing 
world. Below we provide a brief overview of barrier dynamics to assist those who 
are less familiar with this topic in understanding the chapters that follow. We then 
provide an overview of the scope of the volume by summarizing chapter content, 
and we conclude with some general thoughts about barrier dynamics in a changing 
world based on what we have come to understand thus far.
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Fig. 1  Examples of barrier systems. (a) Long Beach Peninsula, Washington, USA; (b) barriers 
along the Wadden Sea, the Netherlands and Germany; (c) barriers along the Gulf of Mexico, 
Mississippi and Alabama, USA; (d) Ria Formosa National Park, Portugal; (e) Virginia Barrier 
Islands, USA; (f) Outer Banks, North Carolina, USA; (g) Gold Coast and Stradbroke Island, 
Australia. All images: Google 2017 TerraMetrics; Data SIO, NOAA, U.S. Navy, NGA, Gebco
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�An Overview of Barrier Dynamics

The visible (or subaerial) portion of a barrier—the land above the normal high-tide 
level—continues to exist because of major storms: storm waves and elevated water 
levels (“storm surge”) wash sediment landward from the beach and shallow seabed, 
depositing it on the barrier (or sometimes in the marshes or bays landward of the 
barrier; see chapters by Houser et al., Moore et al., Odezulu et al., Mallinson et al., 
and Rodriquez et al. for details). These “overwash” events build barriers vertically 
through the deposition of overwash sand (also more traditionally referred to as 
“washover”). Most barriers are comprised primarily of sand (although some are 
gravel), and on sandy barriers, wind is a primary driver of sediment transport when 
the beach is dry, sand is available for transport (e.g., not covered by a shell lag), and 
the wind is sufficiently strong to carry sand grains. Self-reinforcing interactions (i.e., 
feedbacks) between this wind-driven—aeolian—sand transport and vegetation 
growth lead to the development of coastal foredunes, the seaward-most line of dunes 
fronting most sandy barrier islands. Once present, dunes play an important role in 
determining the effect of storms on barriers. Where dunes are high relative to storm 
water level (which is determined by the combination of tides, storm surge, and wave 
action), they prevent overwash from occurring during all but the strongest of storms. 
Where dunes are low, even a moderate storm may be an overwash event. By control-
ling the delivery of overwashed sediment to the barrier interior, and beyond, the 
cycles of dune growth and destruction control how barriers and barrier environments 
evolve over time, especially at short time scales on the order of decades (see chapters 
by Moore et al., Houser et al., and Ruggiero et al. for details). On longer time scales 
(e.g., centuries and millennia), however, dunes are essentially transient features, and 
their effects are likely swamped by the effects of factors such as sea-level rise and 
changes in storminess that operate at larger spatial and longer temporal scales.

On some barriers, where the rate of sediment supply is high or where sea level is 
falling, accumulation of sediment leads to barrier widening, as the shoreline moves 
seaward (e.g., chapter by Cowell and Kinsella and Moore et al.). On most barriers 
throughout the world today and throughout the last several millennia, however, the 
shoreline moves landward in the long term, tending to result in barrier narrowing. 
When the width of a barrier becomes equivalent to the average extent of storm-
driven overwash, further shoreline erosion leads to long-term landward migration of 
the barrier landform itself. Many barriers, especially barrier islands, initially formed 
farther seaward than their present-day location and have migrated to their current 
position as sea level continued to rise slowly over the last few thousand years. 
Evidence suggests that some barriers are already experiencing an increase in migra-
tion rate in response to recent increases in sea-level rise rates (e.g., see chapters by 
Rodriguez et al. and Odezulu et al.)—a response that is expected to become more 
widespread in the future (see chapters by Ashton and Lorenzo-Trueba, Moore and 
Murray, and FitzGerald et al.).

The subaerial portion of a barrier is intimately connected to a large region of the 
nearshore seabed, a region called the “shoreface” (see chapters by Ashton and 
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Lorenzo-Trueba, Cowell and Kinsela, and Murray and Moore). Waves in shallow 
water tend to sweep sand and gravel landward (because, in shallow water, the land-
ward velocity of water under the crest of a wave is greater than the seaward velocity 
of water under the trough of a wave, leading to more sand moving landward under 
the crests than seaward under the troughs; Fredsoe and Deigaard 1992). Over time, 
this tendency for landward sweeping of sediment creates a pile of sediment and the 
seabed becomes sloped upward toward the land. This slope, in turn, tends to inhibit 
further landward motion of sediment. Given enough time, the slope of the seabed 
increases until the slope is steep enough to prevent further landward sediment trans-
port (in a long-term averaged sense) and an “equilibrium slope” develops. Because 
wave motions at the bed (and asymmetry between landward and seaward velocities) 
are strongest in shallow water, equilibrium slopes are steepest near shore and 
become progressively gentler in the offshore direction. In other words, the equilib-
rium profile of the shoreface tends to be concave upward. This shoreface profile 
extends to do a depth below which wave-driven sediment transport becomes negli-
gible (referred to as the shoreface depth when considered over long time scales and 
as the closure depth when considered on shorter time scales, especially in the coastal 
engineering literature). This depth depends on the typical wave characteristics as 
well as the time scales considered. Longer time scales are more likely to include 
larger storms and storm waves that affect the bed to greater depths (e.g., Ortiz and 
Ashton 2016). Longer time scales also and allow more time for the seabed to adjust 
(Cowell and Kinsella this volume). Considering the longest time scales (decades to 
millennia), the shoreface typically extends to depths of tens of meters, which are 
usually reached many kilometers from shore on barrier coastlines. (For simplicity, 
this description of the shoreface excludes the fascinating and complex dynamics 
that occur in the “surf zone”—the zone of breaking waves that is usually restricted 
to the upper-most portion of the shoreface; Fredsoe and Deigaard 1992.)

The visible portion of a barrier, then, represents the top of this shoreface profile. 
During storms, when water levels become elevated by wind and waves, the land-
ward sweeping of sediment extends past the fair weather shoreline. The sediment 
deposited by storm overwash processes in the long term attains an elevation related 
to the water levels achieved during major storms. In other words, the pile of sedi-
ment created by wave processes extends from the base of the shoreface upward as 
far as the waves can reach during storms. As RSLR occurs, overwash tends to occur 
more frequently (as storm surge elevations tend to increase). As a result, the eleva-
tion to which sediment can be piled tends to increase. Thus, if RSLR is gradual 
enough, the elevation of a barrier will tend to increase at the rate of RSLR. And if 
the rate of RSLR is gradual enough, waves will tend to maintain an approximately 
equilibrium shoreface profile, relative to the moving sea-level frame of reference.

The transfer of sediment from the beach and shoreface to the top and landward 
portion of the visible portion of a barrier tends to cause erosion of the upper shore-
face. If the shoreface slope is approximately an equilibrium slope, a reduction of the 
slope of the upper shoreface tends to cause onshore sediment transport on the upper 
shoreface. The transported sediment comes from lower portions of the shoreface, 
which lowers the slopes there. In this way, the erosion and lowering of the slopes 
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propagates offshore. Therefore, in the long term, the erosion of the upper shoreface 
that occurs during storms that produce overwash propagates to the base of the shore-
face. Similarly, when sediment is gradually removed from the surf zone and upper 
shoreface by gradients in alongshore sediment transport, causing erosion of the 
beach and shoreline, that erosion propagates to the base of the shoreface. And if a 
gradient in alongshore sediment transport brings more sediment into a section of 
shoreline than it takes out, causing accretion of the beach and seaward movement of 
the shoreline, accretion propagates out to the base of the shoreface in the same 
manner.

If RSLR happens gradually enough for the shoreface profile to remain approxi-
mately in equilibrium, erosion of the beach and upper shoreface resulting from 
overwash processes produces a landward translation of the shoreface profile (at the 
same time the shoreface also translates upward in concert with sea level). In this 
scenario, the visible portion of a barrier and the shoreface can migrate upward and 
landward in unison allowing a barrier to persist indefinitely. However, many limita-
tions, including a RSLR that is not sufficiently gradual, can cause barriers to 
founder, including the potential for the upper shoreface and subaerial portion of the 
barrier to become detached from the lower shoreface or for barriers to drown (see 
chapters by Ashton and Lorenzo-Trueba, Cowell and Kinsela, Fitzgerald et  al., 
Houser et al, Mallinson et al., Mellett and Plater, Moore et al., Odezulu et al., and 
Rodriquez et al.). In addition to rapid RSLR, the management and manipulation of 
barrier environments by humans poses a threat to the continued existence of barrier 
landforms; actions taken to prevent or mitigate processes that represent hazards to 
coastal development and inhabitants can hinder the stabilizing feedbacks that tend 
to allow barriers to persist as sea level rises and shorelines erode (see chapters by 
Moore et al., Odezulu et al., and especially McNamara and Lazarus).

�Scope of the Volume: An Overview of Chapters

�Observation-Focused Contributions

Barriers cease to exist as subaerial landforms when RSLR rate is too high and/or too 
little sediment is available. A number of factors can combine to determine what rate 
of RSLR is “too high,” and a number of processes can influence the rate sand (or 
gravel) is added to, or removed from, a barrier system—including storm impacts, the 
topographic setting, and gradients in alongshore sediment transport related to wave 
climate and coastline shape. In the first section of the book, the authors of six chapters 
mine observational data to explore how barriers respond to changing sea level and 
climate forcing and the conditions under which barriers may founder, or cease to exist.

In the opening chapter, FitzGerald et al. discuss observations from several differ-
ent barrier settings throughout the world and synthesize them into a conceptual 
model called “runaway barrier island transgression,” describing the potential 
response of barriers, and the back-barrier environments they are tied to, to high rates 
of RSLR. In this model, if back-barrier marshes do not keep up with high rates of 
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RSLR, they are replaced by open water, which triggers a cascade of effects—
increases in the volume of water that must flow in and out through tidal inlets during 
each tidal cycle lead to consequent expansion of tidal deltas and the associated loss 
of sand that would otherwise be provided to barriers, leading to island narrowing, 
segmentation, and more frequent overwash. If the water behind a barrier becomes 
deep enough as RSLR outpaces back-barrier sedimentation, barriers in this scenario 
can eventually transition to subaqueous shoals. The case studies presented illustrate 
different aspects of this conceptual model, which paints a picture of what might 
occur in many regions as sea-level rise rates increase.

Mellet and Platter review studies of barriers from around the world that have 
drowned in the recent geologic past (since the last deglaciation). Geophysical obser-
vations of the seabed on continental shelves, which are becoming more widespread, 
reveal evidence of barriers that did not keep up with rising sea level. When a barrier 
migrates along a continental shelf as a persistent subaerial landform, typically little 
to none of the barrier sediment is left on the continental shelf. Extensive shelf 
deposits with the characteristics of barrier sediments—sometimes in which even the 
shape of the barrier remains intact—suggest that a barrier was left behind as sea 
level rose above it (presumably to be replaced by a new barrier farther landward). In 
a meta-analysis of studies of such drowned barriers, Mellett and Plater examine the 
prevalence of various potential causes of barrier drowning, which can be summa-
rized as involving either high RSLR rates, low sediment supply rates, or influences 
of the topographic setting.

Mallinson et al. focus on geologic evidence for major changes in island configu-
ration that occurred along a well-studied barrier island chain, the Outer Banks of 
North Carolina, USA. Combining analysis of the sedimentary record with numeri-
cal modeling of hydrodynamics in the back-barrier bay, Pamlico Sound, they dem-
onstrate that the Outer Banks has, in the past, been severely segmented—separated 
by inlets that were much larger and more numerous than those that currently exist—
more than once during the sea-level high stand of recent millennia. Mallinson et al. 
conclude that these pronounced changes in the barrier chain, and associated changes 
in the back-barrier environment, occurred in response to relatively minor but rapid 
changes in climate and/or RSLR rates, such as those that occurred during the 
Medieval Climate Anomaly and the Little Ice Age.

Rodriquez et al. examine the sedimentary record of overwash occurrences on a 
barrier on the East Coast of the USA (Onslow Beach, North Carolina) over the last 
two millennia. They find that the frequency and cross-shore extent of overwash 
deposition appear to have increased dramatically in the last century or so. Rodriquez 
et  al. consider possible causes for the apparently anomalous overwash activity, 
including an unusually stormy period (a hypothesis they found to be unsupported by 
meteorological or historical data) and a change in alongshore sediment transport 
gradients that may have increased the rates of shoreline and dune erosion (possibly 
related to changes in wave climate). However, as the most likely explanation, they 
point to the global increase in sea-level rise rates since the industrial revolution—
which, if true, would make these observations and analyses especially relevant to 
barriers worldwide.
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Presenting a synthesis of their analysis of the stratigraphy of barrier deposits on 
Follets Island, TX, along the Gulf Coast of the USA, Odezulu et  al. identify an 
order-of-magnitude increase in the rate of landward island migration during the 
historical period, relative to the rate estimated for the millennial (geologic) time 
scale. They attribute this change to a combination of increased RSLR rate and 
decreased rates of sediment supply from alongshore sources, caused by anthropo-
genic manipulations of a nearby tidal inlet and river mouth. Their analysis of strati-
graphic data indicates that the barrier is undergoing a net loss of sand, because 
overwash sometimes extends well past the back of the barrier. The present shoreface 
is underlain mostly by muddy deposits that contribute little coarse sediment when 
eroded. Based on the depth of the water the barrier is migrating into and the volume 
of sediment making up the barrier presently, Odezulu et al. estimate that the barrier 
will likely transition to a subaqueous shoal on the time scale of a few centuries. 
Given the global ubiquity of anthropogenic manipulations of sediment pathways, as 
well as increased rates of RSLR, this study of the geologic record of a specific bar-
rier likely has wide-ranging implications.

Houser et al. focus on the shorter time scales of dune recovery following a storm 
and the dependence of dune recovery on sediment availability both on the beach and 
the shallow seabed. Observations from the Gulf Coast (Padre Island, Texas, and 
Santa Rosa Island, Florida) and East Coast of the USA (Assateague Island, Virginia) 
indicate that the amount of sediment available for dune recovery can depend on the 
“geologic framework”—the material that underlies the barrier and the shallow sea-
bed. Based on their observations, Houser et al. present conceptual models to explain 
the dependence of dune recovery on storm frequency and sediment availability and 
the influence of the extent of dune recovery between storms on overwash and there-
fore barrier response to sea-level rise.

�Modeling-Focused Contributions

Theoretical considerations, in a synergy with observations, can assist in illuminat-
ing how barrier systems evolve and the ways in which they can respond to changing 
climate (or land-use) forcing. Theoretical investigations utilize conceptual, analyti-
cal, and numerical modeling, most often in combination with real-world observa-
tions and/or predictions of future conditions, which provide the bases for model 
parameterizations, scenarios to be explored, and tests of model results. Six chapters 
address fundamental constraints on barrier evolution and describe different aspects 
of the dynamics of barrier systems including conservation of mass; geometrical 
considerations; couplings among physical, ecological, and human processes; and 
how limits on the rates of change within different parts of a barrier system can affect 
overall system response to changing climate and land-use forcing.

In the first of the second six chapters, Murray and Moore examine how the con-
siderations of mass conservation and an assumed time-invariant barrier geometry 
(averaged over major storm and recovery cycles) constrain barrier evolution, under 
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a series of thought experiments that include progressively more of the factors affect-
ing barrier response to RSLR. They use conceptual/geometrical and analytical mod-
els, and they discuss numerical modeling used to address increasingly realistic 
scenarios. This chapter highlights the role of shoreface erosion (landward transla-
tion) in producing new sediment that is added to the nearshore system (possibly 
redistributed by alongshore sediment transport). Conceptual models often assume 
that barriers consist entirely of mobile sediment that moves landward across an 
underlying substrate such that shoreface erosion only entrains sediment that is 
already part of the barrier, which is then added to the top and landward side of the 
barrier during storms. In this picture, barrier sediment “rolls” (translates) across an 
unaffected substrate, with no net gain or loss. In contrast, Murray and Moore show 
that although a barrier will tend to evolve toward this state under some circum-
stances, more generally, the lower part of the shoreface erodes into the underlying 
substrate, producing new sediment as a barrier responds to RSLR.

Whereas Murray and Moore’s analyses assume that the barrier profile, including 
the lower shoreface, retains a constant geometry over long time scales, Cowell and 
Kinsella use a numerical model to address what happens when the rate at which the 
lower shoreface can respond to changes in sea level and barrier position is too slow 
for the shape of the whole shoreface profile to remain constant. These numerical 
experiments, in concert with geological observations from the data-rich Tuncurry 
Coast, in Australia, help to define an “active” upper portion of the shoreface that 
retains a constant geometry. This active portion extends to shallower and shallower 
depths as the rate of RSLR increases. The response of the shoreface below the active 
portion becomes time lagged, resulting in cross-shore sediment fluxes—net 
additions or subtractions to the sediment stored in the upper parts of the barrier 
profile—not related to present rates of RSLR. In these cases, barriers will respond 
to a combination of present and past rates of RSLR.

In a complementary numerical modeling endeavor, Ashton and Lorenzo-Trueba 
also consider how limitations on response rates can affect how barriers evolve. They 
include limitations on the rates of shoreface sediment fluxes as well as limits on 
overwash fluxes, showing that barriers could potentially drown under either limita-
tion if overwash rates can’t keep pace with RSLR or if rates of landward sediment 
transport on the shoreface can’t keep pace with overwash. This chapter demon-
strates that instead of the continuous barrier response to sea level that has typically 
been assumed, punctuated landward migration, alternating with extended periods in 
which a barrier remains stationary, may be the most common response to RSLR.

Moore et al. provide a synthesis of model findings—tested against observations—
that yield insights into the role of interactions between ecological processes (vegeta-
tion dynamics) and patterns of sediment erosion, transport, and accretion, in shaping 
barrier environments and their response to changing climate forcing. Specifically, the 
work described in this chapter numerically addresses the different, sometimes spe-
cies-specific, characteristics of vegetation that influence the alongshore and cross-
shore shape of coastal foredunes and multiple dune fields. The authors also summarize 
recent work that demonstrates the importance of a competition between factors that 
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build dunes (e.g., vegetation recovery, sand flux) and the factors that erode dunes 
(e.g., storms, sea-level rise) in determining local dune, or island, elevation and thus 
the degree of connectivity between sandy barriers and the back-barrier marshes and 
bays behind them. This chapter highlights the importance of feedbacks between veg-
etative and sediment transport processes in shaping the barrier landscape and the 
importance of couplings between and among landscape units, in influencing the 
overall evolution of barrier-marsh-bay systems as climate conditions change.

Ruggiero et al. combine field observations from the US Pacific Northwest with 
laboratory, field, and numerical-modeling experiments to investigate what controls 
dune shape. The deeply interdisciplinary body of work they synthesize addresses 
how the species-specific morphological characteristics and growth patterns of dune-
building vegetation, in combination with physical influences (chiefly shoreline-
change rates), help to determine whether dunes are low and wide versus tall and 
narrow. These dune and dune-field characteristics, in turn, determine how much 
storm protection dunes provide for landward environments and development. The 
authors find that the ongoing spread of invasive dune-building grass species is 
accompanied by changes in dune shape—and therefore changes in coastal vulnera-
bility to storm impacts.

In the final chapter of the volume, McNamara and Lazarus make the case that 
barrier evolution and human dynamics are thoroughly coupled on developed coast-
lines. Engineering and management actions to protect humans and infrastructure 
from storm hazards and beach erosion are reactions to physical and ecomorphody-
namic coastal processes. On the other hand, human actions also affect physical and 
ecomorphodynamic coastal processes: shoreline stabilization (chiefly through 
beach nourishment in recent decades) tends to prevent barriers from moving land-
ward, and constructed dunes or seawalls tend to prevent the moderate overwash 
events that would otherwise increase island elevation as sea level rises. These 
manipulations of barrier environments alter the evolution of barrier morphology and 
therefore alter the hazards humans and infrastructures are exposed to—influencing 
future hazard mitigation efforts. Because mitigation of coastal hazards tends to be 
expensive, the dynamics of human decision making are inextricably interwoven 
with physical and ecomorphodynamic processes in barrier environments. McNamara 
and Lazarus review newly emerging research addressing the dynamics of this cou-
pled system and discuss how the resulting understanding could help to guide more 
intentional, holistic coastal management—especially as the pressures of increasing 
RSLR rate, changing storm climate, and limited reservoirs of nearshore sand make 
continued sustainability of the current pattern of coastal land use in developed 
regions challenging.
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�State of the Science and Future Directions

Understanding the dynamics that shape barriers, and determining their fates as 
RSLR rate and storms change, has become the focus of much scientific inquiry. 
Because this scientific focus has arisen relatively recently, our understanding is 
evolving quickly. Given this, it is not surprising to find that leading experts, approach-
ing barrier dynamics from different disciplinary perspectives and through the use of 
different case studies, may sometimes come to conclusions that are less than com-
pletely consistent. A careful comparison of the chapters in this volume reveals some 
contrasting interpretations and apparent contradictions, which attest to the exciting 
state of this field of research and point to the areas of greatest insight and learning 
yet to come. However, much more prominent upon review of this collection are the 
areas of overlap that depict an emerging collective understanding about how and 
why barriers come to be and how and why they change over time as the influences 
of physical processes, vegetative processes, climate, and human activities, as well as 
the interactions among these factors, shift. The newer elements of this emerging 
collective understanding that appear in this volume include the following:

It is becoming increasingly clear that shoreface characteristics and shoreface 
processes play important roles in the dynamics of barrier migration. The shoreface 
represents an important source of sediment to barriers, and the importance of this 
role is partially determined by the composition and erodibility of the material that 
comprises the shoreface and the degree to which the upper and lower parts of the 
shoreface, and the subaerial barrier, migrate in unison as conditions change. This 
migration may proceed continuously in some cases but is perhaps more likely to 
occur as periods of migration alternating with periods of relative stability. In some 
cases, barriers do not keep up with changing conditions and they drown, becoming 
subaqueous shoals. In other cases, changes in RSLR rate or storminess can segment 
a barrier island chain, greatly increasing the connection between the ocean and the 
back-barrier environment.

On long time scales, the feedbacks between vegetation and sediment transport 
that determine dune shape and the vulnerability of barrier environments and infra-
structure to storms are likely to be swamped by the effects of rising sea level and 
changes in storminess. On the decadal, and perhaps centurial, scale, however, the 
absence or the presence and height of coastal foredunes is important in determining 
what the impact of storms will be. How reliably and how thoroughly dunes re-form 
after a strong storm depends on factors including sediment supply from the shore-
face, the characteristics of the material below the sandy surface (the geologic frame-
work), and how often strong storms occur relative to the time scale for vertical dune 
growth—which depends on the vegetation present as well as climatic influences. 
Foredune height plays an important role in determining how well connected the 
sandy part of a barrier is to back-barrier marsh or bay environments. These connec-
tions are important in determining how barrier-marsh-bay systems evolve overall 
and how vulnerable they are to increased rates of RSLR. Where humans have built 
dunes that are higher than natural dunes would be for a given set of conditions, 
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overwash events may be filtered, making it harder for barriers to keep pace with 
rising sea level. This is only one example of the way in which the natural coastal 
system and the human coastal system are tightly coupled—each affecting the other 
repeatedly through time.

A growing number of examples highlight how RSLR, changes in storm activity, 
and shifts in the geographic distribution of important dune-building grasses are 
affecting barrier island behavior today. Often, under these influences, barriers tend 
to become lower and narrower and to migrate more rapidly. We can learn about 
barrier dynamics by studying examples of barrier response to changing conditions 
in the more distant past. A new influence on barrier evolution has arisen in recent 
centuries, however: the role of humans. As conditions begin to change more rapidly, 
so too will our response to coastal processes that constitute hazards to humans and 
development. An emerging insight of critical importance to future generations is 
that the management decisions we make today may unintentionally destabilize 
barrier landforms by preventing them from migrating and gaining elevation to keep 
pace with changing RSLR rates or by interrupting sediment supply pathways—
potentially hastening segmentation or the conversion of barrier landforms to shoals. 
Where it occurs, this would lead not only to the loss of barriers but also to the 
increased vulnerability of mainland shores to potentially more intense coastal 
storms. We are well poised with our current understanding of the eco-physical 
system to more fully understand the ways in which couplings with the human 
system will affect barrier evolution in the future. This important area of future 
research could provide the basis for more intentional, forward-looking, and holistic 
management of barriers as the important natural resource—and unique landforms—
that they are.

Chapel Hill, NC, USA					     Laura J. Moore
Durham, NC, USA					     A. Brad Murray
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Runaway Barrier Island Transgression 
Concept: Global Case Studies

Duncan M. FitzGerald, Christopher J. Hein, Zoe Hughes, Mark Kulp, 
Ioannis Georgiou, and Michael Miner

Abstract  The regime of accelerating sea-level rise forecasted by the IPCC (2013) 
suggests that many platform marshes and tidal flats may soon cross a threshold and 
deteriorate/drown as back-barrier basins transform to intertidal and subtidal areas. 
This chapter explores how marshes may succumb to rising sea level and how the 
loss of wetlands will increase the extent and the overall depth of open water in the 
back-barrier, causing greater tidal exchange. Here, we present a conceptual model 
that depicts how increasing tidal prism enlarges the size of tidal inlets and seques-
ters an increasingly larger volume of sand in ebb-tidal delta shoals. The conceptual 
model is based on empirical relationships between tidal prism and inlet parameters, 
as well as field and theoretical hydraulic studies of tidal inlets showing that long-
term basinal deepening intensifies the flood dominance of existing inlet channels 
and transforms some ebb-dominated channels to flood-dominated channels. This 
condition leads to sand movement into the back-barrier, which builds and enlarges 
flood-tidal deltas, filling the newly created accommodation space. The model 
hypothesizes that sand contributed to the growth of the ebb and flood tidal delta 
shoals will be at the expense of barrier reservoirs. This will result in diminished 
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sand supplies along the coast, eventually leading to fragmentation of barrier island 
chains and the transition from stable to transgressive coastal systems. Several his-
torical studies of barrier island systems throughout the world demonstrate barrier 
response to changing tidal prism and illustrate different stages of this conceptual 
model.

Keywords  Barrier island • Tidal inlets • Transgressive shoreline • Sea-level rise • 
Saltmarsh deterioration • Tidal prism • Sediment transport • Inlet hydrodynamics • 
Coastal sand-reservoirs • Ebb-tidal delta • Flood-tidal delta • Back-barrier feed-
backs • Lagoons • Virginia barrier islands • Nauset Spit • New Inlet, MA • Assateague 
Island • Barataria Islands • Chandeleur Islands • Copper River • Friesian Islands

1  �Introduction

The future of the world’s barrier coasts is dependent upon how barriers respond to 
climate change, specifically global warming and the ensuing acceleration in sea-
level rise (Jevrejeva et  al. 2012), as well as possible increased storm magnitude 
(Knutson et al. 2010; Grinsted et al. 2013). Most barrier coasts contain a finite vol-
ume of sediment with little net sand contributed via cross-shore or alongshore trans-
port. Exceptions include those with contributions from nearby rivers (e.g., South 
African rivers, Cooper et al. 1990; Long Beach in Washington fed by the Columbia 
River, Dingler and Clifton 1994; northern New England barriers nourished by rivers 
during spring freshets and floods; Fenster et al. 2001; FitzGerald et al. 2005; Hein 
et al. 2012, 2014a); the movement of sand onshore from the inner continental shelf 
(e.g., Fire Island, Schwab et al. 2013; Hapke et al. 2010a); the erosion of updrift 
bluffs (e.g., Sandy Neck, Cape Cod, MA; van Heteren and van de Plassche 1997), or 
erosion of the barrier shoreface into a sandy substrate (e.g., Moore et  al. 2010; 
Cowell and Kinsela this volume; Murray and Moore this volume). The lack of new 
sand sources coupled with the effects of sea-level rise had led to the vast majority of 
the world’s barrier shorelines eroding (70% as estimated by Bird 1985). For exam-
ple, Hapke et al. (2010b) determined that 65% of the sandy shoreline stretching from 
central Maine to northern North Carolina has undergone net erosion over the long-
term (1800s to ~2000), at rates ranging from 0.2 m/year in Maine to 3.7 m/year in 
southern Delmarva/northern North Carolina. Globally, erosion has driven the expen-
diture of billions of private and public dollars to fund widespread beach nourishment 
projects, revetment construction, and rebuilding efforts associated with increasing 
loss of real estate and infrastructure (Nicholls et al. 2007; Doran et al. 2013).

The sand comprising barrier systems can be compartmentalized into several reser-
voirs including the barrier lithosome, the ebb-tidal delta, flood-tidal delta shoals, and 
channel deposits. Dunes, washovers, spit platforms, and recurved spits are all consid-
ered part of the barrier lithosome, which also extends seaward to the depth of closure. 
The depth of closure for a characteristic time interval is the most landward depth 
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seaward of the beach for which there is no significant change in bottom elevation and 
no significant net sediment transport between the nearshore and the offshore (Kraus 
et al. 1998). The long-term loss of sand from these systems is normally a gradual 
process punctuated by major storms. Erosion is attributed to a variety of processes 
including, but not limited to: (1) sand transported offshore to regions beyond the 
closure depth by downwelling currents during large-magnitude storms (Niedoroda 
and Swift 1981; Field and Roy 1984; Snedden et al. 1988); (2) sand moved along-
shore into estuaries where it becomes trapped in intertidal and subtidal shoals (Harris 
1988; Dalrymple et  al. 1992), thereby reducing the volume of sand bypassed to 
down-drift barrier shorelines; and (3) sand deposited in channels at migrating tidal 
inlets below the depth of the erosional shoreface. This latter reservoir will not be 
exhumed during the proceeding transgression and will therefore remain buried as a 
channel deposit on the inner shelf (Rieu et al. 2005; FitzGerald et al. 2012).

Along with these sediment sinks, sand tends to be lost to the offshore to compen-
sate for rising sea level as the equilibrium profile deepens (Bruun 1988). Although 
scientists have criticized Bruun’s (1988) equilibrium equation as being impractical 
in actual usage due to various complicating factors (e.g., grain-size variability, 
alongshore sediment losses, and geologic controls; Cooper and Pilkey 2004), the 
concept provides a valuable tool for understanding why sand is lost to the offshore, 
especially for periods of rising sea level before a barrier begins to migrate landward 
(for further discussion see: Wolinsky and Murray 2009; Rosati et al. 2013).

In addition to long-term sediment loss, rising sea level will undoubtedly alter the 
hypsometry of back-barrier bays and marsh systems. This will result in changes in 
inlet and tidal channel hydraulics, accommodation space, and net sediment trans-
port directions. In a regime of accelerating sea-level rise (Donnelly et  al. 2004; 
Jevrejeva et al. 2012), these responses will be most dramatic when certain thresh-
olds are crossed, particularly those relating to wetland loss, causing rapid bay 
expansion and/or deepening of bay hypsometry. Coastal marshes maintain their sur-
face elevation relative to high tide by accumulating organic sediment (predomi-
nantly plant roots) and trapping inorganic sediment  delivered by tides. Both 
processes are dependent on the presence of vegetation. If a marsh can no longer 
produce enough belowground biomass and/or import enough sediment through tidal 
exchange to keep pace with rising high tides, it will become inundated below mean 
sea level (Kirwan et al. 2010). Considering the projected rate of sea-level rise during 
this century (Church et  al. 2013), and despite possible ameliorating effects of 
increased sediment influx (Morris et al. 2002) or biomass production (Langley et al. 
2009), the future duration of tidal inundation at many marshes will exceed the local 
critical period of flooding with each tidal cycle. In this case, marsh plants will per-
ish, transforming marshes to tidal flats or open water (Kirwan et al. 2010). This is 
likely to occur in combination with increased marsh-edge erosion resulting from 
greater wave energy associated with expanding, deeper open-water areas (Mariotti 
et al. 2010; Mariotti and Carr 2014). Because most platform marshes behind barrier 
systems have low relief (commonly less than 30  cm; Eiser and Kjerfve 1986; 
Cahoon and Reed 1995; Silvestri et al. 2005), deterioration of marshes, once initi-
ated, is likely to occur rapidly. The wetlands comprising Barataria Bay (behind the 
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Grand Isle–Grand Terre barrier chain along the central Louisiana coast) provide an 
example of marsh collapse in just this manner. Here submergence, excavation by 
hurricanes, and edge erosion have led to extensive conversion of marshlands to open 
water at an average rate of 22 km2/year between 1956 and 1990 (Barras et al. 1994). 
These changes to bay area and the consequent increase in tidal prism have produced 
a profound response of the barrier system, resulting from a redistribution of sedi-
ment among the coastal sand reservoirs (FitzGerald et  al. 2007; and discussed 
below).

The long-term loss of sand from barrier chains is well illustrated along the 
Mississippi barrier system west of Mobile Bay, including Dauphin Island in 
Alabama, where a 29% decrease in the collective areas of the five islands was 
observed between 1840s and 2007 (Morton 2008; Byrnes et  al. 2012; Fig.  1). 
Morton (2008) attributes much of the erosion during the past century to progressive 
dredging and deepening of navigation channels that decreased the volume of sand, 
which otherwise would have naturally bypassed the inlets and fed downdrift barri-
ers. However, a sediment budget study of the Mississippi barriers by Byrnes et al. 
(2012) showed that much of the long-term loss of sand from barriers can be attrib-
uted to sand sequestered on ebb-tidal deltas and moved offshore during storms. The 
net loss of sand due to storm erosion is documented along many barrier islands, 
including the Chandeleur Islands (Sallenger et al. 2009).

In addition to the long-term loss of sand due to the combined effects of major 
storms, sea-level rise, and human modifications, it appears inevitable that barrier 
erosion will accelerate in the future as the rate of sea-level rise increases. This trend 
will likely be most apparent along mixed-energy barriers (sensu: Hayes 1979) as 
stability thresholds are crossed in back-barrier marshes due to increased inundation 
(FitzGerald et al. 2008). Likewise, barriers fronting bays and lagoons with tidal flats 
will undergo increased erosion due to flood dominance within inlet channels and the 
creation of bay sediment sinks (Dissanayake et al. 2012; van Goor et al. 2003). In 
this chapter we explore the projected loss of sand from barrier lithosomes as sand is 

Fig. 1  Mississippi barrier footprints decreasing with time. Constructed using historical maps and 
aerial photographs
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transferred to other reservoirs within the barrier system, including ebb- and 
flood- tidal shoals and bays. Because this relocation of sand will be largely forced 
by changes to back-barrier environments, our discussion begins with a review of 
back-barrier marsh processes and modeling efforts. Next, we explore barrier 
response to changes in back-barrier hypsometry, using examples from historical 
records, and demonstrating how barrier sand reservoirs undergo substantial redistri-
bution in relatively short time spans. From these illustrations, we form a conceptual 
evolutionary model of barrier erosion and transgression, resulting in the transforma-
tion of a barrier chain to a system of mainland-attached beaches, proximal mainland 
barriers, or inner shelf shoals. The processes and factors governing barrier rollover 
and landward migration are covered in other chapters in this book (see chapters by 
Ashton and Lorenzo-Trueba this volume; Cowell and Kinsela this volume; Murray 
and Moore this volume). Barrier systems along active deltaic shorelines are not 
considered in this analysis, because they consist either primarily of spit systems 
(e.g., Danube, Rhone, Ebro) or lack detailed historical and process data (e.g., Niger).

2  �Methodology

Projecting the future response of barriers to anticipated increases in the rate of sea-
level rise is difficult because most barrier chains originally evolved during periods 
of slow relative sea-level rise (RSLR). Even today, most barrier systems are experi-
encing much slower RSLR rates than those expected in the same regions by the end 
of this century (Church et al. 2013). During the last 100 years, global sea level has 
been rising at 1.2 ± 0.2 mm/year (Hay et al. 2015). The future rate is projected to be 
as much as four times this value (Church et al. 2013). Excepting the Grand Isle–
Grand Terre barrier system in Louisiana (discussed later in the chapter), where 
RSLR is 9.05  mm/year (NOAA 2015a, b), there are few natural laboratories in 
which to study the effects of rapid RSLR on barrier systems. Compounding the dif-
ficulties of studying the impacts of accelerating RSLR is the short length of histori-
cal databases, which rarely extend back in time prior to the mid-1800s; the earliest 
provide only a qualitative assessment of barrier morphology and adjacent bathym-
etry. Despite these limitations, we have assembled historical documents from sev-
eral sites that provide insights into how barriers, tidal inlets, tidal deltas, and bays 
have responded to changes in inlet channel dimensions, tidal prism, and bay hyp-
sometry brought about by storms, changes in sediment supply, human alterations, 
and tectonic events (physical settings summarized in Table 1). At many of these 
sites, the cumulative effect of various forcings is the formation of a new tidal inlet 
(and its attendant tidal prism) or a change in tidal prism volume. These historic 
changes in tidal prism mimic the changes expected to occur when wetlands and/or 
tidal flats can no longer keep pace with RSLR and convert to open water. The mor-
phologic responses of the barrier chains described herein, therefore, provide insight 
into future outcomes. We note that in some of these analyses the scenario occurs in 
reverse, demonstrating how the barrier system responded as tidal prism decreased.
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3  �Background

3.1  �Marsh Deterioration Processes and Existing Modeling 
Results

The timeframe and rate at which future changes will occur along barrier islands, in 
response to accelerating RSLR, will correspond with the stability and persistence of 
marshes in the back-barrier. Ultimately, barrier change will be related to the rate at 
which marshes are converted to intertidal flats and open water areas, thereby produc-
ing a larger tidal prism, increasing back-barrier accommodation space, and changing 
tidal hydrodynamics throughout the system. How quickly the marsh erodes, sub-
merges, or becomes segmented once critical thresholds of marsh inundation have 
been crossed (Morris et al. 2002) will depend on a number of factors that we explore 
in this section. Adding to the complexity of predicting marsh evolution, many of 
these factors will, themselves, be impacted by climate change (Kirwan et al. 2009; 
Kirwan and Megonigal 2013) or respond to changes in marsh area (Mariotti and 
Fagherazzi 2013), creating feedbacks that enhance or buffer their effects.

The areal extent of saltmarsh platform is the result of a balance between vertical 
and horizontal processes (Fig. 2). The vertical elevation of a marsh platform (ζ), 
with respect to sea level (η), is a balance between mineral and organic deposition, 
shallow compaction processes, and deeper subsidence processes.

	 ∆ ∆ζ η= + −D D a si o – – 	 (1)

where Di represents the deposition of inorganic sediment, Do is organic accumulation, 
a represents shallow autocompaction, s is deeper subsidence, and Δη is the eustatic 
change in sea level. On the horizontal plane, coastal wetlands are subject to both lat-
eral erosion and deposition depending on the hydrodynamic forcing and sediment 
availability, including the translation of wetland boundaries and the elaboration of 
channel networks. All of these processes may occur simultaneously within the same 
system, some areas being exposed and others sheltered, with the net difference dictat-
ing whether marsh area is lost or gained (e.g., van Proosdij et al. 2005; and see Fig. 3).

Inorganic deposition varies geographically based on suspended sediment avail-
ability, but, locally, it is well correlated with marsh platform elevation (deep areas 
accrete faster than shallow areas; Richards 1934; Stoddart et al. 1989; French and 
Spencer 1993; Cahoon and Reed 1995; Temmerman et al. 2003) and proximity to a 
creek or water body (French and Spencer 1993; Temmerman et al. 2003). The latter 
is due to a rapid reduction in carrying capacity as tidal flows or waves are slowed by 
the marsh grass canopy (Leonard and Croft 2006; Christiansen et  al. 2000; 
Temmerman et al. 2003), and to the direct trapping of sediment on leaf surfaces 
(Stumpf 1983; French and Spencer 1993). Inorganic sediment accumulation is thus 
dependent on type, height, and density of vegetation (Gleason et al. 1979; Mudd 
et al. 2004, 2010; Palmer et al. 2004; Ortiz et al. 2017), which varies based on plat-
form elevation and flooding frequency (high marshes are dominated by plants such 
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as Spartina patens, and low marshes are dominated by plants such as Spartina alter-
niflora). Organic accumulation also relates to wetland vegetation; the majority of 
plant biomass forms belowground (Whittaker 1975; Chmura et al. 2003; Darby and 
Turner 2008), boosting platform elevations and creating highly organic soils (Cherry 
et al. 2009; Kirwan and Guntenspergen 2012; Chmura et al. 2003; Neubauer 2008). 
Feeding back into these relationships, biomass of Spartina alterniflora is linked to 
inundation depth through a parabolic relationship between platform elevation and 
plant productivity (Morris et al. 2002). This provides a buffer to RSLR, with increas-
ing biomass production and thus, increased organic and inorganic deposition at 
deeper water levels, up until the apex of the parabolic relationship, after which point 
the marsh will deteriorate (Kirwan and Murray 2007).

Similar feedbacks occur in lateral variations of the marsh platform. Lateral 
expansion seaward requires low-energy conditions and an ample sediment supply 
sourced locally through erosion (e.g., van Proosdij et  al. 2006; Fagherazzi and 
Priestas 2010) or from tidal exchange with the coastal ocean. Colonization by marsh 
vegetation stabilizes sediments, enhances deposition, and focuses erosive flows into 

Fig. 2  The area of a wetland is determined by a balance among processes that operate vertically 
and horizontally on different scales; these include local factors related to the wetland’s elevation 
and proximity to creeks (shown in green on left of image), regional or system scale factors related 
to climatic and geomorphic forcings (shown in blue), and anthropogenic factors (shown in orange). 
The surface and sub-surface “loops” demonstrate the feedbacks impacting marsh elevation (modi-
fied from Kirwan and Megonigal 2013)
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Fig. 3  Example outputs from models of integrated marsh platform—channel evolution: Upper 
panel: the results of a model incorporating feedbacks between vegetation, suspended sediment, 
channel evolution, and marsh platform elevation (from Belliard et  al. 2015). Lower panel, the 
results of a model incorporating feedbacks between vegetation, sea level rise, tidal range, channel 
evolution, and marsh platform elevation (modified from Kirwan and Guntenspergen 2010). Both 
models provide interesting insights into the sensitivities of marsh systems, yet neither provide (nor 
aimed to provide) a realistic, holistic, representation of wetland systems

D.M. FitzGerald et al.
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certain areas (Van der Koppel et al. 2005; Temmerman et al. 2007). As a barrier 
system evolves, and spits prograde, previously exposed, high-energy areas may 
become sheltered, encouraging the accumulation of sediment and, eventually, the 
incursion of marsh vegetation. Figure 4 shows an example from Cape Romain in 
South Carolina, where the breach and subsequent reformation of the barrier island 
caused a cycle of marsh platform erosion and extension over a period of 25 years. 
Landward encroachment of a marsh is a function of vertical change in accommoda-
tion space, as well as sediment availability and competition between species, chang-
ing the dominant vegetation type (from upland to high marsh and, eventually, low 
marsh species). As sea level rises and tidal flooding extends across the upland mar-
gin, the area affected depends on the slope of the upland coastal plain and anthropo-
genic impediments (Brinson et al. 1995; Torio and Chmura 2015).

Lateral losses through retreat of the marsh edge or the expansion of ponds and 
bays occur predominantly as a result of wind-waves (Stevenson et al. 1985; Nyman 
et al. 1994; van Proosdij et al. 2006). A linear relationship links marsh-edge erosion 
and wave power (a function of fetch and water depth) (Schwimmer 2001; Fagherazzi 
and Priestas 2010; Stevenson et  al. 1985; Mariotti and Fagherazzi 2013), scaled 
according to local soil characteristics (Marani et al. 2011), which will reflect grain 
size and vegetation type, density, and live rooting depth (Richards 1934; Feagin 
et al. 2009; Marani et al. 2011; Silliman et al. 2012). Rates of platform retreat are 
therefore complex and site-specific, but observations along the US Gulf and East 
coasts range between 0.3 and 4.0 m/year (Schwimmer 2001; Wilson and Allison 
2008; Silliman et al. 2012; Trosclair 2013). Marsh edge erosion coupled with tidal 
flat scour together enhance wave power by expanding and deepening the open water 
area. However, these same erosive processes also create a sediment source for the 
marsh surface. This concept of “cannibalization” of flats or marsh platform provides 
a mechanism for marshes in regions with low ambient suspended sediment concen-
trations to maintain elevation, possibly leading to marsh persistence.

Channel elaboration, during which expanding creeks dissect the marsh and 
effectively reduce platform area, occurs in response to increase in tidal prism 
(D’Alpaos et al. 2007; Kirwan and Guntenspergen 2010). The rate and geometry of 
the response are often modulated by vegetation presence and type, or other biotic 
factors, such as crab burrowing and biomass consumption (Hughes et  al. 2009; 
Wilson et al. 2013; Belliard et al. 2015). While channel network expansion decreases 
platform area, increases in channel network length or overall cross-sectional area 
leads to better drainage for the marsh, thereby shortening inundation periods, even 
while inundation depth increases as sea level rises (Wright 2012). This means 
channel elaboration can help to maintain vegetation (and, thus, marsh) in an area of 
deeper inundation.

This multitude of complex feedbacks and site-specific controls involved in main-
taining the marsh platform create immense challenges for predicting the future of 
marsh platforms through observations alone. Numerical modeling has provided a 
useful and effective tool to explore future climate scenarios, replacing or supple-
menting difficult, intensive manipulative field experiments. These tools can be used 
either to predict marsh behavior at specific sites based on existing observations, 
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semi-empirical relationships, and parameterizations through some form of Eq. 1, or 
to explore, in a more theoretical manner, ecogeomorphic feedbacks and thresholds to 
improve our understanding of these processes on longer temporal and larger spatial 
scales than would otherwise be possible (for a full review of marsh models, includ-
ing the assumptions and numerical approach of each, see Fagherazzi et al. 2012).

Fig. 4  Upper panels: A time series of barrier island and marsh platform evolution in Cape Romain, 
South Carolina, illustrating the cycle of platform evolution in response to changes in barrier island 
configuration. Initial marsh platform erosion is followed by reestablishment through both shelter-
ing and overwash. Lower panels: An example of channel enlargement at the same site. Headward 
expansion of the channel network implies an increase in the marsh tidal prism in response to rela-
tive sea level rise. These changes are superimposed on the fluctuations in marsh area arising in 
response to barrier island dynamics
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Kirwan et  al. (2010) present a quantitative comparison of five of the more 
commonly used marsh elevation models (Morris et  al. 2002; Temmerman et  al. 
2003; D’Alpaos et al. 2007; Kirwan and Murray 2007; Mudd et al. 2010), examin-
ing marsh platform persistence under moderate and high rates of RSLR. Each model 
uses a slightly different method of assessing platform elevation; the earlier models 
focus on interactions between elevation and vegetation, the later models include the 
effects of tidal range and decomposition. The models show similar behavior under 
IPCC (2013) predictions of moderate sea-level rise (~0.4  m rise by 2100) with 
accretion rate increasing in response to sea-level change. All the models predict 
marsh survival under these conditions, yet the platform elevation at the end of the 
simulations is 7–15 cm deeper within the tidal frame than present (the equivalent of 
increasing accommodation space and tidal prism by 50–100%). This, in turn, 
equates to shifts in ecotones, increased channelization, and wave-related edge ero-
sion. Under higher rates of predicted SLR (~1.2 m by 2100), three of the five models 
predict marsh collapse sometime between 2050 and 2100; the other two predict 
marsh persistence at 2100 but at the very limit of vegetation tolerance, with submer-
gence occurring before 2110. By compiling a series of model scenarios, Kirwan 
et al. (2010) conclude that there is potential for marshes to survive if suspended 
sediment supply is sufficient, but this potential is linked to tidal range. Microtidal 
marshes require a higher suspended sediment input as compared to those with larger 
tidal ranges, in order to maintain elevation under similar RSLR rates. However, the 
buffer provided by a large tidal range is limited, and, if ambient sediment supply is 
very low (such as in Plum Island Sound, Massachusetts) marshes could be threat-
ened by sea-level rise rates of only 5 mm/year.

Building on these model assessments, Kirwan et  al. (2016) carry out a meta-
analysis of existing marsh accretion and elevation change data using a global data 
set. They conclude that high marsh settings seem, on average, to be pacing global 
sea level rise (3 mm/year), and that low marshes (next in the ecological succession 
as the marsh landscape lowers in the sea-level frame) currently accrete at rates more 
than double that of sea-level rise (6.9 mm/year), suggesting that marshes are less 
vulnerable than previously predicted. Specifically, they compare the dynamic land-
scape models used by Kirwan et al. (2010) with more traditional “static landscape” 
models (such as the Sea Level Affecting Marsh Model; SLAMM), which do not 
incorporate all of the positive and negative feedbacks between increasing rising sea 
level and elevation change. The comparison shows that while static marsh models 
predict catastrophic marsh losses, dynamic models predict resilience of marshes up 
to sea-level rise rates of 10 mm/year or more. It should be noted, though, that while 
the model results suggest that marshes may survive high rates of sea-level rise, this 
will be associated with an ecosystem shift as many areas with supratidal (high) 
platform marshes will transition to intertidal (low) marshes, dramatically changing 
the appearance, function, and suspended sediment demands of the marsh. 
Additionally, a switch from high to low marsh will still lead to lowering of the plat-
form relative to the tidal datum and, thus, a large increase in tidal prism in the back-
barrier system (Kirwan et al. 2010).

Runaway Barrier Island Transgression Concept: Global Case Studies
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A fundamental challenge in predicting future marsh evolution is that many existing 
models have been designed to consider only the wetlands, rather than the larger land-
scape setting. The presence of a protective barrier is not relevant to all estuarine 
marshes, but in a back-barrier setting (especially in the case of a transgressive island), 
breaching and overwashing will impact the wetland planform area and persistence 
(Fig. 4). Where significant rollover of barrier units occurs, models including feed-
backs between the geomorphic units are needed. The model of Walters et al. (2014) 
begins to address this by combining an existing model of barrier island dynamics and 
stratigraphy (GEOMBEST; Stolper et al. 2005; Moore et al. 2010) with the marsh 
edge model of Mariotti et al. (2010). The results highlight the dynamic response of 
back-barrier marshes to barrier islands, demonstrating that the presence of back-bar-
rier marshes can decrease island migration rates and that barrier islands can increase 
marsh persistence through contributions of overwash sand (see Moore et al. this vol-
ume for more detail). The model only addresses these relationships in two dimensions 
along a cross-shore transect, but these results indicate the importance of feedbacks 
among the geomorphic components of the back-barrier system that need further 
investigation. Regardless, it is clear that many predicted future scenarios involve 
extensive loss or deepening of wetland platforms within barrier systems.

3.2  �Effects of Sea-level Rise on Hydrodynamics and Sediment 
Transport

Studying the impact of RSLR on coastal systems including tidal inlets and back-
barrier basins (lagoons, marsh and tidal creeks, estuaries) is difficult by observation 
alone, due to the long timescales of their evolution. In addition, not all sea-level-
related thresholds have been identified, and those that have are yet to be quantified. 
Finally, despite the fact that hydrodynamics and sediment transport in coastal sys-
tems are becoming increasingly quantifiable, there remain practical limitations on 
the spatial and temporal resolutions of field-surveyed data that limit the degree to 
which process links can be established. As a result, predicting how these systems 
will respond to forcings often relies upon RSLR projections coupled with empirical 
or numerical models. Validation of geomorphic model results, however, can only be 
based on the limited existing historic data, and the timeframe of coverage is often 
insufficient to match the time period required for the modeled system to reach equi-
librium. Moreover, important model inputs, such as RSLR, do not compare histori-
cally to the existing or future projected rates that are used in the models. Thus, 
geomorphic and hydrodynamic models cannot account for as-of-yet unknown linear 
and non-linear (possibly threshold) geomorphic responses of barriers to rates of 
RSLR higher than those experienced during historic time.

Historically, there has been a gradual scientific progression in the approach to 
studying the effect of RSLR on tidal inlets and back-barrier systems, from initial 
conceptual models based on historical trends, commonly for site-specific areas 
(FitzGerald et al. 2007), to quantitative physics-based models. In addition, large-scale 
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physical modeling studies have also been attempted, such as those of Stefanon et al. 
(2012) who performed laboratory experiments to explore channel network develop-
ment in a back-barrier lagoon setting in response to changes in water level (essentially 
replicating rising sea level). They found a very close relationship between increasing 
tidal prism and drainage network expansion. This suggests that as rising sea level 
increasingly inundates back-barrier flats and marshes, tidal creeks will increase their 
drainage density through headward erosion and new creek formation, an implication 
that has been supported by some field observations (e.g., Hughes et al. 2009).

One simple mathematical approach is to model the geomorphic response to 
hydrodynamic forcings using empirical relationships (De Vriend et al. 1993). Van 
Goor et  al. (2003) modeled two tidal inlets along the Netherlands coast using a 
three-element (ebb-tidal delta, inlet channel, interior tidal flats) sediment equilib-
rium model. The model assumes a continuous supply of sand from the adjacent 
barrier and sand exchange among the three components, and is based on equilib-
rium volumes tied to empirical relationships (obtained from regression analyses). 
The study shows that, at Amelander Gat, inlet channel size increases as the rate of 
SLR increases, whereas the volume of sand contained in the ebb-tidal delta and tidal 
flats decreases (Fig.  5). Likewise, the smaller-sized Eierlandse Gat increases in 
dimensions with rising sea level, but the shoals inside tend to be more stable because 
less sand is required to maintain a dynamic equilibrium (Fig. 5). These analyses 
suggest that, in a regime of rising sea level, the two inlets will experience different 
volumes and rates of sediment exchange, however both basins will import sediment 
from adjacent beaches and associated ebb-tidal deltas. They also indicate that both 
inlets will drown (widen and deepen until they can no longer be considered an inlet) 
during high rates of RSLR, which is consistent with the work of Beets et al. (1992) 
who showed that inlets on the Netherlands inner shelf drowned when sea level rose 
by 0.8–3.0 m/century.

In recent years, studies of the impacts of RSLR on tidal inlet systems and back-
barrier basins have become more refined by utilizing models based on the physical 
processes governing hydrodynamics and sediment transport. van der Wegen (2013), 

Fig. 5  Equilibrium volumes of tidal inlet elements as a function of SLR rates for two Dutch inlets. 
Vertical line represents present conditions (after Van Goor et al. 2003)
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for example, used a two-dimensional process-based model (DELFT3D used in two 
dimensions with vertical averaging) to explore how different rates of RSLR affect 
sedimentation in an elongated basin with dimensions similar to the Western Scheldt 
estuary located along the Netherlands southwestern coast. The results indicate that, 
despite a seaward influx of sediment into the estuary, RSLR will ultimately drown 
intertidal flats, albeit at a slower rate for estuaries with higher tidal ranges. Likewise, 
Dissanayake et al. (2012) demonstrate that basins in large inlet/basin systems will 
import sediment at a rate commensurate with the rate of RSLR due to increasing 
flood-dominance of tidal currents and the consequent erosion of ebb-tidal deltas. 
Under a low rate of RSLR (0.2 m by 2100), the study projects that tidal flats will be 
maintained, whereas for high-rate scenarios, they will drown. This study was mod-
eled after Ameland Inlet (Dutch Wadden Sea); historical records corroborate this 
tendency of these same basins to import sediment, showing that the presence and 
extent of tidal flats in the Middle Ages was similar to what it is today, despite the 
higher modern rate of RSLR (Louters and Gerritsen 1994).

Process-based, RSLR modeling studies of the Netherland coast consider large 
tidal inlets with expansive back-barrier tidal flats and channel systems, reflecting 
the nature of that particular coast. They uniformly predict that the basins will import 
sand, ebb-tidal deltas will erode, and, once rates of RSLR exceed a certain thresh-
old, tidal flats will become permanently submerged. The exchange of sand among 
the various sand reservoirs, and net sediment transport directions in the channels are 
based on time and velocity asymmetries that will be altered by changes in tidal wave 
propagation as relative sea level rises; given the relationship between wave celerity 
and water depth (Boon and Byrne 1981; Aubrey and Speer 1985; Dronkers 1998). 
Higher water levels will induce changes in back-barrier hypsometry, hydraulics, and 
erosional-depositional patterns, which will initiate both positive and negative feed-
backs until the system equilibrates to the new conditions.

The response to rising sea level of small tidal inlet systems (width <0.5 km) or 
systems with large inlets and with back-barriers dominated by marsh and tidal 
creeks is much less well studied and modeled (FitzGerald et al. 2007; Lovering and 
Adams 2009). We note that our understanding of thresholds governing the ability of 
marshes to keep pace with RSLR is in its infancy; until we know how, and at what 
rates, platform marshes will deteriorate, it will be difficult to predict changes in 
back-barrier hypsometry with rising water levels. Finally, process-based models 
predicting the erosion of ebb-tidal deltas due to RSLR and increasing tidal prism 
may be ignoring some basic tenants concerning the formation and stability of ebb 
deltas (e.g., Dissanayake et al. 2012). With increasing tidal prism, greater discharge 
at an inlet will tend to move sand further offshore and deposit it into deeper water. 
The distal end of the ebb delta will grow vertically due to this deposition of sand 
until shoaling and breaking waves, in combination with flood currents, move it back 
onshore. Thus, as sea level rises and tidal prism increases, ebb-tidal deltas will 
likely capture more sand from the littoral transport system, thereby causing these 
deltas to enlarge rather than erode (Walton and Adams 1976). Moreover, it should 
be emphasized that most existing large ebb-tidal delta systems are 1000–4000 years 
old and were constructed during a period of rising sea level, albeit slower than 
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today, lending credence to this conceptual framework of ebb delta growth, and 
therefore to the hypothesis set forth in this paper.

3.3  �Barrier/Tidal Inlet Response to Various Forcings: Basic 
Relationships

In this section, we use historical datasets to illustrate erosional-depositional patterns 
along barrier islands caused by changes in tidal prism volumes or in locations in 
which storms created new pathways of tidal exchange between bays and the coastal 
ocean (tidal inlets). We trace the pathway of sand movement among the different 
sand reservoirs and, when possible, discuss the rates at which changes to the system 
have occurred. Changes in tidal prism are a major factor affecting the sand budget 
of barrier islands because tidal prism dictates: (1) the size of tidal inlets (O’Brien 
1931; Jarrett 1976; Stive et al. 2009) expressed by the general equation:

	 A CPq= 	 (2)

in which A = cross-sectional area of the inlet channel (m2), P = tidal prism (m3), and 
C and q are empirically derived parameters, and (2) the volume of sand comprising 
the ebb-tidal delta (Walton and Adams 1976; Hicks and Hume 1996; Fontolan et al. 
2007) described by the general relationship:

	 V CPq= 	 (3)

in which V = volume of the ebb-tidal delta (m3), P = spring tidal prism (m3), and C 
and q are again, empirical parameters determined from field measurements. For bar-
rier island chains, the tidal prism of the entire back-barrier controls the size/number 
of tidal inlets along the chain (Roos et al. 2013). Tidal prism can increase through 
the conversion of wetlands to open water and by decreasing frictional resistance of 
tidal exchange through channel enlargement and/or bay deepening (Fig. 6). When 
barriers are breached during a storm, the sustainability of the new tidal inlet is 
dependent upon the inlet accessing a large enough tidal prism to keep it open 
(Escoffier 1940, 1977; Tran et al. 2012; Roos et al. 2013). As the new inlet equili-
brates to reversing tidal flow and wave conditions, sand is transported seaward and 
landward building ebb- and flood-tidal deltas, respectively. This represents a loss of 
sand from the barrier lithosome. Using the tidal prism relationships, we explore how 
alterations in basinal hypsometry can lead to changes in inlet hydraulics and cre-
ation of a sediment sink inside a deepening bay.

Barrier chains most affected by the loss of wetlands—and the ensuing increase 
in tidal prism—are those along mixed-energy shorelines (Hayes 1979), which have 
numerous tidal inlets connected to broad back-barrier marshes that are incised by 
tidal creeks. These types of coasts tend to occur along mesotidal shores (tidal 
range = 1.5–4.0 m) and primarily in coastal plain settings. Hayes (1979) has also 
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shown that tidal flats supplant marshes along some mixed-energy barrier coasts, 
including the Friesian Islands bordering the North Sea and the Copper River delta 
barrier system in the northern Gulf of Alaska. The impacts of increasing tidal prism, 
which results in the enlargement of ebb-tidal deltas and the siphoning of sand away 
from adjacent barrier islands, will tend to be greater in regions of higher tidal range. 
This is because platform marshes exist near or above the mean high water elevation; 
the volume of marsh that is potentially converted to an intertidal or subtidal environ-
ment will increase with increasing tidal range because marsh peats tend to be thicker 
in settings with higher tidal ranges (Redfield and Rubin 1962). This point does not 
discount the fact that marshes in areas of greater tidal range may reach threshold at 
later times than lower tidal range marshes.

In mixed-energy settings, ebb-tidal deltas contain large quantities of sand that 
can be comparable in volume to the adjacent barrier islands (Hayes and Kana 
1976a). For example, along the mixed-energy South Carolina coast, the barriers are 
relatively short and tidal inlets comprise an increasingly greater proportion of the 
shoreline to the south, coinciding with an increase in tidal range (Hayes 1994; 
Hayes and FitzGerald 2013). South of Charleston Harbor, Stono and North Edisto 
Inlets have a combined ebb-tidal delta volume that is approximately four-fifths the 
volume of intervening Kiawah-Seabrook Island barrier lithosome (Fig.  7; Hayes 

Fig. 6  Flowchart illustrating how wetland loss leads to increasing tidal prism, larger tidal inlets, 
and enlarging ebb-tidal deltas. Ultimately, sand from barrier reservoirs is transferred to ebb- and 
flood-tidal deltas causing barrier transgression
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and Kana 1976a, b). For the sake of illustration, if the tidal prisms of Stono and 
North Edisto Inlets increased by 1%, then the combined volume of the ebb-tidal 
deltas would increase by approximately 2.2 million cubic meters of sand would be 
sourced predominantly from erosion of the adjacent barrier islands and to a lesser 
extent channel enlargement (see Eq. 2).

4  �Case Studies

We discuss a series of historical accounts of barrier island/tidal inlet systems below 
to explore how changes to back-barrier marsh, tidal flats, and channels areas affect 
inlet dimensions, and how coastal sand reservoirs are redistributed. We use the 
insights gained from these studies to present a conceptual model of barrier evolution 
in a regime of accelerating RSLR.

4.1  �Nauset Spit-New Inlet, Cape Cod, Massachusetts

The 30-km long Nauset barrier system is composed of a series of spits and barrier 
islands that form the southern outer coast of Cape Cod, Massachusetts. Nauset Spit 
breached during a moderate northeast storm on January 2, 1987 after overwash had 
formed an incipient channel across the barrier and then return flow, accompanying 
a wind shift to the northwest as the storm passed, scoured a deep channel. New Inlet 

Fig. 7  Along mixed-energy coasts, such as this example from Seabrook and Kiawah islands in 
South Carolina, ebb-tidal deltas contain a volume of sand comparable to the volume of the inter-
vening barrier lithosome (after Hayes et al. 1976)
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was actually a product of long-term erosion that narrowed the barrier, storm waves 
that dismantled the foredune ridge, and a hydraulic head across the barrier that 
reached 0.70 m and 0.86 m at high and low tide, respectively (Friedrichs et al. 1993; 
FitzGerald and Pendelton 2002).

One day after the storm, the channel was 100-m wide. It grew to 0.5 km after two 
months and to 2.0 km wide a year later as the inlet captured and equilibrated to an 
increasingly large tidal prism. During this process, barrier sands washed into the 
bay enlarging the flood-tidal delta and other sand shoals (Stauble 2001; FitzGerald 
and Montello 1993). FitzGerald and Montello (1993) estimated that during the first 
year approximately 0.7–1.0 million cubic meters of sand were transported into the 
bay (Fig. 8). Initially, the inlet widened through erosion and retreat of the northern 
and southern shorelines, but after 1.5 years the inlet reached a stable configuration 
and continued to narrow due to spit accretion. At that time, a 1.6-km wide shallow 
spit platform extended south from Nauset Beach and the channel thalweg was posi-
tioned at the very southern side of the inlet, a consequence of the dominant south-
erly alongshore transport direction and the northerly approach of the main bay 
channel toward the inlet. In subsequent years, the main inlet channel periodically 
breached an easterly, more-direct channel through the spit platform, expanding the 
extent of ebb-tidal delta seaward (Liu et al. 1993). The new channel dominated the 
former southern channel because it was a more hydraulically efficient pathway for 
tidal flow into and out of the inlet.

Between 1988 and 1999, the ebb-tidal delta grew in volume (Fig. 8) as New Inlet 
equilibrated to its tidal prism, as predicted by the Walton and Adams (1976) rela-
tionship. The sequestration of sand on the ebb delta coupled with sand movement 
into the inlet, added to the growth of the bay shoals and led to a reduction in sand 
bypassing the inlet thereby starving the downdrift South Beach shoreline. During 
this period of ebb-delta growth (1990–2000), South Beach retreated 200–300 m. 
Following a period of relative stability, another inlet formed north of New Inlet in 
April 2007, which again disrupted the alongshore transport system causing shore-
line recession and ultimately, formation of a third inlet along South Beach.

The pattern of tidal inlet development along the Nauset Spit system during the past 
three decades illustrates the strong coupling effect between barrier breaching and tidal 
inlet formation and the loss of sand from the barrier lithosome. Moreover, the historical 
morphological changes demonstrate that the sequestration of sand on ebb-tidal deltas 
represents a short- to long-term loss of sand from the barrier system, whereas sand 
transport into bays represents an important long-term loss. This sand will not re-enter 
the barrier/littoral system until the barrier transgression reaches this landward site.

4.2  �Ocean City Inlet–Assateague Island, Maryland

Fenwick and Assateague Islands were once a continuous island along the Maryland 
coast prior to a 1933 hurricane that breached the barrier and formed Ocean City 
Inlet. Initially, the inlet was 3 m deep and 76 m wide (Underwood and Hiland 1995). 
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Within a month the US Army Corps of Engineers began construction of jetties to 
stabilize the inlet’s location and prevent southerly alongshore transport from closing 
the channel. The inlet is now 330 m wide narrowing to 200 m at the seaward end of 
the jetties. Numerous authors have detailed shoreline changes, channel characteris-
tics, and a sediment budget for the inlet area (Dean and Perlin 1977; Stauble et al. 
1993; Rosati and Ebersole 1996; Stauble 1997).

Immediately following completion of the jetties, erosion rates along northern 
Assateague Island, extending ~14 km south of the inlet, essentially doubled (aver-
age rate = 2.9 ± 2.7 m/year; Rosati and Ebersole 1996). Northern Assateague Island 
migrated almost two barrier widths onshore (0.5  km) between 1850 and 1980 
(Fig. 9a; Dean and Perlin 1977) and most of this movement occurred following inlet 
formation. During the same period, the Fenwick shoreline immediately north of the 
inlet prograded approximately 250 m with accretion tapering northward for about 
2 km (Dean and Perlin 1977). This accretion was attributed to trapping of the south-
erly alongshore transport of sand by the north jetty as well as several beach nourish-
ment projects (volume = 2.2 × 106 m3; USACOE 1998).

The dramatic erosion of northern Assateague Island was due to the disruption of 
the natural alongshore transport system caused by inlet formation, leading to the 
sequestration of sand on ebb- and flood-tidal deltas, initial accretion next to the 

Fig. 8  New Inlet, Cape Cod. Historical shoreline data documents retreat of the downdrift beach as 
sand was sequestered on ebb-tidal delta (after Stauble 2001). During the period between 1990 and 
2000 the shoreline retreated 200–400 m

Runaway Barrier Island Transgression Concept: Global Case Studies



24

north jetty, and removal of sand from the jettied navigation channel during numer-
ous dredging projects (Rosati and Ebersole 1996; Stauble 1997). The evolution of 
the inlet channel and ebb-tidal delta are depicted in Fig. 9b, c. During the 1937–
1995 period, the inlet throat deepened from 5 to more than 14 m coincident with a 
substantial increase in cross-sectional area as the inlet accessed an increasingly 
large bay tidal prism.

Following the formation of a new tidal inlet, it commonly takes several years for 
new channels to fully develop and efficiently connect to back-barrier bays and cap-
ture the entire potential tidal prism inlet (Liu et al. 1993). During this phase at Ocean 
City Inlet, the inlet channel increased in dimensions, eventually reaching an equilib-
rium size predicted by Eq. 2. Sand was transported into the proximal back-barrier. 

Fig. 9  Ocean City Inlet, MD. (a) Shoreline changes showing the landward migration of Assateague 
Island. (b) Cross-sectional changes of Ocean City Inlet from 1934/1937 to 1995 demonstrating 
deepening of the inlet and seaward progradation of the ebb-tidal delta (after Stauble 1997). Cross 
section location is shown on panel (a). (c) Growth of the ebb-tidal delta (10 × 106 m3) from inlet 
formation to 1995 (after Stauble 1997)
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Likewise, sand entering the inlet via alongshore transport and scoured from the 
channel was transported seaward building the ebb-tidal delta and moved landward, 
enlarging flood-tidal shoals. A profile along the inlet channel and across the ebb-
tidal delta demonstrates that following inlet formation and extending to a period 
when the ebb delta reached a dynamic equilibrium (sometime after 1995), the ebb-
delta accumulated sediment and accreted seaward. Using the terminal lobe as a 
reference point (seaward apex of the ebb delta, Fig. 9b), it is clear that the delta built 
seaward by ~1 km and increased to a volume >10 × 106 m3 (Fig. 8c; Stauble 1997).

The delta appeared to have reached an equilibrium volume by the late 1990s as 
indicated by large swash bars bypassing the inlet and migrating from the delta land-
ward to Assateague Island (Kraus 2000). However, there continues to be a deficit of 
sand along northern Assateague Island, requiring continued beach nourishment (US 
Army Corps of Engineers 1998). Nonetheless, the evolution of this area clearly 
demonstrates that inlet formation can drastically impact the barrier sediment bud-
get, particularly when the growth of ebb- (and to a lesser extent flood-) tidal deltas 
sequesters sand from the alongshore transport system that otherwise would nourish 
the downdrift barrier island.

4.3  �Virginia Barriers

The Virginia coast along the Delmarva Peninsula, south of Assateague Island, is 
composed of mixed-energy barrier islands (Fig.  10) dominated by fine-grained 
beaches with frequent overwash (McGee 1890; Rice et  al. 1976; Halsey 1979; 
Oertel and Kraft 1994). Barriers are backed by a network of tidal channels, subtidal 
to intertidal mudflats, shallow (<2  m) open bays, and salt marsh (Fig.  10). The 
northern islands are located 1–3 km offshore of the mainland and are predominantly 
backed by extensive marsh. Farther south, the distance between the barriers and the 
mainland and the area of open water behind individual barriers both increase, reach-
ing a maximum at Hog and Cobb islands of 13–14 km and >80%, respectively. 
Modern rates of RSLR along this coast are among the highest on the US East Coast, 
with estimates ranging from 3.6 to 6.0 mm/year in recent decades (Boon 2012; Ezer 
and Corlett 2012; Boon and Mitchell 2015). This rate exceeds that determined for 
vertical accretion of mid and high marsh in this region (0.7 ± 1.2 and 1.4 ± 0.2 mm/
year, respectively), leading to reversal of marsh growth trends inferred from the late 
Holocene, and the loss of marsh, particularly adjacent to open water (Kastler and 
Wiberg 1996; Erwin et al. 2004, 2006; Priestas et al. 2015). These effects are com-
pounded by marsh-edge erosion driven by wave action in some of the larger back-
barrier bays (Mariotti and Fagherazzi 2013), albeit some progradation of marsh has 
occurred into shallow ponds and tidal flats (Erwin et al. 2006) as well as onto low-
lying sections of barrier islands themselves (Deaton et al. 2017). The net result has 
been a loss of >9% of marsh area behind the Virginia barriers (Assawoman to Smith 
islands) since 1870 (Fig. 10; Deaton et al. 2017).
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Despite the overall loss of marsh from the back-barrier, the rapid onshore migra-
tion of the Virginia barrier islands plays a role in marsh loss and in determining the 
extent of open-water area along the Virginia Eastern Shore (Kastler and Wiberg 1996; 
Deaton et  al. 2017). Recent work has demonstrated that exposure and erosion of 
marsh along the shoreface due to the landward migration of the islands accounts for 
~32 km2 of marsh loss during the last 150 years (Deaton et al. 2017); this is ~5% 
greater than the net area lost due to back-barrier processes. The barrier rollover pro-
cess has not only consumed marsh, it has also filled open-water areas. The net result 
of back-barrier marsh loss and landward barrier migration has been a slight increase 
in back-barrier open water area of only 9 km2, <2% of the total open water area 

Fig. 10  Historical changes along the Virginia barrier islands. All data are from Deaton et  al. 
(2017) and individual panels are modified from Deaton et al. (2017). (a) Site map of the Virginia 
Eastern Shore barrier islands. Colored regions behind each barrier island indicate the “bayshed” 
for each tidal inlet (area flooded/drained by that tidal inlet); values are change in tidal prism 
between 1870 and 2009 (negative values represent loss in tidal prism). Note large decreases in tidal 
prism associated with northern rollover-dominated barrier islands and increases associated with 
back-barrier marsh loss along southern islands. Barrier island names are given on the right; num-
bers in parentheses are long-term shoreline-migration (1851/2 to 2010) rates determined from 
linear regression analysis after Hapke et  al. (2010b). (b–d) Maps of marsh gain (red) and loss 
(blue) associated with bay expansion, upland migration, and landward migration of Wallops 
through Smith islands between the mid- to late-1800s and 2009
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(Deaton et al. 2017). This analysis suggests that any gain in tidal prism from marsh 
loss along this barrier chain is countered by the “squeezing” of the back-barrier by 
barrier migration. Although some inlets have experienced a small increase in tidal 
prism (e.g., Wachapreague Inlet increased by 6–10% between the late 1800s and 
early twenty-first century; Fenster et  al. 2011; Richardson 2012; McBride et  al. 
2015), other inlets have undergone a marked decrease in tidal prism of >30% due to 
landward barrier migration (Fig. 10; Deaton et al. 2017).

Overall, the tidal inlets associated with the Virginia barriers are maintaining a 
quasi-stable state: the ongoing disintegration of back-barrier marshes (20% total 
loss due to barrier migration and back-barrier processes [e.g., edge erosion] in the 
last 150 years) and slow migration of marshes onto uplands, although increasing 
bay area, is negated by the landward migration of the barriers, which is reducing 
system-wide back-barrier area at an approximately same rate.

4.4  �Barataria Barriers, Louisiana

The barriers fronting Barataria Bay along the central Louisiana coast formed from 
sand delivered from two former distributary headlands, Bayou Lafourche to the 
west and Plaquemine Delta to the east (Fig. 11). The Barataria coast is low-energy 
with diurnal tides and a spring tidal range of 0.46 m; however, circulation at the 
inlets within Barataria Bay is commonly dominated by wind-generated set-up and 
set-down. Generally, breaking waves are small along the coast (<0.4 m), except dur-
ing the passage of winter storms nearshore when waves as high as 3.0 m can prevail 
for days (Stone et al. 2003; Stone and Orford 2004). Infrequent hurricanes (1 every 
7 years; Muller and Stone 2001) cause the greatest impact on the shoreline, result-
ing in widespread erosion, overwash, and breaches that can evolve into tidal inlets 
(Boyd and Penland 1981; Stone et al. 2003).

The Barataria barriers provide a natural laboratory in which to study the effects 
of accelerated SLR because this region is experiencing one of the highest rates of 
relative SLR in the world (9.03 mm/year for 1947–2015; Fig. 12; NOAA 2015a, b) 
due to a variety of causes including deep-seated crustal adjustments (Mitrovica and 
Milne 2002; Yu et al. 2012), fluid withdrawal associated with hydrocarbon produc-
tion (Morton et al. 2005); compaction of Holocene deltaic sediments (Penland and 
Ramsey 1990; Törnqvist et al. 2008), and reduced sediment supply due to leveeing 
and channelization of the Mississippi River.

During the past 80 years rapid RSLR and erosional processes within Barataria 
Bay have led to substantial wetland loss, converting more than 1100 km2 of wet-
lands to open water (14 km2/year; Couvillion et al. 2011; Fig. 12). Conversion of 
wetlands to intertidal and subtidal environments is a product of several linked pro-
cesses including subsidence, marsh front erosion (Schwimmer 2001; Wilson and 
Allison 2008; Mariotti et al. 2010; Mariotti and Fagherazzi 2013), and catastrophic 
scour during large magnitude hurricanes (e.g., Katrina; Barras 2006; FitzGerald 
et al. 2007). The multiple causes of wetland loss appear to be dominated by RSLR; 
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a temporal plot of wetland loss and RSLR shows similar trends during the past 50 
years. However, they are slightly out of phase, indicating other processes are likely 
operative (Fig.  12). For example, Morton et  al. (2005) and Morton et  al. (2006) 
demonstrated convincingly that accelerated wetland loss in adjacent Terrebone 
Basin is related to rapid subsidence following peak volume fluid withdrawal from 
nearby oil and gas fields. A large number of oil and gas fields also exists in the 
Barataria Basin and may have contributed to subsidence in this region as well 
(Morton et al. 2006).

Long-term conversion of wetlands to open water over the last >125 years has 
steadily increased tidal exchange between Barataria Bay and the Gulf of Mexico 
resulting in larger inlet tidal prisms. Two direct consequences of the increasing tidal 
discharge are the enlarging tidal inlet geometry and growth of ebb-tidal delta shoals 
(List et al. 1994; FitzGerald et al. 2004). Data collected during the summers of 2006 
and 2011 allow updating of hydraulic and morphologic trends previously estab-
lished for the Barataria Bay barrier system for the period between 1880 and 1980. 
As shown in Fig. 13a and Table 2, the inlets have collectively more than quadrupled 
in size, accommodated in part by the formation of Pass Abel in 1920s and a widen-
ing of the other inlets, but primarily by a deepening of the inlet throats. It is note-
worthy that during the 26 years between 1980 and 2006, the combined cross-sectional 
areas of the inlets increased by almost 70%, coinciding with a period of significant 

Fig. 11  Barataria barriers and tidal inlet systems formed from reworking of former distributary 
headlands Lafourche and Plaquemine Deltas
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wetland loss in Barataria Bay (Fig. 12). During this time, the inlets deepened from 
5 to 10 m (Fig. 13a). Collectively, the historical inlet combined cross sections all 
plot well within the 95% confidence limits of Jarrett’s (1976) regression equation of 
tidal prism versus throat cross section (Fig. 13b), indicating that they have remained 
in equilibrium with the increasing tidal prism.

Significant in the evolution of the Barataria barriers is how sediment reservoirs 
are being redistributed as the inlet tidal prisms are enlarging. As predicted by Eq. 2, 
there has been a growth in the volume of ebb-tidal deltas as evidenced by a signifi-
cant increase in the ebb-delta footprint through time (Fig. 14) and by the seaward 
excursion of the 5-m contour at Barataria Pass (Figs. 13a and 14). During the same 
approximate time period (1880s–1988), the intervening barriers underwent dra-
matic erosion with average shoreline retreat rates between 1 and 15 m/year (Williams 
1992). An exception to this trend is the accretion that occurred along the east end of 
Grand Isle, which is protected by a system of offshore breakwaters and has been the 
site of beach nourishment projects. The response of the Barataria barriers to wetland 
loss and a growing tidal prism has been an increase in the dimensions of the tidal 
inlets, and growth of ebb-tidal delta volumes at the expense of the barriers, which 
have drastically decreased in size, resulting in the formation of a new tidal inlet 
(Pass Abel). This case study clearly shows the end-result of large-scale wetland loss 
ultimately translating to the redistribution of coastal sand reservoirs and severe ero-
sion along this coast, leading to numerous state and federally funded beach nourish-
ment projects to maintain the integrity of this barrier chain.

Fig. 12  Temporal changes in sea level at Grand Isle (gage # 8761724, NOAA 2015a, b) and wet-
land loss in Barataria Bay (after Couvillion et al. 2011)
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Fig. 13  (a) Changes in tidal inlet cross section (1880s–2006) of Barataria Bight. (b) Plot of com-
bined inlet cross-sectional areas (Table 2) versus their combined tidal prism for the 1880–2006 
period using Jarrett’s (1976) equation for Gulf Coast inlets
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4.5  �Chandeleur Islands and Isle Dernieres, Louisiana

These two island chains are located along the east and south-central portion of the 
Mississippi River delta plain (MRDP). We treat them separately from the Barataria 
system because most of islands along these chains have reached a phase of rapid 
erosion and their back-barrier wetlands have collapsed to the extent that the barriers 
are migrating landward into deepening sounds. Their tidal inlets are small, with 
insignificant ebb-tidal deltas. The evolution of these systems provides insights into 
the factors controlling landward barrier migration. These barriers are a product of 
the delta cycle, which involves a regressive stage of delta building and then a trans-
gressive component when marine processes dominate over the previous fluvial pro-
cesses because of distributary abandonment (Penland et  al. 1988; Roberts 1997; 
Coleman et al. 1998). Consequently, wave and tidal currents rework and laterally 
distribute sands that were originally deposited within and proximal to the distribu-
tary, forming erosional headlands with flanking barrier islands. RSLR and wave and 
tidal current erosion in the back-barrier drives mainland detachment and develop-
ment of a fully transgressive barrier system. Lateral sand transport away from the 
original, centralized fluvial depocenter point source and redeposition as spit plat-
forms at the flanks of the barrier chain ultimately depletes sand available for the 
system to maintain exposure in a regime of rapid RSLR.  Ultimately, the barrier 
system is transformed into a subaqueous sand shoal on the inner continental shelf 
(Penland et al. 1988).

4.5.1  �The Chandeleur Islands

The Chandeleur Islands represent remnants of the St Bernard delta complex (fluvial 
abandonment ~1800 years BP; Frazier 1967) and are now separated from the main-
land marsh by the ~40-km wide Chandeleur-Breton Sound. In this late stage of 
barrier island evolution, large tidal inlets typical of the younger central coast barrier 
systems (e.g., Barataria barrier chain) are absent. Instead, tidal currents primarily 
flow through deep, broad troughs around the flanks of the island chain (Hart and 
Murray 1978). However, the loss of sand from the system due to the impact of 
repeated hurricanes has thinned the barrier arc, rendering it prone to breaching. 
Periodic inlet development has facilitated landward sand transport and the building 

Table 2  Inlet cross-sectional areas (m2)a

Year Caminada Barataria Pass Abel Quatre Bayou Total X-sect area

1880s 809 4304 0 133 5646
1930s 1353 6271 395 2590 10609
1980s 1532 7182 4193 3777 16,684
2006 3372 7374 6669 6726 24,141

aNote that all inlets of this section of the Louisiana coast have shown a net increase in cross-
sectional area
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Fig. 14  Bathymetric maps for inlets in 1880s and 1980s (after List et al. 1994). Note the growth 
of the ebb deltas and formation of Pass Abel. CP Caminada Pass, BP Barataria Pass, PA Pass 
Abele, QBP Quatre Bayou Pass

D.M. FitzGerald et al.



33

of recurved spits and flood-tidal deltas. Most new inlets are ephemeral closing 
within 2–3 years, but one inlet (~1 km wide) has remained open, primarily due to 
the sand-starved nature of the southern portion of the barrier arc.

Most of the sand eroded from the front side of the Chandeleur Islands is trans-
ported alongshore and deposited in deepwater sinks at the flanks of the island chain 
rather than being sequestered at ebb-tidal deltas (Miner et al. 2009a; Georgiou and 
Schindler 2009). Because these islands are far removed (temporally) from the 
headland-detachment process, they are no longer effectively fed relict deltaic sands 
except by excavation of subsurface deposits intercepted by tidal inlet and shoreface 
ravinement. Sand lost alongshore to deepwater sinks has led to a long-term reduc-
tion in island area from 44.5 km2 in 1855 to 4.7 km2 in 2005 (Miner et al. 2009a; 
Fearnley et al. 2009). Deterioration of the barrier arc significantly accelerated after 
1998 due to an increase in frequency of large magnitude hurricanes (e.g., Ivan in 
2004, Katrina and Rita in 2005; Gustav in 2008; Sallenger et al. 2009). On the basis 
of regression-forecasting models of the barrier footprint area, the islands are pre-
dicted to undergo transgressive submergence and conversion to an inner shelf shoal 
within the next three decades (Fearnley et al. 2009). The majority of the southern 
Chandeleur Island system is dominated by wave-generated cross-shore sediment 
transport rather than alongshore transport and has already converted to shoals and 
ephemeral islands (Miner et al. 2009b).

Using time-series bathymetric data and sediment cores, Miner et al. (2009b) have 
shown a correlation between shoreface slope angle and barrier evolution (Fig. 15). The 
southern Chandeleurs have a relatively gentle shoreface slope and are experiencing 
landward retreat of short-lived barrier islands and barrier shoals, with no well-estab-
lished back-barrier marsh. The northern Chandeleurs have a relatively steep shoreface 
and are undergoing shoreline erosion and limited landward barrier island migration. 
These islands are backed by well-established back-barrier marshes that serve as nucle-
ation sites for sand deposition during storm recovery. This resistant substrate inhibits 
total destruction of islands during storms. It also serves to slow the rate of shoreline 
erosion because it forms a barrier beyond which sand transported by waves cannot 
pass. Thus, it accumulates and, during recovery, forms bars that weld to the shoreline. 
In contrast, where no back-barrier marsh is present or where it is destroyed during 
storms, sand from the nearshore zone is transported landward by waves forming flood 
tidal deltas and recurved spits. Parts of the islands that are backed by marsh migrate 
landward slowly, and the shoreface matures and becomes steeper. Parts of the islands 
that are not backed by marsh are destroyed during storms and reemerge during calm 
weather in a position landward of their pre-storm location (Fig. 15).

The ongoing storm-induced loss of back-barrier marsh is forcing a shift in the 
sediment transport regime from the previously dominant alongshore direction to one 
dominated by cross-shore processes. The system is becoming more efficient at recy-
cling sediment during landward retreat by overwash activity and through the forma-
tion and expansion of flood-tidal deltas at tidal inlets. The development of recurved 
spits along the borders of inlets also moves sand onshore. Tidal inlet formation and 
persistence are controlled by storm frequency and magnitude. In other regions, par-
ticularly the southern portion of the chain, storms inhibit island reemergence and 

Runaway Barrier Island Transgression Concept: Global Case Studies



34

subaerial expansion, processes that occur during extended calm weather periods. In 
a regime of frequent storms, sand transported offshore by storm waves and return 
flow does not have sufficient time to move back onshore and reorganize into a linear 
shoal before being impacted by a subsequent storm. This results in a net loss of sand 
to the offshore and development of an offshore sand sheet in the retreat path of the 
landward-migrating ephemeral barrier islands/shoals.

4.5.2  �The Isles Dernieres

The Isles Dernieres are another highly transgressive Louisiana barrier chain that has 
undergone complete detachment from the mainland. Stratigraphic evidence, historic 
maps, and vertical aerial photographs show that the Isles Dernieres formed from the 
reworking of a delta lobe that was abandoned approximately 400 year BP (Kulp 
et al. 2005). By the mid-1800s, the island chain was a continuous barrier system 
backed by Pelto Bay and Big Pelto Bay (Fig 16). Initially, these lakes that became 
bays were surrounded by nearly continuous marshland; however, during the next 
100 years, RSLR, tidal scour, wave erosion of marsh platforms, and canal construc-
tion transformed the lakes into a single, large open sound connecting to Caillou Bay 
to the west and Terrebonne Bay to the east (Fig.  16). Locally, the barriers have 
migrated >2 km landward since the 1800s (McBride et al. 1992), but the rate of 
northward translation has not kept pace with the landward retreat of the mainland 
marshes, leading to an increasingly larger and deeper back-barrier bay area (Fig. 16). 

Fig. 15  Shoreline and bathymetric changes along the Chandeluer Island chain between the 1870s 
and 2007 (after Miner et al. 2009a)
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Fig. 16  Morphologic evolution of the Isles Dernieres, Louisiana, showing thinning of the barriers 
and widening of the tidal inlets. Between 1988 and 2015 several sediment renourishment projects 
took place along the island system, locally resulting in a more continuous shoreline (modified from 
McBride et al. 1992, and updated from Kindinger et al. 2013)
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Eventually, the alongshore continuity of the system was compromised and the bar-
rier chain segmented due to the diminished sand reservoirs. Gradually, tidal inlets 
that formed during major storms stabilized because of increasing tidal prism that 
resulted from wetland loss in the back-barrier. Sand once comprising a robust bar-
rier system moved offshore, became sequestered in ebb-tidal deltas, and moved 
landward to form flood-tidal deltas. As the Isle Dernieres migrated onshore, much 
of the ebb-delta sand moved onshore as well, but some was permanently lost to the 
inner shelf (Miner et al. 2009b).

The landward migration of the barrier system into a deepening bay is an ongoing 
process, causing the decrease in areal extent of the barrier chain. As barrier sand 
moves onshore during major storm overwash events, sand must fill an increasingly 
deeper water column to maintain a subaerial footprint. A positive feedback also 
exists whereby increasingly thicker barrier sand results in greater compaction of the 
underlying bay and deltaic mud (Rosati et al. 2010), further exacerbating the high 
rate of RSLR in the area. Bathymetric and seafloor-change analysis by Miner et al. 
(2009a, b) demonstrates that much of the back-barrier has undergone an increase in 
water depth from 0 to 1 m during the last century, attributed to the erosion of bay 
sediment and RSLR. Using historical charts and aerial photographs, McBride et al. 
(1992) documented that between the 1890s and 1988, the width of the island system 
decreased by approximately 0.8 km at an average rate of 8.6 m/year, which contrib-
uted toward a total reduction in island area of 27.6 km2, or 78% of the 1890s island 
foot-print. Like the Chandeleurs, this barrier chain is evolving rapidly toward 
becoming an inner shelf sand shoal (sensu: Penland et al. 1988), but the influx of 
sand from the barrier chain to the east and from barrier island restoration projects, 
slows the process to a small degree.

4.6  �Copper River Barriers, Alaska

This case study illustrates a condition of tidal prism reduction. The Copper River 
barriers are located on a collision coast (Inman and Nordstrom 1971) in the Gulf of 
Alaska (Fig. 17). Their presence is a consequence of significant sediment discharge 
from the glaciated Alaska Range and Chugach Mountains via the Copper River and 
several other smaller rivers (40 × 106 m3/year; Reimnitz 1966). The barrier chain is 
80 km long and sits atop deltaic sediment as much as 180 m in thickness (Reimnitz 
1966). Modern sea level along this coast is a product of deltaic subsidence (2.5–
3.8 cm/year; Reimnitz and Marshall 1965) and infrequent tectonic uplift (Ferrians 
1966; Plafker 1969; National Research Council 1972). A wave study by Nummedal 
and Stephen (1976) showed that frequent storm winds from the south and southeast 
produce a net westerly alongshore transport rate of more than 6 × 106 m3/year. The 
barriers vary in length from 6 to 14 km and are backed by an extensive system of 
tidal flats (5–10 km wide) incised by a network of tidal channels.

A field study of the region between 1969 and 1975 by Hayes et al. (1976) and 
Hayes and Ruby (1994) showed that the strong westerly movement of littoral sedi-
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ment produced spits at the western ends of the barriers and a slight westerly migra-
tion of the inlets. In addition, the proximity of the eastern back-barrier to the Copper 
River and wave sheltering of the eastern barrier flank by Kayak Island have led to a 
lagoon that is largely filled with sediment. Lagoonal width and open water area 
increase westerly along the rest of the chain resulting in larger tidal prisms that 
generate wider tidal inlets having larger inlet offsets and larger ebb-tidal deltas 
(Fig. 18; Hayes and Ruby 1994).

A dramatic historical impact to the island chain occurred on March 27, 1964 
when the Good Friday Earthquake (magnitude 9.2; http://earthquake.usgs.gov/
earthquakes/events/alaska1964) uplifted the Copper River delta region by 2.5–3.0 m 
(Fig. 19a; Plafker 1969). A map of Egg Island at the western end of the chain depicts 
the footprint of island after the uplift event in 1964 and its progradation during an 
11-year period following the earthquake (Fig.  19b, Hayes and Ruby 1994). The 
overall increase in areal extent of Egg Island is characteristic of the other barriers 
along this coast during the same time span. The rapid growth of the islands is diffi-
cult to reconcile after the uplift event given their previous history of slow shoreline 
accretion. Only a large influx of sediment would explain the rapid lengthening of 
spits and addition of new beach ridges to the front side of the barriers. Presumably, 
the uplift event did not significantly increase the discharge of sediment from Copper 
River and, thus, cause greater accretionary patterns along the islands, because the 
production of riverine sediment is closely related to glacial erosion of unweathered 
bedrock and meltwater discharge delivering this sediment to the coast. Within short 
time spans these processes are climatic and not related to tectonics.

Fig. 17  Vertical aerial photograph of the Copper River delta barriers (from http://earthobserva-
tory.nasa.gov/IOTD/view.php?id=81784)
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A plausible explanation for rapid island growth is a decrease in tidal prism aris-
ing from changes in lagoonal hypsometry resulting from the 1964 uplift that trans-
formed subtidal areas to intertidal flats and tidal flats to supratidal wetlands. The end 
product of these changes was a decrease of open-water area in the lagoon leading to 
reduced tidal prisms, which ultimately resulted in smaller equilibrium-sized tidal 
inlets and ebb-tidal delta volumes (as predicted by Eqs.  2 and 3, respectively). 
Although some of the sand comprising the ebb deltas may have been lost offshore 
during storms, it is likely that much of the excess sand was driven onshore by the 
strong wave energy of this region, causing an enlargement of the barriers. Sand 
moved landward from the nearshore and sediment eroded from entrenching tidal 
channels in the back-barrier due to the uplift also may have contributed sand to the 
barriers during this period. Finally, some sand may have moved onshore due to a 
re-equilibration of the under-steepened shoreface (reverse of “Bruun Rule”) caused 
by the uplift event. This case study demonstrates the interplay among changes in 
bay hypsometry, tidal prism, and sand reservoirs.

4.7  �East Friesian Islands, Germany

The East Frisian Islands provide another opportunity to observe how tidal prism 
changes impact coastal sand reservoirs, again through observing barrier island 
growth associated with reductions in back-barrier open-water area. This chain con-
sists of seven barrier islands located in the southeast North Sea between the Ems 
River to the west and Jade Bay to the east (Fig. 20). This coast is subjected to strong, 

Fig. 18  Barriers of the Copper River delta show an increase in inlet size and ebb-tidal delta extent 
from west to east. The bulbous updrift nature (drumstick shape; Hayes 1979) of the barriers pro-
duces an increasing downdrift alignment of the inlet shoreline (modified after Hayes 1979)
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persistent winds from the westerly quadrant that produce a deepwater significant 
wave height of 1.6  m, resulting in an easterly alongshore transport rate of 
2.7 × 105 m3/year (FitzGerald et al. 1984). Spring tidal ranges increase in an easterly 
direction from 2.5 m at Borkum to 2.9 m at Wangerooge. The back-barrier is com-
posed of broad tidal flats separated by tidal channels that shoal toward the drainage 

Fig. 19  (a) Contour map showing uplift along the Copper River Delta resulting from the Good 
Friday Earthquake of March 27, 1964 (after Plafker 1969). (b) Egg Island (see location in panel 
above) illustrating accretionary history following the Good Friday Earthquake. The continued 
increase in areal extent of the island was due to sand moving onshore from the nearshore and ebb-
tidal delta (after Hayes and Ruby 1994)
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divides behind the middle of the barriers. Inlets vary in width from 0.87 to 3.19 km 
and are fronted by well-developed ebb-tidal deltas. Sand bypasses the inlets through 
the landward migration of large swash bars (0.5–1.0 km long), which dictates ero-
sional and accretional patterns along the shore as well as the planform of individual 
barriers (FitzGerald et al. 1984).

Detailed morphological changes of the East Frisian Islands, tidal inlets, and 
back-barrier environment for years: 1660, 1750, 1860, and 1960 (Table 3; FitzGerald 
et al. 1984) were determined using historical maps produced by Homeier and Luck 
(1969); we did not update these analyses here, because the trends were clearly 
apparent in the 310-year record. Between 1650 and 1960, an abundant sand supply 
coupled with the strong easterly alongshore transport system caused extensive spit 
development at the eastern end of the barriers. During this period, the total length of 
the barriers increased by 14.1 km, largely at the expense of the inlets, which nar-
rowed by a combined 10.6 km (Table 3, Fig. 21a). The 3.5 km net increase in length 
of the barrier-inlet system was due to Juist accreting westward and Wangerooge 
building eastward into Jade Bay (Fig. 20).

Fig. 20  East Friesian Islands. (a) A satellite image showing the extent of the East Friesian Islands 
along the north coast of Germany. (b) Area indicated by white box in (a), which shows the distribu-
tion of barrier islands (yellow) tidal inlet thalwegs (dark blue), shoals (black), back-barrier marsh 
(gray) and mainland (orange)
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The historic narrowing of the tidal inlets since 1650 can be explained by a reduc-
tion in tidal prism. It was a long-term practice of early inhabitants along the German 
coast to reclaim land from sea (Goeldner 1999). These parcels, called polders, con-
sist of dikes constructed around former marshland and tidal flats. During the 1650–
1960 period, poldering resulted in a 30% decrease in back-barrier drainage areas 
(Table 3), leading to a reduction in tidal exchange and a decrease in tidal prism. 
Note in Fig. 21b, the gradual conversion of tidal flat and marsh in the reentrant area 
behind Harle Inlet that reduced its drainage area and tidal prism, resulting in an 
eastward progradation of Spiekeroog and a narrowing of the inlet throat.

During the 1650–1960 period, poldering took place along the entire mainland 
shoreline backing the barriers, as well as the landward side of the barriers. The 
decrease in drainage area of the inlets and attendant decrease in tidal prism pro-
duced smaller equilibrium ebb-tidal delta volumes. Thus, as tidal prism decreased 
at the inlets, sand from the ebb deltas was moved onshore by the strong wave energy 
in this location, supplying sediment to the barriers that resulted in spit accretion as 
well as a collective lengthening of the barriers and an increase in their areal extent. 
In a regime of accelerating RSLR, if rising tidal waters convert polders back to 
intertidal flats and marshes, we can expect that the barrier chain will revert to its 
former morphology due to increasing tidal prism resulting in dramatic erosion 
(FitzGerald et al. 2008).

5  �Runaway Transgression Model

5.1  �Presentation of Concept and Stages

Given the prediction of accelerating sea-level rise (IPCC 2013), it appears that 
marshes (Kirwan et al. 2010) and tidal flats (Dissanayake et al. 2012; Van der Wegen 
2013) will ultimately succumb to flooding and will be supplanted by intertidal areas 
and eventually open water. The history of the Barataria barriers may be a good 

Table 3  Summary of morphological changes of East Friesian Islands (after FitzGerald et al. 1984)

Morphological unit 1650 1750 1960 1960
Difference between 
1650 and 1960

Total barrier Island length 
(m)

48,840 52,870 59,830 62,940 +14,100

Total tidal Inlet width (m) 20,360 17,310 11,920 9,740 −10,620
Total barrier Island area 
(km2)

52.14 57.91 73.83 93.61 +41.47 (18.07)a

Total tidal Inlet drainage 
area (km2)

497 433 372 348 −149

aThis value is the combined area of the barriers minus the polder areas along the backside of the 
barriers
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example of how other barrier coasts will evolve, as this coast has experienced 
extremely high rates of RSLR, wholesale loss of wetlands, expanding tidal inlets 
and ebb deltas, and rapid deterioration of the barriers in a timeframe of approxi-
mately 150 years. We present below (and in Fig. 22) a conceptual model of how 
mixed-energy barrier coasts may evolve in a regime of accelerated RSLR from a 
stable barrier through three progressive stages of barrier disintegration.

5.1.1  �Stable Barrier

Accretion rates suggest that many marshes and mangroves are relatively stable and 
keeping pace with the present trend of eustatic sea-level rise (FitzGerald et  al. 
2007). Thus, we use the present general configuration of mixed-energy regimes 
(Hayes 1979) as the initial phase in the conceptual model. This morphology consists 
of a barrier chain backed by expansive high tide or supratidal marsh incised by 
numerous tidal creeks, though the extent of intertidal and subtidal environments in 
the back-barrier varies substantially in mixed energy settings. For example, the 
Virginia barrier coast exhibits considerable variability along the entire chain, and 
tidal flats, instead of marshes, occupy the back-barriers of the Copper River delta 
barriers and Friesian Islands. Inlets along mixed-energy coasts are fronted by well-
developed ebb-tidal deltas, although their intertidal exposure varies greatly depend-
ing upon tidal range, inner-shelf slope, wave energy, and other factors (Smith and 
FitzGerald 1994).

Fig. 21  (a) Plot of the historical changes in drainage area, barrier length, and tidal inlet width for 
the East Friesan Islands (after FitzGerald et al. 1984). As the total drainage area decreased through 
time as a result of back-barrier poldering, there was a concomitant increase in total barrier length 
and decrease in total inlet width; a result of the reduced tidal prism created by back-barrier polder-
ing. (b) Illustration of changes in morphology and size of the barrier islands and back-barrier 
drainage area from 1650 to 1960
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5.1.2  �Disintegrating Barrier

In this conceptual model, marsh loss triggers barrier disintegration, which proceeds 
through three stages:

Stage 1. High Marsh Loss—This stage of the model represents a period when the 
rate of RSLR has accelerated sufficiently to transform portions of the supratidal 
and high-tide marsh to intertidal and subtidal environments, including low marsh. 
Similarly, this stage also includes the drowning of back-barrier tidal flats such as 
those that currently exist along the Copper River Delta barrier chain, the East and 
West Friesian Islands, and contained within Willipa Bay (Mariotti and Fagherazzi 
2013) and Grays Harbor barrier system in southern Washington. The resulting 
increase in tidal discharge strengthens tidal flow at the inlet, leading to scouring 
of tidal creeks and an enlargement of the main inlet channel. Increasing tidal 
prism causes a growth in the equilibrium volume of the ebb-tidal delta. The 
expansion of open water landward of the inlet creates accommodation space, 
leading to the formation of new flood-tidal deltas and growth of existing deltas 
and shoals. Sand sequestered on the ebb delta is sourced partially from sediment 
eroded from back-barrier tidal creeks and at the inlet as these channels enlarge in 
response to increasing tidal flow. However, most of the sediment transferred to 
the ebb-tidal delta, and moved landward into the bay leading to enlargement of 
flood deltas, is captured from the sand transported to the inlet via the alongshore 
transport system (see Barataria Barriers, Figs. 13a and 14). Tidal inlet capture of 
sand and growth of ebb and flood deltas is demonstrated well at the Nauset Spit-
New Inlet system on Cape Cod (Fig.  7) and at Ocean City Inlet-Assateague 
Island in Virginia (Fig. 8). In this location, growth of tidal deltas occurs because 
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of the establishment of tidal discharge at a new inlet, but is comparable to an inlet 
where wetland loss causes an increase in tidal prism, thereby increasing tidal 
discharge.

Stage 2. Fringing Marsh and Marsh Islands—By Stage 2 most of the marsh has 
been converted to open water and intertidal environments. In addition, encroach-
ing tidal waters flood portions of the mainland, and subtidal and intertidal envi-
ronments comprise most of the back-barrier. Increasing tidal prism continues to 
enlarge the size of the tidal inlets and increase the volume of sand contained in 
ebb-tidal deltas. Changes in the dimensions of the inlet channel, combined with 
alterations in back-barrier hypsometry, produce a tidal regime that favors flood 
dominance of tidal currents in the inlet channel leading to the landward trans-
port of sand. The work of Mota Oliveira (1970), Boon and Byrne (1981), Aubrey 
and Speer (1985), and Dronkers (1988) demonstrates that as a back-barrier is 
transformed from marsh and tidal creeks to an open-water basin with deep-
water connectivity to the ocean, the hydraulics of the inlet change from domi-
nance by ebb currents and natural sand flushing to dominance by flood tidal 
currents and landward bedload transport (e.g., Wadden Sea inlets; Van Goor 
et al. 2003). Thus, during this stage, flood-tidal deltas and other back-barrier 
shoals grow in size as sand is siphoned from the littoral system, further deplet-
ing sand nourishment to adjacent barrier shorelines. At the end of Stage 2, thin-
ning barriers occasionally breach and ephemeral and permanent tidal inlets 
form. This scenario has occurred at Grand Terre, along the Barataria system in 
LA (Fig. 13).

Stage 3. Runaway Transgression—Stage 3 occurs after the barriers have been 
starved of sediment and undergone long-term erosion such that many new tidal 
inlets have developed. During this stage, moderate to large storms move sand 
landward by overwash (see Rodriguez et  al. this volume; Odezulu et  al. this 
volume), enlarge flood deltas, and extend or form recurved spits (e.g., southern 
Chandeleurs, Fig 15; Isle Dernieres, Fig. 16). Barriers denude and narrow in 
place before barrier sand begins moving onshore as a discrete sediment packet. 
Sand shoals and vestiges of marsh may act as stabilization points where land-
ward migrating barriers may re-establish; indeed recent modeling studies dem-
onstrate the role played by marsh immediately backing a barrier in the stability 
of the barrier-marsh system (Walters et al. 2014). Marshes have served this pur-
pose along sections of the Chandeleurs and Isle Dernieres (Figs. 15 and 16). 
During this stage, multiple new tidal inlets along the barrier chain (e.g., 
Mallinson et  al. this volume) effectively reduce tidal prisms at many of the 
formerly large inlets causing the partial collapse of these ebb-tidal deltas 
onshore, providing a temporary source of sand for the ephemeral barriers. A 
different evolutionary tract is illustrated along the Virginia barriers where a 
system-wide back-barrier conversion of wetland to open water has been com-
pensated by barrier rollover, thereby reducing bay area at approximately the 
same rate as it is being created (Deaton et al. 2017; Fig. 10). This evolution has 
led to near-constant system-wide inlet tidal prisms.
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5.2  �Final Disposition of Barrier Sand

Once the barrier system becomes fully transgressive and is migrating across the 
back-barrier bay, the ultimate fate of the sand comprising the barrier chains depends 
on the trend of RSLR, existing sand volumes, efficiency of coastal processes in 
recycling sand from collapsed ebb-tidal deltas, extent of wetlands/tidal flat, accom-
modation space of the bay (depth) across which barriers transgress, and intensity 
and frequency of major storms. The variety of forms that resulting sand bodies can 
take range from inner-shelf shoals, to barriers with narrow lagoons, or mainland 
beaches (Fig. 23).

At the most extreme, inner-shelf shoals provide examples of barriers reworking 
and overstepping (drowning) by rising sea level (Fig. 23a) (see chapter by Mellett 
and Plater this volume). For example, Ship Shoal is located in 10 m of water, 20 km 
offshore of the Isles Dernieres on the central Louisiana inner shelf (Penland et al. 
1989). It is 50 km long, 8–10 km wide, and 4–6 m thick. The shoal crest, which 
reaches to within 3–8 m of the water surface, is slightly asymmetric in cross section 
and appears to be migrating very slowly onshore (Penland et al. 1988). Proximal 
Trinity Shoal demonstrates a similar pattern of behavior. Conditions promoting the 
development of inner shelf shoals from landward migrating barrier systems include: 
(1) high rates of RSLR, where subsidence and erosion of back-barrier wetlands 
(e.g., Louisiana delta plain) lead to significant deepening of the bay and (2) insuf-
ficient sand available to fill the back-barrier accommodation space. The southern 
Chandeluer Islands are a present-day example of a location where this process is 
ongoing (see also Odezulu et al. this volume).

A second possible scenario for barrier evolution involves the formation of a bar-
rier close to the mainland with a narrow lagoon (Fig.  23b). The Virginia barrier 
islands, most of which have been migrating landward throughout historic time and 
appear to be maintaining a system-wide consistent tidal prism through time via a 
combination of island migration, back-barrier marsh loss, and very slow upland 
marsh migration (Deaton et  al. 2017), provide an example of how barrier island 
migration can counter effects of back-barrier marsh loss. Elsewhere, this process 
may occur through complete barrier disintegration and re-formation in a landward 
position. In this latter scenario, barrier washover sand, including flood-tidal delta 

Fig. 23  Possible barrier end forms of a transgressive barrier evolutionary scheme
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and inner-bay shoal deposits, would be transported onshore as subtidal to intertidal 
sand sheets that would stabilize after reaching a critical depth, bathymetric high, or 
subaerial landform. The barrier system would re-form in a state of at least short-
term equilibrium with its new, smaller tidal prism. Wave action would feed new 
sand to the system, as well as elongate the barrier parallel to shore. Although there 
are several important dissimilarities, the drumlin coast of the Eastern Shore of Nova 
Scotia is a region where such serial destructive and constructive phases of barrier 
evolution have been documented (Boyd et al. 1987). Researchers studying this coast 
describe the formation of barrier spits and nourishment by eroding drumlins until 
the glacial sediment is exhausted and the subsequent loss of sediment by washover 
and alongshore transport which produce a landward-migrating sand sheet. The 
mostly subtidal sand sheet moves onshore and stabilizes at a landward drumlin-
anchoring site where a new barrier spit is established (Boyd et  al. 1987). These 
studies provide evidence to suggest that the presence of sand shoals can lead to 
reestablishment of barriers. Barrier reestablishment could also be a product of a 
deceleration of sea-level rise, under conditions similar to the Late Holocene sea-
level deceleration that is tied to the formation of many barrier systems throughout 
the world (Hein et al. 2014b; Frueergaard et al. 2015).

A final possible evolutionary scenario is the formation of mainland beaches 
(Fig. 23c). In this model, it is assumed that most of the sediment comprising the 
transgressing barrier is left on the inner shelf or in partially infilled former back-
barrier bays (now exposed on the ocean side of beaches), but a limited amount of 
sand is transported across the entire bay to the mainland. Such a scenario is a long-
term (century or longer) possibility for rapidly migrating barriers along parts of the 
Virginia coast. Modern examples of such mainland beaches are found in a 46-km 
stretch of shoreline along Myrtle Beach, South Carolina—the only interruption in 
the barrier island system that extend from North Carolina to Winyah Bay in South 
Carolina. The shoreline here is perched on limestone and there is much less sand 
contained in the nearshore with no rivers feeding into this region since the late 
Pleistocene (Barnhardt 2009). The offshore of this region is somewhat steeper than 
areas to the northeast and southwest, which may also explain why mainland beaches 
have formed here preferentially (Wolinsky and Murray 2009; Murray and Moore 
this volume). This site may be an example of where barrier sand has been trans-
ported onshore during the late Holocene.

6  �Summary and Conclusions

Research to date suggests that barrier chains worldwide will undergo significant 
erosion and deterioration due to the forecasted acceleration in sea-level rise and 
the ensuing transfer of sand from barrier lithosomes to ebb-tidal deltas and into 
back-barrier bays. RSLR will deepen back-barrier wetlands eventually converting 
then to open water and will drown tidal flats, producing larger tidal prisms. 
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Changes in basin hypsometry will lead to flood-tidal dominance or an increase in 
flood-tidal dominance in the inlet channel. Major exceptions to this scenario 
include the Copper River delta barriers where tectonics produced uplift, decreas-
ing the amount of open water, and the East Friesian Islands, where poldering has 
created the same effect. If the gains in supra and intertidal areas at these two sys-
tems were to be reversed to their former condition, then future barrier loss would 
likely occur. An interesting case occurs along the Virginia barrier coast where 
deteriorating wetlands have not led to larger tidal prisms, and greater sequestra-
tion of sand on ebb-tidal deltas. Rather, wetland loss and increase in open water 
have been balanced system-wide by a landward migration of the barrier system 
primarily through overwash.

One of the major unknowns concerning the evolution of barrier coasts is how 
quickly thresholds for marsh drowning or marsh deterioration will be reached. It 
is assumed that marshes receiving less inorganic sediment will reach a tipping 
point before marshes receiving higher suspended sediment loads. For example, 
barriers in the US northeast will likely undergo a faster rate of geomorphic 
change (high marsh to low marsh; low marsh to tidal flat) than those along the 
southeastern US.  This is because northeastern marshes receive very low sus-
pended loads from the coastal ocean compared to the southeastern marshes due 
to the very low suspended loads discharged by the major northeast rivers (Meade 
1969). If marsh models are to realistically project future evolutionary changes, 
they will require detailed data on sediment delivery to marsh platforms and 
knowledge of how marsh platforms will accommodate and respond to increasing 
inundation and tidal prism.

To fully understand the fate of barriers, we need to quantify the long-term 
sand losses to the offshore, back-barrier (via overwash), ephemeral inlets, and 
alongshore as a result of RSLR, storms, and human activities. Additionally, we 
need to determine how much sand will be transferred from the barriers to ebb- 
and flood-tidal deltas to equilibrate the volume increases caused by enlarging 
tidal prisms and changes in basinal hypsometry during different stages of marsh 
loss/tidal flat drowning. To determine the impact of these sand losses, they need 
to be compared to the volumes of sand contained in the adjacent barrier litho-
somes. However, this is not an easy task because of the large range in the size 
and sand volume of barriers throughout the world and the fact that barrier litho-
somes vary considerably along their length due to changes in width, elevation, 
and depth (Table 1). This research, combined with a better understanding of how 
marsh systems will evolve, is required before accurate predictions of the impact 
of RSLR on long-term erosional trends and the longevity of barrier systems can 
be made.
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Drowned Barriers as Archives of Coastal-
Response to Sea-Level Rise
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Abstract  Advances in submarine technologies and increased exploration of conti-
nental shelves are revealing increasingly more submerged barriers that have drowned 
in response to early- to mid-Holocene sea-level rise. These coastal archives, when 
combined with information on sea-level trends, oceanographic conditions and pal-
aeogeography, are valuable palaeo-evidence that can be used to understand the pro-
cesses and drivers of coastal change. In this chapter, we synthesize documented 
examples of drowned barriers preserved on continental shelves across the world. 
Using these examples, we examine the relative significance of controls on barrier 
drowning (aka overstepping) whereby the barrier becomes drowned offshore of the 
advancing shoreline. Relative sea-level rise (RSLR), sediment supply and topogra-
phy are the principal controls on shoreline retreat, but the interaction between these 
factors cannot readily be deconstructed as they are not in operation simultaneously, 
nor present along all coasts. However, it is possible to recognize local conditions 
that make barriers vulnerable to overstepping. It is shown that barrier retreat through 
overstepping is enhanced by one or more of the following; coarse grain size, 
cemented sediment, high sediment supply rates, topographic pinning and a rapid 
increase in accommodation. We emphasize that to gain a better understanding of the 
likely response of barrier coastal systems to future RSLR and to better constrain 
numerical models, we need to fully utilize the geological record left behind by for-
mer coastal systems that underwent accelerated RSLR in the past.
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1  �Introduction

In essence, barriers respond to relative sea-level rise (RSLR) by migrating landward 
when the creation of accommodation (space that sediment can occupy) by rising sea 
levels is outpaced by the availability and rate of sediment supply to the shoreline. 
With respect to observed accelerations in historical and modern sea-level data 
(Haigh et al. 2014; Jevrejeva et al. 2014) and projected rates of future sea-level rise 
(SLR) (Church et al. 2013), globally, barriers are expected to enter a phase of rapid 
landward retreat and begin encroaching (along with the shallow coastal bays behind 
them) on our heavily populated and strategically important coastal zones. Coastal 
degradation due to RSLR is already being observed at various locations around the 
world (e.g. Saito 2001; Thanh et al. 2004; Gibbons and Nicholls 2006; Blum and 
Roberts 2009) and the economic, environmental and social impacts of such ‘coastal 
squeeze’ are staggering. In order to plan strategically and to deploy resources effec-
tively for the future resilience of coastal economies, it is essential to better under-
stand the timescales and geomorphological response of barriers to rising sea levels.

Determining barrier response to RSLR on historical timescales (ca. the last 
150  years) from cartographic, photographic and instrumental data (e.g. Fenster 
et al. 1993; McBride and Byrnes 1997; Lentz et al. 2013) provides only a snapshot 
of entire system response to longer term changes in relative sea-level (RSL). Whilst 
these data are of considerable importance in quantifying rates and scales of coastal 
geomorphic processes, there is a need for geological analogues in which barrier 
response to past RSLR can be examined in relation to other determinants. As the 
nature of transgression is commonly erosional, preservation of former shorelines is 
rare and typically biased towards scenarios where transgression was superseded by 
a regression of the shoreline (e.g. Goodman et al. 2008; Hein et al. 2014).

Renewed exploration of continental shelves due to the development of offshore 
renewable energy and mineral resource prospecting has led to the collection of 
high-resolution geophysical data that is uncovering a wealth of subaqueous geo-
morphic and sedimentary evidence of former barriers that were drowned below sea 
level during rapid post-glacial SLR. As the early Holocene is the most recent time 
period when rates of SLR were of similar magnitude to those predicted for the 
future under various emissions scenarios (Church et al. 2013), it is drowned barriers 
of this age that should be targeted as analogues to understand how modern barrier 
coasts will respond to projected global SLR.

This chapter provides a synthesis of known drowned barriers preserved on the 
continental shelf and uses them to identify a variety of scenarios/controls that deter-
mine the style of barrier shoreline retreat to RSLR.

2  �Barrier Coastal-Response to Transgression

Shorelines have considerable capacity to respond to RSLR by migrating landward 
and upward (Cattaneo and Steel 2003). In barrier-dominated coastal settings, waves 
generally erode sediment from the shoreface and transport it landward to the 
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back-barrier (e.g. Kraft 1971; Belknap and Kraft 1981; Roy et al. 1994), i.e. trans-
gressive ravinement. If a barrier is in a state of equilibrium and there are no topo-
graphic constraints, the landward translation of sediment keeps pace with rising sea 
level and the barrier-lagoon system retreats landward in concert. In a state of equi-
librium (or net sediment loss), the record of coastal retreat offshore is represented in 
the form of an erosion surface, or ravinement surface (Swift and Moslow 1982; 
Leatherman et al. 1983) (Fig. 1a). This style of coastal process-response to trans-
gression is predominantly referred to as rollover (Swift 1968; Belknap and Kraft 
1981; Swift et al. 1991) and coasts along the Gulf of Mexico and the US Atlantic are 
already displaying characteristics of this style of retreat (Pilkey et al. 1998; Feagin 
et al. 2005; Morton et al. 2005; FitzGerald et al. 2008; Odezulu et al. this volume; 
Rodriguez et al. this volume).

Conversely, if a barrier coast is in disequilibrium with rising sea level, there is 
potential for all or part of the barrier to drown in-situ, becoming abandoned on the 
continental shelf seaward of the advancing shoreline (Fig. 1). This style of coastal-
response is referred to as overstepping (a term we use synonymously with “drown-
ing” throughout) (Curray 1964; Rampino and Sanders 1980), which can be 
recognized by the preservation of barrier-lagoon landforms and sediments offshore 
(Rampino and Sanders 1980, 1982; Leatherman et al. 1983; Forbes et al. 1991). 
Typically, only back-barrier sediments or landward-dipping barrier beach sediments 
are preserved during overstepping (low preservation; Rampino and Sanders 1980, 
1982; Leatherman et al. 1983; Forbes et al. 1991) (Fig. 1b). However, there are sce-
narios in which the entire barrier-lagoon system is preserved (high preservation; 
Fig. 1c) with minimal reworking (e.g. Mellett et al. 2012a). While a barrier may 
re-establish landward of an overstepped barrier, this is not a requirement of the 
overstepping process; for example, re-establishment of a barrier landward where 
coastal slopes are steep (Fig. 1d) would be restricted. The extent (spatial and tempo-
ral) of preserved barrier-lagoon systems can provide information on the processes 
occurring during and after overstepping, and help to identify the controls driving 
this style of coastal change.

Here, we have defined the style of coastal retreat according to the presence (over-
stepping) or absence (rollover) of former barrier deposits or morphology offshore of 
the advancing shoreline. In this instance, any morphological or sedimentary rem-
nant of the former barrier position is interpreted as barrier response through over-
stepping. However, it is important to recognize that barrier response to RSLR is 
dynamic on both spatial and temporal scales and it is expected during overall trans-
gression a barrier has potential to switch between the two modes depending on local 
conditions. From a morphodynamic perspective, a barrier may be considered to be 
in a continuous state of rollover as sediment is translated from the nearshore to the 
backshore. However, here we assess the longer term response of barriers to relative 
sea-level rise over geological, rather than historical, timescales.

Drowned Barriers as Archives of Coastal-Response to Sea-Level Rise



60

Fig. 1  Schematic illustration of different styles of barrier shoreline retreat during RSLR

C.L. Mellett and A.J. Plater



61

3  �Synthesis of Drowned Barriers

Here, we undertook a systematic review of scholarly articles to identify examples of 
drowned barriers using a combination of the following keywords; “Drowned Barrier”, 
“Overstepping”, “Drowned Shoreline”, “Early Holocene Barrier”, and “Transgressive 
Barrier”. Further articles were identified from citations within the returned results.

The systematic review returned examples of early Holocene transgressive barri-
ers that are preserved onshore due to subsequent regression of the shoreline (e.g. 
Hein et al. 2014). These were not included in the review as, despite responding to a 
transgression initially, they have a different post-depositional history and are not 
directly comparable with transgressive barriers that have been overstepped. 
Literature searches also revealed a scenario in which sediments interpreted as being 
deposited in back-barrier or tidal inlet environments, thus indicating the presence of 
a former barrier, are preserved within incised valleys (e.g. Rodriguez et al. 2010). 
The distinction between back-barrier/tidal inlet and open estuarine sediments within 
an incised valley can be problematic; therefore, these examples were not included 
in the review.

A total of 25 examples of drowned barriers were discovered based on informa-
tion published in 28 peer-reviewed articles. The articles were reviewed and the key 
information used in this synthesis is summarized in Tables 1 and 2.

The examples presented here are the preserved remnants of barrier-lagoon sys-
tems from open to embayed coastal settings or those representing the position of 
former shorelines in enclosed-lake or inland-sea basins. For each barrier example, 
the location was recorded—the distribution of drowned barriers presented in this 
review is given in Fig.  2. The maximum and minimum elevation of the barrier 
deposits/landforms was also documented (Table  1). Elevations have not been 
adjusted to a single datum and are assumed to be relative to mean sea level (MSL).

The reported age of the drowned barriers is shown in Table 1. Where radiocarbon 
(14C) dates were available, the age of the drowned barriers was given in calibrated 
(cal. ka) or radiocarbon (14C ka) years before present (BP). For examples dated 
using optical stimulated luminescence (OSL), ages were reported in ka. Where pos-
sible, the ages were quoted as documented by the authors in the literature. However, 
in some cases (e.g. Kelley et al. 2010) chronological information had to be interro-
gated in relation to core and seismic data to establish the age of the drowned barri-
ers. In the absence of chronological information, an age estimate (e.g. early 
Holocene) was extracted from the relevant manuscript according to elevation and 
local RSL history. It is important to note that the ages quoted in the literature are 
depositional ages and are not a representation of the timing of barrier drowning.

Careful attention was paid to the seismic and lithological evidence underpinning 
drowned barrier interpretations and articles that did not present a convincing argu-
ment or sufficient raw data to test interpretations were excluded from the review. 
The sedimentological and/or geomorphological evidence used to support interpreta-
tions of features as drowned barriers is summarized in Table  2. However, it is 
advised that original articles are consulted for more comprehensive descriptions.
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Table 1  Drowned barriers documented in the published literature

ID Location Latitude Longitude
Coastal 
setting

Reported 
Age

Elevation 
range of 
coastal 
deposits* References

1 Gulf of 
Maine, USA

43°N 68°W Lake/
inland sea

9.5–
8.2 cal. ka 
BP *

−28 m to 
−22 m

Kelley 
et al. 
(2010, 
2013)

2 Adriatic Sea, 
Italy

44°N 14°E Barrier-
lagoon 
(Site A)

~14.3 cal. 
ka BP *

−82 m to 
−78 m

Storms 
et al. 
(2008); 
Maselli 
et al. 
(2011)

Adriatic Sea, 
Italy

44°N 15°E Barrier-
lagoon 
(Site B)

~10.5 cal. 
ka BP *

−39 m to 
−16 m

3 Bras d’Or 
Lakes, Canada

46°N 60°W Lake/
inland sea

Mid 
Holocene

−25 m to 
−15 m

Shaw et al. 
(2009)

4 Baltic Sea, 
Germany

54°N 11°E Lake/
inland sea

After 9.2 
14C ka BP 
*

−17 m to 
−15 m

Novak 
(2002)

5 West-central 
Florida shelf, 
USA

28°N 83°W Barrier-
lagoon

8.3 to 5.9 
14C ka BP 
*

~−12 m Brooks 
et al. 
(2003); 
Hill et al. 
(2003)

6 KwaZulu-
Natal shelf, 
South Africa

28°S 33°E Barrier-
lagoon

Late 
glacial to 
early 
Holocene

−100 m 
and
−60 m to 
−50 m

Salzmanm 
et al. 
(2013)

7 KwaZulu-
Natal shelf, 
South Africa

29°S 31°E Barrier-
lagoon

Early 
Holocene

−65 m to 
−50 m

Green 
et al. 
(2012, 
2013)

8 De Soto 
Canyon, Gulf 
of Mexico, 
USA

30°N 87°W Barrier-
lagoon

Early 
Holocene

−51 m to 
−26 m

Gardner 
et al. 
(2007)

9 De Soto 
Canyon, Gulf 
of Mexico, 
USA

29°N 85°W Barrier-
lagoon 
(shelf-
edge 
delta)

Unresolved −85 m to 
−55 m

Gardner 
et al. 
(2005)

10 Baltic Sea, 
Germany

55°N 12°E Lake/
inland sea

Early 
Holocene

−19 m to 
−12 m

Jensen and 
Stecher 
(1992)

11 New Jersey 
shelf, USA

40°N 70°W Barrier-
lagoon

Late 
glacial to 
early 
Holocene

~−70 m 
and 
−60 m to 
−50 m

Nordfjord 
et al. 
(2009)

(continued)
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Table 1  (continued)

ID Location Latitude Longitude
Coastal 
setting

Reported 
Age

Elevation 
range of 
coastal 
deposits* References

12 Kattegat, 
Southern 
Scandinavia

56°N 11°E Barrier-
lagoon 
system

10.5 cal. ka 
BP to 9.5 
cal. ka BP 
*

−35 m to 
−24 m

Bennike 
et al. 
(2000)

13 Southwest 
Florida 
margin, USA

25°N 83°W Barrier-
lagoon 
(capped 
with 
biogenic 
reef)

14.5 to 
13.8 14C ka 
BP *

−72 m to 
−60 m

Jarrett 
et al. 
(2005)

14 Black Sea 43°N 31°E Lake/
Inland 
Sea

8.5 ka BP 
to 9.5 ka 
BP *

−100 m 
to −85 m

Lericolais 
et al. 
(2007)

15 New South 
Wales shelf, 
Australia

32°S 153°E Barrier-
lagoon

Early 
Holocene

Unknown Browne 
(1994)

16 Rhine-Meuse, 
The 
Netherlands

52°N 5°E Barrier-
lagoon

8.3 cal. ka 
BP to 7.4 
cal. ka BP 
*

−31 m to 
−14 m

Hijma 
et al. 
(2010)

17 English 
Channel, UK

51°N 0°E Barrier-
lagoon

8.4 ka to 
5.3 ka *

−24 m to 
−14 m

Mellett 
et al. 
(2012a, b)

18 Chedabucto 
Bay, Canada

45°N 61°W Barrier-
lagoon

Early 
Holocene

~−38 m Forbes 
et al. 
(1995)

19 Chezzetcook 
Inlet, Canada

45°N 63°W Barrier-
lagoon

Recent −5 m to 
−2 m

Forbes 
et al. 
(1991)

20 Western Korea 35°N 126°E Barrier-
lagoon

Early 
Holocene

−27 m 
to – 8 m

Yang et al. 
(2006)

21 Sabine Bank, 
Gulf of 
Mexico, USA

29°N 94°W Barrier-
lagoon

~5.3 to 4.7 
14C ka BP 
*

~−12 m Rodriguez 
et al. 
(1999)

22 Heald Bank, 
Gulf of 
Mexico, USA

29°N 94°W Barrier-
lagoon

~8.4 to 7.5 
14C ka BP 
*

~−15 m Rodriguez 
et al. 
(1999)

23 Gulf of 
Valencia, 
Mediterranean

39°N 0°E Barrier-
lagoon

Pleistocene ~−60 m Albarracín 
et al. 
(2013)

24 Old Rhine, 
The 
Netherlands

52°N 4°E Barrier-
lagoon

7.3 to 5.2 
14C ka BP 
*

−15 to 
−31 m

Rieu et al. 
(2005)

ID refers to locations presented in Fig. 2. In reported age column * refers to examples that have 
been dated using chronometric methods (14C or OSL)
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Table 2  Evidence used to identify drowned barriers

ID Location Evidence References

1 Gulf of Maine, 
USA

Cores reveal glaciagenic deposits overlain by tidal 
flat deposits, washover fan deposits and marine 
sand. Rip up clasts of peat are present. Bathymetry 
shows ridges interpreted as spits and tombolos

Kelley et al. 
(2010, 2013)

2 Adriatic Sea, Italy Channels observed in seismic showing oblique 
reflectors. Channel filled with interbedded silt and 
clay. Channels are erosionaly truncated by a 
ravinement surface. Channels interpreted as tidal 
inlets

Storms et al. 
(2008); Maselli 
et al. (2011)

Adriatic Sea, Italy Bathymetry reveals a ridge interpreted as a barrier 
island. Cores from the ridge show coarsening 
upwards sediments. Barrier sediments are 
truncated by a ravinement surface

3 Bras d’Or lakes, 
Canada

Coastal landforms (tombolos, spits and barrier 
beaches) observed in bathymetry

Shaw et al. 
(2009)

4 Baltic Sea, 
Germany

Buried ridges with mound and oblique reflectors 
observed in seismic. Cores reveal coarsening 
upward sequences of interbedded sand, silt and 
clay. Deposits interpreted as back-stepping barrier 
islands

Novak (2002)

5 West-central 
Florida shelf, USA

Cores reveal mud, organic muddy sand and muddy 
sand facies interpreted as back barrier deposits 
based on lithology and fauna assemblages. These 
are overlain by a coarse shell and sand facies with 
a sharp lower erosional boundary interpreted as a 
ravinement surface

Brooks et al. 
(2003); Hill 
et al. (2003)

6 KwaZulu-Natal 
shelf, South Africa

Buried ridges separated by depressions comprising 
draped reflectors are observed in seismic. These 
features are interpreted as barrier-lagoons and they 
are truncated by a strong reflector interpreted as a 
ravinement surface. Cores show the ridges 
comprise cemented shelly sand (beachrock/
aeolianite). The ridge features are also visible in 
bathymetry

Salzmanm et al. 
(2013)

7 KwaZulu-Natal 
shelf, South Africa

Bathymetry reveals a series of arcuate ridges and 
associated depressions. The ridges and depressions 
are also observed in seismic data

Green et al. 
(2012, 2013)

8 De Soto Canyon, 
Gulf of Mexico, 
USA

Ridges interpreted as barrier islands identified 
from bathymetry

Gardner et al. 
(2007)

9 De Soto Canyon, 
Gulf of Mexico, 
USA

Ridges interpreted as barrier islands identified 
from bathymetry

Gardner et al. 
(2005)

(continued)
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Table 2  (continued)

ID Location Evidence References

10 Baltic Sea, 
Germany

Seismic facies show oblique landward prograding 
clinoforms that are truncated by an erosional 
surface. Cores comprise laminated clayey silt and 
coarsening upward sand. Both seismic and 
lithology are interpreted as a sequence of barrier 
beach ridges closely connected to back barrier 
lagoon/pond deposits

Jensen and 
Stecher (1992)

11 New Jersey shelf, 
USA

Topographic lows observed in seismic data 
interpreted as back barrier morphology filled with 
transparent seismic facies interpreted as tidal inlet 
facies

Nordfjord et al. 
(2009)

12 Kattegat, Southern 
Scandinavia

Seismic data reveal landward oblique dipping 
reflectors which comprise laminated clays and silts 
and contain macrofossils characteristic of lagoon 
sediments. These are interpreted as backstepping 
barrier-lagoon sediments and they are truncated by 
an erosional reflector representing a ravinement 
surface

Bennike et al. 
(2000)

13 Southwest Florida 
margin, USA

Ridges with oblique reflectors are observed in 
seismic. Recurved spit, tidal inlet channel and 
prograding beach ridges observed on bathymetry

Jarrett et al. 
(2005)

14 Black Sea Linear ridges and depressions observed in 
bathymetry. Cores reveal laminated mud overlain 
by a shell hash and sand. Ridges interpreted as 
remnant beaches

Lericolais et al. 
(2007)

15 New South Wales 
shelf, Australia

Seismic data show seaward prograding oblique 
reflectors interpreted as shoreface deposits 
overlain by landward prograding oblique reflectors 
interpreted as washover fan, lagoonal and tidal 
deposits. An erosional reflector interpreted as a 
ravinement surface truncates deposits. Cores 
comprise interbedded sand and clay, peat beds, 
muddy sand and fine sand

Browne (1994)

16 Rhine-Meuse, The 
Netherlands

Channels observed in seismic data are infilled with 
interbedded sand and mud comprising fauna 
typical of back barrier environments. These 
deposits are overlain by lower shoreface sediment

Hijma et al. 
(2010)

(continued)
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Table 2  (continued)

ID Location Evidence References

17 English Channel, 
UK

Recurved ridge and associated landward 
depression observed in bathymetry. The ridge is 
represented in seismic by a mound deposit 
comprising convex reflectors. Cores from the ridge 
comprise gravel-pebbles and coarsening. These 
deposits rest unconformable on a seaward 
prograding sand unit. In the depression behind the 
ridge, parallel to draped reflectors on lap against 
the ridge facies. Cores in this unit comprise 
interbedded sand and mud. All facies are truncated 
by an erosional boundary interpreted as a 
ravinement surface

Mellett et al. 
(2012a, b)

18 Chedabucto Bay, 
Canada

A ridge/mound of sediment comprising seaward 
prograding oblique reflectors observed in seismic 
data. Feature interpreted as a gravel barrier/
foreland

Forbes et al. 
(1995)

19 Chezzetcook Inlet, 
Canada

Morphological profiles reveal a ridge preserved 
offshore of the present day barrier. Samples of 
pebbles recovered from the ridge. Ridge 
interpreted as relict barrier

Forbes et al. 
(1991)

20 Western Korea Seismic data show channels with oblique 
reflectors and cores show an overall coarsening 
upwards sequence and the presence of tidal 
rythmites. The channels are interpreted as back 
barrier tidal inlets. The channels are truncated by a 
sharp erosional boundary interpreted as 
ravinement surface

Yang et al. 
(2006)

21 Sabine Bank, Gulf 
of Mexico, USA

Banks observed in bathymetry. Seaward dipping 
seismic units comprising muddy sand rest 
unconformably on a seismic unit of landward 
dipping reflectors comprising interbedded mud 
and sand. Fauna assemblages in the lower unit are 
typical of bay/inlet environments

Rodriguez et al. 
(1999)

22 Heald Bank, Gulf 
of Mexico, USA

Shows the same characteristics as Sabine Bank Rodriguez et al. 
(1999)

23 Gulf of Valencia, 
Mediterranean

Seismic data show buried mounds interpreted as 
barriers

Albarracín et al. 
(2013)

24 Old Rhine, The 
Netherlands

Channels recognized from seismic data with some 
oblique reflectors. Channels comprise fine to 
medium sand with cross-laminae and fauna 
characteristic of a back barrier setting. Channels 
interpreted as tidal inlets

Rieu et al. 
(2005)

C.L. Mellett and A.J. Plater
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4  �Characteristics of Drowned Barriers

Drowned barriers have a morphological and stratigraphic expression that can be deter-
mined from geophysical data (multibeam bathymetry and sub-bottom seismic) and/or 
borehole data and sediment cores (Fig. 3). In addition, fauna and flora assemblages 
can be used to characterize depositional environment (e.g. Hill et al. 2003).

Multibeam bathymetry is used to distinguish the morphology of a barrier-lagoon 
system, although it would be possible to identify morphological components buried 
in the sub-surface using high-resolution 2D or 3D seismic data. The barrier beach 
element of the depositional system is represented morphologically by one or more 
elongate to recurved ridges (e.g. Jarrett et al. 2005; Mellett et al. 2012a; Salzmanm 
et al. 2013). The ridges are commonly parallel to the palaeoshoreline and may be 
segmented alongshore and/or cross-shore, showing evidence of breaching or shore-
line retreat (Storms et  al. 2008). Topographic depressions corresponding to the 
back-barrier environment may be present on the landward side of the ridges (Fig. 3). 
It is important to recognize that relict barrier ridges can exhibit a similar morpho-
logical expression to shelf sediment ridges forming underwater in response to 
hydrodynamic processes operating post-transgression (e.g. Lericolais et al. 2007) 
and therefore interpretation of landforms using morphology alone is ambiguous. 
Furthermore, landforms are not always recognizable on the seabed due to poor data 
resolution or full/partial burial.

Sub-bottom seismic data are used to recognize barrier-lagoon features that are 
buried, or to unravel the internal structures and stratigraphy of barrier-lagoon sys-
tems. Using high-resolution seismic data, cross-shore seismic profiles of the barrier 
beach exhibit oblique reflectors that dip both landward and seaward (Fig. 3). If data 
are of lower resolution, the barrier beach is represented by a mound in cross-shore 
profiles (e.g. Kelley et al. 2010; Salzmanm et al. 2013). In scenarios where the bar-
rier has been partially reworked and the shoreface eroded, oblique landward-dipping 
reflectors represent the transgressing barrier (e.g. Browne 1994). These can rest 
unconformably on pre-transgression deposits (Storms et  al. 2008; Kelley et  al. 
2010) or shoreface deposits characterized by seaward-dipping reflectors (Browne 
1994; Rodriguez et al. 1999) that are the product of deposition in relatively deeper 
water when the shoreline was farther landward, prior to emergence of the barrier 
beach and creation of the back-barrier environment.

Washover (or overwash) fans are another component of the barrier-lagoon sys-
tem that can be preserved, i.e. the barrier beach backshore (Mellett et al. 2012a; 
Kelley et al. 2013). Chaotic seismic reflectors that dip predominantly landward are 
diagnostic of these fans and borehole data show poorly sorted coarse sediments 
become thinner and finer landward. These may be recognizable using multibeam 
bathymetry as topographic lows or breaches in the barrier. However, blow outs in 
dune systems have a similar morphological expression (Lericolais et al. 2007).

Preservation of entire barrier-lagoon systems is rare; typically, the existence of a 
former barrier is inferred from the presence of lagoon or tidal inlet sediments below 
a ravinement surface that can be diagnosed from sub-bottom seismic data and/or 
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boreholes (e.g. Fig. 3). In seismic data, these deposits exhibit low amplitude, paral-
lel to low-angle oblique landward-dipping reflectors. Where the back-barrier is dis-
sected by tidal inlets, multiple lateral and stacked channels can be recognized (e.g. 
Rieu et al. 2005; Hijma et al. 2010). In boreholes, fine grained sediments with struc-
tures indicative of tidal influence or organic deposits are characteristic of back-
barrier lagoon and tidal inlet environments. Stratigraphically, vertical deepening of 
facies (lagoon-shoreface-marine) is diagnostic of barrier-lagoon systems that have 
been overstepped (Cattaneo and Steel 2003).

During transgression, barrier-lagoon systems are at least partly reworked through 
ravinement as the shoreline advances. This erosion surface is represented in seismic 
data by a strong reflector that truncates underlying strata (e.g. Storms et al. 2008). 
In cores it can be identified by a sharp erosional contact above which lies a shell 
hash or coarse shelly sand which can exhibit fining upwards representing water 
deepening (e.g. Brooks et al. 2003).

Identification of drowned barriers should ideally be carried out through the inte-
gration of morphological, sub-bottom seismic, lithological and palaeoecological 
data and a lesser degree of confidence is placed on interpretations underpinned by a 
single line of evidence. An example of an integrated approach has been given in 
Fig. 3. While the characteristics of seismic, bathymetry and lithofacies at this site 
are not representative of all drowned barriers, they clearly demonstrate the key mor-
phologicical, seismic and lithological signatures of drowned barriers. It is important 
to bear in mind that coastal barrier systems are highly dynamic and their style of 
retreat can switch on many timescales during an overall transgression leading to 
high degrees of spatial variability and preservation potential. This was demonstrated 
at Hastings Bank, UK (Fig.  3) where at least three phases of overstepping were 
recognized and preservation of barrier-lagoon deposits became progressively lower 
as the shoreline retreated (Mellett et al. 2012a).

5  �Patterns of Drowned Barrier Distribution and Behaviour

5.1  �Distribution of Drowned Barriers in Space and Time

The majority of the drowned barrier examples are located in the Northern 
Hemisphere (Fig. 2). This hemispheric bias may be related to the availability of suit-
able geophysical and borehole data which is used to underpin interpretations of 
drowned barrier. It is perhaps also due to the greater areas of shallow shelf seas that 
comprise significant accumulations of sand and gravel to support barrier 
development.

The elevation range of drowned barrier landforms and sediments was plotted 
against latitude (Fig.  4). A clustering of drowned barriers (Group 1; Fig.  3) is 
observed at elevations between ca. −35 m and −15 m and latitudes of 43–56°N, i.e. 
shallow shelf seas that might be regarded as experiencing both RSL fall and rise 
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over glacial-interglacial timescales (cf. Zone II from Clark et al. 1978), suggesting 
a potential temporo-spatial control on drowning and/or preservation of barriers. No 
barriers were identified in water depths <15 m as these correspond to a period of 
time in the late Holocene when the rate of RSLR was very low, allowing sufficient 
time for reworking through ravinement of any former barrier systems. Elsewhere 
there are no strong relationships between elevation and latitude.

As noted in Sect. 3, where no chronological information is available, the age of 
drowned barriers is often estimated by comparing the elevation of the feature to 
local RSL history (e.g. Green et al. 2013). If high-resolution local RSL data are 
available and there has been minimal post-depositional reworking then a degree of 
confidence can be placed in these age estimates. However, preservation is often 
partial and, given reworking, it is unlikely the elevation of the feature preserved 
today reflects the original barrier morphology and elevation prior to submergence. 
Furthermore, the relationship between RSL and the morphology and elevation of 
any given barrier is difficult to establish unequivocally without accompanying pal-
aeoecological or sedimentary evidence (Rodriguez and Meyer 2006; Tamura 2012; 
Hede et al. 2013; Billy et al. 2015). The drowned barriers discussed here are from a 
period of time (Early Holocene) where local RSL data are often sparse as these sites 
occupy elevations that are now submerged. This must be considered when interpret-
ing sea level-related controls on barrier response where chronological data are 
absent.

Of the documented drowned barriers included in the systematic review, 13 have 
been dated using chronological methods (see Table 1). The reported ages and eleva-
tions are presented in Fig. 5. With the exception of The Black Sea (ID 14.), there is 
a relationship between elevation and age with those located at greater depths being 
the oldest. This broad relationship is likely a function of post-glacial SLR. The 
drowned barrier preserved in the Black Sea is an outlier in this respect due to 
changes in water(sea) level being controlled by intermittent connection to the 
Mediterranean Sea and water balance in the surrounding drainage basin (Lericolais 
et al. 2007). Ten of the drowned barriers span the time period from early Holocene 
to mid− to late Holocene, whilst two are of Late Glacial age.

Evolution of a barrier coast during RSLR can be broadly split into three phases: 
(1) barrier formation; (2) barrier retreat; and (3) preservation post-submergence. 
The role of RSL, sediment supply and topographic/antecedent controls in governing 
each of these evolution phases, as described in the cited articles following interpre-
tation of the presented evidence, are given in Table 3.

5.2  �Barrier Formation

Twelve of the 24 drowned barrier examples acknowledged that RSL stillstand or 
slowdown was required to enable the barrier to form (Table 3). However, barrier 
systems can develop during RSLR where the rate of sediment supply is greater than 
the rate at which accommodation is created by the rising sea (e.g. Mellett et  al. 
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2012a). Sediment supply is highlighted as an important control, particularly in high 
latitudes where the supply of coarse clastic sediment from previously glaciated ter-
rains supports barrier formation (Jensen and Stecher 1992; Jarrett et  al. 2005; 
Storms et al. 2008; Kelley et al. 2010, 2013).

5.3  �Barrier Retreat Through Overstepping

The role of RSLR in driving barrier retreat through overstepping is complex. High 
rates of RSLR (or shoreline transgression driven by RSLR) is the most commonly 
cited driver of barrier retreat through overstepping (Table 3). At two locations, bar-
rier overstepping has been attributed to high rates of RSLR associated with post-
glacial meltwater pulses (Storms et al. 2008; Green et al. 2012, 2013; Salzmanm 
et al. 2013).

Fig. 5  Age of chronometrically constrained (14C and OSL) drowned barriers and their elevation. 
(1) Kelley et al. (2010, 2013). (2) Storms et al. (2008); Maselli et al. (2011). (4) Novak (2002). (5) 
Brooks et al. (2003); Hill et al. (2003). (12) Bennike et al. (2000). (13) Jarrett et al. (2005). (14) 
Lericolais et al. (2007). (16) Hijma et al. (2010). (17) Mellett et al. (2012b). (21) Rodriguez et al. 
(1999). (22) Rodriguez et al. (1999). (24) Rieu et al. (2005). MWP1A: −96 m to −76 m from 14.3 
to 14.0 ka BP (Liu and Milliman 2004). MWP1B: −58 m to −45 m from 11.5 to 11.2 ka BP (Liu 
and Milliman 2004). 8.2 ka sea-level jump: 8.5–8.3 ka (Tornqvist and Hijma 2012). Early Holocene 
defined as 11,650–7000 years BP after Smith et al. (2011)
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Transgression is the landward movement of the shoreline and whilst it can be 
driven by RSLR, it can be moderated by sediment budget (Curray 1964). Under any 
given rate of RSLR where there is no significant change in sediment supply, trans-
gression will be more rapid on a shallow slope when compared to a steep slope. This 
important topographic influence on the rate of transgression has been acknowledged 
as a driver of barrier overstepping (Nordfjord et  al. 2009; Mellett et  al. 2012a). 
Rapid transgression can also occur if a topographic barrier is breached/overtopped. 
For example, barrier overstepping in Bras d’Or Lakes, Canada is interpreted to have 
occurred when a topographic sill was exceeded or breached, allowing the basin in 
which the barrier was located to flood rapidly (Shaw et al. 2009).

Based on the systematic review, the role of sediment supply is considered subor-
dinate to topographic and RSL controls in driving barrier retreat. Sediment supply 
is recognized as a control at only four locations (Table 3). Two modes of sediment 
supply are identified as a driver of overstepping. Traditionally, barriers are inter-
preted to drown when RSLR outpaces sediment supply (Curray 1964; Swift 1968; 
Rampino and Sanders 1980). This mode of overstepping is referred to here as ‘sedi-
ment deficit’ overstepping and has been identified at two locations (Forbes et al. 
1991; Mellett et  al. 2012a). A ‘sediment surplus’ mode was also recognized by 
Mellett et al. (2012a) where sediment supply to the shoreface during transgression 
is sufficient to prevent substantial reworking of the barrier, and retreat is achieved 
through overstepping (i.e., in this case a new barrier rapidly becomes established at 
a more landward position, see additional discussion in Sect. 6.2). High sediment 
supply in relation to accommodation driven by a small tidal amplitude or prism was 
recognized as a driver of barrier overstepping at two locations (Rieu et al. 2005; 
Yang et al. 2006). In these examples, local hydrodynamics are considered alongside 
the more common drivers of barrier response.

Whilst topography (coastal slope) can influence the rate of transgression, the 
morphology of the back-barrier, which partly governs accommodation and rate of 
transgression, is acknowledged for its role in influencing barrier retreat. When back-
barrier accommodation is large, sediment reworked from the shoreface, and trans-
ported across-shore, fills the space, preventing the barrier from retreating through 
rollover, effectively pinning the barrier in place (Mellett et al. 2012a). Tidal ampli-
tude moderates back-barrier accommodation and, as a result, is recognized as a 
control on barrier retreat (Storms et al. 2008; Hijma et al. 2010).

5.4  �Barrier Preservation

The style of barrier retreat in part governs the preservation of the barrier during 
RSLR (Sect. 2). However, a number of conditions have been identified that increase 
the preservation potential of the barrier during drowning or after submergence. 
These conditions create a bias that is independent of the processes that drive barrier 
overstepping.
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A scenario in which overall RSLR is punctuated by a short-lived phase of RSL 
fall has been interpreted to increase preservation of barrier systems (Jensen and 
Stecher 1992; Browne 1994). In this case, as the shoreline moves seaward (regres-
sion) the barrier system becomes stranded on land and becomes at least partly dis-
connected from the sea (or lake). If the subsequent transgression is rapid and the 
barrier does not have time to equilibrate morphodynamically (i.e. retreat by roll-
over), the barrier is drowned and becomes stranded offshore of the advancing shore-
line. After submergence, near- and offshore hydrodynamics rework the barrier 
system, removing or degrading evidence of its existence. Local topography can 
enhance preservation potential where it shelters a barrier from, or modifies, the 
hydrodynamic regime (tides and waves) (Jensen and Stecher 1992; Forbes et  al. 
1995; Kelley et al. 2010, 2013).

The characteristics of sediment can support preservation of the barrier either dur-
ing or after submergence. Coarse clastic (gravel-dominated) barrier systems have 
greater morphological resilience to rising sea levels which must be overcome for the 
barrier to retreat through rollover (Forbes et al. 1995; Orford and Anthony 2011). As 
a result gravel barriers are more likely to retreat by overstepping when compared to 
sand-dominated ones. Barriers preserved in subtropical latitudes have been 
cemented by biological and chemical processes (Albarracín et al. 2013; Green et al. 
2012, 2013; Salzmanm et al. 2013) or capped by reef communities (Jarrett et al. 
2005). This geochemical or biogenic cementation has been interpreted to increase 
barrier preservation, making it more difficult to rework the barrier during or after 
transgression.

6  �Relative Significance of Controls on Barrier Overstepping

Reflecting on the examples outlined in Sect. 5, and the evidence on which barrier 
response has been interpreted, here we consider the relative importance of RSLR, 
sediment supply, and topography/antecedence in determining the style of barrier 
retreat.

6.1  �Relative Sea-Level Rise

A general assumption is that barriers drown when the rate of RSLR is high (Swift 
and Moslow 1982; Leatherman et  al. 1983). Eleven of the 13 dated examples 
described in Sect. 5 have depositional ages ranging from 10.5 to 4.5 ka spanning 
both the early Holocene when rates of RSLR were high, and the mid Holocene 
when rates began to slow (Fig. 4). As is it not always possible to date drowning 
events due to their erosive nature, these ages record the existence of a barrier prior 
to overstepping, hence the minimum age of drowning is taken as the maximum age 
of deposition of barrier sediments. It is recognized that this assumption does not 
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account for spatial variations in barrier behaviour (e.g. alongshore progradation or 
erosion). The age of drowning may also be overestimated due to removal of younger 
sediment during and after submergence. Furthermore, the lag time between forcing 
and barrier response is unknown; some barriers may respond immediately to 
enhanced forcing from RSLR, others might exhibit substantial delay before break-
ing down, thus making it hard to constrain the timing or duration of overstepping. 
In light of this, it can be inferred from the examples presented here that barrier 
drowning occurred during the early to mid-Holocene transition, incorporating epi-
sodes of both rapidly rising and decelerating global sea-level rise. The compilation 
of barrier age and elevation in relation to relative sea-level history is of interest as: 
a) it implies that barriers are able to develop even under rapid RSLR, as occurred in 
the early Holocene, although their persistence and thickness is expected to be low; 
and b) barrier overstepping can occur when rates of RSLR are slowing. These obser-
vations can be tested through further research into the threshold RSLR rates for 
retreat through overstepping.

Aside from sediment supply and topography, regional RSLR can explain the 
variability observed in the age of drowned barriers shown in Fig. 4, particularly 
when the effects of glacio-isostasy are considered. For example, in the Gulf of 
Maine, despite rapidly rising global sea level during the early Holocene, isostatic 
rebound generated a local relative sea-level stillstand that lasted ca. 3.5 ka (Kelley 
et al. 2010). During this stillstand the barrier system developed and was later over-
stepped as rates of RSLR began to rise. At this location, local RSLR can be isolated 
as a driver of barrier overstepping (Kelley et al. 2010, 2013). However, this control 
can only be identified where well-constrained (vertical and temporal) RSLR data 
are available.

The timing of barrier drowning identified above overlaps with the timing of ini-
tiation of worldwide marine deltas from ca. 8.5 to 6.5 ka (Stanley and Warne 1994), 
where radiocarbon-dated deltaic sequences document the landward migration or 
‘pinning’ of coastal depositional environments. The dated barrier sequences 
reviewed here corroborate this global landward advance of shorelines during the 
early- to mid-Holocene transition as rates of SLR decelerate and ‘modern’-day bar-
rier systems become established.

Chronological information implies that some of the barriers drowned in the mid-
Holocene when rates of RSLR were waning. Despite this deceleration, it is likely 
that rates of RSLR remained high enough during this time to exceed a modelled 
threshold for overstepping of c.3 mm/year (cf. Storms et al. 2002). Whilst the rate 
in itself is important in controlling the mode of barrier response, a change in rate 
driven by a sudden pulse or ‘jump’ in sea level, such as those associated with melt-
water events (Liu and Milliman 2004), may provide additional impetus for barrier 
overstepping. To test ‘sea-level jumps’ as drivers of barrier process-response, a 
high-resolution barrier chronology (e.g. Hijma and Cohen 2010) is essential. In the 
absence of such chronological constraint, it is not possible to exclude other factors 
in moderating barrier drowning.
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6.2  �Sediment Supply

During transgression, sediment supply rates can substantially alter barrier response 
to RSLR (cf. Curray 1964; Murray and Moore this volume). For example, during 
sea-level rise, continued barrier rollover is in part driven by a net sediment loss 
where the barrier has to migrate landward to extract sediment from the shoreface to 
maintain its geometry despite the rising sea level (Moore et al. 2010; Murray and 
Moore this volume). Using the drowned barrier examples in Sect. 5, sediment sup-
ply can be separated into a number of components that condition overstepping, 
namely sediment availability, sediment transport (wave and tide regime), sediment 
volume (relative to accommodation) and sediment properties (grain size and cemen-
tation). However, the relative significance—or, indeed, combination—of these sed-
iment-related factors in governing the style of barrier retreat cannot be determined 
from the sedimentological or stratigraphic evidence alone.

The elevations at which the drowned barrier examples are found implies that they 
formed during post-glacial RSLR and are not relicts from sea-level stillstand(s) dur-
ing the last glacial (Fig. 4). Sediment supply to these barriers must therefore have 
been sufficient to outpace rapidly rising post-glacial RSLR, allowing the barrier 
systems to aggrade or even prograde (e.g. Mellett et al. 2012a). During transgres-
sion when the overall trajectory of shoreline migration is from offshore to onshore, 
the availability of sediment on the continental shelf can be of greater importance 
than that being delivered from land due to coastal erosion and/or riverine input (e.g. 
Long et al. 1996; Cowell and Kinsela this volume). These seabed sediment ‘reserves’ 
are the product of processes and environments that prevailed before and during 
RSLR. For example, sediment availability is high in formerly glaciated or paragla-
cial areas (Forbes et al. 1995; Kelley et al. 2010, 2013) and in basins connected to 
large deltas where significant thicknesses of sediment associated with falling stage 
systems tracts have accumulated on the continental shelf (e.g. Anderson et al. 2014), 
though deltaic sediments may contain limited sand. These environments may be 
predisposed to barrier retreat through overstepping in that full recycling of the bar-
rier sediment volume, i.e. rollover, is not a requirement as there are large volumes 
of sediment available to facilitate coastal-response without significant reworking.

Prevailing nearshore and coastal hydrodynamics are also an important consider-
ation in relation to barrier sediment supply. For example, significant vertical and 
shore-normal changes in water level associated with a large tidal amplitude (or 
prism) can encourage barrier overstepping (Rieu et al. 2005; Storms et al. 2008). 
Reconstructing past hydrodynamics to understand their interaction with different 
styles of barrier retreat is difficult, because there is little evidence of past hydrody-
namic conditions available in the geologic record.

With respect to sediment grain size, it is expected that gravel-dominated barriers 
will be more morphologically resistant to RSLR (Orford 2011), because their larger 
grain size makes rollover less likely. Thus, these barrier systems exhibit greater 
potential for overstepping. In cases, where a barrier system has been overstepped 
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during post-glacial RSLR and the barrier beach component of the system is pre-
served, it is possible to determine the predominant sediment composition (gravel vs. 
sand). However, when a barrier retreats and only back-barrier sediments are pre-
served, i.e. the barrier beach component has been removed, it is not possible to 
establish the sediment composition of the former barrier. The best preserved 
drowned barriers are gravel dominated (e.g. Forbes et al. 1995; Mellett et al. 2012a) 
or have been cemented into beachrock (e.g. Green et  al. 2012, 2013; Salzmanm 
et al. 2013).

When sufficient sediment is available and nearshore/coastal hydrodynamics have 
the ability to transport it, the evolution of a barrier system—and, indeed, its preser-
vation on the sea bed—depends on the interaction between sediment supply and 
RSLR. Where there is a deficit in sediment supply (or translation potential) relative 
to RSLR, the barrier degrades and drowns as it cannot meet the pace of retreat 
through rollover, which relies on sediment translation from the shoreface to the 
back-barrier. Alternatively, barrier overstepping can be supported by a ‘surplus’ of 
sediment where high sediment supply maintains the shoreface and prevents the bar-
rier from recycling itself through erosion of the underlying substrate. Under these 
conditions, the barrier shoreface maintains its seaward position and elevation despite 
rising sea levels. Meanwhile, overwash continues to transport sediment landward 
increasing barrier width until a morphodynamic threshold is reached and the barrier 
‘jumps’ landward. In this case, a new barrier begins to form landward and the for-
mer features become stranded below the influence of waves and tidal currents (e.g. 
Mellett et al. 2012a). This ‘sediment surplus’ mode of overstepping appears to sup-
port exceptional preservation of drowned barriers. The thickness or volume of sedi-
ment within the barrier-system deposits relative to the depth of reworking (or depth 
of ravinement) during transgression also plays a role in determining preservation of 
the barrier. It is apparent that there is no single style of barrier response with respect 
to interactions between RSLR and sediment supply, especially as the latter can be 
both a limiting and enabling factor.

6.3  �Topography/Antecedence

Topography that is largely an artefact of past geological and glacial-interglacial 
processes is considered antecedent and is a fixed control on barrier evolution. 
Antecedent topography governs substrate slope which, for a given rate of RSLR, 
determines the rate of transgression (cf. Curray 1964), i.e. the pace and distance 
over which a barrier migrates. Many of the barriers discussed in this review rest 
unconformably on different types of deposits from the last glacial stage (e.g., bed-
rock planation surfaces, Mellett et  al. 2012a; undulating glacigenic landscapes, 
Kelley et al. 2010, 2013; incised valleys, Rodriguez et al. 1999; and deltaic systems, 
Gardner et al. 2005) and thus barrier form and thickness vary considerably. This 
variation in substrate slope and antecedent lithology, which is a local phenomenon, 
plays a significant role in determining the style of coastal retreat.
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In addition to being static, topography can also be dynamic, changing as the bar-
rier morphodynamically adjusts to RSLR (Rieu et al. 2005). Topography essentially 
provides the ‘space’ for sediment to occupy as a barrier responds to RSLR, i.e. 
accommodation. In this respect, barrier retreat is fundamentally governed by the 
balance between the evolving back-barrier accommodation and sediment supply. 
Rapid barrier drowning by overstepping can be assisted by large back-barrier 
accommodation due to disequilibrium between sedimentation at the shoreface and 
in the back-barrier (e.g. Storms et al. 2008; Hijma et al. 2010). In this case, the bar-
rier becomes anchored as any overwash sedimentation is lost to the accommodation 
space, whilst RSLR continues, relocating the shoreline further landward.

Accommodation created by tidal inlets may be antecedent if the barrier occupies 
former lowstand fluvial valleys (Rodriguez et al. 1999; Anderson et al. 2014), or may 
become modified as the barrier evolves morphodynamically (Rieu et al. 2005). In 
either case, the presence of a large inlet can restrict sediment in both cross-shore and 
alongshore directions and act as a sink in a similar way to a back-barrier lagoon 
(FitzGerald et al. 2008, this volume; Mellett et al. 2012a). Whilst the inlet remains 
unfilled, barrier migration is interrupted. If RSLR continues whilst cross-barrier sedi-
ment flux is diverted to inlet infilling, accommodation in the back-barrier is main-
tained or increases. Therefore, depending on the duration of this infilling phase, 
barrier overstepping may be encouraged by creation of ‘excess’ accommodation that 
would otherwise be met by sediment supply if it were not being diverted to infilling.

Topography can therefore play an important role in barrier response by ‘trap-
ping’ the barrier in place and preventing retreat through rollover. Furthermore, 
should a barrier experience progradation, for example due to an increase in sedi-
ment supply, the topography offshore can also pin a barrier in place if shoreface 
accommodation is too great (Mellett et al. 2012a).

7  �Prerequisites for Barrier Retreat Through Overstepping

A number of conditions have been identified that lead to barrier retreat through 
overstepping. Isolating a single, predominant driver or control is problematic 
because the sedimentological, stratigraphic and chronological data obtained from 
the offshore geological record provide evidence of net landform response. In short, 
the interaction of RSLR, sediment supply and topography cannot readily be decon-
structed, especially as wave climate and storm magnitude/frequency have an impor-
tant moderating effect on barrier response. Despite this limitation, it is still possible 
to recognize local conditions that make barriers vulnerable to overstepping.

In a shore-normal sense, barrier response to SLR can be framed simply as an 
interaction between barrier forcing and barrier inertia (cf. Carter 1988). Barrier 
forcing mechanisms include coastal hydrodynamics (waves and tides), superim-
posed on an underlying trend in RSLR and punctuated by aperiodic storms (and in 
some locations, tsunami). As such, not all forcing mechanisms produce the same 
barrier response because they operate over different scales of time and space 
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(Cowell and Thom 1994) and induce different morphodynamic responses (Wright 
and Thom 1977; Prime et al. 2016). For example, a change in storm regime and/or 
wave climate is likely to cause significant changes in the translation of sediment 
from the shoreface to the back-barrier. Where cross-shore sediment transport is 
enhanced, or depth of ravinement is higher, retreat through rollover would be 
expected. However, while one component of barrier forcing can encourage rollover, 
another component, RSLR, has the potential to drown a barrier through overstep-
ping in the absence of any substantial landward translation of sediment (Roy et al. 
1994; Plater et al. 2009).

Barrier inertia is largely controlled by local topography and sediment grain size 
(Cowell et al. 1991; Roy et al. 1994). These are factors that moderate the translation 
of sediment from the foreshore to the backshore either geometrically, e.g. barrier 
elevation and cross-section, or dynamically, by slowing sediment-transport rates. 
Barrier rollover occurs when the landward translocation of sediment by waves and 
storms (a component of barrier forcing) exceeds barrier inertia, enabling coastal 
hydrodynamics to relocate and reshape a transgressing barrier without any restric-
tions from topographic constraints or grain size limitations. In comparison, over-
stepping is facilitated when conditions support high barrier inertia, making it 
difficult for a barrier system to be translated dynamically under any given combina-
tion of forcing factors, and especially when rates of RSLR are high. First order 
controls considered to enhance barrier inertia include; (1) coarse grain size, (2) 
cemented barrier sediments, (3) high sediment supply (positive net sediment bud-
get), (4) topographic pinning (e.g. morphological obstruction, barrier thickness), 
and (5) rapid increase in accommodation driven by back-barrier topography and 
coastal slope. In this respect, the morphological resistance of barriers to RSLR is 
not directly comparable to barrier ‘resilience’ because any dynamic response is lim-
ited by high barrier inertia. Resilient barriers are those that can respond dynamically 
to perturbations such as change in the rate of RSLR and return to their pre-existing 
state, hence they have a greater chance to retreat by rollover.

Here, we demonstrate that the relationship between barrier forcing and barrier 
inertia is complex, making it difficult to predict coastal-response under given condi-
tions. However, we recognize that forcings can both encourage (e.g. via high waves 
and frequent storms) and limit (e.g. via high RSLR rates) the dynamic, landward 
translation of barrier sediment, and we predict that barriers with high inertia are more 
likely to be overstepped under the same barrier forcing as those with low inertia.

Because the examples we present are early- to mid-Holocene drowned barriers 
from the continental shelf, the influence of human activity on the coast has not been 
recognized in this review. However, it is possible to evaluate scenarios in which 
human activity can potentially increase barrier inertia by modifying one or more of 
the first order controls. For example, coastal defence strategies such as beach replen-
ishment provide an additional supply of sediment of potentially more resistant grain 
size that may enhance barrier inertia, increasing the potential for overstepping and 
making coastal resources more vulnerable to catastrophic exceedance/breakdown. 
In addition, emplacement of engineering structures, such as rock armouring or sea-
walls, can ‘pin’ a barrier, preventing it from responding to RSLR dynamically; this 
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activity increases barrier resistance whilst reducing its resilience (see also McNamara 
and Lazarus this volume; Murray and Moore this volume).

To ensure sustainable management of the coast, it is important to identify envi-
ronmental conditions that would cause barrier retreat through overstepping. It is 
possible to parameterize antecedent topography (onshore and offshore) and apply 
RSLR projections to calculate accommodation. The much greater challenge lies in 
understanding sediment regimes and how they interact with accommodation under 
different RSLR scenarios, especially where the rate of RSLR is potentially punctu-
ated and sediment supply is modified by human intervention. The dynamic compo-
nent of sediment supply in terms of the ability of the barrier to rework and resupply 
itself through ravinement (governed by hydrodynamics and barrier inertia), and the 
availability of sediment determined by barrier size and thickness, needs to be con-
sidered (see Murray and Moore this volume). Furthermore, the relative importance 
of dynamic vs. antecedent topography in moderating barrier retreat needs to be 
evaluated. Predicting barrier retreat relies heavily on numerical and simulation 
models (Moore et al. 2010; Williams et al. 2012; Lorenzo-Trueba and Ashton 2014; 
McCall et al. 2014; Brenner et al. 2015) but these should be calibrated with geomor-
phological and sedimentological evidence from drowned barrier archives preserved 
on the continental shelf.

The role of barrier forcing processes other than RSLR, such as wave climate and 
storm magnitude/frequency, is underrepresented in this review. Whilst the impor-
tance of waves in determining barrier behaviour is widely recognized (e.g. Orford 
et al. 1991, 2002; Roy et al. 1994; Masselink et al. 2010), it is not possible to resolve 
storm history using the offshore evidence base and palaeotidal and palaeowave 
models are replied upon (e.g. Storms et al. 2008). Here, we consider RSLR, sedi-
ment supply and topography/accommodation as the main drivers of barrier response. 
However, this is because our analysis does not capture event-based (storm-driven) 
coastal-response. Indeed, this is a general shortcoming of current chronological 
constraints on submerged barriers and is a key limitation of applying lessons over 
geological and glacial/interglacial timescales to contemporary, resource manage-
ment timescales. Despite this limitation, we can still provide detail on coastal set-
tings where barrier retreat through overstepping is more likely, although it is not 
possible to predict whether this overstepping will be temporary (storm impacts, 
mendable breaches) or permanent (longer-term change that is beyond the reach of 
engineering solutions).

Overstepping as a scenario of shoreline retreat is currently not considered in 
shoreline management strategies and the impact of such process-response to RSLR 
on the coastal zone is unknown. Depending on the coastal setting, overstepping may 
have a positive or negative influence. For example, a barrier stranded offshore of the 
shoreline may act as a shoal, intercepting and dissipating incoming wave energy and 
hence offering natural morphological protection. Alternatively, a barrier (or barrier 
sediments) that become stranded would serve to remove large volumes of sand from 
the coastal sediment budget (e.g. Anderson et al. 2014) which can perturb the sys-
tem with feedback implications.
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8  �Conclusions

There are increasingly more examples of drowned barriers being discovered on con-
tinental shelves suggesting these features are not as rare as once thought. This style 
of coastal process-response to RSLR, i.e. in situ drowning by overstepping, which 
was previously relatively poorly understood due to a lack of suitable examples, 
should be considered in shoreline management plans. Evidence from drowned bar-
riers preserved on the continental shelf shows there is no predominant driver of 
barrier overstepping. Whilst it is possible to identify conditions that would facilitate 
barrier retreat through overstepping, these conditions are not in operation simulta-
neously nor are they evident across all coastal settings. Site-specific local condi-
tions, such as antecedent topography and sediment supply, may therefore outweigh 
any widespread forcing of change, e.g. global SLR. Barrier drowning can be facili-
tated by the rapid rates of sea-level rise that may be achieved under future climate 
change projections. However, it is the interaction between RSLR, topography and 
sediment supply on a local scale that conditions the style of retreat. As such, it is 
difficult to establish a widely applicable ‘recipe’ for barrier overstepping. Aside 
from the value of submerged, offshore examples in framing our understanding of 
barrier overstepping and testing numerical models, resolving system interactions 
should be a priority for coastal research to improve the reliability of predictions of 
barrier response to RSLR and thus ensure sustainable management of the coast.
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1  �Introduction

More than 20,000 km of barrier islands with accompanying back-barrier estuaries or 
lagoons occur along the world’s open ocean coasts (Stutz and Pilkey 2011) and are 
imminently vulnerable to the effects of projected climate change. The morphody-
namics of barrier islands and associated estuaries or lagoons are linked via multiple 
feedbacks operating on subannual to millennial time-scales. Barrier systems (herein 
defined as the subaerial and subaqueous portions of barrier islands, barrier spits, 
inlets, and associated tidal deltas) exhibit variations in morphological and sedimento-
logical characteristics in response to wave and tidal energy, the geologic framework, 
and sediment supply (Hayes 1979; Kraft et al. 1987; Inman and Dolan 1989; Oertel 
et al. 1992; Fenster and Dolan 1993; Riggs et al. 1995, 2009; Otvos and Carter 2008; 
Moran et al. 2015). The barrier system, in turn, controls the hydraulic connectivity 
between the back-barrier lagoon or estuary and the ocean, which imparts a control on 
the back-barrier processes (tides, waves, currents, salinity) and resultant morphology 
and ecosystems. Thus, geomorphic changes to barrier systems, particularly the num-
ber and width of inlets, or overtopping, greatly affect the hydrodynamics within the 
entire coastal system and have significant impacts on the characteristics of adjacent 
estuaries, mainland shorelines, and associated ecosystems. In short, changes to the 
barrier system may affect areas far-removed from the barriers themselves.

Changes to barrier-fronted coastal systems, resulting from climate processes 
(storminess, wind patterns, precipitation, etc.) or sea-level rise driven by climate 
change (see also Ashton and Lorenzo-Trueba this volume; Cowell and Kinsela this 
volume; FitzGerald et  al. this volume; Murray and Moore this volume; Odezulu 
et al. this volume; Rodriguez et al. this volume), will likely have serious economic 
ramifications related to the disruption of biological, hydrological, and terrestrial 
resources, and accelerated mainland shoreline erosion. One way to understand the 
fate of coastal environments is to examine the changes that occurred in the past in 
response to sea-level rise and variability in storm patterns. Here, we describe the 
evolution of the Pamlico Sound estuary in North Carolina (NC) (Fig. 1a) in response 
to Holocene sea-level rise, climate changes, and barrier island changes, based on a 
synthesis of previous studies (e.g., Culver et  al. 2007; Grand Pre et  al. 2011; 
Mallinson et al. 2011; Clunies 2014; Zaremba et al. 2016). These studies used geo-
logical data, geomorphic models, and hydrodynamic models to evaluate the poten-
tial magnitude of change to tides and currents in response to known past major 
erosional episodes that have altered barrier island geomorphology.

2  �Study Area

2.1  �Modern Setting

Pamlico Sound (Figs. 1 and 2) is a composite estuary comprising the drowned river 
valleys of the Pamlico and Neuse Rivers, and the completely submerged paleodrain-
age system of paleo-Pamlico Creek (Riggs et al. 1995, 2000; Riggs and Ames 2003; 
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Fig. 1  (a) Location map showing the Albemarle-Pamlico estuarine system and the Outer Banks 
barrier islands of North Carolina. (b) Map showing the modern bathymetry within Pamlico Sound 
and important geomorphic features
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Mallinson et al. 2010a, b). The two main basins (the northern and southern basins; 
Fig. 1b) of Pamlico Sound are related to the underlying paleotopographic surface 
(Fig. 2a), and together create a large estuary constrained by the wave-dominated 
southern Outer Banks barrier islands including, from north to south, Hatteras Island, 
Ocracoke Island and northern Core Banks (Fig. 1a). Albemarle and Pamlico Sounds 
were isolated drainage systems until the early nineteenth century (Riggs et al. 2000).

Salinity within Pamlico Sound varies seasonally, but generally ranges from 
nearly fresh in the upper regions of the Pamlico and Neuse Rivers to 34 PSU 
(Practical Salinity Unit) depending on river discharge and proximity to inlets (Wells 
and Kim 1989). Pamlico Sound is characterized by an astronomical tidal range of 
approximately 0.1 m, and basin-scale water level variations that are dominated by 
wind-forcing (Luettich et al. 2002). In contrast, the seaward side of the barriers is 
subject to tidal ranges of 0.3–1 m (microtidal), depending on location. These estua-
rine salinity and tidal characteristics arise from the combination of freshwater influx 
and presence of the Outer Banks barrier islands, which serve as a boundary to 
normal-marine-salinity waters and tides.

The Outer Banks barrier islands (here, defined as extending from the Virginia 
border to Cape Lookout) are separated by three major inlets (Oregon Inlet, Hatteras 
Inlet, and Ocracoke Inlet; Fig. 1a) that have remained active for >100 years, and a 
variable number of smaller inlets active on subannual to decadal timescales. A 
greater number of inlets were active during the Little Ice Age (LIA; Mallinson et al. 
2011). However, it is not known to what extent the inlets temporally overlapped in 
terms of their activity. Most of these inlets had closed by 1817 AD (Stick 1958; 
Mallinson et al. 2011). The closure of these inlets impacted the hydrodynamics of 
the estuarine systems by restricting the influx of marine waters, which altered the 
circulation, salinity, and current patterns, and allowed hydraulic interchange 
between the Albemarle and Pamlico Sounds through the opening of Croatan Sound 
by 1817 (Riggs et al. 2000; Riggs and Ames 2003; Corbett et al. 2007).

The barrier islands fronting Pamlico Sound experience variations in energy 
(wave and tidal), morphology, and histories, depending on location. Inman and 
Dolan (1989) provide an excellent analysis of the sediment budget and processes 
impacting these islands. Mean significant wave height at Cape Hatteras is 1.2–1.3 m 
(Pendleton et  al. 2004), and drives a net southerly longshore current and littoral 
transport that affects shoreline characteristics (Inman and Dolan 1989). The major-
ity of the islands (70%) are erosional, with ocean shoreline retreat rates averaging 
circa (ca) 1.6 m/year between Oregon Inlet and Cape Hatteras (Inman and Dolan 
1989; Riggs et al. 2011). Localized areas of accretion occur, most notably along the 
south-facing shore of Cape Hatteras (to 7 km west of the Cape).

2.2  �Antecedent Topography

Antecedent topography strongly influences the morphology of the modern coastal 
system (Fig.  2a). The antecedent topographic surface is the flooded landscape 
shaped by surface processes during subaerial exposure in the late Pleistocene, and 
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Fig. 2  (a) Map showing the paleotopographic surface formed during the late Pleistocene low-
stand, based upon seismic data (data from Mallinson et al. 2010a; Thieler et al. 2013). Note the 
incised paleo-valleys associated with the Neuse and Pamlico Rivers, and Pamlico Creek paleo-
valley, a completely submerged drainage system. The Bluff Shoal interstream divide (BSID), con-
trols the modern position of Bluff Shoal and separates the northern and southern basins of Pamlico 
Sound. HFID is the Hatteras Flats interstream divide. (b) Map showing the location of seismic 
track-lines and cores (black dots) used to define the geologic framework of Pamlico Sound
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especially the lowstand associated with the Last Glacial Maximum (ca 26,500–
19,000 calendar years before present–cal year BP; Clark et al. 2009). Beneath the 
antecedent topographic surface, the stratigraphic framework includes fluvial, 
coastal, and shelf facies deposited during the late Pleistocene (Riggs et al. 1992, 
1995; Mallinson et  al. 2005, 2008, 2010a, b; Parham et  al. 2007, 2013). These 
deposits provide a source of sediment to the modern system via erosion of the estua-
rine shoreline and marine shoreface.

The paleodrainage systems incised into this landscape include valleys (now filled 
and submerged) associated with the Pamlico River, Neuse River, and Paleo-Pamlico 
Creek (Fig. 2a; Riggs et al. 1995; Mallinson et al. 2010a, b). Not only are the incised 
valleys important in defining the estuaries, but the interfluves are likewise just as 
significant in defining the geomorphic/bathymetric evolution and resultant pro-
cesses. For example, interfluves of the flooded landscape control the location of 
shoals and paleo-marshes (e.g., Bluff Shoal; Roanoke Marshes; Fig. 1b) and shallow 
lagoons, such as Currituck Sound, Croatan Sound, Core Sound, and Bogue Sound 
(Fig. 1a), which are defined by the extent of the fronting barrier and the mainland. 
Deeper basins and drowned river estuaries are associated with the paleo-valleys.

The topographic relief (elevations and slopes) of the flooded landscape affected 
the timing of inundation associated with sea-level rise, as well as the rate of shore-
line transgression (i.e., transgression is more rapid where slopes are lower). Flat-
topped interfluves flooded rapidly as sea level reached and exceeded their elevation 
(ca 5000–4000 cal year BP; Zaremba et  al. 2016). Rapid expansion of estuaries 
increased fetch and wave energy within the basins, as well as tidal energy, both of 
which affected the sedimentological and stratigraphic character (i.e., grain size dis-
tributions, stratigraphic boundary development, etc.) of the estuarine sediments. 
These relationships are discussed in the context of sea-level rise and climate change 
in the following sections.

3  �Evolution in Response to Climate and Sea-Level Change

The Holocene evolution of this coastal system has been defined based upon a variety 
of analyses of >100 vibracores (penetrating up to 8.5 m) and deep rotasonic cores 
(with penetration up to 70 m) collected by numerous researchers over three decades 
(Fig. 2b), and further informed by many previous studies (referenced herein). Cores 
were analyzed for sedimentology (grain-size, structures, bedding characteristics, 
etc.), microfossils (foraminifera, diatoms, and pollen) and macrofossils, bulk mag-
netic susceptibility, isotopic geochemistry on foraminifera and total organic carbon 
(TOC), and elemental geochemistry (not all analyses were done on all cores). 
Holocene geochronology was derived from a compilation of >300 radiocarbon anal-
yses, 210Pb analyses on recent sediments, and optically stimulated luminescence 
(OSL) analyses, applied to cores collected from numerous locations. Geophysical 
data include ca 150  km of ground-penetrating radar data for the Outer Banks 
(between Kitty Hawk and Ocracoke; Fig. 1) and approximately 3400 km of boomer 
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seismic and 2800 km of chirp seismic data within Albemarle, Pamlico, Croatan, and 
Core Sounds (Fig. 2b; Thieler et al. 2013; Zaremba et al. 2016). Geomorphic mod-
els corresponding to specific times were created using seismic data constrained by 
radiocarbon analyses from cores, with bathymetry calculated using the Kopp et al. 
(2015) relative sea-level curve. Hydrodynamic modeling utilized Delft3D software, 
with boundary conditions determined by the paleobathymetry and paleogeomor-
phology datasets (Clunies 2014; Clunies et al. 2017). Many results from these stud-
ies have been published in the references provided in the following discussion.

3.1  �Early Holocene to ca 4000 Cal Year BP

The early- to mid-Holocene was characterized by greater seasonality in the northern 
hemisphere creating the Hypsithermal (a.k.a. Holocene Climate Optimum or 
Holocene Thermal Maximum) from ca 9000 to 4000 cal year BP (Wright 1976; 
Wright et al. 1993). Although minimal paleoclimate data exist in the region for this 
time period, data from Lake Tulane, Florida (Grimm et al. 1993), and the Adirondacks 
in New York (Davis et al. 1980; Jackson 1989) indicate warmer and drier summers 
than at present in eastern North America. Warm, dry conditions are indicated in the 
southeastern U.S. by the desiccation of ponds and lakes in eastern Tennessee 
between 8500 and 4000 cal year BP (Delcourt and Delcourt 1980).

Between 11,000 cal year BP and 4500 cal year BP the rate of sea-level rise in NC 
decreased substantially, from 6.8 ± 1.2 mm/year to 0.8 ± 1.0 mm/year (Kopp et al. 
2015). During the same time interval, sea-level elevation changed from ca −30 ± 2 m 
to ca −4.5 ± 1 m (Kopp et al. 2015). The principal semi-diurnal lunar tide compo-
nent (M2) along the NC coast was approximately 75% greater than today at ca 5000 
cal year BP, which likely enhanced tidal circulation within the early estuaries, and 
perhaps the number of inlets through any existing barrier island chain (Hill et al. 
2011), the extent of which remains uncertain.

3.1.1  �Coastal Evolution

The existence of barrier islands along the NC coast is suggested by relict flood tide 
delta and back-barrier sand flat deposits dating from approximately 6000 to 4000 
cal year BP, found in the vicinity of Rodanthe on Hatteras Island (Smith et al. 2009) 
and Bogue Banks (Fig. 1; Timmons et al. 2010; Lazar et al. 2016), and Holocene 
barrier shoreface deposits dated to 4500 cal year BP beneath Currituck Sound 
(Fig. 1; Moran et al. 2015). Formation of extensive barrier islands beginning at ca 
6000 cal year BP may have been in response to the decreasing rate of relative sea-
level rise. In the region of Hatteras Island and Ocracoke Island, the occurrence of 
estuarine conditions in Pamlico Sound, based upon foraminiferal and diatom 
paleoenvironmental data (Culver et al. 2007; Grand Pre et al. 2011), suggests the 
existence of barrier islands, as the Hatteras Flats Interstream Divide was submerged 
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by this time (Zaremba et al. 2016). It is not clear whether the shoreline was west or 
east of the modern shoreline prior to 4000 cal year BP, and there are insufficient data 
to understand the barrier characteristics at this time.

Although estuarine conditions prevailed, δ13C and δ18O data from foraminifera 
(Elphidium excavatum) in core PS-03 exhibit larger variability (1.5–2.5‰ excur-
sions; Lauback et al. 2012; Fig. 3a) than the following time period from 4000 to 
3500 cal year BP (ca 0.5‰ excursions). Likewise, δ13CTOC data also show rapid 
excursions between ca −23.5‰ and −22‰, suggesting alternating sources of 
organic material from terrestrial and marine environments, respectively (Fig. 3b; 
Minnehan 2014). These geochemical excursions suggest more variable salinity con-
ditions within the Sound (relative to 4000–3500 cal year BP, and present condi-
tions). Greater variability was likely related to several factors, including Hypsithermal 
conditions (e.g., greater seasonality and drier conditions; Delcourt and Delcourt 
1980; Wright et al. 1993) affecting freshwater flux to the estuary, and greater tidal 
influence affecting barrier continuity and seawater influx, combined with a smaller 
estuary volume (i.e., smaller residence time).

3.2  �ca 4000–3500 Cal Year BP

Rapid climate change (defined as changes in regional to global meteorological con-
ditions occurring within a few hundred years; Mayewski et al. 2004) is indicated 
from 4200 to 3800 cal year BP, with glacial advances in North America and Central 
Asia, and weak North Atlantic Deepwater (NADW) formation (Mayewski et  al. 
2004; Wanner et al. 2008). Weakened NADW formation may have contributed to an 
increased rate of relative sea-level rise along the U.S. east coast (Levermann et al. 
2005), which may have influenced barrier island evolution. Several studies suggest 
low El Niño Southern Oscillation (ENSO) activity between ca 5000 and ca 3000 cal 
year BP (Cobb et al. 2013; McGregor et al. 2013; Carré et al. 2014), which has been 
shown to enhance hurricane activity in the North Atlantic (Goldenberg and Shapiro 
1996; Bove et al. 1998). Data from deMenocal et al. (2000) show that sea surface 
temperatures off the northwest African coast were at a peak (as warm as during the 
Medieval Climate Anomaly, and present), which also may have contributed to 
greater hurricane activity. Changes to the barrier islands and estuaries are also evi-
dent and occur coevally with these more widespread climate fluctuations. Relative 
sea level in NC at the time was ca −4.5 to −3.5 m relative to modern mean sea level 
(msl). The rate of relative sea-level rise is poorly understood for this time, but Kopp 
et al. (2015) show a general rate of ca 2–3 mm/year, and decreasing.

3.2.1  �Coastal Evolution

Based on the mapped elevation of the Pleistocene surface (i.e., the antecedent topo-
graphic surface) in the Pamlico Sound region (Mallinson et al. 2010a, b; Zaremba 
et al. 2016), and the relative sea-level curve of NC (Horton et al. 2009; Kopp et al. 
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Fig. 3  (a) Carbon and oxygen isotopic data from Elphidium excavatum samples from core PS03 in 
the northern basin of Pamlico Sound (Lauback et al. 2012). Black circles represent replicate sam-
ple averages. Biofacies are also indicated (refer to Fig. 4b for explanation). Note that biofacies are 
mixed downward by bioturbation. Sedimentation rates are calculated using maximum and mini-
mum 2-sigma ages from radiocarbon analyses. (b) Graphic log, carbon isotopic data from total 
organic carbon and C:N, and percent sand from core PS11-03, a duplicate core of PS-03 (Minnehan 
2014)
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2015), the local interstream divides (e.g., Hatteras Flats, Bluff Shoals, etc.; Fig. 2a) 
should have been overtopped at ca 5000–4000 cal year BP (Zaremba et al. 2016). At 
this time, the southern Pamlico Sound exhibited normal-marine-salinity conditions 
suggesting the existence of a large opening through the Outer Banks. These condi-
tions are evidenced by sediments containing 35 species of benthic foraminifera 
typical of the inner shelf today, and 22 species of planktonic foraminifera (Fig. 4; 
e.g., Buccella inusitata, Elphidium subarcticum, Hanzawaia strattoni, Nonionella 
atlantica, Trifarina angulosa, Globigerinoides ruber, Globorotalia menardii; 
Culver et al. 2007; Grand Pre et al. 2011). This assemblage is in stark contrast to the 
modern assemblage within Pamlico Sound, which is low diversity and consists of 
benthic foraminifera dominated by Elphidum excavatum, Ammotium salsum and 
Ammonia parkinsoniana, and no planktonic foraminifera (Abbene et al. 2006). The 
largest apparent gap within the Outer Banks appears to have been in the Ocracoke 
Island and North Core Banks area (Fig. 5a, b). Deposits containing normal-marine-
salinity shelf foraminifera occur up to 10  km behind the modern barrier island. 
These data suggest that much of Ocracoke Island was reduced to a subtidal shoal at 
this time, likely with deeper tidal passes allowing for the introduction of shelf waters 
and Gulf Stream filaments carrying planktonic foraminifera into the northern and 
southern Pamlico basins. Segmentation in other areas of the Outer Banks is less 
clear, thus the geomorphic model (Fig. 5b, c) only includes the large gap at Ocracoke, 
and an inlet near present-day Oregon Inlet (Smith et al. 2009).

Several factors may have contributed to this reduction in barrier island continuity 
and increased tidal exchange. First, warmer surface water temperatures in the North 
Atlantic (deMenocal et al. 2000) may have contributed to an increase in hurricane 
activity (Donnelly and Woodruff 2007), although more data (e.g., spatial and tem-
poral distribution of hurricane deposits) are needed to test this hypothesis. Increased 
hurricane impacts may have caused multiple breaches in the barriers, enhancing the 
tidal prism, and allowing more and/or larger inlets to persist, resulting in barrier 
segmentation (Giese 1988). Tidally driven sediment flux into the sound and shoal-
ing may have ultimately reduced the tidal prism and shut down the inlets. 
Alternatively, a minor increase in the rate of sea-level rise may have taken place 
along the Atlantic coast as a result of the weaker North Atlantic Deep Water (NADW) 
production (Mayewski et  al. 2004; Levermann et  al. 2005; Wanner et  al. 2008), 
causing increased rates of erosion and breaching during storms. Finally, the rapid 
enlargement of the sound as interstream divides were overtopped, may have also 
increased the tidal prism, causing barrier fragmentation as described by Fitzgerald 
et al. (2004, 2008, this volume). Reduction of friction, as more area is converted to 
open water, increases tidal range and the tidal prism, and tidal inlet size (O’Brien 
1969; Oliveira 1970).

Pamlico Sound at this time exhibited much greater exchange with marine waters 
and more energetic conditions. By 4000 cal year BP, the northern and southern estu-
aries had merged across the shallow Bluff Shoal Interstream Divide (BSID). 
Zaremba et al. (2016) mapped a prominent seismic reflection, H4000, within Pamlico 
Sound (primarily the northern basin) that is constrained to ca 5000–3000 cal year BP 
by multiple radiocarbon ages (Fig. 5e, f). This reflection is interpreted to represent 
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erosion associated with greater fetch, and increased wave and current activity within 
Pamlico Sound. A more energetic hydrodynamic state likely occurred either as a 
result of the final overtopping of interfluves and rapid expansion of the estuary, or 
extensive barrier island segmentation, or both. The greater influence of marine con-
ditions is supported by the foraminiferal assemblages as described above, as well as 
an increase in the sand/mud ratio of sediments correlated to the H4000 reflection.

Fig. 4  (a) Graphic logs showing modal grain size (G gravel, S sand, M mud) and foraminiferal 
biofacies from cores PNP-2 (Metger 2009), OFTD14-VC1 (Smith 2015), and PS-03 (Grand Pre 
et al. 2011). (b) Representative foraminifera that compose the biofacies shown in (a) (Grand Pre 
et al. 2011). Top assemblage from left to right: Ammonia parkinsoniana, Elphidium excavatum, 
Ammotium salsum, Deuterammina ochracea. Second assemblage from left to right each row: 
Ammonia tepida, Elphidium excavatum, Elphidium gunteri, Elphidium mexicanum, Elphidium 
translucens, Bolivina lowmani, Cibicides lobatulus, Hanzawaia strattoni Elphidium poeyanum, 
Ammonia parkinsoniana, Valvulineria sp., Trifarina angulosa. Third assemblage from left to right 
Ammonia parkinsoniana, Ammonia tepida, Elphidium excavatum. Fourth assemblage: Elphidium 
excavatum. (c) Perspective view of Pamlico Sound showing the location of the cores in (a)
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Fig. 5  (a) Paleo-environmental reconstruction of Pamlico Sound at ca 4000 cal year BP based 
upon foraminiferal assemblages within cores, and sedimentological data (modified from Grand Pre 
et al. 2011). (b) Paleo-geomorphic reconstruction of Pamlico Sound at ca 4000 cal year BP based 
upon geological data. (c) Delft3D model of flood tidal currents within Pamlico Sound correspond-
ing to the paleo-geomorphic reconstruction. (d) Delft3D model of water surface elevation (η) at the 
location of PS03 (shown in a) given the paleo-geomorphic reconstruction as input. The elevated 
water level between day 168 and 171 is due to an imposed wind event. Note the higher tidal range 
(up to 30 cm) corresponding to the three paleo-geomorphic reconstructions (4000, 1200, 500 cal 
year BP), as compared to the modern range (ca 5 cm). (e) Chirp seismic data (see small map for 
location) illustrating seismic reflections within the Holocene section (from Zaremba et al. 2016). 
Plgm is the subaerial unconformity formed during the Last Glacial Maximum. HRS1 and HRS2 are 
interpreted as tidal and wave ravinement surfaces, respectively. H4000 is the reflection correspond-
ing to the ca 4000 cal year BP barrier segmentation. H500 is a regional reflection that formed during 
the Little Ice Age
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Between 4000 and 3500 cal year BP, Pamlico Sound was shallower than present 
(Fig. 5b), particularly in the north, across Bluff Shoal, and across the Hatteras Flats 
Interstream Divide (HFID; Fig. 2a). At this time, erosion of the recently flooded bay 
shoals and the mainland shoreline, as well as the segmentation of the barrier islands, 
as sea level rose, resulted in high rates of sediment accumulation (ca 2.0–8.6 mm/year 
at PS-03), compared to earlier or later rates (Fig. 3a). Increased tidal range and tidal 
exchange through inlets likely advected sand into the sound from the shoreface.

Values of δ13CTOC exhibit a more constant trend and enriched values (ca −22‰) 
(Fig. 3b) relative to the previous time (>4000 cal year BP), suggesting that this was 
a period of greater marine influx and more constant water conditions. However, C:N 
ratios of organic matter (Fig. 3b) suggest a more complicated scenario, possibly 
with a contribution of organic carbon from marsh grasses (e.g., Spartina spp.) as 
interstream divides were overtopped and eroded (Minnehan 2014).

Clunies (2014) modeled the hydrodynamics of the Pamlico Sound based upon a 
geomorphic reconstruction derived from geological and geophysical data (Fig. 5b,c). 
Modeling suggests that a large opening in the barrier island system near Ocracoke 
Island likely resulted in significantly greater tidal currents in Pamlico Sound relative 
to present tidal conditions. The hydrodynamic model predicts flood-tide currents in 
excess of 0.3  m/s over large portions of southern and northern Pamlico Sound 
(Fig. 5c), and the tidal range may have been enhanced (to ca 0.3 m). The increased 
sand/mud ratio of sedimentary deposits, increased sediment accumulation rates, and 
the occurrence and extent of seismic reflection H4000 (Zaremba et al. 2016) support 
the tidal model and suggest advection of nearshore sand into the sound.

3.3  �ca 3500–1200 Cal Year BP (750 CE–Common Era)

The Northern Hemisphere was characterized by a general cooling trend between ca 
3500 and 1200 cal year BP (750 CE) (Wanner et al. 2008). Data from deMenocal 
et al. (2000) show generally cooler sea surface temperature (SST) than present in 
the eastern North Atlantic during this time interval, whereas δ18O from 
Globigerinoides ruber on the Bermuda Rise suggest a cycle of rapid warming at ca 
3500 cal year BP followed by slow cooling until ca 1500 cal year BP (450 CE) 
(Keigwin 1996). This cooling may have limited hurricane formation in the North 
Atlantic, resulting in a lower rate of barrier breaching and inlet formation, and 
allowing former inlets to close. The average rate of relative sea-level rise ranged 
from ca 0.3 to 0.9 mm/year in the study area (Kemp et al. 2017).

3.3.1  �Coastal Evolution

Few data exist to understand the location or condition of the southern Outer Banks 
during this time interval. Ricardo (2005) found open marine/inner shelf sands 
beneath Hatteras Island and Hatteras Flats between Rodanthe and Avon (Fig. 1a) 
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that have an age of ca 2900 cal year BP to 1200 cal year BP (750 CE). However, it 
is not clear whether these deposits represent a large inlet region, or if they represent 
shoreface deposits to the east of a barrier system. If the latter is correct, then the 
barrier may have formed west of the present location, and prograded seaward before 
becoming transgressive. However, Pierce and Colquhoun (1970) show generally 
transgressive deposits beneath Hatteras Island (north of Cape Hatteras). Regressive 
barrier islands are indicated in regions to the north (i.e., the Kitty Hawk beach 
ridges; Mallinson et al. 2008; Moran et al. 2015), at Buxton (Cape Hatteras region; 
Peek et al. 2013) and to the south (Bogue Banks; Timmons et al. 2010; Lazar et al. 
2016) at this time. Seismic data behind southernmost Hatteras Island reveal seaward 
dipping clinoforms that indicate shoreface progradation and a regressive barrier 
(Fig. 6a). Peek et al. (2013) identified beach ridges on the northernmost portion of 
the Buxton area dating to ca 1600 cal year BP (350 CE) (Fig. 6b) indicating that the 
paleo-shoreline in this area was north and west of the modern shoreline. Pierce and 
Colquhoun (1970) also propose that initial Holocene barrier island formation 
occurred to the north of the modern shoreline at Cape Hatteras. Presently, this area 
is experiencing southward progradation as erosion on the east facing shore, and 
accretion on the south facing shore have caused Cape Hatteras to migrate in a south-
westerly direction (Inman and Dolan 1989; Peek et al. 2013). This long-term pro-
gradation is evidenced by the occurrence of the east–west trending beach ridges (the 
Buxton Beach Ridges; Peek et al. 2013) that form the bulk of the island at Cape 
Hatteras.

Within the Pamlico Sound basin, estuarine conditions were likely similar to 
today, if not more restricted, between 3500 cal year BP and 1200 cal year BP (750 
CE). Sediments exhibit a fining-upward trend consisting of muddy fine sands at ca 
3500 cal year BP grading to organic-rich mud with minimal sand component prior 
to 1200 cal year BP (750 CE). The associated biofacies consists solely of E. excava-
tum at ca 3500 cal year BP, grading-upward to a lower salinity A. salsum-dominated 
facies prior to 1200 cal year BP (750 CE) (Grand Pre et al. 2011). These data indi-
cate a decrease in energy and salinity during this time interval. δ13CTOC data show a 
change from enriched values to depleted values during the second half of this inter-
val (Fig. 3b), indicating a dominantly terrestrial source of carbon with δ13C values of 
ca −23‰ to −24‰. Likewise, the C:N exhibits a trend toward greater values (ca 16) 
which are also indicative of a terrestrial source (Fig. 3b; Minnehan 2014). Thus, the 
estuary appears to have experienced decreasing marine influence during this period, 
suggesting development of a continuous barrier system with few inlets. A minor 
disruption of this barrier system is suggested at ca 2500 cal year BP in the vicinity 
of Ocracoke Inlet, based on the limited occurrence of normal-marine-salinity, shelf, 
benthic foraminifera behind northern Core Banks (Grand Pre et al. 2011).

Zaremba et al. (2016) suggest that the decrease in inlet activity may have been 
related to the decrease in the M2 (dominant semi-diurnal lunar) tidal component 
(Hill et al. 2011). An equilibrium exists between the total cross-sectional area of 
inlets within a barrier, and the tidal range, with fewer inlets necessary to accommo-
date a smaller tidal prism (O’Brien 1969). More limited hurricane impacts also 
would have limited the creation of breaches that could have developed into inlets. 

D. Mallinson et al.



105

Fig. 6  (a) Seismic data along transect A–A′ (see b) illustrating the transgressive ravinement sur-
face (TRS) associated with Holocene sea-level rise, and seaward dipping clinoforms in the shallow 
subsurface, suggesting barrier progradation. (b) Present-day bathymetry of the Hatteras Flats and 
Cape Hatteras region showing the transect location for (a), and the inferred shoreface positions at 
4500 cal year BP and 1200 cal year BP based upon the seismic data, modern geomorphology, core 
data, and geochronology (OSL ages) from the beach ridge complex at Buxton. Note the eastward 
extension of the proposed 1200 cal year BP shoreline along the trend of a prominent beach ridge 
that cross-cuts older ridges (dated to ca 1575 cal year BP) to the north. Ages shown are based on 
optically stimulated luminescence (OSL) analyses
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Furthermore, inlet closure may have allowed onshore migration of ebb-tidal delta 
sediments, contributing to barrier progradation at this time (FitzGerald et al. 2004; 
Zaremba et al. 2016).

3.4  �The Medieval Climate Anomaly (ca 1200 Cal Year BP to ca 
800 Cal Year BP; 750–1150 CE)

During the Medieval Climate Anomaly (MCA), Sargasso Sea surface waters were 
characterized by relatively high temperatures (ca 24 °C; Keigwin 1996) in compari-
son to centuries before and after. Likewise, sea-surface temperature in the eastern 
North Atlantic was at a peak during the MCA (deMenocal et al. 2000). Cronin et al. 
(2003) provided an assessment of conditions in the Chesapeake Bay region, north of 
the study region. Their data suggest that Chesapeake Bay water temperatures, based 
upon Mg/Ca paleothermometry, were ca 2 °C warmer than the pre-twentieth cen-
tury average, and roughly correlate with North Atlantic sea surface temperatures in 
terms of trends (Keigwin 1996; deMenocal et al. 2000). An increase in hurricane 
activity in the North Atlantic, relative to pre-MCA conditions, has been proposed 
(Mann et  al. 2009; Donnelly et  al. 2015) and may be responsible for increased 
breaching of the Outer Banks. Kemp et al. (2011) show that the rate of relative sea-
level rise in NC increased at this time by +0.6 mm/year, to ca 1.6 mm/year, but the 
significance of this minor rate change is unclear.

3.4.1  �Coastal Evolution

A major erosional event or events, characterized by widespread barrier island seg-
mentation occurred during the MCA (Fig. 7). This is supported by several lines of 
evidence including geophysical data (both ground penetrating radar and seismic), 
paleo-environmental analyses (foraminiferal biofacies), and isotope geochemistry. 
Inlet facies, identified using GPR and core samples, occur in Rodanthe, Kinnikeet, 
and Ocracoke Island areas (Fig. 1). These have been dated to the MCA period using 
OSL (Fig.  8; Mallinson et  al. 2011). The area that was affected most was the 
Ocracoke Island and southern Hatteras Island area (Fig. 7; Culver et al. 2007; Grand 
Pre et al. 2011; Mallinson et al. 2011). Peek et al. (2013) recognized a major ero-
sional boundary marking a change in the orientation of the beach ridges, which 
compose the cuspate foreland at Cape Hatteras (Fig. 6b). This change in orientation 
is constrained to between ca 1500 cal year BP and 700 cal year BP (450–1250 CE) 
and is interpreted as corresponding to the ca 1200 cal year BP (750 CE) erosional 
event(s) that reduced much of Ocracoke Island to subtidal shoals. Likewise, basal 
ages of the Hatteras Flats deposits range from 1155 ± 210 cal year BP to 1060 ± 115 
cal year BP (Fig. 9; Peek et al. 2013), suggesting major segmentation of Hatteras 
Island at this time and deposition of many large flood tide deltas which coalesced to 
form the Hatteras Flats (Fig. 1b). The formation of these numerous flood tide deltas 
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during this time represents a significant loss of sand from the longshore transport 
system. This should have resulted in rapid shoreline erosion and transgression (see 
Fitzgerald et al. 2008, this volume).

Increased salinity within the Pamlico Sound is indicated by the occurrence of 
normal-marine-salinity, shelf, benthic, and planktonic foraminifera within core sam-
ples (Culver et al. 2007; Grand Pre et al. 2011; Figs. 3a and 7a). The assemblage 
exhibits high diversity and consists of well-preserved, relatively small, unsorted 
specimens suggesting they are in situ (i.e., minimal reworking and transport 
occurred). Foraminifera include Asterigerinata mamilla, Bolivina spp., Eoeponidella 
pulchella, Cibicides fletcheri, Fursenkoina fusiformis, Hanzawaia strattoni, 
Trifarina angulosa, and Valvulineria sp. A. Twenty-two planktonic species were 
identified (Grand Pre et al. 2011), including Globigerinoides ruber and Globorotalia 
menardii, which are typical of Gulf Stream-influenced waters (Bé and Hamlin 1967).

Fig. 7  (a) Paleo-environmental reconstruction of Pamlico Sound at ca 1200 cal year BP based 
upon foraminiferal assemblages within cores, and sedimentological data (modified from Grand Pre 
et al. 2011). (b) Paleo-geomorphic reconstruction of Pamlico Sound at ca 1200 cal year BP based 
upon geological data. (c) Delft3D model of flood tidal currents within Pamlico Sound correspond-
ing to the paleogeomorphic reconstruction. The color scale is in meters per second
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Increased sediment grain size (dominance of sand-size material) is seen in four 
cores from eastern Pamlico Sound and indicated by a low bulk-magnetic-
susceptibility (BMS) value that can be correlated between cores (Zaremba et  al. 
2016). This BMS low is found throughout Pamlico Sound and is correlated to seis-
mic reflection H1000 (Fig. 10; Zaremba et al. 2016), interpreted as a ravinement sur-
face (i.e., a surface scoured by waves and/or tidal currents), with the age constrained 
to between 1400 and 950 cal year BP (550 and 1000 CE) by seven radiocarbon age 
estimates in five cores. Thus, the coincidence of coarser grain sizes and a ravine-
ment surface suggests increased energy (wave or current activity) within the Pamlico 
Sound at this time.

At ca 1200 cal year BP (750 CE), δ13CTOC data exhibit a positive shift (ca +2‰) 
to values of ca −22‰, suggesting a slightly greater contribution of marine organic 
matter (Fig. 3b; Minnehan 2014) than in the previous time period. C:N ratios also 
show a decrease toward more marine-like values, although with substantial vari-
ability. Carbon isotope data from E. excavatum also exhibit a positive shift toward 
more marine-like values (Fig. 3a; Lauback et al. 2012). Thus, the geochemical sig-
nature corroborates the foraminiferal data in suggesting that the eastern Pamlico 
Sound experienced substantial marine influence, indicating a highly segmented bar-
rier system (Fig. 7).

Fig. 8  (a) Examples of ground penetrating radar data from the Outer Banks showing core loca-
tions and OSL ages (from Mallinson et al. 2011). (b) Map showing the locations of paleo-inlets 
based on ground penetrating radar data and cores, and ages (cal year BP) of paleo-inlet activity 
based on radiocarbon and optically stimulated luminescence data (from Mallinson et al. 2011). 
MCA refers to inlet ages corresponding to the Medieval Climate Anomaly whereas LIA refers to 
inlet ages corresponding to the Little Ice Age
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Fig. 9  Geological cross-section showing the paleoenvironments and ages associated with the 
Hatteras Flats (modified from Peek et al. 2013). Note that the basal ages of the Hatteras Flats cor-
respond to the Medieval Climate Anomaly and the segmentation of the Outer Banks as described 
by Culver et al. (2007), Mallinson et al. (2011), and Grand Pre et al. (2011)
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Reconstructed flood-tide currents derived from the hydrodynamic model, with 
boundary conditions set using the geomorphic reconstruction, are shown in Fig. 7c. 
Similar to the 4000 cal year BP scenario, the model suggests that the highly seg-
mented barrier island resulted in significantly greater tidal currents in Pamlico 
Sound relative to present tidal conditions. In the model simulation, flood tide cur-
rents in excess of 0.5  m/s are predicted over portions of southern and northern 
Pamlico Sound and are particularly strong over the shoals where the greatest seg-
mentation occurred (Fig. 7c). This enhanced current activity likely produced the 
ravinement surface mapped as H1000 in chirp seismic data (Zaremba et al. 2016), and 
increased the sand/mud ratio of the sedimentary deposits (Fig. 10). Additionally, the 
currents would have likely caused channelization across the shoals, though the 
model does not provide this degree of detail. The modeled tidal range (ca 0.3 m) is 
also similar to the 4000 cal year BP scenario (Fig. 5d) and greater than the modern 
range of ca 0.1 m.

Barrier island segmentation at this time has been attributed to increased hurri-
cane activity and associated breaching of the barriers (Culver et al. 2007; Grand Pre 
et al. 2011; Mallinson et al. 2011). A minor acceleration in the rate of sea-level rise 
may have also contributed. An alternative hypothesis is that the barriers were 
impacted by a tsunami capable of causing numerous breaches (Culver et al. 2007), 

Fig. 10  (a) PS11-VC1 core log with radiocarbon ages showing the position of reflectors H1000 and 
Hfs. (b) Chirp seismic data from western Pamlico Sound (see inset map) illustrating reflectors at the 
PS11-VC1 site
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although there is more evidence for an increase in hurricane impacts (Mann et al. 
2009; Donnelly and Woodruff 2007; Donnelly et al. 2015).

Following initial breaching during one or more closely timed events, the bar-
riers may have followed a path similar to the segmentation described for Nauset 
Spit, Massachusetts (FitzGerald and Montello 1993). Nauset Spit was breached 
by a nor’easter in January 1987, resulting in an increase in the back-barrier tidal 
range and currents, and a corresponding increase in inlet size and sediment flux 
to the back-barrier. Along the Outer Banks, breaching and inlet formation, if 
occurring in multiple locations at nearly the same time, may have enhanced the 
tidal range within the sound sufficiently to enlarge and maintain multiple inlets. 
The persistence of normal-marine-salinity conditions in Pamlico Sound indicates 
that these were not ephemeral inlets, but must have been sustained in equilibrium 
with the tidal prism for up to ca 500 years (Culver et al. 2007). Transfer of sand 
to the back-barrier resulted in the formation of multiple coalescing flood tide 
deltas producing the Hatteras Flats during this time, at least in the area of south-
ern Hatteras Island (Peek et al. 2013). Additionally, the transfer of a large volume 
of sand to the back-barrier estuary may have caused rapid transgression (see 
Fitzgerald et al. this volume). Eventual shoaling and closure of these inlets may 
have been in response to increased tidal friction associated with the formation of 
the Hatteras Flats, and the associated decrease in estuary volume, which would 
serve to decrease the tidal prism.

3.5  �The Little Ice Age (ca 500 Cal Year BP) to Present

Data from Cronin et al. (2003) indicate that Chesapeake Bay waters during the LIA 
were as much as 4.7  °C cooler than the twentieth century mean. Likewise, sea-
surface temperature in the North Atlantic, and the Caribbean Sea, was cooler than 
present by 2–4  °C (Keigwin 1996; deMenocal et  al. 2000; Winter et  al. 2000). 
However, centennial-scale oscillations in temperature are evident, and a warm inter-
val at ca 300 cal year BP (1650 CE) separated LIA-I (500–420 cal year BP; 1450–
1530 CE) from LIA-II (230–100 cal year BP; 1720–1850 CE) (Cronin et al. 2003). 
This warm interval is also seen in SST above the Bermuda Rise (Keigwin 1996) and 
in the eastern North Atlantic (deMenocal et al. 2000). Following LIA-II, Chesapeake 
Bay water temperatures increased rapidly to ca 15 °C, warmer than the previous 
2000 years.

Relative sea level in the Pamlico Sound region rose approximately 0.7 m between 
500 cal year BP and present. Initially (500–100 cal year BP), the rate of rise was ca 
1 ± 0.5 mm/year, and driven by glacio-isostatic adjustment. However, the rate of rise 
accelerated near the beginning of the twentieth century to an average of 3.5 mm/
year in southern Pamlico Sound (Kemp et al. 2009, 2011; Kopp et al. 2015).
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3.5.1  �Coastal Evolution

Historical documentation (e.g., the White-De Bry map of 1590 CE; Cumming 1966; 
Fig. 11a) and geological and geophysical data (Fig. 8; Mallinson et al. 2011) indi-
cate widespread inlet activity throughout the Outer Banks during the LIA. It is not 
clear if these inlets represent a distinct short-lived period of inlet activity, as sug-
gested by Mallinson et al. (2011), or if they represent a healing phase of the barriers 
following the high degree of segmentation during the MCA. Donnelly and Woodruff 
(2007) and Donnelly et al. (2015), based on data from Puerto Rico and New York, 
proposed an increase in hurricane frequency along the North American east coast 
between 1400 and 1675 CE. This activity may have corresponded with the increase 
in sea surface temperature observed for the Atlantic and Chesapeake Bay (Keigwin 
1996; Cronin et al. 2003), and the Cariaco Basin (Wurtzel et al. 2013). Thus, the 

Fig. 11  (a) White-De Bry map of 1590 AD (Cumming 1966; Courtesy of the State Archives of 
North Carolina) with arrows added to show the location of inlets. (b) Paleo-geomorphic recon-
struction of Pamlico Sound at 1590 AD based upon historical and geological data. (c) Delft3D 
model of flood tidal currents within Pamlico Sound corresponding to the paleogeomorphic recon-
struction. The color scale is in meters per second
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increase in inlet activity relative to earlier time periods, as seen in historical and 
geological data may stem from hurricane impacts. Although there appears to be 
more inlet activity during the LIA, there is no corresponding increase in salinity 
within the sound, in contrast to the normal-marine-salinity conditions seen during 
the 4000 cal year BP or 1200 cal year BP periods. This suggests that tidal conditions 
were not as enhanced as they were during earlier segmentations, thus inlets may 
have been more ephemeral with minimal overlap in activity.

Geophysical data and optically stimulated luminescence dating of core samples 
indicate that inlets were present in the areas of Rodanthe, Avon, and Buxton 
(Figs. 1a, 8, and 11). The White-De Bry map (Cumming 1966) suggests multiple 
inlets through Core Banks (Fig. 11a). These inlets were used as input to the hydro-
dynamic model (Fig. 11b, c; Clunies 2014) in a scenario where they occur coevally 
(which may not have been the case). The high degree of segmentation produces 
higher current velocities in Pamlico Sound relative to today (Fig. 11c), although not 
as high as during the 4000 or 1200 cal year BP scenarios. The tidal range produced 
(at the PS03 core site) is ca 0.2 m; intermediate between the modern range and the 
modeled range for the 1200 cal year BP scenario. This enhanced current activity 
relative to today may have contributed to the formation of the H500 surface in chirp 
seismic data (Fig. 5e, 10b; Zaremba et al. 2016); however, the hydrodynamic model 
(Fig. 11c) suggests that the increased current activity, and the associated erosional 
surface, was limited to the eastern portion of the Pamlico Sound, in the immediate 
vicinity of the inlets. The widespread occurrence of H500 thus suggests the occur-
rence of a larger-scale erosional event, such as one or more major storms.

From ca 350 cal year BP (1600 CE) to present, most of the inlets closed resulting 
in the present relatively restricted conditions of Pamlico Sound, with only three 
major active inlets. In recent years, shoreline erosion has narrowed the barrier 
islands significantly, with as much as 76% of barrier width lost in specific areas 
(e.g., between Buxton and Avon) over the last 150 years (Riggs et  al. 2011). If 
trends of increasing intense (category 3–5) hurricane activity continue, and rates of 
sea-level rise accelerate as anticipated (Rahmstorf et al. 2012; Kopp et al. 2015), it 
is expected that the southern Outer Banks barrier islands may return to a more seg-
mented condition in the near future. Thus, the modeled conditions that occurred 
during the MCA, or the LIA may once again dominate the NC coastal system, 
including greater tidal range, greater wave and current activity, increased salinity, 
and higher storm surges impacting the mainland.

4  �Summary

A multidisciplinary and multiproxy approach shows that the evolution of barrier 
islands represents a fundamental control on the evolution of associated estuaries and 
lagoons. The Pamlico Sound region exhibits biofacies, lithofacies, and geophysical 
facies beneath the islands and within the sound that reveal complex paleoenviron-
mental changes occurring to the system throughout its evolution. Major coastal 
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geomorphic change, characterized by a high degree of barrier segmentation and 
normal-marine-salinity waters in southern Pamlico Sound occurred at ca 4000–
3500 cal year BP and ca 1200–550 cal year BP (750–1400 CE) (Fig. 12; Culver 
et al. 2007; Grand Pre et al. 2011; Mallinson et al. 2011). A third period of greater 
inlet activity (relative to today) occurred during the LIA, ca 500–350 cal year BP (ca 
1450–1600 CE), but was not characterized by normal-marine-salinity waters in the 
sound. These changes were driven by a combination of factors, including processes 

Fig. 12  (a–c) Maps showing paleo-geomorphic reconstructions based upon data from geophysics 
and cores (lithofacies and microfossils), and modeled water surface elevation (on a falling tide 
corresponding with mean tide level on the ocean side of the barriers). Isobaths are based on seismic 
data (from Zaremba et al. 2016). Large numbers refer to references for barrier island reconstruc-
tions at corresponding locations: (1) Grand Pre et  al. (2011), (2) Hale (2008), (3) Heron et  al. 
(1984), (4) Mallinson et al. (2011), (5) Peek et al. (2013), (6) Pierce and Colquhoun (1970), (7) 
Ricardo (2005), (8) Smith et al. (2009), (9) Twamley (2006). (d) Modern geomorphic conditions 
and tides. Note that the 4000 cal year BP scenario (a), with a major inlet in southern Pamlico 
Sound, shows amplified tides (relative to today) in the southwestern Sound (the river estuaries). 
However, little is known about the occurrence of inlets to the north of Cape Hatteras at 4000 cal 
year BP. The 1000 cal year BP scenario (b) exhibits amplified tides throughout the Sound (up to 
40 cm). The 500 cal year BP scenario (c) also exhibits amplified tides, but to a lesser extent
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that are internal to the coastal system itself (e.g. autogenic processes such as inter-
fluve overtopping, tidal prism changes), and processes external to the coastal system 
(e.g., climate changes that influence regional storm energy, and relative sea-level 
rise).

Hydrodynamic modeling based on geologic data and geomorphic reconstruc-
tions suggest that increased segmentation of the islands resulted in much greater 
current activity (Figs. 5 and 7) and an increase in the tidal range within Pamlico 
Sound (Fig.  12), confirming observations and models of barrier fragmentation 
described by Fitzgerald et al. (2004, 2008, this volume). The hydrodynamic models 
agree with geological observations (seismic, sedimentological, and paleoenviron-
mental data), except for the LIA period. An extensive seismic reflection is seen 
throughout much of the Pamlico Sound that has been dated to the LIA, but the 
hydrodynamic model does not show a significant increase in current energy that 
might be responsible for the erosion and production of the reflection. Likewise, 
paleoenvironmental data do not indicate increased salinities at this time. This sug-
gests that LIA inlets, although more numerous (based on historical documents and 
geological data), may have been small, ephemeral, and ineffective at enhancing 
tidal conditions within the Sound.

An important result of this work, with respect to barrier island evolution, is the 
recognition that a substantial portion of the submerged back-barrier system (the 
Hatteras Flats) was likely emplaced in a very short period (within the last 1000 
years) in response to widespread segmentation of the barrier islands at ca 1200 cal 
year BP (750 CE). An additional important result is the recognition that the modern 
transgressive barrier islands were not always transgressive, but in some areas (i.e., 
south of Cape Hatteras at least) went through an earlier regressive phase, followed 
by extensive erosion (at ca 1200 cal year BP), then progradation once again. Finally, 
these modern wave-dominated barriers appear to have evolved in response to a 
changing energy regime that included greater tidal influence (relative to today; 
Fig. 12).

Results of multiple studies along the NC coast illustrate that very rapid and large 
magnitude changes to the coastal system occurred in the past, and will likely occur 
in the future, as a result of morphodynamic feedbacks accompanying geomorphic 
changes to the barrier islands. Given projected rates of sea-level rise and forecasts 
of increased hurricane activity, it is expected that the future state of the Outer Banks 
and Pamlico Sound will eventually return to conditions that prevailed during the 
MCA. Similar responses to changing storminess and sea-level rise can likely be 
expected for other coastal systems composed of barrier islands and associated back-
barrier estuaries and lagoons. Coastal community planning for, and adaptation to 
(see McNamara and Lazarus this volume), future sea-level rise must take into 
account not only realistic scenarios of sea-level rise acceleration (e.g., Rahmstorf 
et  al. 2012; Jevrejeeva et  al. 2010, 2012) and storm surge, but also significant 
changes to the regional tidal regime, wave energy, mainland shoreline erosion rates, 
and ecosystem changes, all of which will have widespread economic impacts.
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Abrupt Increase in Washover Deposition 
Along a Transgressive Barrier Island During 
the Late Nineteenth Century Acceleration 
in Sea-Level Rise

Antonio B. Rodriguez, Winnie Yu, and Ethan J. Theuerkauf

Abstract  Determining the magnitude of barrier-island geomorphologic change 
and response time to an increase in the rate of sea-level rise is important because 
sea-level rise is accelerating, many barriers islands are urban centers, and barriers 
buffer mainland shorelines and estuaries from ocean processes, especially during 
storms. Here, we show that Onslow Beach, NC, a sediment-starved transgressive 
barrier island located along a cuspate shoreline, had an immediate increase in appar-
ent frequency and landward extent of washover deposition during the late nine-
teenth century increase in the rate of relative sea-level rise. The evolution of the 
barrier at millennial to decadal time scales was reconstructed from sediment cores, 
radiocarbon dates, and remote sensing. Those data show that the oldest washover 
deposit preserved in the stratigraphy of the island is approximately AD 722 and at 
that time the island was seaward of its present location and an open-water lagoon 
separated it from the mainland. Barrier-island transgression progressed mainly 
through overwash processes and saltmarsh replaced the lagoon by AD 1500. During 
the nineteenth century, the number and landward extent of washover deposits 
increased abruptly along the island concurrently with a threefold increase in the rate 
of relative sea-level rise. This was not a period of increased storminess in the 
Atlantic. Rather, the increase in number and landward extent of washover deposits 
is interpreted to have been caused by an increase in the rate of island transgression. 
The increase in the rate of relative sea-level rise, and possibly other contemporane-
ous mechanisms such as changes in wave climate, likely caused island narrowing 
through landward movement of the shoreline, lowered the elevation of the island 
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principally through erosion of the dunes and made the island more vulnerable to 
overwash. These data suggest that transgressive barriers, especially those at the cen-
ter of a coastal embayment, are extremely sensitive to increases in water level, 
which cause an abrupt decrease in resistance to overwash. The response of other 
barrier islands to accelerating sea-level rise may well be similarly rapid, but the 
degree of geomorphic change will vary depending on island morphology, rates of 
sediment supply, and physical processes.

Keywords  Barrier island • Onslow Beach • Sea-level rise • Washover • Overwash 
• Climate change • Coastal resilience • Storm impact • Paleotempestology • Coastal 
evolution Coastal hazard

1  �Introduction

Over the next 100  years, projections show an acceleration in sea-level rise 
(Rahmstorf 2007; Jevrejeva et al. 2008; Church et al. 2013) and an increase in the 
intensity of tropical cyclones in the Atlantic (Knutson et  al. 2010; Bender et  al. 
2010). Determining the effects of such changes on coastal environments is a research 
priority because globally there is a high concentration of people, infrastructure, and 
investment in low-lying coastal areas (Gornitz 1991; Titus et  al. 1991; Nicholls 
et al. 1999; Thieler and Hammar-Klose 2000; Ashton et al. 2008; FitzGerald et al. 
2008; Woodruff et al. 2013). Improving predictions of the vulnerability and response 
of barrier islands to projected climate change is particularly important because in 
addition to this depositional environment’s socioeconomic value, it buffers inland 
areas and fragile estuarine ecosystems against tropical-cyclone induced storm 
surges and waves. Coastal vulnerability is a function of an environment’s resistance 
and/or resilience to climate change, storms, or human impacts. Resiliency refers to 
the ability of a landscape to recover after a disturbance; while resistance refers to its 
ability to maintain its state during a disturbance. While barrier islands are effective 
at buffering against individual storms, they are not highly resistant to increases in 
storminess and the rate of sea-level rise, or changes to coastal sediment budgets and 
sediment-transport pathways, because barrier islands are composed of unconsoli-
dated sandy sediment that is easily eroded (Rodriguez et al. 2004; FitzGerald et al. 
2008; Wallace et al. 2009; Timmons et al. 2010; Mallinson et al. 2011). The uncon-
solidated nature of barrier islands makes them prone to changes in morphology and 
shoreline position in response to prolonged periods (i.e., longer than individual 
storms) of higher water level and wave conditions that transfer wave energy to 
higher elevations promoting erosion of the backshore and dunes (Theuerkauf et al. 
2014; Johnson et al. 2015). As barrier islands narrow and decrease in elevation, they 
become more vulnerable to flooding and overwash during storms and their effec-
tiveness as buffers to inland-area flooding can decrease (Wamsley et al. 2009; Irish 
et al. 2010; Bilskie et al. 2014).
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It is well documented that barrier-island evolution over millennial time scales is 
impacted by changes in sea-level rise and storminess. During the last deglaciation, 
increases in the rate of sea-level rise resulted in episodes of rapid shoreline retreat, 
as evidenced by preserved barrier-island sequences on low-energy broad continen-
tal shelves (Rodriguez et al. 1999; Gardner et al. 2007; Storms et al. 2008; Mellett 
and Plater this volume) as well as high-energy steep continental shelves (Salzmann 
et  al. 2013). Increased hurricane activity during the medieval climate anomaly 
(1100–900 cal year BP; Cronin et al. 2003; Mann et al. 2009) resulted in an increase 
in the number of tidal inlets along the northern and central Outer Banks barrier-
island chain of North Carolina, USA (Mallinson et al. 2011, this volume; Culver 
et  al. 2007) and increased backbarrier erosion along the southern Outer Banks 
(Timmons et al. 2010). Most field studies of long-term barrier-island evolution lack 
the necessary stratigraphic resolution to address morphologic response to changes 
in sea-level rise and storminess that occur over centennial and shorter time scales 
making models extremely important for predicting changes in coastal morphology.

Morphologic models parameterized to run over yearly to centennial time periods 
indicate that those 100-year predictions for sea-level rise and tropical-cyclone inten-
sity could result in dramatic changes to barrier-island morphology and position 
(Slott et  al. 2006; Lorenzo-Trueba and Ashton 2014; Moore et al. 2014; Walters 
et al. 2014; Cowell and Kinsela this volume; Murray and Moore this volume; Ashton 
and Lorenzo-Trueba this volume); however, there are few comparative field studies 
that can be used to corroborate and advance model parameterization. Challenges 
associated with anthropogenic modifications to the coast overprinting the sedimen-
tary record, such as beach nourishment, development, and shoreline stabilization, 
have led to a lack of field-data-based reconstructions of barrier-island morphology 
and shoreline position over centennial time scales with changing climatic condi-
tions (Wallace and Anderson 2013; Johnson et  al. 2015) and short time periods 
being represented by thin strata that is easily bioturbated and/or eroded.

While there is little evidence that the frequency of tropical cyclone activity has 
increased over the past 150  years (Vecchi and Knutson 2008), saltmarsh proxy 
records of relative sea level from around the world show an abrupt increase in the 
rate of rise at the end of the nineteenth century from <1 mm/year to ~2 mm/year 
(e.g., van de Plassche et al. 1998; Donnelly et al. 2004; Gehrels et al. 2008; Leorri 
et al. 2008; Kemp et al. 2011; García-Artola et al. 2015). This more than doubling 
of the rate of sea-level rise should have affected the morphology and/or shoreline 
position of barrier islands, but few studies that resolve coastal landscape change 
during that abrupt acceleration in sea level exist. Wallace and Anderson (2013) 
interpreted that the historical acceleration in relative sea-level rise resulted in an 
increase in the flux of sediment from Galveston Island, TX, USA to laterally-
adjacent and offshore environments. This was based on a comparison of sediment 
flux averaged over the last 3 millennia, estimated from the volume and age of sedi-
ment in the shoreface, inner shelf, and tidal delta (~130,000 m3/year), and sediment 
flux estimated using historic shoreline-erosion rates (~240,000  m3/year; Wallace 
and Anderson 2013). Here, our aim is to increase the fidelity of coastal-change 
records by measuring the frequency and extent of washover deposition. Washover 
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deposition occurs during barrier-island overwash, when the water level of the ocean 
exceeds the height of the beach berm and/or dune crest resulting in the flow of water 
and sediment landward across a barrier island (Donnelly et al. 2006).

We hypothesize that an increase in the rate of sea-level rise will manifest as an 
increase in the flux of sand landward across transgressive barrier islands, which 
commonly have low dune elevations and narrow widths (Galloway and Hobday 
1983). Increases in the flux of landward transport of sand would occur because the 
height of storm surge would increase concomitantly with sea-level rise, thus increas-
ing the frequency of barrier-island overwash. Additionally, an increase in the rate of 
sea-level rise results in an increase in the rate of beach erosion and shoreline trans-
gression (Brunn 1962), which could narrow and/or lower the elevation of barrier 
islands making them less resistant to overwash. Here, we examine impacts of the 
late nineteenth century increase in the rate of sea-level rise on the cross-shore trans-
port and deposition of washover sand on a transgressive barrier island. We test our 
hypothesis by developing a record of washover deposition, which should be pre-
served in back-barrier sediments and can be extracted by collecting transects of 
cores to sample, map, and date washover deposits.

2  �Study Area and Background

The study area is Onslow Beach, a northeast–southwest trending barrier island 
located in Onslow Bay, southeast North Carolina, USA (Fig. 1). Onslow Beach is a 
12-km long and 90–600 m wide wave-dominated barrier that borders Browns Inlet 
to the northeast and the New River Inlet to the southwest (Fig. 1). The tidal range is 
about 1 m, the nearshore average annual significant wave height and wave period is 
0.91 m and 4.7 s, respectively, and the island is impacted by tropical systems in the 
summer and fall and extratropical systems in the winter (Theuerkauf et al. 2014). 
The island is part of Marine Corps Base Camp Lejeune and the northernmost part 
of the island was not accessible for study due to the presence of unexploded ordi-
nance. There is limited human modification of the island; the few small buildings 
that exist are confined to a 2.5 km-long sector (Fig. 1), driving on the dunes is pro-
hibited and Marine Corps amphibious training is mainly confined to intertidal areas 
around the southwestern end.

The barrier shoreline has a central headland, which intersects the island (Riggs 
et al. 1995). The headland corresponds with a transition in shoreline evolution from 
transgression in the southwest, to regression in the northeast (Rodriguez et al. 2012; 
Theuerkauf and Rodriguez 2014). The morphology along the length of the island is 
variable, characterized by a low-elevation (1–2  m) discontinuous foredune ridge 
along with washover fans and terraces in the southwest and a high-elevation (>7 m) 
continuous dune ridge backed by a well-developed maritime forest in the northeast 
(Fig. 1).

The site is ideal for investigating barrier-island response to an increase in the rate 
of sea-level rise and/or storminess because the shoreline has been predicted to 
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respond rapidly to changes in water level (Theuerkauf et al. 2014) and wave condi-
tions (Slott et al. 2006). The island is positioned in the middle of an embayment, 
half-way between Cape Lookout and Cape Fear. The model of Ashton et al. (2001) 
suggests erosion rates along this shoreline over millennial time scales were higher 
in cuspate bays than at cape headlands. These large-scale (10–100 km) along-shore 
variations in erosion rates are due to the predominance of oblique high-angle waves 
in Onslow Bay that transported sand away from Onslow Beach to the adjacent 
accreting capes (Ashton et al. 2001). Slott et al. (2006) used Ashton et al.’s (2001) 
model to examine shoreline response to changing storm patterns in Onslow Bay and 
found that an increase in tropical and extra-tropical storms cause more erosion in 
cuspate bays (maximum erosion in the area of Onslow Beach) than adjacent cape 

Fig. 1  Study area map. Onslow Beach is centrally located between Cape Fear and Cape Lookout 
and ~100 km southwest of Tump Point, where Kemp et al. (2011) reconstructed sea level from a 
saltmarsh sedimentary record. Elevation data and imagery, provided by Marine Corps Base Camp 
Lejeune, is from April 2013
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headlands. Based on a salt-marsh sedimentary record from Tump Point, located 
100 km northeast of Onslow Beach, the rate of relative sea-level rise in the area 
fluctuated during the last 2000 years (Kemp et al. 2009, 2011). Kemp et al. (2009) 
identified an increase in the rate of relative sea level (not corrected for background 
Holocene rates of sea-level rise and glacial isostatic rebound) from ~1.0 mm/year to 
3.2 mm/year that began between A.D. 1865 and 1892 in response to twentieth cen-
tury warming (Kemp et al. 2011) in North Carolina, which is similar to other studies 
along the Atlantic coast (Engelhart et al. 2011; Kemp et al. 2014). As sea-level rise 
accelerates, higher-elevation portions of Onslow Beach, such as the backshore and 
foredune areas, should experience increased wave erosion.

3  �Methods

3.1  �Coring

To sample the stratigraphy of Onslow Beach and identify washover deposits, we 
collected 47 cores from 9 cross-island transects. We tried to space transects equally 
along the island, but dense vegetation limited access; hence, transect spacing aver-
aged 899 m ± 327 m (± standard deviation). An additional 13 cores were collected 
between transects along the southwestern and central parts of Onslow Beach to 
assess whether sampling based only on the cross-shore transects were missing 
washover deposits. Those supplementary cores reduced our along-beach sample 
spacing to 250 ± 135 m (± standard deviation) for that portion of the barrier (Fig. 1). 
Most transects were sampled with 6 or 7 cores, except sites F3 and F4, where only 
2 and 4 cores were collected, respectively (Fig. 1). Most of the cores were obtained 
using the vibracoring method, which resulted in cores that were 0.62–3.94 m in 
length. We had difficulty penetrating through the upper ~75 cm of dry sand, which 
necessitated digging a hole to the water table at most of the sites using a post-hole 
digger. The excavated sediment was described in the field and at each site the depth 
of the hole was recorded before vibracoring. Due to dense vegetation, the most 
landward core at Site F3 was collected using an Edelman Auger and sediment down 
to 3-m depth was described in the field. The locations and elevations of all cores as 
well as topographic profiles crossing the barrier at the 9 transects were surveyed 
with a Trimble R8/5800 Real-Time Kinematic GPS unit. Average horizontal and 
vertical precisions were 0.015 m and 0.020 m, respectively.

The cores were split, photographed, described, and sampled in the lab. 
Interpretations of sedimentary facies relied on lithologies, sedimentary structures, 
bedding, and macrofossil assemblages. Approximately 370 subsamples were col-
lected from the cores for grain-size analyses. A 2000-μm sieve was used to deter-
mine the >2000 μm fraction and a Cilas laser particle-size analyzer for the 2000 μm 
to 0.04 μm component. Shore-perpendicular stratigraphic cross sections were cre-
ated from facies interpretations.
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3.2  �Radiocarbon Dating

Inorganic and organic materials sampled from the cores were selected for radiocar-
bon dating by accelerator mass spectrometry. Articulated bivalves, large pieces of 
wood, and seeds were preferentially chosen over bulk organic samples, multiple 
small wood fragments, and unpaired valves to minimize the adverse effects of 
reworking on developing an accurate chronostratigraphy. Radiocarbon analysis of 22 
samples was performed by Woods Hole Oceanographic Institution and Beta Analytic. 
Ages were calibrated to years before present (AD 1950 = 0 BP) and calendar years 
at the 95.45% confidence interval (2 sigma) obtained by using the CALIB 7.1 pro-
gram (Stuiver and Reimer 1993; Reimer et al. 2013). The two estuarine bivalves that 
were dated were treated as marine samples during calibration (Hughen et al. 2004).

3.3  �Washover Measurements

To constrain the timing of washover deposition, we sampled and radiocarbon dated 
saltmarsh organic material directly below (T1) and above (T2) the washover deposit 
and assumed that the washover was deposited during the midpoint time ± (T1 − T2)/2. 
We used the median probability calibrated radiocarbon ages, as opposed to the 
2-sigma age ranges (which there can be a number of), for T1 and T2. This method 
assumes that T1 is older than the washover, because of saltmarsh erosion during 
island overwash and T2 is younger than the washover due to the time lag between 
washover deposition and subsequent saltmarsh colonization. We used historical 
aerial photography from 1938 to constrain the minimum age (T2) of washover 
deposits with calibrated age ranges of T1 that included AD 1950, based on the pres-
ence or absence of the washover in the photo. The historical record (including per-
sonal observation for washovers deposited during the last decade) and the presence 
or absence of the washover on aerial photographs from 1938 and 1956 were 
employed to constrain T1 and T2 for washover deposits that presently exist at the 
surface across transects F1, F2, F3.1, and F4.

The landward extent of each washover deposit was measured as the distance 
between a straight baseline and the landward edge of the washover. We defined the 
baseline as the best-fit linear regression through the 2006 digitized Onslow Beach 
shoreline (defined as the wet-dry line). This approach averages out the sinusoidal 
shape of the shoreline, which is likely variable through time, resulting in a straight 
baseline. The landward edge of each washover was measured from aerial photos 
(for historical washovers) or the landward pinch-out measured from the strati-
graphic cross sections for the older washover deposits. The landward pinch out of 
washover deposits was estimated to be the midpoint between the core that sampled 
the deposit and the adjacent landward core that did not sample the deposit and error 
on this measurement is equal to the distance between the midpoint and an adjacent 
core location.
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4  �Results and Interpretations

4.1  �Depositional Environments and Lithologic Facies

The depositional environments along Onslow Beach, including beach (foreshore 
and backshore), dune, washover, and marsh were sampled in the tops of the cores. 
Lithologic-facies descriptions of those modern environments were used to help 
interpret the older sedimentary units, including the identification of old buried 
washover deposits. Lithologic facies A and B were only sampled at depth and were 
not similar to any of the modern depositional environments that exist at Onslow 
Beach.

4.1.1  �Beach Facies

The beach facies is characterized by fine to medium quartz sand (0.91–2.38 Ф) with 
gently dipping heavy-mineral laminae and beds and gravelly sand beds (Figs. 2a 
and 3a). The average gravel content is 6.75% but can be as high as 41.72% within 
those coarse-grained beds, which were predominantly sampled in the foreshore and 
contain abraded shells and well-rounded oblate lithoclasts. The backshore is pre-
dominantly influenced by aeolian processes, which results in finer grained and bet-
ter sorted sand than found in foreshore deposits. The beach facies ranges in thickness 
from 32 cm to >204 cm (in places the core was not long enough to sample the entire 
thickness). Overall, the thickness of the beach facies decreases, and the percent 
gravel and the mean grain size of the sand fraction increases toward the southwest 
and from the toe of the foredune seaward (Rodriguez et al. 2012).

4.1.2  �Dune Facies

The dune facies is a well-sorted, pale orange (10YR 8/2) fine-grained siliciclastic 
sand with highly spherical and rounded grains (Fig. 2b). Plant roots and organic 
detritus were sampled, commonly near the top of the unit where dune grasses are 
present, but also at depth near organic-rich beds interpreted as paleosols (Fig. 2b). 
Steeply dipping heavy mineral cross laminae and bedding are common sedimentary 
structures sampled and are typical of coastal dunes (Davis 1978). The mean grain 
size of the dune sand decreases slightly toward the northeast from 1.81 Ф at transect 
F1 to 2.30 Ф at cross section F6 (Fig. 3a). The thickness of this unit ranges from 
83 cm to >274 cm and generally increases toward the northeast.
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4.1.3  �Saltmarsh Facies

The marsh facies is an olive gray (5Y 3/2) to brownish gray (5YR 4/1) bioturbated 
carbonaceous muddy sand to sandy silt (Figs. 2c and 3a). Dense mats of Spartina 
alterniflora and Juncus roemerianus plant, roots, and woody material contribute to 
the organic sediment fraction within the marsh facies, which can be as high as 50% 
carbon (Rodriguez et al. 2013). Marsh sediments have variable mean grain sizes and 
contain a sand component that is transported from the dunes by aeolian processes 
(Rodriguez et al. 2013; Fig. 3) or overwash processes. Active burrowing from back-
barrier species such as fiddler crabs and mud crabs frequently destroy primary 

Fig. 2  Core photos of the depositional environments and facies sampled at Onslow Beach. Depth 
scale (cm) is relative to the surface. See Figs. 1 and 5 for core locations
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sedimentary structures that may be present, resulting in poorly sorted sediment with 
intermixed clay, silt, and fine sand (Staub and Cohen 1979; Fig. 3).

4.1.4  �Washover Facies

Transects F1, F2, F3.1, and F4 are located where washover fans or terraces are at the 
surface. These washovers formed in September 1996 by Hurricane Fran (F1 and 
F3.1), in August 2011 by Hurricane Irene (F2) and sometime between AD 1839 and 
AD 1938, based on a radiocarbon date below the washover deposit and its presence 
on 1938 aerial photography (F4). Those washovers are characterized by the same 
sedimentary facies and we use the washover terrace at Site F1 as a type example 
(Fig. 4). Washover deposits are composed of fining-upward beds of gravelly coarse 
sand at the base to medium-grained sand at the top with heavy-mineral laminae 
(Fig. 4). The basal gravelly sand is predominately composed of shell fragments and 
contains up to 7.18% gravel. This facies is similar to the “stratified sand” and 
“normal-graded sand” washover subfacies identified by Sedgwick and Davis (2003). 
Each fining-upward bed is interpreted to have been deposited during an individual 
overwash event that occurred after the initial washover terrace formed. After the 
washover terrace at Site F1 initially formed during Hurricane Fran in 1996, it 
extended landward in the northeast an additional 120 m during the period between 
1998 and 2002 (Fig. 4). During that period, the barrier was impacted by multiple 
tropical and extratropical storms, including Hurricane Bonnie in 1998, that could 
have overwashed the island and deposited the fining-upward beds (Fig. 4).

Fig. 3  Ternary diagram showing distinct grain-size distributions for lagoon, dune, and marsh 
depositional environments (a). Pre-Holocene sand is distinguished from modern beach sand by its 
lower sorting or higher mean standard deviation (b)
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Fig. 4  Cross section across the washover terrace that initially formed during Hurricane Fran 
(Transect 1). The photo of core F1-7 shows an old washover (F1A) deposited above marsh sedi-
ment. That washover deposit was colonized by saltmarsh, which was subsequently buried by 
another washover deposited during Hurricane Fran (F1B). The photo of core F1-3 shows fining 
upward sand beds that were deposited during multiple overwash events that occurred after 
Hurricane Fran. Overhead photos show that Hurricane Bonnie, which overwashed the area in 
1998, extended the washover terrace landward and likely formed one of the observed fining upward 
sand beds. See Fig. 1 for locations
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4.1.5  �Facies A

Facies A was sampled below the modern depositional environments of Onslow 
Beach in all transects except F2.1. The facies typically thickens seaward and in 
places is >2.3 m thick (some cores were not long enough to sample its entire thick-
ness). The whole shells sampled in this unit were always back-barrier fauna such as 
Tagelus plebius, Ilyanassa obsolete, Crassostrea virginica, and Macoma balthica. 
Facies A is composed of two lithologically distinct subfacies, A1 and A2.

Subfacies A1 is medium light gray (N6) to olive gray (5Y 4/1) sand with silty 
laminae (Fig. 2d; core F6-5). The sediment is 97% sand with a mean grain size of 
1.77 Ф (Fig. 3a). Flaser bedding and sand-sized shell fragments are common in this 
subfacies. Based on the macrofauna assemblages and the flaser bedding interpreted 
as tidal-bedding structures, this subfacies is interpreted as a marginal lagoon envi-
ronment (Reineck and Wunderlich 1968; Davis 1978). Facies A is currently being 
deposited adjacent to the Bogue Bank barrier island in Bogue Sound, a shallow 
lagoon located approximately 40 km northeast of Onslow Beach (Timmons et al. 
2010).

Subfacies A2 is a light gray (N7) to grayish black (N2) muddy sand with abun-
dant articulated shells and sand burrows (Fig. 2d; core F3-2). Subfacies A2 has a 
greater clay and silt fraction (61%) and a finer-grained sand fraction (mean grain 
size of 4.0 Ф) than Subfacies A1 (Fig. 3a). A 25-cm thick oyster reef was sampled 
in core F1-5. The high mud content, excellent preservation of estuarine fauna and 
bioturbation indicates a low-energy, central lagoon environment. A silty clay unit 
with abundant Crassostrea virginica, similar to Subfacies A2, was also sampled by 
Timmons et al. (2010) at the bottom of central Bogue Sound.

4.1.6  �Facies B

Facies B was sampled at the base of 6 transects and displays a wide range of textural 
characteristics that are distinct from those observed in the two lagoonal subfacies or 
in the modern depositional facies. The cores did not penetrate the entire unit and 
sampled Facies B at variable depths that generally decrease landward and toward 
the southern end of the island. This facies is primarily composed of a massive mod-
erate yellowish brown (10 YR 5/4) sand (Fig. 2e; core F2-1). The facies is easily 
distinguished from beach sand by its distinct color, finer-grained texture (mean 
grain size of 2.19 Φ versus 1.75 Φ for the beach), and poorer sorting, which is 
caused by a minor silt component (Fig. 3b). Stiff light gray (N7) clay with yellow 
mottling was also sampled and the mottling is indicative of oxidation (Fig. 2e; core 
F4-2). Although samples from Facies B were not radiocarbon dated, the homoge-
nous, indurated, and oxidized nature of the upper part of the facies suggests sub-
aerial exposure and the unit is interpreted to be pre-Holocene in age.

A.B. Rodriguez et al.



133

4.2  �Stratigraphy

The stratigraphic cross sections through Onslow Beach show a typical transgressive 
facies succession (Fig. 5). The contact between the basal pre-Holocene unit and the 
overlying lagoonal mud is sharp and shows evidence of subaerial exposure and soil 
formation indicating that it is associated with a significant hiatus when sea level was 
lower. This disconformity was sampled at variable depths in the alongshore direc-
tion and generally slopes seaward. The disconformity is shallow (>0 m NAVD88) in 
the middle of transect F2.1, where pre-Holocene strata outcrops in the foreshore 
(Riggs et al. 1995) but away from transect F2.1, in the southwest and northeast, it is 
deeper and overlain by thick (>5 m) coastal deposits. This disconformity represents 
the antecedent topography that was inundated during Holocene sea-level rise and 
where that surface is at a lower elevation, water depth below sea level was deeper 
and therefore local sediment accommodation was greater.

At transects F2.1 and F4, carbonaceous sand to sandy mud (20–90 cm thick) 
overlies the disconformity (Fig. 5). That unit is interpreted as fringing marsh based 
on its similar lithology to the modern marsh facies sampled in transects F1 and F6, 
the presence of wood, and its superposition above the upland pre-Holocene unit. 
Marsh adjacent to mainland shorelines represents the leading edge of marine incur-
sion during sea-level rise. Roots extend from the marsh unit into the pre-Holocene 
strata and radiocarbon dates of wood found at the bottom and top of this marsh in 
the F4 transect are 3561–3823 cal year BP and 2156–2351 cal year BP, respectively 
(Table 1).

Where the disconformity is deep and accommodation was increased, at an eleva-
tion <−1.25 m NAVD88, lagoonal sands and mud were sampled either in contact 
with the disconformity (transects F1, F2, F4.2, F5.1) or above the fringing marsh 
(Transect F4). The lagoonal unit is wedge-shaped, pinches out landward toward the 
modern back-barrier marsh and thickness is dictated by the topography of the 
seaward-dipping disconformity (Fig. 5). Lagoonal deposition initiated in the area 
sometime before 1000 cal year BP, based on a Macoma constricta valve sampled at 
the base of the unit at Transect F1 (886–1001 cal year BP; Table 1) and other dates 
from the middle of the lagoonal unit at Transects F5.1 (801–931 cal year BP) and 
F6 (526–641 cal year BP); however, the deepest and oldest part of the lagoonal unit 
was not sampled. Based on the sea-level reconstruction of Kemp et  al. (2011), 
~1000 years ago sea level in the area was ~1.5 m below present mean sea level. At 
that time, the barrier island was located further offshore.

A discontinuous organic-rich muddy sand and peat unit, interpreted as a back-
barrier marsh, was sampled above the lagoon unit. This carbonaceous unit corre-
lates with the modern back-barrier marsh sampled at the surface in transects F1 and 
F6. Radiocarbon dates from the base of the marsh range from 1716 to 1833 cal year 
BP (F4) to sometime after AD 1950 (F1). Sharp-based sand beds, ranging from 12 
to 80  cm thick, that pinch out in a landward direction were sampled within the 
marsh unit at the seaward and middle portions of the transects (Figs. 4 and 5). The 
sand beds are bioturbated, contain root traces, and have a higher concentration of 
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Fig. 5  Cross sections along Onslow Beach. Each transect sampled at least one old washover 
deposit (orange). Vertical axis is elevation, m NAVD88. Notice profiles are foreshortened and no 
cross section was created for F3 because only 2 cores were collected there. Washover labels cor-
respond with Table 2. See Fig. 1 for locations
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Table 1  Radiocarbon dates

Core
Depth 
(cm) Material type Context 14C Age

Cal year BP agea 
(median probability)

F1-4 177–179 Macoma 
constricta

Base of 
lagoon

1390 ± 20 886–1001 (935)

F1-2 187–190 Plant fragments Base of F1A 250 ± 40 0–436 (297)
F1-2 158–160 Plant fragments Top of F1A >Modern Na
F1-7 192–193 Plant fragments Top of F1A >Modern Na
F2-2 195–198 Plant fragments Base of F2A 205 ± 25 145–301 (175)
F2-2 154–159 Plant fragments Top of F2A 140 ± 30 6–281 (143)
F2.1-5 70–73 Plant fragments Base of 

marsh
115 ± 20 19–267 (112)

F3-4 135–137 Plant fragments Base of F3A 660 ± 25 560–671 (611)
F3-4 93–95 Plant fragments Top of F3A 250 ± 25 0–424 (296)
F3.1-3 96–98 Plant fragments Base of 

F3.1A
640 ± 30 554–667 (599)

F3.1-3 53–55 Plant fragments Top of F3.1A 290 ± 30 288–457 (384)
F4-1 115–117 Plant fragments Base of F4A 1850 ± 25 1716–1833 (1784)
F4-1 63–66 Plant fragments Top of F4A 715 ± 35 564–725 (671)
F4-5 445–447 Wood Base of old 

marsh
3400 ± 40 3561–3823 (3647)

F4-5 327–329 Wood Top of old 
marsh

2270 ± 40 2156–2351 (2249)

F4-5 227–229 Plant fragments Base of F4B 115 ± 15 23–264 (110)
F4-5 202–204 Plant fragments Top of F4B 105 ± 15 28–259 (113)
F4.2-4 198–200 Plant fragments Base of 

F4.2A
1430 ± 30 1293–1375 (1328)

F4.2-4 144–146 Plant fragments Top of F4.2A 520 ± 35 505–630 (536)
F5.1-5 219–221 Plant fragments Base of 

F5.1A
100 ± 15 31–257 (114)

F5.1-5 322–324 Plant fragment Lagoon 975 ± 15 801–931 (913)
F6-10 130–133 Tagelus Plebeius Lagoon 1000 ± 30 526–641 (584)

a2-sigma range

heavy minerals at their base (Fig. 4). Based on textural and compositional similari-
ties between these beds and the modern washover facies, they are interpreted to be 
old washover deposits and 8 such old washovers were sampled in the core transects. 
Cores taken along the beach between transects only sampled old washover deposits 
if they were collected <250 m from a transect. We assumed that those washover 
deposits correlated with the washover deposits sampled in the adjacent cross-island 
transects, given close proximity and similar depth of the deposit. The presence of 
saltmarsh below the washover and bioturbation indicates deposition in the intertidal 
zone and preservation of distal washover deposits. Waves and currents in the shore-
face most likely eroded the corresponding proximal part of the old washover depos-
its. The leading edge of the shoreface ravinement surface is located seaward of the 
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dunes and is defined by erosional truncation of old washover deposits and underly-
ing facies (Rodriguez et al. 2013). Distal portions of the old washover deposits were 
re-colonized by marsh vegetation, which was preserved as an overlaying carbona-
ceous muddy sand bed. Depositional timing of the 9 buried washover deposits, 
sampled in all transects except F6, was determined from radiocarbon dates obtained 
below and above the sand beds (technique described in methods). Those washover 
deposits formed between 1784 cal year BP and ~100 cal year BP (Table 1). At F6, 
two sharp-based fining upward sand beds, interpreted as proximal washover depos-
its, were sampled within the thick (>700 cm) dune sand, but these deposits were not 
dated due to a lack of suitable material for radiocarbon analyses. Historical wash-
over fans and terraces were deposited over backbarrier saltmarsh at F1 and F2, and 
over dunes at F3.1 and F4.

5  �Discussion

The multiple washover deposits preserved in the stratigraphy of Onslow Beach 
formed during a time period that includes the increase in rate of relative sea-level 
rise at AD 1865–1892 from 1.0 mm/year to 3.2 mm/year (Kemp et al. 2011; Fig. 6). 
We sampled 7 washover deposits emplaced between AD 700 and AD 1865 and 6 
washover deposits emplaced after AD 1865 (using the median probability age; 
Fig. 6). The frequency of washover deposition increased from 0.6 washovers per 
century to 4.1 washovers per century after the increase in the rate of relative sea-
level rise. In addition, the average landward extent of washover deposition increased 
between the time period AD 700–1865 (mean of 72 m) and post AD 1865 (mean of 
232 m; Fig. 6). Given the spacing between cores along the northeastern end of the 

Table 2  Washover-deposit metrics

Washover
Median age 
(AD)

Minimum age 
(AD)

Maximum age 
(AD)

Landward distance 
(m)

F1A 1726 1938 1514 171 ± 20
F1B 1996 1998 1996 400 ± 5
F2A 1791 1807 1775 120 ± 15
F2B 2012 2012 2012 350 ± 5
F2.1A 1888 1938 1838 97 ± 25
F3A 1497 1654 1339 54 ± 70
F3.1A 1459 1566 1351 20 ± 30
F3.1B 1996 1998 1996 185 ± 5
F4A 722 1279 166 10 ± 60
F4B 1838 1839 1837 101 ± 35
F4C 1889 1938 1839 125 ± 5
F4.2A 1018 1414 622 29 ± 25
F5.1A 1893 1938 1839 239 ± 20
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island and arbitrary transect placement, it is likely that we did not sample every 
washover deposit preserved in the island stratigraphy; however, given our large 
sample size and closely spaced cores between transects along the southwestern part 
of the island that did not sample additional washover deposits, changes in the fre-
quency and landward extent of washover deposition during the record should be 
similar to what would be calculated from sampling every preserved washover 
deposit.

While we are confident that our sampling and measuring techniques are robust, 
there are significant challenges associated with measuring washover frequency and 
landward extent along any transgressive barrier island and these challenges intro-
duce uncertainty in the dataset, which is difficult to quantify. The ocean shoreline 
moved landward continuously throughout the record. This means that the fidelity of 
our washover record increased through time as the shoreline moved closer to our 
sampling locations. The recent part of the record should have captured more of the 
smaller washovers than the older part of the record because the ocean shoreline 
could have moved beyond the landward extent of small old washovers and eroded 
them away. Another challenge with measuring the landward extent of washover 
deposits is using a stationary baseline as a benchmark, which makes older wash-
overs appear shorter in landward extent than younger washovers. This is because the 
coeval ocean shoreline for older washovers is located some unknown distance sea-
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Fig. 6  Comparison of landward extent of washover deposit and age shows an abrupt increase in 
frequency and extent of washover deposition around the same time as sea-level rise accelerated. 
Atlantic basin tropical cyclone activity based on a regional composite of washover deposits from 
Mattapoisett, Massachusetts; Succotash, Rhode Island; Alder, New York; Whales, New Jersey; 
Brigantine, New Jersey; Singleton Swash, South Carolina; Western Lake, Florida; and Vieques, 
Puerto Rico shows periods of high activity AD 900–1100 and a general decrease in the level of 
activity after AD 1200 (Mann et al. 2009)
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ward of the stationary baseline. Old and young washovers of exactly the same land-
ward extent would present themselves as being shorter and longer, respectively, on 
Fig. 6 because the present location of the shoreline is closer to the landward edge of 
the old washover deposits than the young washover deposits due to shoreline trans-
gression. Our measurements of the frequency and landward extent of washover fans 
are not truly a reflection of what occurred, rather because of shoreline transgression, 
they are apparent measurements.

Although both the apparent frequency and landward extent of washover deposi-
tion increased abruptly around 1865–1892, this does not necessarily indicate that 
the sudden increase in the rate of sea-level rise at that time was the direct cause. An 
increase in the size and/or frequency of storms around AD 1800–1900 could also 
explain the observed pattern of washover deposition; however, historical and geo-
logical records, as well as statistical models of Atlantic tropical cyclone activity, do 
not support an increase in storminess at that time (Fig. 6; Vecchi and Knutson 2008; 
Mann et al. 2009). A peak in Atlantic tropical cyclone activity was recognized dur-
ing medieval times (~AD 1000) and although this impacted the morphology of the 
adjacent Outer Banks (Culver et al. 2007; Timmons et al. 2010; Mallinson et al. 
2011, this volume), that peak occurred ~865 years earlier than the observed change 
in the apparent landward extent and frequency of washover deposits at Onslow 
Beach. Based on the age of backbarrier saltmarsh sediment preserved below the 
backshore at F4, Onslow Beach reached its present location sometime after 671 cal 
year BP (Table 1), making it >1000 years younger than the Outer Banks (Culver 
et al. 2007; Mallinson et al. 2008; Timmons et al. 2010). Onslow Beach must have 
been positioned further offshore during the Medieval Warm Period because wide-
spread lagoon deposits were being deposited in the area at that time. It is likely that 
only the largest washovers that formed during the Medieval Warm Period are still 
preserved because they extended the furthest landward and were not entirely 
removed by waves and currents as the shoreface migrated landward. Smaller wash-
overs deposited during the Medieval Warm Period would have been completely 
removed by shoreface ravinement processes during island transgression. Onslow 
Beach is too young to have recorded the increase in storminess during the Medieval 
Warm Period in its back barrier sedimentary record.

Our data show an abrupt increase in the frequency of washover deposition around 
the nineteenth century as opposed to a continuous increase through time, the latter 
of which would be expected for a barrier island that is transgressing at a steady rate. 
The abrupt increase in the frequency of washover deposition suggests that an exter-
nal oceanographic mechanism changed abruptly (increase in water level and/or 
wave energy) increasing the frequency of overwash, and/or Onslow Beach abruptly 
became less resistant to overwash as island morphology changed (e.g., decreased 
height and/or width). Humans did not modify island morphology in the nineteenth 
century and the only access to Onslow Beach and adjacent Topsail Island, to the 
southwest, was by boat until the middle twentieth century. While the abrupt increase 
in the frequency of washover deposition could not have been the result of human 
modifications or an increase in the number of hurricanes in the Atlantic Basin (Mann 
et al. 2009), it could have been associated with a localized persistent increase in 

A.B. Rodriguez et al.



139

wave energy (Komar and Allan 2008), wave direction (Ashton et  al. 2001; Slott 
et al. 2006; Moore et al. 2013), storminess (Mallinson et al. 2011), and/or sea-level 
anomalies (Theuerkauf et  al. 2014), for which no independent record extending 
over multiple centuries exists.

Onslow Beach reached its modern position no earlier than 671  cal year BP 
(Table 1), making it 2329 years younger than Bogue Banks, a regressive barrier 
located in northeastern Onslow Bay near Cape Lookout (Timmons et al. 2010). As 
the cuspate morphology of the coastline implies, barriers located at the center of a 
coastal embayment, such as Onslow Beach, transgressed more rapidly and across a 
longer distance of continental shelf than barriers located along the cape flanks 
(Bogue Banks), given a presumed straight shoreline configuration near the conti-
nental shelf break during the sea-level lowstand. Along with the Timmons et  al. 
(2010) study of Bogue Banks that shows island regression during its early forma-
tion, the transgressive stratigraphy of the much younger Onslow Beach supports the 
numerical model of Ashton et al. (2001) and Ashton and Murray (2006) (Table 1 
and Fig. 5). Slott et al. (2006) suggest that the central embayment of cuspate coast-
lines can experience greater shoreline retreat rates and transgress larger distances 
than cape flanks due to more frequent high-angle waves. If a change in wave climate 
toward more frequent high-angle waves were to have occurred at Onslow Beach 
around the end of the nineteenth century, this could have caused or contributed to 
the increase in frequency and apparent landward extent of washover deposits there.

The full dimensions of the older washover deposits preserved in the subsurface 
could not be measured; however, all of the old washovers in our record were large 
enough to extend beyond the dunes on top of backbarrier-fringing marsh. Since the 
landward extent of washover deposition is measured from a linear stationary base-
line, as opposed to from each washover’s coeval shoreline position on the beach, the 
increase in landward extent of washover deposition does not necessarily indicate 
that the size of washovers and their associated storms increased abruptly around the 
nineteenth century (Fig. 6).

A constant increase in the frequency and apparent landward extent of washovers 
sampled through time can be produced simply by a shoreline continuously trans-
gressing at a constant rate and moving closer to the sampling location, but such a 
scenario does not explain an abrupt increase, as recorded in the sediments of Onslow 
Beach. That abrupt increase in washover frequency and apparent landward extent 
occurred at the same time as the rate of sea-level rise increased threefold. It is pos-
sible that the sudden increase in the rate of sea-level rise caused an increase in the 
vulnerability of the barrier island to overwash by increasing the rate of landward-
shoreline movement, which narrowed the island and decreased the elevation of the 
island through dune erosion, allowing smaller storms to overwash the island and 
either create new washovers or enlarge existing washovers. We observed such an 
increase in the size of the washover at F1 after Hurricane Fran when smaller storms 
overwashed the island, transported sand onto the backbarrier marsh and increased 
the landward extent of the terrace (Fig. 4).

Barrier islands with a low rate of sediment supply and composed of a thin 
(<1–2 m) accumulation of sand, like the transgressive southwestern end of Onslow 
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Beach (and Follets Island, TX; see Odezulu et al. this volume), are likely less resil-
ient to storm erosion than barriers with a higher rate of sediment supply and com-
posed of thicker accumulation of (>5 m) sand, like the northeastern end of Onslow 
Beach where no washover deposits on top of back-barrier marsh were sampled 
(Riggs et al. 1995; Rodriguez et al. 2012). This is because barrier islands with a low 
sand supply that experience overwash, washover deposition, and beach erosion dur-
ing a storm likely have longer post-storm recovery periods than higher sediment-
supply areas where the barrier island is composed of a thicker sand unit. The finer 
grained lagoon and marsh sediment, which underlies the thin veneer of beach sand 
in the central and southwestern areas of Onslow Beach, is likely transported in sus-
pension away from the littoral zone during storms, leaving less sediment available 
for post-storm recovery than if the beach were underlain by sand. It is unknown if 
there were other forcing mechanisms, in addition to the well-defined sudden 
increase in the rate of sea-level rise, that contributed to the abrupt apparent increase 
in frequency and landward extent of washover deposits on Onslow Beach, such as 
an increase in sea-level anomalies (Theuerkauf et al. 2014), changes in the wave 
climate (Ashton et al. 2001; Komar and Allan 2008; Moore et al. 2013), and/or an 
increase in  local storminess (Mallinson et  al. 2011). Nevertheless, the abrupt 
increase in washover deposition along Onslow Beach demonstrates that transgres-
sive barriers are highly sensitive to either morphologic thresholds and/or oceano-
graphic changes.

6  �Conclusions

Onslow Beach is a transgressive barrier island that moved landward rapidly during 
the late Holocene and reached its modern position no earlier than 671 cal year BP 
(Table 1). Core transects sampled nine old washover deposits and four historical 
washovers that span the time period between AD 722 and AD 2012. The frequency 
and landward extent of the sampled washovers increased in the nineteenth century, 
about the same time that the rate of sea-level rise in the area increased from 1.0 mm/
year to 3.2 mm/year (Kemp et al. 2011). A contemporaneous increase in storminess 
throughout the Atlantic, which could explain such a trend in washover deposition, 
has not been observed. Further, our observations of an abrupt increase are not con-
sistent with increases in the fidelity of the record through time that would arise 
simply from continuous shoreline retreat. Rather, decreased resistance to overwash 
more likely occurred because the abrupt increase in the rate of sea-level rise acceler-
ated landward-shoreline movement, which narrowed the island and decreased the 
elevation of the island through dune erosion. It is possible that other forcing mecha-
nisms, such as a localized increase in storminess, change in wave climate, and/or 
increase in the frequency of sea-level anomalies contributed to the increase in 
apparent frequency and landward extent of washover deposits, but records of those 
forcing mechanism span a more recent and shorter time period than the change in 
the washover record presented here.
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Rates of sea-level rise are predicted to increase in the future and our findings for 
Onslow Beach suggest that future sea-level rise can be expected to cause a decrease 
in the resistance of other barrier islands to storms. Decreased storm resistance will 
inevitably lead to an increase in barrier-island overwash, but the amount of time 
over which that change occurs will vary based on rates of sediment supply and 
island morphology. Our record of washover deposition shows that those morpho-
logic changes to barrier islands, which affect resistance to storms, can occur over 
decadal time scales and possibly in response to increases in the rate of sea-level rise 
of only a few millimeters/year. Barrier islands that are wide, high in elevation and 
have high rates of sediment supply will maintain resistance to overwash the longest; 
however, even these islands will still experience some geomorphic impacts from an 
increased rate of sea-level rise, such as increased rates of shoreline transgression 
and dune erosion. Barriers that are low in elevation and that have low rates of sedi-
ment supply, such as Onslow Beach, may be the most susceptible to storm over-
wash; however, such barriers also have the highest potential of preserving a record 
of impacts from accelerated sea-level rise in intertidal back barrier sedimentary 
strata.
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Follets Island: A Case of Unprecedented 
Change and Transition from Rollover 
to Subaqueous Shoals

Christopher I. Odezulu, Jorge Lorenzo-Trueba, Davin J. Wallace, 
and John B. Anderson

Abstract  Follets Island, a transgressive island located on the upper Texas coast, is 
an ideal location to study barrier island transition from a rollover subaerial barrier 
to subaqueous shoals. This system also allows for an examination of coastal response 
to accelerated sea-level rise, storms, and sediment supply. The landward shoreline 
retreat rate during historical time is similar to the landward retreat rate of the bay 
shoreline, hence its current classification as a rollover barrier. However, the island 
has a limited and diminishing sand supply, which makes it even more vulnerable to 
erosion during storms and relative sea-level rise. Four core transects that extend 
from the upper shoreface to the back barrier bay are used to constrain the thickness 
of washover, barrier and upper shoreface deposits and to estimate sediment fluxes in 
the context of the overall sand budget for the island over centennial timescales. 
Stratigraphic architecture reveals two prominent transgressive surfaces. A lower 
flooding surface separates red fluvial-deltaic clay from overlying bay mud and an 
upper erosional surface separates back-barrier deposits from overlying shoreface 
and foreshore deposits.

Radiocarbon ages are used to constrain the evolution of the barrier and its long-
term rate of island migration whereas 210Pb dates are used to constrain the modern 
sand overwash flux. Results show that significant washover sands are deposited in 
the bay and about twice this volume is deposited as subaerial washover deposits. 
The total sand washover volume shows that overwash processes account for about 
half of the sand produced by shoreline erosion in historical time. Our results also 
indicate that the historical rate of shoreline retreat is about an order of magnitude 
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faster than the geologic rate. We estimate back-barrier accommodation space to be 
about three times greater than the volume of the barrier. Hence, given the current 
shoreline erosion and overwash flux rate, Follets Island will eventually transition 
from a subaerial rollover barrier to subaqueous shoals. The frequency of severe 
storms along the Texas coast is not believed to have varied significantly in recent 
time, but the rate of sea-level rise has increased approximately five-fold and sand 
supply to the island is minimal. This leads us to suggest that accelerated sea-level 
rise and diminished sand supply are the main causes of this unprecedented change.

Keywords  Rollover • Overwash • Transgressive barrier • Coastal erosion • Sea 
level • Flooding surface • Sediment flux • Texas coast • Numerical modeling • 
Antecedent topography

1  �Introduction

Barrier rollover is the progressive erosion of the beach and shoreface as eroded sand 
is recycled and transported to the back-barrier via overwash and tidal inlet processes 
(Leatherman 1983; Niedoroda et al. 1985; Swift et al. 1985; Inman and Dolan 1989; 
Cowell et al. 2003; Stéphan et al. 2012). A barrier is assumed to maintain constant 
width during rollover, thereby providing stabilization during transgression (Dean 
and Maurmeyer 1983). However, a negative sediment budget and back-barrier 
accommodation space can reduce the volume of subaerial barriers during rollover 
processes, leading to frequent overwash and disintegration or break-up of barriers 
as seen in the Chandeleur Islands (Boyd and Penland 1984; McBride and Byrnes 
1997; Moore et  al. 2014). This process of barrier transition has wide reaching 
impacts because barrier islands serve as buffers to storm impacts, shielding main-
land and coastal ecosystems from the full force of storm surge.

Two-thirds of the northern Gulf of Mexico coast is occupied by barrier islands 
(Morton et al. 2004). In Texas, 35% of barriers are progradational, 45% retrograda-
tional, and 20% aggradational (Morton 1994). These differences reflect variable 
response of these barriers to relative sea-level rise and other factors since the time 
of their formation (Anderson et  al. 2014), and this variability continues today. 
Historical data show that 88% of the barriers of the upper Texas coast are experienc-
ing net shoreline retreat, but rates vary spatially and temporally along the coast 
(Gibeaut et al. 2000; Paine et al. 2012, 2017). Sea-level rise, limited sand supply, 
and storm impacts are assumed to be the main drivers of these shoreline changes 
(Morton et al. 2004; Wallace et al. 2009; Wallace and Anderson 2013). Sea-level 
and sediment supply rates control long-term shoreline changes while storms punc-
tuate the long-term processes by shaping the morphology of barriers (Morton et al. 
1995; Anderson et al. 2010, 2014; Wallace and Anderson 2013; Paine et al. 2017).

Anderson et al. (2014) suggest that modern rates of shoreline retreat along the 
upper Texas coast are unprecedented, arguing that the current shoreline would be 
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located kilometers inland of its current location if these rates had occurred since 
these barriers first began migrating landward. For example, Galveston Island formed 
~5.5  ka and experienced an extended period of progradation that ended around 
1.8 ka (Bernard et al. 1959, 1970; Rodriguez et al. 2004). Today, the west end of the 
island, which is not protected by a seawall, is retreating at short-term rates between 
1.4 and 3.9 m/year (Paine et al. 2012). If the long-term landward retreat rate since 
1.8 ka was the same as the current average rate, the shoreline would be located about 
4.7 km landward of its current location. By determining the sequestration location 
of eroded material from Galveston Island beaches and nearshore environments 
through time, Wallace and Anderson (2013) were able to quantify short-term and 
long-term volumetric erosion. Consistent with observations elsewhere by FitzGerald 
et al. (this volume), Wallace and Anderson (2013) demonstrated that unprecedented 
historic erosion of Galveston Island is supported by accelerated growth of the San 
Luis Pass tidal delta in historical time, as this tidal delta is the ultimate sink for most 
of the sand eroded from the island. They further argued that this unprecedented 
change was due to accelerated sea-level rise punctuated by storm events.

South Padre Island is an even more dramatic case of unprecedented shoreline 
retreat in modern time. Distal overwash deposits in Laguna Madre and barrier island 
sands date back to ~4 ka, indicating that the island has not moved significantly dur-
ing the late Holocene (Wallace and Anderson 2010), while the current rate of shore-
line retreat of ~1.90 m/year would have resulted in ~7.6 km of retreat over this time 
interval.

Follets Island is a relatively small barrier located west of Galveston Island 
(Fig. 1). It is classified as a low-gradient retrogradational barrier in a rollover phase, 
based on sediment cores that have sampled back-barrier deposits below modern bar-
rier and shoreface deposits (Bernard et al. 1970; Morton 1994; Wallace et al. 2010; 
Anderson et al. 2014). Indeed, it is one of the fastest retreating barriers of the Texas 
coast. The historical shoreline retreat rate averages ~2.0  m/year (Morton 1994; 
Gibeaut et al. 2000; Paine et al. 2012).

Though the causes of Follets Island’s historic shoreline retreat are known to be 
both natural (limited sand supply, relative sea-level rise, and storm impacts) and 
anthropogenic (diversion of the Brazos River mouth and construction of jetties at 
the old river mouth), the impact of each factor alone has not been quantified. 
Numerical modeling is needed to evaluate the individual contributions of these 
agents to current shoreline retreat and to predict future changes to the island. But, 
quantitative prediction of the island’s response to sea-level rise and storms is diffi-
cult due to the complex nature of these processes and stochastic storm frequency. To 
gain further insight, detailed stratigraphic resolution is needed to match specific 
events with historical records. In addition, the high-resolution, short-term sand bud-
get of the island must be determined; specifically the amount of sand being trans-
ported offshore and backshore versus the amount of sand moving within the 
longshore transport system. Furthermore, the thickness of barrier sands must be 
determined to quantify the rate of sand generated by erosion and cannibalization of 
the island.
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Here, our objectives are (1) to determine the thickness of sand composing Follets 
Island and the adjacent shoreface, (2) to determine the modern overwash flux for the 
island as it relates to the volume of sand that has been eroded from the island during 
historical time, (3) to compare current rates of shoreline erosion to the geological 
rate in order to assess the magnitude of change over time, (4) to determine if and 
when Follets Island will transition from a rollover subaerial barrier to subaqueous 
shoals, and (5) to describe the response of the island to external forcings and predict 
the island’s future.

2  �Study Area

Follets Island is a long (10 km), narrow (average 350 m), low-lying (<2 m high, 
excluding artificial dunes) barrier bounded by the Gulf of Mexico to the south and 
Christmas Bay to the north (Fig. 1). It is a diurnal, micro-tidal (less than 0.5 m tidal 
amplitude), wave-dominated environment (Morton et  al. 2004). Southeasterly 
winds are prevalent most of the year, with prevailing longshore currents toward the 
west. During winter, cold fronts result in a reversal in longshore currents, from west 
to east (Morton et al. 1995).

Fig. 1  Location of Follets Island and nearby coastal features. Study area (Fig. 3) shown by red box

C.I. Odezulu et al.



151

The average rate of long-term subsidence for the upper Texas coast is low, aver-
aging ~0.05 mm/year (Paine 1993). However, this rate varies along the coast due to 
compaction of Holocene sediments, which vary in thickness from <1 to 50 m, a 
reflection of the relief on the Pleistocene surface that underlies the coast (Anderson 
et al. 2014). Follets Island is situated above the eastern margin of the Brazos River 
incised river valley and is flanked on its eastern and western sides by Holocene 
Brazos River channels belts; the Bastrop Channel belt and Oyster Creek channel 
belt, respectively (Bernard et al. 1959; Morton 1994; Rodriguez et al. 2004; Wallace 
et al. 2010). Drill cores and shallow seismic data indicate an average thickness of 
Holocene fluvial sediments of ~10 m beneath the island (Bernard et al. 1970; Taha 
and Anderson 2008; unpublished data). So, the rate of subsidence related to com-
paction of these Holocene sediments is contributing to the overall relative sea-level 
rise in the area and is believed to be higher than the average regional rate.

Sand is supplied to Follets Island mainly through episodic recycling of the San 
Luis Pass tidal inlet, located just east of the island (Morton et al. 1995) (Figs. 1 and 
2). During the past three decades, the island has experienced high rates of erosion 
(Fig. 2a) indicating that sand delivery from the tidal inlet through alongshore trans-
port (westward) is providing negligible amounts of sand to maintain the island. 
Sand supply from the west has been decreased by diversion of the Brazos River 
mouth to the west of its pre-1929 location and construction of jetties at the former 
river mouth at Surfside, Texas (Morton and Pieper 1975) (Fig. 2b).

3  �Methodology

Thirty-four vibracores, between 100 and 520 cm in length, and 40 surface samples 
were collected along four transects extending from the upper shoreface across the 
barrier and Christmas Bay (Fig. 3). Immediately after acquisition the cores were 
split, photographed, and described for lithology, macrofossil content, and sedimen-
tary structures. Grain size analyses were conducted using a Malvern Mastersizer 
2000. This instrument utilizes laser diffraction in sediment suspended in water to 
obtain measurements. All 34 vibracores were sampled for grain size analysis. The 
sampling interval depended on the core length and objective of the analysis. Most 
cores from Christmas Bay and the upper shoreface were sampled at 10 cm intervals 
to determine sand fluxes through time as a function of distance from the barrier. 
Cores from the beach and subaerial part of the barrier were sampled at targeted 
intervals to help distinguish facies.

LiDAR was used to map the barrier topography and backshore water depths. 
Carlin et al. (2015) conducted a detailed side-scan sonar and CHIRP survey off-
shore of Follets Island and their data were used for establishing the offshore profile 
and sub-bottom geology.

A total of 21 macrofossils were radiocarbon dated from 14 cores (Fig. 3; Table 1) 
using the continuous flow gas bench accelerator mass spectrometer method at the 
Woods Hole Oceanographic Institution (NOSAMS). Where possible, we used  
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Fig. 2  (a) Photo showing beach erosion at the east end of Follets Island. The houses located on the 
spit of land protruding into the Gulf were previously located behind a dune line. (b) Photo facing 
south showing Freeport jetties, which block longshore transport of sand from the west and the 
Brazos River. (c) Breach in the island and overwash that resulted from an unnamed storm event in 
December 1944
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articulated Rangia cuneata and Ensis directus (Razor clams), indicating largely in 
situ samples (Fig.  4). Table  1 provides details of the radiocarbon analyses. 
Radiocarbon ages were reported as calibrated years before present (where present is 
CE 1950). Using the standard 400-year marine reservoir correction, the 14C ages 
were converted to calibrated calendar years at the 95.5% confidence interval (2 sigma 
ranges) with Marine 13 using the CALIB.Rev. 5.0 program (Reimer et al. 2013).

In addition to radiocarbon dating, 210Pb analysis was conducted on cores 2-4 and 
4-1 to constrain the age of modern overwash deposits (Fig. 5). The top 14 cm and 
21 cm of core 2-4 and 4-1, respectively, were sampled for 210 Pb activity. The two 
cores were collected using a short transparent plastic tube. The samples were care-
fully cut on site immediately after extrusion to avoid mixing at the sediment–water 
interface. Core 2-4 was sampled entirely at a 2 cm interval whereas Core 4-1 was 
sampled at a 2 cm interval for the first 10 cm and at a 4 cm interval for the remaining 
11 cm of the extruded core. Samples were analyzed at Core Scientific International. 
With a half-life of 22.3 years, 210Pb can effectively date sediments younger than 
~150  years (Faure 1986). Constant Rate of Sedimentation (CRS) and Constant 
Initial Concentration (CIC) are two major models for 210Pb analysis, but CRS is the 
most widely used (Appleby 1998). It is a reliable method for calculating 210Pb ages 
when the rate of sediment accumulation is not constant (Appleby and Oldfield 
1983). Independent validation of the chronology is necessary for a high level of 
confidence in the result. We could not conduct 137Cs and 241Am to validate the ages 

Fig. 3  Locations of sediment cores (green circles), cores sampled for radiocarbon dating (yellow 
letters), and surface samples (red circles) used for this study
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Table 1  Radiocarbon ages from cores used for this study

Core ID Material
Depth 
(cm)

Age

±

2 Sigma 
start (BP)

2 Sigma 
end (BP)

Uncalibrated 
14C years 
BP

Calibrated 
14C years 
BP

Calibrated 
14C years 
BP

FI_TR_2-4 Rangia 
cuneata 
fragment

50 530 172 0 448

FI_TR_4-1 Ensis directus 90 496 173 0 431
FI_TR_1-1 Chione elevata 130 945 175 241 894
FI_TR_DSL_S3 Rangia 

cuneata
300 3160 177 2527 3403

aFI_TR_1-2 Argopectin 
irradians

190 1665 174 856 1595

FI_TR_1-7 Perna perna 260 2540 180 1804 2691
FI_TR_3-3 Rangia 

cuneata
115 507 173 0 436

aFI_TR_5-1 Articulated 
Ensis directus

290 1330 176 565 1238

FI_TR_1-2 Ensis directus 
fragment

160 1436 177 652 1315

FI_TR_3-3 Rangia 
cuneata

170 1794 182 960 1754

aFI_TR_3-6 Crassostrea 
virginica

265 4228 181 3854 4806

FI_TR_4-6 Ensis directus 
fragment

205 2355 176 1543 2401

FI_TR_2-2 Articulated 
Rangia 
cuneata

265 3734 179 3222 4144

FI_TR_3-6 Rangia 
cuneata

360 3724 183 3201 4144

aFI_TR_5-2 Crassostrea 
virginica

250 1783 175 958 1719

FI_TR_1-4 Ensis directus 
fragment

165 1619 175 795 1526

aFI_TR_1-6 Perna perna 145 3286 179 2723 3545
FI_TR_3-2 Ensis directus 

fragment
100 504 173 0 435

FI_TR_4-1 Crassostrea 
virginica

100 1028 176 292 929

FI_TR_4-5 Rangia 
cuneata

300 3724 189 3179 4157

FI_TR_4-2 Articulated 
Ensis directus

90 542 179 0 462

aRejected due to unlikely age-depth relationship
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but we compared results from both CRS and CIC models for more accurate esti-
mates. It is assumed that 210Pb activity of lakes and bays has a supported component 
that was generated in situ within the sediment column, and the unsupported compo-
nent came from the atmosphere (Appleby 1998) (Fig. 5).

4  �Results

4.1  �Lithofacies

Lithologic logs for sediment cores collected along four transects are shown in 
Fig. 6. Based on modern distribution patterns and visual descriptions of cores aug-
mented by grain size data (Fig. 7), lithofacies were differentiated into upper shore-
face sand, beach sand, proximal and distal washover deposits, bay mud, and fluvial/
delta plain red clay (Fig. 8a–d). A brief description of these lithofacies follows:

Upper shoreface sands are fine (120–150 μm), well-sorted, with abundant shell 
debris and rare stratification (Fig. 8a).

Beach sands consist of well-sorted, yellowish-brown, structureless, fine sand 
(140–200 μm). Shells are common, including shell lags up to 10 cm thick (Fig. 8c, d).

The proximal overwash environment is a subaerial zone that occurs just bayward 
of aeolian dunes, which are mostly less than 2 m in elevation. The overwash zone is 
marked by a change to relatively flat relief and includes much of the back-barrier 
intertidal zone. The lithofacies consists dominantly (>90%) of very fine to fine (size 
range from 70 to 190 μm), moderately to well-sorted sand, with root casts and a 
virtual absence of shells (Fig. 8b, c).

The distal overwash facies is a subaqueous facies that extends bayward from the 
bay shoreline to where overwash transitions into bay mud. It is a poorly sorted, 
muddy-sand/sandy-mud and ranges in color from brown to gray. It is burrowed and 

Fig. 4  (a) Photo showing Articulated Rangia cuneata and (b) Ensis directus clams targeted for 
radiocarbon dating
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characterized by isolated shells, mainly Rangia cuneata, Ensis directus (razor 
clams), Chione elevate, and Argopecten irradians (scallop) (Fig.  8b, c). Results 
from grain size analyses show that it is a mixture of very fine sand and coarse silt 
(40–120 μm, Fig. 7).

Bay mud is a gray to dark gray mixture of sand and mud, which includes more 
fine silt and clay than the distal overwash facies (Fig. 8b). This facies is character-
ized by abundant shells; most abundant are Crassostrea virginica (oysters) and 
Rangia cuneata.

Fig. 5  Plot showing unsupported 210Pb decreasing with depth for cores 4-1 (a) and 2-4 (b). Plotted 
are the unsupported 210Pb activity (Bq/g) represented by blue and the CRS age model estimate 
(years) represented by red for both sample range depths
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Fig. 6  Core locations and lithologic logs. Also shown are 2 sigma radiocarbon age ranges. Two 
flooding surfaces are identified. The younger (green) surface separates modern beach and fore-
shore sands from underlying back-barrier overwash deposits and bay mud. An older (yellow) sur-
face is the initial bay shoreline flooding surface and separates bay mud from underlying fluvial and 
delta plain deposits
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The oldest facies consists of compacted red clay that is mostly barren of fossils 
and root casts (Fig. 8a). This is a flood plain-delta plain facies associated with the 
ancestral Brazos River, which occupied channels on either end of Follets Island dur-
ing the late Holocene (Bernard et al. 1970).

4.2  �Stratigraphy

CHIRP profiles collected offshore of Follets Island by Carlin et al. (2015) show a 
thin upper shoreface unit resting on older strata. Our sediment cores from the upper 
shoreface sampled a thin (less than ~1.5 m thick) sand unit resting above the red 
fluvial-deltaic clay, bay, and washover lithofacies (Fig. 6). Radiocarbon ages from 
cores indicate that the red clay is older than ~4.1 ka, which is consistent with radio-
carbon ages obtained onshore from Brazos paleo-channel deposits (Bernard et al. 
1970).

The red clay unit is overlain by, and in sharp contact with, bay mud. This contact 
is the bay shoreline flooding surface, which represents initial flooding and creation 
of Christmas Bay. Radiocarbon ages from cores 2-2, 3-6 and 4-5 indicate initial bay 
flooding began between approximately 4.2 and 3.2 ka (Fig. 6; Table 1), which is 
consistent with the sea-level record for the northwestern Gulf of Mexico (Milliken 
et al. 2008).

Cores through Follets Island penetrated between ~2.0 and 2.5 m of beach sand. 
Beneath the barrier sand, cores sampled back-barrier washover and bay deposits 
(Fig. 6). Cores from the subaerial back-barrier zone sampled proximal washover 

Fig. 7  Sorting versus 
mean grain size data for 
samples from different 
lithofacies
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Fig. 8  Core photos of (a) shoreface facies, (b) bay facies, (c) and (d) beach facies sampled in sedi-
ment cores
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deposits resting in sharp contact on distal washover deposits, which rest on, and 
have a gradational contact with, bay muds (Fig. 8b, c).

The observed stratigraphic architecture recorded by our sediment cores reveals 
two prominent transgressive surfaces. The lower surface occurs at a depth of 
between ~2.5 and 4 m (yellow line in Fig. 6) and separates red clay (Holocene delta 
plain and flood plain deposits of the Brazos River) from overlying bay mud. The 
contact between these units is gradational, indicating little or no erosion. The upper 
transgressive surface is a planar, sharp surface at a depth between ~1.5 and ~3 m 
(green line in Fig. 6) separating back-barrier sediments from overlying upper shore-
face and/or beach deposits.

The Transgressive Ravinement Surface (TRS) occurs at an average depth 
between 8 and 12 m along the upper Texas coast (Siringan and Anderson 1994; 
Rodriguez et  al. 2001; Wallace et  al. 2010). We did not sample this surface, but 
CHIRP profiles from offshore Follets Island show that at approximately −8  m 
marine muds onlap older Pleistocene and Holocene deposits (Carlin et al. 2015).

Thin upper shoreface sands off Follets Island are unique in the context of the 
Texas coast. Offshore Follets, sand thicknesses are only ~1 m thick compared to at 
least 5 m thick upper shoreface sands for other Texas barriers (Siringan and Anderson 
1994; Rodriguez et  al. 2001; Wallace et  al. 2010). This suggests that the Follets 
Island shoreface is starved of sand, which is supported by grain size data. Upper 
shoreface sands are notably finer than beach sands, indicating minimal offshore 
sand transport of beach material (Fig. 7).

4.3  �Sand Budget and Flux Analysis

To predict future changes to Follets Island accurately, the sand budget of the island 
must be determined. Sand budgets can be used to investigate the overwash flux of 
sediments eroded from the shoreface (Inman and Dolan 1989), and to understand 
the dynamics of sand sources and sinks for a barrier environment. Precise sand bud-
get analyses involve well-constrained sand volumes. Most published data on wash-
over sediment budgets are derived from field measurements and aerial photographs 
to quantify washover. Specifically, washover penetration distances and thicknesses 
determined for modern events (Morton and Paine 1985; Morton and Sallenger 
2003) or time series of beach profiles (Park and Edge 2011) form the basis for con-
clusions when there is little sediment core chronology available. The greatest uncer-
tainty in deriving washover fluxes using these methods arises from the limited 
information on unit thickness and age. Good core coverage and improved chro-
nostratigraphic resolution, coupled with information gained from aerial photo-
graphs and detailed topographic data, have provided sufficient detail to relate 
pre-historic and historic overwash rates (Donnelly et  al. 2006; Carruthers et  al. 
2013; Rodriguez et al. this volume). The results from these later studies provided 
motivation for our work.
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4.3.1  �Sand Overwash Estimate

Long-term, millennially averaged sand fluxes have been quantified for Follets Island 
over the past ~3000 years (Wallace et al. 2010). These longer-term values can help 
put the historic values into context and allow for a better understanding of short-
term coastal morphologic change.

We can constrain modern accumulation rates for distal overwash using 210Pb 
(Fig. 5a, b). For core 4-1, the measured unsupported activities for the topmost 17 cm 
of the core range from 0.161 to 0.037 Bq/g (Fig. 5a). Measured unsupported activity 
(Bq/g) values in the uppermost 11 cm of core 2-4 range from 0.157 to 0.013 Bq/g 
(Fig. 5b). The accumulation rate was calculated using the constant rate of supply 
(CRS) model of Appleby and Oldfield (1983), which assumes a constant flux of 
unsupported 210Pb but varying rate of sediment accumulation over time. From the 
age model, the oldest reliable associated age for core 2-4 of ~70 years occurs as 
shallow as 6 cm (using the shallowest depth interval), and this same age occurs in 
core 4-1 as deep as 13 cm (using the deepest depth interval). Therefore, the maxi-
mum spread of calculated sedimentation/accumulation rates from the 210Pb results 
range between ~0.86 and 1.86 mm/year (6–13 cm/~70 years).

To determine the volume of modern sand overwash, we first estimated the thick-
ness and extent of proximal overwash deposits using aerial photographs and sedi-
ment cores. The average total thickness of proximal overwash sand varies between 
transects from 1.5 m to a few decimeters and decreases bayward (Fig. 6). The area 
of the proximal overwash was estimated to be 3,500,000 m2 (10 km length by 350 m 
width). We determined a 0.19  m thickness for modern overwash based on the 
assumption that proximal overwash is twice the highest average value from the 
distal overwash for the last ~70 years (thickness of distal overwash estimated from 
210Pb is between 6–13 cm for the last ~70 years). This is likely a minimum value 
based on the observation of rapid thinning of modern overwash deposits at the bay 
shoreline, the approximate boundary between proximal and distal overwash depos-
its. Based on this analysis, we estimate the modern proximal overwash sand volume 
to be ~665,000 m3 (3,500,000 m2 × 0.19 m).

The next step was to measure the concentration of 100–200 μm sand within dis-
tal washover and bay sediments in the tops of the cores and in grab samples. This 
size range encompasses the sand that comprises Follets Island and its shoreface 
(Fig.  7). Our radiocarbon dates differentiate the overwash deposits into modern 
(<500 years), intermediate (~1200 years), and paleo overwash (between ~2000 and 
~3700 years) units (Fig. 9). The long-term accumulation rate is roughly linear at 
~1.0 mm/year.

We measured the volume of sand in modern distal washover and bay sediments 
using core tops and grab samples. As expected, the concentrations decrease with 
increasing distance from the bay shoreline (Fig. 10). A surprising outcome of this 
analysis is that 20–30% sand (between 100 and 200 μm) comprises Christmas Bay 
sediments for distances of up to 1.5 and 2.3 km from the bay shoreline in transects 
1 and 2, respectively. Note that surface samples collected more than 1.5 km from the 
bay shoreline along transect 1 contain ~25% sand. We attribute these relatively high 
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Fig. 9  Radiocarbon age 
clusters are used to 
subdivide washover 
deposits into units by age: 
modern (<500 years), 
intermediate (average 
1200 years), and paleo 
washover (between ~2000 
and 3700 years)

Fig. 10  Sand (100–200 μm) concentration, representing lower limit of sand concentration that 
makes up Follets Island and the shoreface, with increasing distance (northward and into Christmas 
Bay) from the bay shoreline (bay line) for each sample transect
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concentrations to the proximity of the San Luis Pass tidal delta within the eastern 
part of Christmas Bay (Fig. 3). Transects 3 and 4 also show the expected decrease 
in sand volume with distance from the bay shoreline, but the distances are less than 
in transects 1 and 2. Note that transect 3 shows a decrease and then an increase in 
sand with distance from the bay shoreline. This increase is attributed to the close 
proximity of a dredge spoil area where sand concentrations increase. These samples 
were not included in our overwash sand flux calculations. The difference in trans-
port distance between transects 1 and 2 versus transect 3 and 4 is attributed to the 
shallower water depths of transects 3 and 4. We made grids that range from 950,000 
to 1,175,000 m2 in areal extent (500 m length, distance interval from the bay shore-
line, and the distance between two transects) and then multiplied by the sand (100–
200 μm) concentration in the grid (Fig. 11). Based on this analysis, we estimate the 
modern distal overwash sand flux into Christmas Bay to be ~399,000 m3 (10 km 
barrier length by average of 420 m width and 0.095 m average overwash thickness 
for the last ~70 years). The 0.095 m thickness was the average of 0.13 m and 0.06 m, 
the maximum and minimum overwash flux in 70 years for cores 4-1 and 2-4 respec-
tively. Again, the modern proximal overwash sand volume is ~665,000  m3 
(0.95 m3/m/year), which yields a total modern overwash volume of ~1,064,000 m3 
for the last ~70 years (1.52 m3/m/year). Flux units are presented as m3/m/year (aver-
age flux per meter of shoreline) and m3/year (total volumetric accumulation).

The next step is to see how this total modern overwash volume compares with 
the total volume of sand eroded from the island in historical time. A key assumption 
is that the total thickness of sediment eroded is ~1.5 m. The 1.5 m thickness used is 
the average of proximal overwash, beach, and upper shoreface sands sampled in 
cores. Though the ravinement surface is about 8–10 m water depth, the acoustic 
back scatter from the CHIRP data shows that there is no sand below ~4 m water 
depth (Carlin et al. 2015).

Using these values, we are able to relate the total volume of ~2,100,000  m3 
(3.0  m3/m/year) sand eroded (2.0  m/year modern erosion rate  ×  10,000  m 
length × 1.5 m thickness × 70 years) from the shoreface and beach over the period 
of observation (70  years) with the overwash volume. (The calculation of sand 
eroded neglects erosion of the bay sediments outcropping on the shoreface because 
grain size analysis indicates sand content is negligible in this facies where it out-
crops on the shoreface.) Total modern sand overwash volume is ~1,064,000  m3 
(1.52 m3/m/year) for the same time interval, suggesting that a little over half of the 
sand eroded from Follets Island in recent decades can be accounted for in the sand 
overwash estimates.

4.3.2  �Drowning Time Estimate

Based on the flux of sand eroded from the foreshore and shoreface (3.0 m3/m/year) 
and the total overwash flux (1.52 m3/m/year), we estimate that the sand volume of 
Follets Island has been reduced at a rate of 1.48 m3/m/year over the past 70 years. 
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Fig. 11  Sand (100–
200 μm) concentration 
trends with depth in cores
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Additionally, we note that a significant fraction of the total overwash flux is depos-
ited into Christmas Bay, far from the back-barrier shoreline, where it cannot con-
tribute to maintaining the sand volume of Follets Island in the near future. In 
particular, assuming that only the proximal overwash flux (0.95 m3/m/year) contrib-
utes to the landward migration of Follets Island, the future rate of sand loss will be 
2.05 m3/m/year. At this rate, and given that the volume of Follets Island is 525 m3/m 
(350 m width × 1.5 m thick), we estimate the time of drowning to be ~260 years.

We consider 260 years an upper limit estimate because it does not incorporate the 
effect of future sea-level rise rates or future barrier narrowing, which can potentially 
result in a significant increase in sand flux to Christmas Bay. Future numerical mod-
eling efforts will explore these effects.

4.3.3  �Modern Versus Long-Term Overwash Flux

Cores collected within the upper shoreface to beach zones along transects 1, 2, and 
3 sampled beach and shoreface sands resting unconformably on paleo overwash and 
bay deposits (Fig. 6). Cores DSL S3 (Transect 1) yielded a two-sigma calibrated 14C 
age range of 2527 to 3403 and core 1-7 yielded a two-sigma calibrated 14C age range 
of 1804 to 2691 BP for these deposits (Fig. 6). Thus, the current island location was 
a back-barrier bay during this time interval. There is a cluster of radiocarbon ages 
from mostly paleo overwash deposits at ~3 ka (Fig. 9), which supports the previ-
ously known age of the barrier (Wallace et al. 2010). The modern proximal over-
wash occurs between 500 and 800 m from the present-day Gulf of Mexico shoreline. 
This implies that the barrier was within 500–800 m of its current location around 
3 ka. Based on these distances and ages, we estimate the long-term rate of shoreline 
retreat of the barrier to be in the range of 0.17–0.27 m/year (500–800 m over 3 ka), 
compared to a modern measured rate of 2.0 m/year, or about an order of magnitude 
difference.

We attempted to independently constrain the pre-modern rate of bay shoreline 
retreat (landward movement of the bay shoreline) by examining down-core sand 
concentrations (100–200 μm) as compared to the concentrations of sand in surface 
sediments from Christmas Bay (Fig. 10). Cores collected nearest the bay shoreline 
(e.g. core 3-0) show a clear decrease with depth while the cores distal to the bay 
shoreline show less variability with depth, probably due to bioturbation. Whereas 
most cores show a decrease in sand concentration with depth, there is no clear trend 
that allows us to estimate bay shoreline retreat rates through time from these data.

4.3.4  �Back-Barrier Accommodation

Christmas Bay has an areal extent of ~27,000,000 m2 and an average depth of 1.5 m. 
Thus, the bay has a total accommodation of 40,500,000 m3.
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5  �Discussion

The rate of shoreline retreat for Follets Island is nearly equal to the rate of bay 
shoreline retreat as measured by the Bureau of Economic Geology (Morton et al. 
2004; Paine et al. 2012). Our data show exposure of back-barrier sediments in the 
shoreface. Our results also show that the washover accumulation rate accounts for a 
little over half the volume of sand estimated from the shoreline erosion rate.

Cores that penetrated Follets Island reveal that the sand that composes the island 
is less than 2 m thick (similar to Onslow Beach discussed in Rodriguez et al. this 
volume). Compared to other Texas barriers (Bernard et  al. 1959; Morton and 
Amdurer 1974; Wilkinson 1975; Wilkinson and Basse 1978; Rodriguez et al. 2001; 
Simms et al. 2006; Wallace and Anderson 2010; Anderson et al. 2014), it is the thin-
nest barrier island on the Texas coast. Likewise, cores from the upper shoreface 
sampled no more than 1.5 m of sand and CHIRP profiles indicate very thin to no 
lower shoreface deposits below approximately 4 m water depth (Carlin et al. 2015). 
This is in stark contrast to other portions of the Texas coast where shoreface depos-
its are thicker and extend to the toe of the shoreface between approximately 8 and 
12  m water depth (Siringan and Anderson 1994; Rodriguez et  al. 2004). These 
observations suggest that the barrier has been sand-starved in historical time.

Sediment cores sampled two transgressive surfaces, a flooding surface (lower) 
and an erosional shoreface surface (upper). The upper surface places beach facies 
and upper shoreface deposits on top of back-barrier and fluvial-deltaic deposits. 
Both surfaces occur above the level of transgressive ravinement for the upper Texas 
coast, which is at about −8 m in this area (Siringan and Anderson 1994; Rodriguez 
et al. 2001; Wallace et al. 2010). The Transgressive Ravinement Surface (TRS) gen-
erally coincides with the toe of the shoreface and is marked by marine mud that 
onlaps Pleistocene deposits. The depth of the TRS indicates that it is coincident with 
storm wave base (Wallace et al. 2010).

Most models for shoreface and shoreline retreat rely on transgressive ravinement 
and assume an equilibrium shoreface configuration to account for translation (e.g. 
Bruun 1954, 1962; Swift 1976; Thieler et al. 2000). These models are applicable to 
Galveston Island and Mustang Island, where offshore core coverage allows detailed 
stratigraphic analysis (Siringan and Anderson 1994; Rodriguez et al. 2004; Wallace 
et  al. 2010). But, in the case of Follets Island, the shoreface ravinement surface 
shows a decoupling between the upper and lower shoreface, and a coupling between 
upper shoreface and back-barrier (e.g., Stive and de Vriend 1995; Cowell et  al. 
2003). The equilibrium shoreface profile assumption does not hold in this case, at 
least over short timescales (i.e., the shoreface might be out-of equilibrium: Moore 
et al. 2010; Lorenzo-Trueba and Ashton 2014). Sediments from the upper shoreface 
are reworked landwards, exposing back-barrier deposits buried only by a thin veneer 
of upper shoreface and beach sand. This is consistent with observations of Carlin 
et al. (2015), who examined beach and offshore profiles collected before and after 
Hurricane Ike, which made landfall in 2008 approximately 20 km east of Follets 
Island but breached the island in 75 places (Harter et al. 2015). They noted little 
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change in the lower shoreface profile but a shift in the profile of the upper shoreface 
and beach that indicates landward movement of sand. This is consistent with the 
rollover process. Shell debris and shell lags are ubiquitous in cores collected from 
the upper surface, and record episodes of storm erosion (Fig. 8). The reason for the 
shallowness (~2 m) of this surface remains uncertain.

The millennial timescale overwash flux for Follets Island is about 2300 m3/year 
(~0.23 m3/m/year) (Wallace et al. 2010). Compared to the current rate of ~15,200 m3/
year (1.52 m3/m/year), the historical rate is about an order of magnitude faster than 
the long-term rate. In addition, grain size analyses of the bay sediment qualitatively 
indicate that distal overwash fluxes have been much higher recently than they were 
on the millennial timescale; sand content in the present bay sediment is significant, 
while it is negligible where the bay sediment outcrops on the shoreface. Our esti-
mates of total overwash volume deposited in ~70 years is ~1,064,000 m3 (overwash 
flux ~1.52 m3/m/year). A total volume of ~2,100,000 m3 (3.0 m3/m/year) of sand 
was eroded from the shoreface and beach over the same period of observation. Thus, 
overwash processes account for a little over half of the sand produced by shoreline 
erosion in historical time. The other half is likely being transported farther west via 
alongshore transport (Wallace et  al. 2010) and spread out in the shoreface and 
downdrift beaches. The barrier is estimated to have translated landwards to the pres-
ent location at a rate of 0.17–0.27 m/year during the past 3 ka, which is an order of 
magnitude slower than the current rate.

The back-barrier accommodation is 40,500,000 m3 (the areal extent of Christmas 
Bay is ~27,000,000 m2 and water depth averages 1.5 m). The volume of sand in 
Follets Island is ~14,000,000 m3 (5,500,000 m3 sand for the barrier and 8,500,000 m3 
sand in the back-barrier). Thus, back-barrier accommodation is about three times 
greater than the volume of sand in Follets Island.

Back-barrier morphology, vegetation, and substrate slope also control overwash 
rates. Barrier islands with low-gradient substrates and back-barrier accommodation 
space migrate rapidly (Swift and Moslow 1982; Pilkey and Davis 1987; Cowell 
et  al. 2003; Storms and Swift 2003; Stolper et  al. 2005; Donnelly et  al. 2006; 
FitzGerald et al. 2008; Moore et al. 2010; Brenner et al. 2015). Overwash is remov-
ing and transporting half of the available sand landwards from the undernourished 
barrier. Therefore, this depletion will likely cause barrier over-stepping (negative 
sediment budget) during sea-level rise (Cowell et al. 1995; Stolper et al. 2005).

Because only about half of the eroded shoreline sand is deposited as overwash, 
the barrier is getting lower and narrower, which will likely lead to increases in over-
wash flux in the future (Schwartz 1975; Cowell et  al. 2003; Stolper et  al. 2005; 
Rosati et al. 2006; FitzGerald et al. 2008; Park and Edge 2011). Low-gradient, nar-
row barrier islands are prone to overwash and therefore to multiple breaches, espe-
cially during accelerated sea-level rise, potentially leading to barrier disintegration 
and break up (such as identified for pre-historical time along the North Carolina 
Outer Banks by Mallinson et  al. this volume). Given that accommodation of 
Christmas Bay greatly exceeds sand available in the barrier island system and that 
sand supply rates are diminished, the island will likely transition from a subaerial 
barrier to subaqueous shoals in the foreseeable future, similar to environments like 
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the Chandeleur Islands and the central Mexico coast. Extrapolating the historical 
fluxes of overwash and shoreline erosion rates, we estimate that Follets Island will 
likely drown in ~260  years (see Sect. 4.3.2). This estimate, however, does not 
account for the effect of accelerated sea-level rise and barrier narrowing.

Storm frequency along the Texas coast does not appear to have increased in his-
torical time relative to the late Holocene (Wallace and Anderson 2010), although 
stronger but fewer storms are projected globally by the end of the century (Lin et al. 
2012; Woodruff et al. 2013). Storms dominate shoreface erosion, but the interplay 
between sea-level rise and sediment supply is the main driver of the long-term rate 
of shoreline retreat (Woodruff et al. 2013). Therefore, storms are not the sole cause 
of increased erosion and washover of Follets Island.

Most of the barriers of the Texas Coast were formed less than 5000 years ago 
when the sea-level rise rate in the northern Gulf of Mexico region decreased from 
an average rate of 1.4 mm/year to about 0.4–0.6 mm/year (Milliken et  al. 2008; 
Anderson et  al. 2014). Current sea-level rise in the region is estimated to be 
~3.0 mm/year (NOAA 2015), or about five times the rate when most Texas barriers 
were formed. This does not account for subsidence, which depends on rates of com-
paction of Holocene sediments (Törnqvist et al. 2008), and more than double sea-
level rise rates locally.

Field observations from Rodriguez et al. (this volume) suggest an abrupt increase 
in the rate of sea-level rise makes barrier islands vulnerable to overwash leading to 
reductions in the width and height of a barrier and increasing the rate of shoreline 
retreat. Additionally, recent modeling efforts (Moore et al. 2010; Lorenzo-Trueba 
and Ashton 2014; Cowell and Kinsela this volume; Murray and Moore this volume; 
Ashton and Lorenzo-Trueba this volume) emphasize the sensitivity of barrier island 
response to sea-level rise. In particular, using generic island characteristics similar 
to those used by Lorenzo-Trueba and Ashton (2014) (see Table 2), we find that a 
change in sea-level rise rate from 1 to 10 mm/year can result in a 4-fold increase in 
the magnitude of shoreline retreat within a 100-year time period (Fig.  12). This 
result does not depend on the maximum overwash flux used as an input in the model. 
Although more analysis is needed, we suggest that the acceleration in sea-level rise 

Table 2  Input parameter 
values used in Fig. 12

Parameter Units Value

Maximum overwash flux m3/m/
year

10, 20, 30

Shoreface response rate m3/m/
year

5,000

Equilibrium shoreface 
slope

– 0.02

Shoreface toe depth m 10
Equilibrium island width m 400
Equilibrium island height m 2
Back-barrier lagoon slope m 10−4

Sea-level rise rate mm/year 0–10
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has played a significant role on the unprecedented rate of shoreline erosion of 
Follets Island.

Diminished sand supply is likely also contributing to the unprecedented erosion 
on Follets Island. Sand supply from the east is regulated by dynamic processes 
operating within the San Luis Pass tidal inlet/delta complex, and sand rarely dis-
charges from the inlet towards Follets (Wallace and Anderson 2013). The east end 
of Follets Island has experienced significant erosion during historical time (Fig. 2a) 
and this sand is moving west (Wallace et al. 2010). In addition, diversion of the 
Brazos River mouth from its pre-1929 location at Surfside Beach and construction 
of jetties at the former river mouth (at the west end of Follets Island) have blocked 
sand delivery from the west (Morton and Pieper 1975) (Fig. 1). The State of Texas 

Fig. 12  (a) Barrier model setup and components (Lorenzo-Trueba and Ashton 2014). Note the 
strong exaggeration of the vertical scale. (b) Shoreline retreat during barrier landward migration as 
a function of the sea-level rise rate. Input parameter values are included in Table 2
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has undertaken several beach nourishment projects at Surfside Beach in recent 
decades only to have nourishment sands disappear within months of when these 
projects where completed.

Follets Island could transition from a rollover subaerial barrier to subaqueous 
shoals within the next few centuries. Exactly when this will happen depends on the 
number and magnitude of storms that will impact the island during this time. 
Regardless, the role of the island as a natural barrier to storm impact on inland areas 
will significantly diminish. Our volume and flux estimates indicate that sustaining 
the island by beach nourishment would require volumes of sand that currently do 
not exist in the nearshore zone as little sand exists seaward of the upper shoreface to 
a distance of approximately 40 km offshore (Anderson et al. 2014). Given the pau-
city of sand available to Follets Island and high rates of overwash, sand nourishment 
would have to come from sources on the continental shelf that are far removed from 
the island.

6  �Conclusions

Follets Island is the thinnest barrier island and one of the fastest retreating islands 
on the Texas coast. Landward translation of the island is manifest as a surface of 
erosion, ~1.5 m deep, which is a sharp, planar surface that separates back-barrier 
deposits from overlying shoreface-foreshore deposits. Our results show that current 
shoreline erosion rates for Follets Island are unprecedented, with current rates being 
as much as an order of magnitude faster than the long-term (millennial) rate. This 
increase was associated with an increase in sand overwash rates over historic rela-
tive to geologic time.

Results show that the washover flux for the island accounts for at least half the 
volume of sand produced by shoreline erosion. Accelerated sea-level rise and dimin-
ished sand supply are considered the key causes of unprecedented shoreline erosion 
of the barrier.

At the current rate of shoreline retreat and overwash, coupled with the dimin-
ished sand supply and large back-barrier accommodation of Christmas Bay, Follets 
Island could transition from a rollover subaerial barrier to subaqueous shoals in the 
next few centuries. Its role as a barrier to storm impact is being significantly dimin-
ished. Barriers similarly impacted by accelerated sea-level rise and reduced sand 
supply could suffer the same fate.
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Role of the Foredune in Controlling Barrier 
Island Response to Sea Level Rise

Chris Houser, Patrick Barrineau, Brianna Hammond, Brooke Saari, 
Elizabeth Rentschler, Sarah Trimble, Phil Wernette, Bradley Weymer, 
and Shelby Young

Abstract  The height, volume, and alongshore extent of the foredune are primary 
controls on the response of barrier islands to the elevated storm surge that accompa-
nies hurricanes and extra-tropical storms. In this respect, the ability of the foredune 
to recover following a storm determines whether a barrier island can maintain eleva-
tion as sea level rises and the island migrates landward through the redistribution of 
sediment to the back of the island through washover and breaching. This chapter 
provides a review of a body of recent fieldwork on the role of the foredune in con-
trolling island transgression. It is argued that the role of the foredune to control 
washover and island transgression is analogous to that of a variable resistor in an 
electrical circuit, with the strength of the resistor dependent on the ability of the 
dune to recover in height and extent following each storm. Recovery of the foredune 
requires that sediment removed to the nearshore during a storm be returned to the 
beachface through the landward migration and welding of the innermost bars where 
it is eventually transported to the backshore and trapped by vegetation. Field obser-
vations from Padre Island in Texas, Santa Rosa Island in Florida, and Assateague 
Island in Virginia suggest that the recovery of dune height can be modeled using a 
sigmoidal growth curve, and that recovery can take up to a decade. The slow rate of 
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dune recovery suggests that the resiliency of barrier islands to sea level rise is 
dependent on whether there is a change in the frequency and magnitude of storm 
events or an interruption to the exchange of sediment among the nearshore, beach, 
and dune. Ultimately, the height and volume of the foredune can be controlled by 
the framework geology (to varying degrees), which determines beach and nearshore 
state through the availability and texture of sediment and structural controls. In this 
respect, the response of barrier islands to sea level rise can be expected to vary 
regionally and alongshore as a reflection of diverse framework geology. The local 
response to sea level rise depends on the ability of the dune to recover following 
storms. Assuming no new sediment from alongshore or offshore sources, an increase 
in the frequency of washover will limit the ability of the dune to recover, and recent 
field evidence suggests that a change in dune height and volume is self-reinforcing, 
which suggests a lack of island resiliency. Further testing is required to determine 
how the field observations and modeling described in this chapter from a select 
group of barrier islands around the United States are applicable to other islands and 
consistent throughout the evolution of a barrier island.

Keywords  Foredunes • Beach-dune interaction • Sediment supply • Recovery • 
Resiliency • Transgression • Assateague island • Santa Rosa Island • Storm surge • 
Storm frequency • Sea level rise

1  �Introduction

Throughout much of the world, barrier islands and spits have become an important 
part of the cultural and economic landscape. Development in support of recreation 
and navigation now dominates many barrier islands (Nordstrom 2000). A large 
number of barrier islands are found along the Atlantic and Gulf coasts of the United 
States where there is a wide flat coastal plain fronted by a wide continental shelf, but 
they are also found along numerous coastlines worldwide (see Stutz and Pilkey 
2011). Barrier islands tend to be in a state of transgression (landward retreat) in 
response to a combination of eustatic sea level rise and local land subsidence 
(together yielding relative sea level rise, in most places), which threaten the cultural 
and economic development on those islands (Houser 2009), but provide ecologi-
cally important ecosystems along backbarrier shorelines such as habitat for endan-
gered waterfowl (Godfrey and Godfrey 1973). Barrier islands are considered 
resilient with a rise in sea level if they are able to maintain elevation, width and 
volume (see Godfrey and Godfrey 1973; Hosier and Cleary 1977), and ecological 
function, which in turn depends on the frequency and extent of washover (see also 
Ashton and Lorenzo-Trueba this volume, Murray and Moore this volume, Odezulu 
et al. this volume, and Rodriguez et al. this volume). The potential for washover and 
breaching and the rate of island transgression depend on the height and alongshore 
extent of coastal dunes relative to the elevation of the storm surge (Thieler and 
Young 1991; Sallenger 2000; Morton 2002; Nott 2006; Houser et al. 2008a, Masetti 
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et al. 2008), which is dependent on the availability of sediment from alongshore and 
offshore sources to maintain the height and volume of the foredune over longer 
timescales (Hequette and Ruz 1991; Psuty 1992; Schwab et al. 2000; Houser et al. 
2008a, b).

Barrier island resiliency, or the ability of an island to return to its previous equi-
librium state (Woodroffe 2007), is dependent on the rate of post-storm dune recovery 
and frequency of following storms. This recovery is directly dependent on sediment 
exchange among nearshore, beach, and dune that is initiated with the landward 
migration and welding of the innermost nearshore bars. Recovery is also dependent 
on the ability of effective dune-building vegetation to colonize and expand within the 
backshore. The time required for the dune to recover to its pre-storm height and vol-
ume, or to a height that prevents significant erosion and breaching during the next 
storm event, depends on the level of impact and can range anywhere from a couple 
of weeks and months for minor scarping to almost a decade in areas where the dune 
was completely overwashed. Due to the disparate timescales of erosion by elevated 
storm surge and post-storm recovery, the resiliency of barrier islands is sensitive to 
changes in the frequency of storm events. A rapid succession of (even relatively 
weak) storms may lead to widespread erosion and washover that can leave an island 
especially vulnerable to further overtopping for decades (see Houser and Hamilton 
2009). If the subsequent storms occur when most of the sediment remains in the 
nearshore or in a recently recovered beach profile, the recovery will be delayed but it 
is possible for the dune to recover to its pre-storm height and volume at or near its 
original position. The rate at which the dune recovers ultimately depends on the rate 
at which the nearshore and beach are restored to their pre-storm equilibrium state 
(Houser et al. 2015). Since the dune is relatively small and potentially discontinuous 
during recovery, the threshold for storm surge to exceed the dune crest elevation is 
lower. As a consequence, there is a greater potential for washover during subsequent 
storms and a loss of the recovered sediment to be moved landward and made unavail-
able for further recovery. Without an adequate supply of sediment from alongshore 
or offshore sources, the recovery of the dune may be limited or delayed by the lack 
of available sediment despite the recovery of the nearshore and beach to their pre-
storm configuration. There is only a finite amount of sediment that is limited by 
moisture (tidal and groundwater) and lag, which means that new sediment needs to 
be supplied from the landward migration of nearshore bars (Aagaard et  al. 1998, 
2004, 2007; Anthony et  al. 2006; Houser and Ellis 2013) or from adjacent areas 
alongshore. Results from Weymer et al. (2015) suggest that the divergence of sedi-
ment during a storm is reflected in the dune morphology and structure and can persist 
for decades after a storm, particularly where the framework geology varies along-
shore (see Lentz and Hapke 2011; Houser 2012). If the recovery of the largest dunes 
is limited, or frequently interrupted by storm surge, there is the potential for the 
island to transition from large continuous dunes, in which transgression is controlled 
and the island is resilient, to small discontinuous dunes that represent a new equilib-
rium state prone to extensive washover, breaching, and even drowning (Fig. 1). This 
conceptual model, based on the field studies described in this review, is consistent 
with the numerical modeling results of Duran Vinent and Moore (2015), who found 
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that islands tend to be high in elevation (i.e., large continuous dunes) when the bio-
physical processes driving dune recovery dominate. When storm erosion is frequent 
and extensive, islands can enter a low-elevation state (characterized by small discon-
tinuous dunes) that makes the island susceptible to erosion and washover during rela-
tively mild storm conditions.

The resiliency of a sandy barrier island and the potential for the island to main-
tain elevation, width, and volume as sea level rises depend on a dune that limits but 
does not completely eliminate washover. In this respect, the role of the foredune in 
moderating barrier island transgression is analogous to that of a variable resistor in 
an electrical circuit and the response of barrier islands to sea level rise depends on 

Fig. 1  Equilibrium states possible with barrier island response to storm frequency and magnitude, 
and sea level rise depending on the complex eco-geomorphic feedback that determines the 
exchange of sediment among the nearshore, beach, and dune. A barrier island will remain resilient 
in an equilibrium state characterized by large, continuous dunes if the exchange of sediment is able 
to keep pace with the rise in sea level. Otherwise, the island will transition towards an equilibrium 
state characterized by small, discontinuous dunes
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the continued function and strength of that resistor. If the dune is tall (compared to 
the storm surge elevation for that region) and continuous alongshore, it can be con-
sidered a strong resistor that is able to limit washover, which in turn promotes island 
narrowing (e.g., Lorenzo-Trueba and Ashton 2014; Timmons et al. 2010) and dune 
scarping leading to blowout development (Davidson-Arnott 2005). In contrast, a 
dune that is relatively short or exhibits considerable variability alongshore can be 
considered a weak resistor that allows for washover and island breaching. The 
strength of the dune as a resistor of washover varies in both time and space and 
ultimately depends on how sediment is exchanged among nearshore, beach, and 
dune. Our understanding of that interaction is complicated by the need and diffi-
culty to link aeolian, swash, and nearshore processes over a sequence of erosional 
and accretionary periods of varying frequency, magnitude, and timing (Fig.  2). 
Predictions of beach-dune sediment budgets and morphological change based on 
empirical relationships are not reliable at the smallest spatial and temporal scales 
(Sherman et al. 1998) and tenuous when extrapolated to the scales relevant to our 
understanding of island transgression (Davidson-Arnott and Law 1990, 1996; 
Davidson-Arnott et al. 2005). The purpose of this chapter is to explore the role of 
the foredune in barrier island response to relative sea level rise and to identify the 

Fig. 2  Schematic of the dune as a variable resistor to the landward transport of sediment in 
response to rising sea levels and the feedback among the processes of the nearshore, beach, and 
dune that determine the strength of that resistor
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multi-scale controls on the continued function and strength of this important but 
often overlooked (variable) resistor of island transgression. The review focuses on 
the results of recent field studies conducted by the authors at Padre Island in Texas, 
Santa Rosa Island in Florida, and Assateague Island in Virginia (Fig. 3). How and if 
the results of these studies are appropriate to other barrier islands and if their rela-
tionships observed hold true through time remains unclear and represents an impor-
tant avenue of future research.

2  �Controls on Dune Height

In general, coastal dune development is dependent on an adequate supply of sedi-
ment from the nearshore or alongshore (Swift 1976), transport of sediment from the 
beachface to the backshore (Bauer and Davidson-Arnott 2003), and vegetation to 
capture that sediment (Nickling and Davidson-Arnott 1990; Davidson-Arnott 2005; 
Davidson-Arnott et al. 2005). In this respect, differences in the rate of development 
and foredune morphology reflect differences in the wind regime, wave climate, tem-
perature and precipitation, littoral sediment supply, sediment size and mineralogy, 
and vegetation type and density (see Olson 1958; Jennings 1964; Ritchie 1972; 
Short and Hesp 1982; Pye 1982, 1983; Hesp 1988; Klijn 1990; Davidson-Arnott 
et al. 2008; Bauer et al. 2009; Zarnetske et al. 2012, 2015; Moore et al. this volume; 

Fig. 3  Map showing location of the primary study sites referred to in this review: Padre Island in 
Texas, Santa Rosa Island in Florida, and Assateague Island in Virginia
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Ruggiero et al. this volume). Field evidence suggests that the alternation between 
erosional and accretionary phases in the beach-dune system throughout the Holocene 
depended on the temporal variability of storm frequency and magnitude (Orford 
et  al. 1999), sediment supply (FitzGerald et  al. 2000), and/or sea-level change 
(Storms et al. 2002). Many coastal dune systems in Western Europe developed dur-
ing the Little Ice Age, in response to a combination of low sea level and strong 
winds (Clemmensen and Murray 2006; Klijn 1990; Pye and Neal 1993; Clemmensen 
et  al. 2001; Wilson et  al. 2001, 2004; Clarke et  al. 2002; Dawson et  al. 2004; 
Matthews and Briffa 2005) capable of transporting available sediment across the 
wide exposed shoreface (Aagaard et al., 2007). A similar pattern of dune building 
and erosion has also been observed around the Great Lakes in response to variations 
in lake level (Olson 1958; Loope and Arbogast 2000; Arbogast et al. 2002, 2004; 
Hansen et al. 2010). In other words, the baseline potential for the foredune to act as 
a variable resistor to island transgression reflects the local relationship between 
sediment supply and sea level rise and fall (see Pilkey and Stutz 2000).

2.1  �Role of the Geologic Framework

The majority of barrier islands are found along passive margins and are underlain 
by older stratigraphic units from the Pleistocene beneath and/or seaward of the 
shoreface interacted with modern morphodynamic processes (Riggs et al. 1995; see 
also Murray and Moore this volume). The supply and texture of sediment to these 
barrier islands is largely dependent on the framework geology, which determines (to 
some degree) the morphology of the shoreface and exerts considerable controls on 
contemporary beach-dune interaction. The morphology of the nearshore-beach-
dune system has been suggested to be controlled by framework geology at multiple 
scales by affecting the alongshore distribution of sediment and slope of the near-
shore and beach (e.g., Riggs et al. 1995; Houser and Mathew 2011), although the 
spatial correlations (or lack thereof) between sub-surface features and surface mor-
phology are not well understood and can be masked by alongshore transport gradi-
ents. Honeycutt and Krantz (2003) identified three ways in which the framework 
geology influences shoreline-change rates and nearshore morphology: (1) 
Differential erosion of underlying sediments creates alongshore variations in shore-
line-change rates, (2) Relict topographic highs and lows slow and hasten shoreline 
retreat, respectively, and (3) Relict deposits of sediment supply local beaches with 
sand. While framework geology has been observed as an important control on East 
and Gulf Coast barrier islands, alongshore sediment transport can overwhelm the 
imprint of framework geology. In the absence of variations in bathymetry and/or 
sediment supply and texture, small-scale variations in the shoreline will ultimately 
be dependent on large-scale gradients over long timescales (see Lazarus et al. 2011).

Previous studies have investigated the relationships between offshore bathyme-
try and alongshore variations in beach-dune morphology (e.g., McNinch 2004; 
Browder and McNinch 2006; Houser 2009; Houser and Mathew 2011). For example, 
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McNinch (2004) investigated the relationships between a series of shore-oblique 
ridges and swales identified in offshore bathymetry to alongshore variations in 
beach-dune morphology. The location of transverse bars coincides with Pleistocene 
paleochannels that were infilled by gravels during the Holocene transgression. 
Portions of the coast fronted by these transverse gravel bars corresponded with 
hotspots of shoreline erosion, which were suggested to be caused by wave refraction 
and focusing on the bars and energy diffusion along the intervening troughs. 
Browder and McNinch (2006) proposed that the framework geology in this region 
is a product of the interaction between the hydrologic regime and relict channel fill 
sediments. Working along the same section of coast, Lazarus et al. (2011) also noted 
a high degree of spatial correlation between the framework geology and coastal 
evolution and morphology at large spatial and temporal scales. Given that dune 
morphology can be directly related to nearshore and beach morphology (e.g., Short 
and Hesp 1982; Houser and Mathew 2011), it is reasonable to presume that dune 
morphology would most closely reflect the framework geology over broad spatial 
and temporal scales.

At Santa Rosa Island in northwest Florida, Houser et al. (2008a, b) used a com-
bination of LiDAR-derived DEMs, seismic surveys, GPR transects, and cores to 
investigate the role of transverse ridges and swales on dune response and recovery 
from Hurricane Ivan in 2004. The ridges and swales are superimposed on lower 
order Pleistocene features and appear to be reinforced and possibly even accreted 
during storms. Areas of the island located landward of the transverse ridges had 
taller and more continuous dunes, while areas of the island coincident with the 
swales had lower, discontinuous dunes (Fig. 4) and also exhibited a greater shore-
line retreat historically (Houser et al. 2008a, b). The ridges are spatially coherent 
and stratigraphically similar to the cuspate spits along the backbarrier shoreline 
following the initial formation of the island through progradation and aggradation 
(Houser 2012). Horizontal layers of mud within the ridges appear to be associated 
with the development of seagrass beds, salt marsh, and maritime forest at the cus-
pate spits and associated shoals. In this respect, Houser (2012) proposes a model in 
which the initial development of cuspate spits along the backbarrier shoreline and 
island transgression leads to the formation of the mud-core ridges, analogous to the 
surface imprint left by the treads of a tire. As the ridge and swale bathymetry devel-
oped on the shoreface, it reinforced the variation in dune height and storm response 
that controls the amount of sediment that reaches the back of the island through 
washover. In other words, the alongshore variation in beach and dune morphology 
on Santa Rosa Island is a reflection of the framework geology, which is in turn a 
reflection of the alongshore variation in dune morphology that developed during the 
Holocene. The end result is an alongshore-alternating transition from high-elveva-
tion dunes at the cuspate headlands to low-elevation dunes between headlands with 
an associated variation in storm response (Fig. 5).
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3  �Beach-Dune Interaction

As outlined by Pye (1990), coastal dune development for a given geologic frame-
work is dependent on a supply of sediment that in many cases results from the 
landward migration and welding of the innermost nearshore bars (see also Swift 
1976; Aagaard et al. 2004; Houser 2009), a sufficient wind and fetch for the trans-
port of sediment from the beachface to the backshore (Bauer and Davidson-Arnott 
2003), and vegetation to capture the sediment transferred from the nearshore to the 
beach to the backshore (Nickling and Davidson-Arnott 1990; Davidson-Arnott 
2005; Davidson-Arnott et al. 2005). The development and recovery of foredunes 
has been suggested to depend on the synchronization of transport potential (i.e., the 
wind) and the availability of sediment from the nearshore, both of which may be 
affected by rising sea level and a change in the frequency and/or magnitude of 
storms (Houser 2009). The dynamic nature of the foredune is the reason that this 
resistor to island transgression is considered variable.

Fig. 4  Conceptual model of the spatial relationships between the framework geology and island 
morphology in response to sea level rise (from Houser 2012) and a representative LiDAR (Light 
Detection and Ranging) digital elevation model showing alongshore variation in dune and island 
morphology
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3.1  �Sediment Supply from the Nearshore

In many cases, the sediment required for beach and dune recovery comes from the 
landward migration and welding of the bar(s) (Aagaard et al. 1998; Aagaard et al. 
2006; Christiansen and Davidson-Arnott 2004; Aagaard et  al. 2004; Houser and 
Greenwood 2005, 2007) or from sediment delivered by surf zone circulation pro-
cesses and deposited by swash processes (Ruessink and Jeuken 2002; Pritchard and 
Hogg 2005; Lapinskis 2005; Houser and Barrett 2010). Bar migration is a response 

Fig. 5  Oblique aerial photographs of storm impact from Hurricanes Ivan (2004) and Dennis 
(2005) showing pre- and post-storm island morphology at the cuspate headlands and between 
headlands. Also shown is the extent of washover at and between the headlands
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to wave breaking at the crest of the bar, even if only a small fraction of the waves 
are breaking (Houser and Greenwood 2005, 2007). Bars migrate offshore in 
response to large cross-shore gradients in the sediment transport induced by quasi-
steady, near-bottom, offshore flows (bed return flow), and group-bound long waves. 
Onshore bar migration is a response to sediment transport by incident gravity waves, 
with the direction of transport determined by the asymmetry between the onshore 
wave velocity and the offshore wave velocity in the absence of a strong bed return 
flow. The behavior of the innermost bars is dependent on the transformation of the 
wave field by the bars farther offshore (see Houser and Greenwood 2005); only 
when the outermost bar moves offshore is the innermost bar able to move offshore 
as wave breaking intensifies on its crest (see Houser and Greenwood 2005). Since 
storm waves are dissipated through breaking on nearshore bars and berms, their 
energy is reduced and the beach, backshore, and dunes are afforded some protection 
during a storm or subsequent storms. In this respect, the supply of sediment from 
the nearshore to the beachface depends on the frequency and sequencing of storm 
and calm-wave events, with the spatial and temporal patterns of sediment transport 
directed (to varying degrees) by that morphology (e.g., Wright and Short 1984).

Landward migration of subtidal and intertidal bars on the gently sloping dissipa-
tive shoreface of Skallingen, Denmark, is a consequence of a persistent onshore-
directed transport, particularly within the intertidal zone (Houser and Greenwood 
2007; Houser et al. 2006) and a relatively weak undertow currents (Aagaard et al. 
2004). The persistent landward migration of the bars suggests that dune develop-
ment on this eroding coast is a reflection of the near-continuous sediment supply 
from offshore rather than a beach state that promotes aeolian transport across the 
beach and backshore. However, the landward migration of the subtidal and inter-
tidal bars at Skallingen is not representative of the offshore bar migration observed 
further south on the Dutch Coast (see Ruessink and Kroon 1994; Wijnberg and 
Terwindt 1995) and in New Zealand (Shand 2003) or the cyclical bar migration 
observed at Duck North Carolina (Lippmann and Holman 1990) and northwest 
Florida (Houser et al. 2013). In the absence of intertidal bars welding to the beach, 
the recovery of the beachface and backshore is dependent on the swash emplace-
ment of sediment advected landward through the inner-nearshore (Hughes et  al. 
1997; Butt et al. 2004; Jackson et al. 2004; Pritchard and Hogg 2005). Recent evi-
dence from Houser and Barrett (2010) suggests that the balance between erosional 
and accretionary swash depends on the seaward boundary condition of the swash 
zone. Specifically, the hydrodynamics, sediment transport, and evolution of the 
swash zone vary in response to the evolution of the nearshore (see Wright and Short 
1984); as the nearshore evolves during and following storms, so will the swash zone 
and the availability of sediment for the dune (Houser and Barrett 2010).

A conceptual model developed by Davidson-Arnott (2005) suggests that sea 
level rise alone should have no impact on the availability of sediment from the near-
shore for dune development and recovery. Unlike the Bruun rule, the model predicts 
a net landward migration of subtidal and intertidal bars to maintain an equilibrium 
profile in which the bars are positioned at the breakpoint (see Fig. 1; High Island). 
Rising sea levels, however, will allow relatively small storms to scarp the dunes, 
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with the sediment being transferred back to the littoral budget. Wind over a scarped 
dune increases the transport of sediment from the seaward face of the dune to the 
crest and over to the landward (lee) slope (see Psuty 1992; Law and Davidson-
Arnott 1990; Nickling and Davidson-Arnott 1990; Davidson-Arnott and Law 1996; 
Aagaard et al. 1998, 2004; Ollerhead et al. 2013) and hastened through the develop-
ment of blowouts (Hesp 2002; Jewell et al. 2014). However, it is not clear how an 
increase in the frequency and/or magnitude of storm events capable of overwashing 
and breaching the dune will affect the response of the nearshore profile and the abil-
ity of sediment to be transferred from the nearshore to the dune, and whether that 
may transition the island to a new equilibrium characterized by small discontinuous 
dunes (Fig. 1).

3.2  �Transport Potential

The amount of sediment transported from the beach to the dune is partly dependent 
on the morphodynamic state of the beach and nearshore as determined by the sedi-
ment texture and the incident wave energy (Short and Hesp 1982). In general, there 
is less flow disturbance and greater sediment transport off and across dissipative 
beaches (Hsu 1977; Sherman et al. 1998; Kaimal and Finnigan 1994). In contrast, 
the wind is accelerated across the foreshore and berm crest on steep reflective 
beaches, leading to flow separation landward of the crest (Bauer et al. 1996) and the 
inability of the boundary layer to adjust (Short and Hesp 1982), which limits sedi-
ment transport. Intermediate beaches exhibit considerable variability in form from 
relatively steep beachface at the reflective end of the spectrum to relatively flat at the 
dissipative end of the spectrum. Where there are bar structures on the beachface, the 
boundary layer is unable to adjust, thereby limiting sediment transport (Short and 
Hesp 1982; Houser et al. 2009). In general, intermediate beaches tend to be associ-
ated with parabolic dune fields, while reflective and dissipative beaches tend to be 
associated with small dune fields or transgressive dune fields respectively (Short 
and Hesp 1982). As observed by Hesp et al. (2005), growth of the dune can lead to 
a stagnation point directly at the base of the dune that promotes deposition and the 
landward expansion of the dune or the development of a new dune system. Similar 
results are presented in the modeling work of Duran and Moore (2013).

The transport potential is not just dependent on whether or not the nearshore and 
beach are dissipative or reflective. Morton et al. (1994) observed that the narrow 
beach width on developed beaches limited dune recovery. In response to this and 
similar observations, Bauer and Davidson-Arnott (2003) present a model to show 
that in some settings oblique winds are largely responsible for transport of sediment 
from beach to dune, assuming that there is an unlimited supply of sediment in the 
backshore and across the beach. The amount of sediment transferred to the dune, 
then, partly depends on the orientation of the beach relative to the predominant 
wind, which means that the transport of sediment from the beach to the dune as the 
profile migrates landward is sensitive to changes in the local wind climate and how 
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the beach width varies seasonally. A change in beach width may also result from the 
alongshore migration of sand waves (Stewart and Davidson-Arnott 1988; Ruessink 
and Jeuken 2002), which provides more sediment for aeolian transport and greater 
protection to the dune toe during storms. In lacustrine environments, the width of 
the backshore is also closely tied to water levels, such that low water levels promote 
dune recovery and progradation, whereas high water levels allow even moderate 
storms to erode the foredune and reset the recovery (Saunders and Davidson-Arnott 
1990). In the same way, changes in sea level at storm, seasonal, and decadal scales 
will also affect the beach width, which can in turn alter the transport potential 
(Bauer and Davidson-Arnott 2003), the availability of sediment available for trans-
port (Davidson-Arnott and van Heyningen 2003), and the potential for erosion of 
the dune toe (Davidson-Arnott 1988). As wind speeds increase above threshold for 
aeolian transport, the potential for storm surge capable of flooding the beach 
increases. It is, therefore, reasonable to expect that there is a narrow spatial or tem-
poral window in which sediment can be transported to the dune before the storm 
surge extends into the backshore and the transport system begins to shut down (see 
Delgado-Fernandez and Davidson-Arnott 2011).

3.3  �Vegetation

The type of vegetation present on a barrier island depends on the amount of sedi-
ment being transported from beach to dune and the rate of sand accretion (Maun 
1998). Woody shrubs and herbaceous plants are partially to fully intolerant of burial 
and sand blasting, while grasses can thrive with intermediate rates of burial (Nickling 
and Wolfe 1994; Maun 1998). As a consequence, the ability of dune vegetation to 
capture sediment and promote vertical growth relies on the degree to which a spe-
cies is burial-tolerant, which in turn is controlled by the sediment transport potential 
at a particular location (Ranwell 1958; Hewett 1970; Van der Valk 1974; Moreno-
Casasola 1986; Sykes and Wilson 1990; Zhang and Maun 1989; Kent et al. 2001; 
Maun 2004). Dune vegetation can be classified into three categories: dune builders, 
burial-tolerant stabilizers (or maintainer species), and burial-intolerant stabilizers 
(Miller et al. 2010). The plant communities found in different geomorphic control 
regimes of barrier islands are dependent on the individual species response and 
adaptations to stresses placed on plants by the coastal dune environment (Zhang and 
Maun 1992; Maun 1996; Amsberry et al. 2000; Feagin and Wu 2007). Areas prone 
to washover because dune height or greater storm surge potential typically have 
low-profile dunes covered by burial-tolerant vegetation, while areas with less fre-
quent washover have burial-intolerant vegetation and larger dunes (Stallins and 
Parker 2003; Wolner et al. 2013). Dune-builder species and burial-tolerant stabiliz-
ers are both well-adapted to salt exposure; the former are able to grow vertically in 
response to limited burial, and the latter are adapted to frequent burial. Burial-
tolerant species are capable of quickly colonizing the exposed sand of overwash 
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terraces by creeping low to the ground and are often the first vegetation types to 
recover to their pre-storm extent.

It follows that vegetation type is controlled by the frequency of disturbance on a 
barrier island (Wolner et al. 2013). Dunes that experience frequent overwash are 
colonized by maintainer species that have adjusted to frequent disturbance through 
a shorter lifespan and the production of numerous offspring. If there is insufficient 
time for plant communities to recover following a storm, there is the potential for 
maintainer species to become the dominant vegetation cover (Wolner et al. 2013). 
Since the low profile of maintainer species does not promote the deposition of sedi-
ment transferred from the beach to the backshore as rapidly as dune builders, fre-
quent disturbance increases the dominance and extent of maintainer species leading 
to low dunes that increase the frequency of washover (Stallins and Parker 2003; 
Wolner et al. 2013). In contrast, dune-building species dominate where there is lim-
ited disturbance due to the limited time required for these species to expand, primar-
ily through rhizomes, and for the new seedlings to grow to a size capable of 
promoting the deposition of sediment and rapid dune growth. The different growth 
strategies and tolerance to burial create an eco-geomorphic feedback that reinforces 
the height, extent, and volume of the foredune and determine its strength as a resis-
tor to island transgression, with different species giving rise to different dune shapes 
(see Ruggiero et al. this volume). In other words, an increase in the frequency and/or 
magnitude of storm surge has the potential to promote burial-tolerant species and 
the development of low dunes and a new equilibrium state (Hosier and Cleary 1977; 
Stallins and Parker 2003; Wolner et al. 2013), though this low dune state may also 
be achieved by feedbacks between the growth rate of dunes and storm frequency 
alone, without the aid of maintainer species (Duran Vinent and Moore 2015; Moore 
et al. this volume).

4  �Foredune Erosion and Recovery

The impact of storm surge depends on the elevation and duration of the surge rela-
tive to the elevation of the dune toe and crest (Sallenger 2000). Assuming no new 
sources of sediment from offshore or alongshore sources, foredune height is depen-
dent on the time elapsed since the most recent storm, the magnitude of change 
induced during that event, and the rate of post-storm recovery (Houser and Hamilton 
2009; Houser et al. 2015). Storms can have a range of impacts, from minor scarping 
at the base of the dune to overwash and/or breaching (Sallenger 2000; Hesp 2002); 
the length of time required for recovery depends on the degree of storm impact 
(Fig. 6). This suggests that the height, volume, and extent of the dune is sensitive to 
changes in the frequency and/or magnitude of storm events. As an example of how 
a change in storm frequency can affect an island, the storm surge of Hurricanes 
Dennis and Katrina at Santa Rosa Island should have only resulted in minor dune 
scarping had it not been for the loss of dune height during Hurricane Ivan the year 
before. Because the time between events was insufficient for the dunes to recover, 
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the storm surge of Hurricanes Dennis and Katrina caused widespread washover and 
erosion, damaging infrastructure that had been recently repaired (Houser 2009). If 
several storms occur in quick succession and limit dune recovery, there is the poten-
tial for a loss of island resiliency and rapid transgression (see Houser and Hamilton 
2009).

Results from Galveston Island, Texas (Morton et  al. 1994), and Santa Rosa 
Island, Florida (Houser et al. 2015), suggest that post-storm dune recovery can take 
up to 10 years following a storm that causes extensive washover. Post-storm recov-
ery of dune crest (Dc), height (DH), and volume (Dv) to their pre-storm state or some 
long-term equilibrium height can be described using the growth model of Verhulst 
(1838):
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where N is a system attribute (i.e., dune height), r is the growth rate, t is the time 
elapsed since the last disturbance, and K is the upper boundary (asymptote) of dune 
growth. Integration of Eq. 1 gives:
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where Nt is the height of the dune at time t, No is the initial height of the dune (t=0), 
and e is the base of the natural logarithm (see Hugenholtz and Wolfe 2005). The 
sigmoidal curve reflects the slow recovery of the beach and backshore to provide a 

Fig. 6.  Change in dune height as a consequence in response to storms of different impact (swash, 
collision, and washover; Sallenger 2000) and the long-term persistence of a high-island state 
dependent on the frequency of storm events
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supply of sediment to be captured by the vegetation that needs to recolonize the 
eroded area (Rentschlar 2014) before the dune can recover. As observed by Houser 
et  al. (2015), recovery of island volume through the landward migration of the 
innermost bars can take up to 2 years followed by the recovery of vegetation up to 
5 years after the storm (Fig. 7). Results from Hammond (2015) suggest that sections 
of Assateague Island National Seashore with relatively small pre-storm dunes 
recovered within ~3 years, but ceased to recover further due to the lack of sediment 
for further dune development. This suggests that there is a limit to recovery in low 
sections of the island. In contrast, the largest dunes continued to recover after 3 
years, suggesting that the height of recovered dunes is related to the height of the 
pre-storm dunes. This in turn determines how much sediment is transferred land-
ward and seaward during storms and the potential for vegetation to persist.

The sigmoidal nature of the recovery curves presented in Fig. 7 can be described 
with respect to the four stages of dune recovery following a storm event described 
by Morton et al. (1994). The first stage of recovery begins immediately after the 
storm and can last a few weeks or up to a year, depending on the severity of the 
storm (Sallenger 2000). This stage is characterized by berm reconstruction and 
steepening of the beach face. Specifically, sediment is returned to the beachface and 
the beach undergoes gradual accretion as the innermost bar migrates landward and 
welds to the beachface, leading to a steep beach ridge in reflective environments or 
a low-gradient berm in more dissipative environments. As noted, landward migra-
tion of nearshore bars is driven by the waves as they shoal across the bar during 
fair-weather conditions (Elgar et al. 2001; Houser et al. 2006), with recovery and 
beach welding taking a season or even several years following a large storm or mul-
tiple storms in succession (Lee et al. 1998). The second stage of recovery involves 
sediment deposition in the backshore and lengthening of the available fetch. This 
can either occur between storms, when winds tend to be below the transport thresh-

Fig. 7  Dune height recovery curves for similarly sized dunes on Galveston Island (Morton et al. 
1994), Santa Rosa Island (Houser et  al. 2015), and Assateague Island (Hammond 2015). Also 
shown is the approximate timing for recovery of the beach and nearshore (Stages 1 and 2; Morton 
et al. 1994), recovery of dune-building vegetation (Stage 3), and recovery of the dune to its pre-
storm height (Stage 4)
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old, or during storms, through the landward migration of subtidal and intertidal bars 
(Houser and Greenwood 2005, 2007), the alongshore migration of sandwaves (Law 
and Davidson-Arnott 1990, 1996), or in response to lake levels (Saunders and 
Davidson-Arnott 1990). As the beach widens, the amount of available dry sediment 
increases, allowing for transport from the beach to the dune system.

Stage 3 is characterized by aeolian transport across the beach and backshore to 
the embryo dune when either dune building or maintainer species have been able to 
colonize. Since storm winds capable of entraining sediment are usually accompa-
nied by elevated water levels (Ruz and Meur-Ferec 2004; Delgado-Fernandez and 
Davidson-Arnott 2011) and precipitation (Keijsers et al. 2012), it is reasonable to 
assume that sediment only becomes available to the dunes when the backshore 
expands and allows for the development/recovery of a dune ramp (Christiansen and 
Davidson-Arnott 2004). While aeolian transport is possible as soon as the upper-
beach and any washover deposits become dry, the expansion of the backshore is 
required to increase the fetch length, which controls the amount of sediment 
exchanged from the beach to the dune (Davidson-Arnott 1988; Davidson-Arnott 
and Law 1990, 1996; Bauer and Davidson-Arnott 2003; Houser 2009). The rate of 
aeolian transport to the recovering dune is complicated by the presence of a moist 
sand surface (c.f., Namikas and Sherman 1995; McKenna Neuman 2003; Jackson 
and Nordstrom 1997; Wiggs et al. 2004), surface crusting (c.f., Leys and Eldridge 
1998; Rice and McEwan 2001), topographic variability (c.f., Iversen and Rasmussen 
1999; Hesp et al. 2005), and flotsam including woody debris (c.f., Walker and Barrie 
2006; Eamer and Walker 2010), seasonal berm colonizers, shell lag (Wolner et al. 
2013), and seaweed (Houser et al. 2012). Depending on how the availability of sedi-
ment and the transport potential are synchronized (see Houser 2009), this part of the 
recovery can take several years.

Stage 4 occurs after the initial establishment of vegetation and involves the 
growth of “taller, wider, continuous, and more densely vegetated” dunes (Morton 
et al. 1994). Depending on the extent to which the roots and rhizomes are impacted, 
this stage of recovery can take two to eight years if the roots and rhizomes are not 
destroyed during the disturbance (Brodhead and Godfrey 1979; Houser et al. 2013). 
The faster the vegetation emerges, the more likely it will remain viable (Maun 2009) 
and the dunes can recover faster. Vegetation recovery after Hurricane Opal depended 
on the presence of seed banks, vegetation fragments, and rhizomes that survived the 
storm (Snyder and Boss 2002). This is consistent with Hesp (1988) who argued that 
the morphology of the incipient foredune is dependent on the mode of beach coloniza-
tion, plant density, and distribution, and that the species available for recolonization 
are, in turn, dependent on the beach state. The biodiversity and total number of plants 
present on a beach decreases with an increase in the frequency of storms (Gornish 
and Miller 2010; Miller et al. 2010), with a transition to maintainer species that are 
ineffective dune builders (Hosier and Cleary 1977; Stallins and Parker 2003; Wolner 
et al. 2013; Duran Vinent and Moore 2015). The rate of vegetation and dune recovery 
is fastest for maintainer species, but ultimately the height of the dune is limited if 
dune builders do not become established (Rentschlar 2014; Hammond 2015).
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4.1  �Dune Recovery at Santa Rosa Island

The recovery of Santa Rosa Island after Hurricane Ivan in 2004 exhibited consider-
able variability alongshore in response to the presence of the ridge and swale 
bathymetry (Fig. 8) and the persistence of vegetation within the Fort Pickens section 
of the Gulf Islands National Seashore (Houser and Hamilton 2009). The largest 
dunes landward of the shoreface ridges limit washover penetration and most of the 
sediment eroded from the dunes during a storm was transported seaward and depos-
ited as nearshore bars. In contrast, the sections of the island landward of the swales 
had relatively small discontinuous dunes leading to overwash to the backbarrier 
shoreline and in some cases beyond. Because of greater overwash frequency, nar-
row sections of the island were dominated by maintainer species and dune recovery 
was limited due to the lack of sediment available from the nearshore and limited 
aeolian transport potential. Although recovery was limited overall, the rate of recov-
ery was faster in narrow sections of the island compared to the wider sections of the 
island that experienced limited overwash.

Recovery was faster in the Fort Pickens section of the Gulf Islands National 
Seashore due to the persistence of vegetation despite this section being immediately 
east of the storm track for Hurricane Ivan (Houser and Hamilton 2009). The persis-
tence of vegetation occurred along the low-profile backbarrier dune that had devel-
oped landward of the primary access road to Fort Pickens. Shoreline retreat caused 
this dune to become the most landward form due to shoreline retreat during 
Hurricanes Ivan, Dennis, and Katrina, and growth of the dune was initiated as soon 
as the beach and backshore recovered. Saari (2015) examined the relative impor-
tance of sediment supply, transport potential, and the presence of vegetation across 
areas of Santa Rosa Island that experienced different levels of storm impact. Sections 
of the island that experienced only beach and backshore erosion exhibited limited 
aeolian transport, but exhibited continued growth of the dune due to the presence of 
topographic gradients and vegetation cover. In contrast, the areas of the island that 
experienced extensive overwash and breaching also experienced greater aeolian 
transport, but little to no deposition due to the lack of topographically forced trans-
port gradients and vegetation cover.

4.2  �Storm Frequency and Sequencing

Although it has been shown that an increase in the frequency and/or magnitude of 
storms has the potential to promote burial-tolerant species and the development of a 
new low-dune equilibrium state (Hosier and Cleary 1977; Stallins and Parker 2003; 
Wolner et al. 2013; Duran Vinent and Moore 2015), it is not clear how the equilib-
rium state of the island depends on the sequencing of those storms. A simple model 
was developed for this review to examine how storm sequencing may affect island 
response to sea level rise. Following Larson et al. (2004), the erosion of the dune is 
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estimated using “wave impact theory” in which it is assumed that there is a linear 
relationship between the strength of the swash bores impacting the dune and the 
volume of sediment eroded from the average dune on Santa Rosa Island before 
Hurricane Ivan made landfall. Recovery from that point was based on the recovery 

Fig. 8.  Alongshore variability of storm response and recovery at Santa Rosa Island corresponding 
to the “sections of island with large dunes at the cuspate headlands and the relatively low-elevation 
sections of the island between headlands.” Shown is the LiDAR digital elevation model for (a) 
Pre-Hurricane Ivan (May 2004), (b) Post-Hurricane Ivan (September 2004), and (c) post-storm 
recovery in 2010
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curves for Galveston Island and Santa Rosa Island (Fig. 9). The 1% annual maxi-
mum coastal water level presented by Xu and Huang (2008) was used as a first order 
approximation of the storm surge elevation responsible for the erosion of the dune. 
The storm surge data was extended to 160 years and randomized and resampled to 
create different storm surge histories. Results of this analysis suggest that the 
sequencing of storm events has important implications for the long-term average 
height of the foredune and the potential for rapid island transgression. The “best-
case scenario,” in which the average dune height is maximized over time, has storms 
clustered, while the “worst-case scenario” has the storms distributed throughout the 
160-year period. While the dunes in the “best-case scenario” remain small or non-
existent during the storm cluster, there is considerable time after the storms for sedi-
ment to return from offshore and alongshore sources and dune-building vegetation 
to re-establish, allowing the dune to return to its pre-storm height. In the “worst-
case scenario,” erosion and washover are more frequent and dune recovery is inter-
rupted, leading to smaller average dune heights. As previously noted, the threshold 
for storm surge to exceed the dune crest elevation is lower when the dune is rela-
tively small and potentially discontinuous during recovery. As a consequence, there 

Fig. 9.  Modeled variation in dune height for different rates of recovery (r = 0.4 and r = 0.1) and 
randomized maximum annual water levels for Pensacola. Shown are the ‘best-case’ and ‘worst-
case’ scenarios based on the clustering of the storm surge events
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is a greater potential for washover during subsequent storms and a loss of the recov-
ered sediment to be moved landward and made unavailable for further recovery. 
This is consistent with the observations of Houser and Hamilton (2009) following 
the clustering of Hurricanes Ivan, Dennis, and Katrina. In contrast, distributed 
storms continually reset dune recovery, thereby maintaining small, discontinuous 
dunes and, possibly, promoting colonization by vegetation that is ineffective at dune 
building (see Wolner et al. 2013). The dunes with the slower rate of recovery are 
most sensitive to a change in storm sequencing that may result from intensification 
of atmospheric teleconnections including ENSO and AMO (Park et  al. 2010). 
Similarly, Duran Vinent and Moore (2015) found that islands tend to be high in 
elevation (i.e., large continuous dunes) when the biophysical processes driving dune 
recovery dominate. As storm frequency increases, islands can enter a low-elevation 
state (characterized by small, discontinuous dunes) that makes the island suscepti-
ble to erosion and washover during relatively mild storm conditions. While the 
recovery curves presented in Fig. 9 are consistent with previous modeling efforts 
and field studies, further studies are required to determine if dunes recover in similar 
ways at other locations.

4.3  �Alongshore Variability and Lateral Erosion

As noted and shown in Figs. 4 and 7, the foredune is not uniform and can exhibit 
considerable variability, in height, volume, and alongshore extent as a result of vari-
ations in overwash history, sediment supply, transport potential, and anthropogenic 
forcing (see Thieler and Young 1991; Hesp 2002; Houser et al. 2008a, b; Houser and 
Mathew 2011; Houser et al. 2012). Variations in the duneline can occur over along-
shore length scales tens of meters to several kilometers (see Wetzell 2003; Houser 
et al. 2008a, b), with the susceptibility of the island to washover correlated to the 
variations in dune height and volume (Cleary and Hosier 1979). The dependency of 
recovery mechanisms on the pre-storm dune height and storm impact scale suggests 
that response and recovery are reinforced processes once alongshore variations in 
dune height first develop (Weymer et al. 2015). Modeling results suggest that small 
variations in the height of an otherwise alongshore uniform foredune act as over-
wash conduits and are unstable, leading to a more variable duneline that is more 
susceptible to change by subsequent storms (Houser 2013; Duran Vinent and Moore 
2015). The vertical erosion of the gaps in the duneline is limited and eventually 
replaced by a lateral expansion that erodes adjacent dunes (Fig. 10). In this respect, 
the response of a barrier island to an increase in sea level and/or an increase in storm 
activity is not only influenced by variations in dune height, but also by the along-
shore continuity of dunes. The increase in height variability along the duneline may 
be a type of “flickering” (or increased variability) observed to occur with changes in 
climate (see Grootes et al. 2002) and may be diagnostic of a weakening of the role 
of the dune as a resistor to sea level rise and suggests that an island may experience 
rapid transgression in the future. Not only does an increase in prevalence of 
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washover conduits lead to an increase in washover, associated lateral erosion leads 
to an overall decrease in island elevation and an increase in the potential for wash-
over to extend along the island. Further study is required to determine whether 
alongshore variability in the height of the dune line (spatial flickering) is in fact 
diagnostic of a barrier island system moving to a new equilibrium state susceptible 
to rapid transgression.

5  �Anthropogenic Impact to Dune Recovery

Alterations to island morphology (specifically dune height and extent) can reinforce 
and even amplify, to varying degrees, the vulnerability of a barrier island, and com-
mercial and residential development, to storm waves and surge (Nordstrom 2000), 
through changes in the aeolian transport potential, sediment supply, and vegetation 
cover. For example, damage to County Road 399 along Santa Rosa Island was 
highly variable alongshore after Hurricane Ivan (2004), ranging from areas 

Fig. 10  Lateral (or alongshore) erosion of dunes by washover on Santa Rosa Island that persisted 
during Hurricane Ivan
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exhibiting little or no damage in the widest sections of the island (landward of the 
transverse ridges) to areas where the road was completely breached in the narrowest 
sections of the island (Houser 2009). The road was largely passable following 
Hurricane Ivan and was rebuilt just before Hurricane Dennis made landfall. Damage 
to the road in the narrow sections of the island resulted in a lag deposit of shell, 
gravel, and asphalt (Fig. 11) that further limited aeolian transport and the recovery 
of the dunes. Further to the west, a “knickpoint effect” along the access road created 
a swale that was reinforced when the road surface and debris lag were removed, 
leading to a discontinuity in aeolian transport from the beach to the recovering 
dunes (Houser et al. 2008a, b). Despite the persistence of vegetation on the dune, 
aeolian transport was not saturated and the gradients in transport were more 

Fig. 11  Damage to road on Santa Rosa Island following Hurricane Ivan. Damage to the road was 
extensive in the narrow sections of the island (between headlands) leading to a lag of shell, gravel, 
and asphalt that further limited dune recovery (Houser 2009)
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reflective of the expanding fetch and topographic acceleration then by drag imposed 
on the wind by the vegetation, which would have otherwise led to deposition of 
sand. As a consequence, the vegetation was heavily abraded by the sediment in 
transport and the dune began to erode.

Recent evidence suggests that driving on the beach can also affect the height and 
extent of the foredune. Driving on the backshore and on the dune can seriously 
impact vegetation cover and only 70–105 vehicle passes are required to completely 
eliminate vegetation (Brodhead and Godfrey 1979). Roots and rhizomes that were 
not destroyed took upwards of 8 years to grow into plants with the same biomass as 
a control group unaffected by vehicles. The inability for the vegetation to recover 
from the effects of vehicular traffic has been a problem at Assateague Island National 
Seashore (south of where the Ocean City Inlet has an influence on the island), where 
driving was previously permitted within designated areas of the beach, but not on 
the backshore and dune. However, erosion of the beach, backshore, and dune during 
storms has led to the road being placed farther landward in some locations (pre-
storm backshore), which limits the ability of vegetation in those areas to recover 
(Houser et al. 2012). Combined with compaction of the beachface and backshore, 
driving at Assateague Island National Seashore has resulted in dune toe and crest 
elevations that are significantly lower than adjacent areas where driving is not per-
mitted. A similar impact has been observed at Padre Island National Seashore where 
the beachface is legally recognized as a state highway. Driving on the beach has 
resulted in considerably lower dune toe and crest elevations through compaction of 
the beach, which has increased the frequency of dune scarping and resulted in the 
development of blowouts (Jewell et al. 2014; Fig. 12). The blowouts have resulted 
in a loss of sediment volume from the beach and dune system and an increase in the 
variability of the dune line. As a consequence, the driving section of the island is 
more susceptible to sea level rise and/or an increase in storm activity.

By completely removing plant and the root systems, sand mining impacts vege-
tation and dune recovery even more seriously than vehicle traffic. Partridge (1992) 
found that vegetation had not returned to a previously mined community, even 40 
years after the disturbance. Anthropogenic impacts to dune recovery also arise from 
the emplacement of jetties and groins that limit (or resist) the transport of sediment 
alongshore. This is evident at Assateague Island, where the emplacement of a jetty 
downdrift from Ocean City, MD in 1935 has significantly limited the availability of 
sediment provided by alongshore sediment transport, resulting in the rapid trans-
gression of the northern part of the island (Leatherman 1976). Specifically, the lack 
of sediment has limited post-storm recovery and reinforced a low island state, 
prompting recession at rates ranging from 11 to 12.2 m year−1 (Thornberry-Ehrlich 
2005). Similarly, Morton et al. (1994) noted that recovery at Galveston Island was 
limited in those areas where alongshore sediment supply was interrupted by a groin 
or a jetty.
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6  �Summary

Barrier islands are considered to be resilient if they are able to maintain elevation 
and morphology as they migrate landward through the landward redistribution of 
sediment during storms capable of overwashing or breaching the dunes, or through 
aeolian transport and blowouts where the dunes are regularly scarped. In this chap-
ter, we provided a review of recent fieldwork that examined the role of the foredune 
in controlling barrier island transgression with sea level rise. We argue that the fore-
dune is analogous to a variable resistor in an electrical circuit such that the rate of 
transgression is greater for islands of low elevation (analogous to a weak resistor) 
and the rate of transgression is lower for islands with large dunes (analogous to 
strong resistor). The strength of the resistor is determined by the ability of foredunes 
to develop in both height and extent, which is, in turn, dependent on the availability 
of sediment from the recovery of the nearshore beach, the aeolian transport poten-
tial from beach to dune, and the distribution and density of dune-building vegeta-
tion. In this respect, the height, volume, and extent of the dune and its ability to act 
as a resistor to island transgression are reinforced by a complex eco-geomorphic 
feedback that appears to be sensitive to the preexisting morphology of the barrier 

Fig. 12  Blowout through the foredune at Padre Island National Seashore resulting from increased 
scarping with driving on the beach leading to a loss of dune volume and a reduction in dune crest 
elevation
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island, changes in the frequency and/or magnitude of storm events, and the sequencing 
of those storms. An increase in alongshore variability of the height of the dune line 
(suggested in this review as a possible example of spatial flickering) may be an early 
warning that an island is about to transition to a new equilibrium low-elevation state 
characterized by rapid transgression. Further study is required to understand how 
the relatively small-scale behavior of the foredune affects and is affected by island 
transgression over much longer timescales and how the dune behaves as a variable 
resistor responsible for island resiliency as it transgresses. While the field results are 
consistent with recent modeling efforts (see Duran and Moore 2013; Duran Vinent 
and Moore 2015; Moore et al. this volume), there is a need to examine how the 
results from Padre Island in Texas, Santa Rosa Island in Florida, and Assateague 
Island in Virginia examined in this study are applicable to other barrier islands, and 
if the behaviors and relationships are consistent through time with changes in cli-
mate, anthropogenic forcing, and changes in storm frequency and magnitude.
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Geometric Constraints on Long-Term Barrier 
Migration: From Simple to Surprising

A. Brad Murray and Laura J. Moore

Abstract  Considerations of mass conservation, sediment budgets, and geometry 
lead to insights regarding how barriers respond to sea-level rise. We begin with rela-
tively simple insights, which facilitate more surprising conclusions as more compli-
cated cases are considered. The simplest case assumes: (1) a constant depth beyond 
which sediment transport is negligible; (2) a lack of gradients in net long-term 
alongshore sediment flux that add or remove sediment; (3) shoreface erosion into a 
substrate that produces sediment which is all sufficiently coarse to remain in the 
nearshore system; and (4) a spatially uniform slope across which a barrier migrates 
(i.e., the substrate slope). In this case, the migration trajectory for the barrier shore-
lines—the ratio between the rates of sea-level rise and landward transgression—
parallels the average slope of the barrier and shoreface profile (the surface over 
which active sediment transport occurs). In the next simplest case, substrates com-
posed partly of fine sediment (which is lost to the nearshore system when the sub-
strate is eroded) cause a reduction of the slope of the migration trajectory, because 
more landward migration is required for each increment of sea-level rise in this 
case. Gradients in net alongshore sediment transport also cause adjustments to the 
migration trajectory (although the adjustment depends on the rate of relative sea-
level rise). Analysis shows that even with a gradient in net alongshore sediment 
transport, in the long term, barrier geometry adjusts until the trajectory parallels the 
(spatially uniform) slope of the substrate. When a barrier is eroding into material 
that was deposited in back-barrier bay or marsh environments, surprising results 
come from considerations of geometry and conservation of mass. In this case, the 
effects of substrate slope on barrier migration trajectory become indirect and time-
lagged. In addition, depending on the relative compositions of marsh and bay 
deposits, feedbacks tend to either produce a stable bay/marsh width and barrier 
geometry, or a runaway widening or narrowing of the back-barrier environment. 

A.B. Murray (*) 
Division of Earth and Ocean Sciences, Nicholas School of the Environment, Center for 
Nonlinear and Complex Systems, Duke University, Durham, NC, USA
e-mail: abmurray@duke.edu 

L.J. Moore 
Department of Geological Sciences, University of North Carolina at Chapel Hill,  
Chapel Hill, NC, USA
e-mail: laura.moore@unc.edu

mailto:abmurray@duke.edu
mailto:laura.moore@unc.edu


212

When substrate slope (or alongshore-transport gradients or substrate composition) 
varies as the barrier migrates landward, numerical investigation is required to deter-
mine how the migration trajectory varies with time.

Keywords  Generalized Bruun Rule • Barrier migration • Substrate slope • 
Shoreface depth • Equilibrium profile • Overwash • Geometry • Barrier evolution • 
Shoreline erosion • Numerical modeling • Analytical modeling • Conservation of 
mass • Barrier response to sea-level rise • Barrier migration trajectory • Back-barrier 
depth

1  �Introduction

We focus in this chapter on narrow barriers that are migrating landward, and the 
response of these “transgressive” barriers to sea-level rise. We take a long-term 
view, addressing timescales that are long compared to both the return period of 
strong storms (i.e., decades to centuries), and possible shifts between alternate 
“high” and “low” stable states triggered by stochastic storm sequences (Duran 
Vinent and Moore 2015; Moore et al. this volume). The resulting analyses, arising 
from the constraints imposed by geometry and the conservation of mass, apply 
generically, to a range of barrier types, including those composed of sand and those 
composed of gravel (which we refer to collectively as “coarse” sediment).

Although barriers responding to sea-level rise move vertically as well as horizon-
tally, first consider the horizontal component of barrier migration separately (which 
could occur in nature where relative sea level is steady, driven by an ongoing loss of 
sediment). Prolonged shoreline erosion leads to horizontal barrier migration: The 
shoreline moves landward where storm-driven overwash and/or gradients in wave-
driven alongshore sediment transport remove sediment from the beach and shallow 
seabed (in and near the surf zone; for background information, please see Preface of 
this volume). When a barrier becomes sufficiently narrow, overwash deposition can 
extend to the landward edge of the barrier, tending to maintain a minimum barrier 
width related to the cross-shore extent of the largest overwash events (Leatherman 
1979). Thus, in the long term, the open-ocean shoreline and the landward bay-facing 
shoreline (i.e., landward edge) of a migrating barrier will tend to move landward at 
the same rate.

Understanding the vertical component of barrier migration in response to sea-
level rise requires consideration of sediment transport during storms. Although 
extreme storms in which water levels “inundate” a barrier can remove sediment 
(Sallenger 2000; Sallenger et al. 2007), less extreme storm events, which produce 
“overwash,” deposit sediment on the barrier. On balance, in the long term, trans-
gressive barriers can gain elevation as the result of these storm effects. (In addition, 
sandy barriers can gain elevation through eolian dune growth between overwash 
events, and the sediment making up the dunes is then redistributed during overwash 
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events; e.g., Donnelly et al. 2006.) In the absence of relative sea-level rise (RSLR), 
the elevation of a transgressive barrier will tend to approach a maximum, related to 
the maximum elevation to which storm waves can move sediment (tide level plus 
storm surge plus wave set up plus wave run up; Sallenger 2000; Stockdon et al. 
2006). Although dune growth can add elevation, dunes are transient features (e.g., 
Houser et al. this volume; Moore et al. this volume).

If sea level is rising, the processes affecting barrier elevation change, but only 
slightly. Rising sea level tends to decrease barrier elevation relative to sea level, 
therefore increasing the frequency of overwash events and overwash deposition 
rates. Therefore, a negative feedback arises, in which the rate of overwash deposi-
tion increases as the RSLR increases. In the long term, this feedback tends to pro-
duce a steady state in which the elevation of the barrier increases at the same rate 
that sea level rises. In this case, relative to sea level (a moving frame of reference), 
barrier elevation remains constant, at approximately the maximum elevation to 
which storm waves can move sediment (much as would occur in the absence of 
RSLR).

For a transgressive barrier that is translating both horizontally and vertically, 
migration occurs along a slope equal to the ratio of the RSLR rate and the landward 
migration rate; both the shoreline and the landward edge of the barrier migrate 
along lines parallel to this slope (Fig. 1). Here, we will address what determines this 
migration “trajectory”—i.e., how much landward movement (including shoreline 
erosion) occurs for each increment of RSLR. In Sects. 2 and 3, we introduce back-
ground material and provide an intuitive explanation of a broadly applied frame-
work (stemming originally from Bruun 1962) for analyzing how shoreline erosion 
relates to sea-level rise. Our analysis applies this framework to barrier migration 
trajectories (an exercise inspired originally by the results of the Shoreface Translation 
Model; Roy et  al. 1994; Cowell et  al. 1995). We start with the simplest set of 
assumptions in Sects. 2 and 3, to review how considerations of mass conservation 
and the tendency for barrier geometry to remain constant lead to basic insights 
about the factors that determine how barrier migration changes over time—includ-
ing the tendency for the trajectory to approach a steady state (Roy et  al. 1994; 
Wolinsky and Murray 2009; Moore et al. 2010). We then consider cases in which 
the simplifying assumptions are relaxed, leading to further insights, which become 
progressively more surprising as further complexities are considered. We sequen-
tially introduce factors that influence barrier migration trajectory, and how it evolves 
over the long term, including: in Sect. 4, the composition of the “substrate” over 
which the barrier migrates; in Sect. 5, “external” losses or gains of sediment (e.g., 
from gradients in alongshore transport, or in some cases from onshore sediment flux 
from a shallow continental shelf; e.g., Cowell and Kinsela this volume); and, in 
Sect. 6, the cross-shore extent of back-barrier environments such as marshes or 
shallow bays, and the thickness and composition of the resulting deposits. In this 
contribution, we also present graphical illustrations of how trajectories evolve (as 
introduced by Moore et al. 2010), under the assumption that some or all of these 
factors remain constant. Finally, in Sect. 7, we introduce the need for numerical 
analyses to address barrier evolution in more complicated, realistic situations.

Geometric Constraints on Long-Term Barrier Migration: From Simple to Surprising
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B

subaerial barrier

substrate slope

profile slope

Dbb

A

Fig. 1  A transgressive barrier, migrating upward and landward in response to relative sea level rise 
(RSLR). (a) Schematic diagram showing the subaerial barrier and shoreface extents, the substrate 
and average barrier profile slopes, and the back-barrier depth, Dbb. The green dotted line shows the 
average slope of the active barrier profile. Blue triangle indicates sea level. (b) Shows the profile at 
two different times, before and after the amount of RSLR indicated by the blue horizontal lines and 
triangles (open triangle indicates sea level at the earlier time). Red area indicates where sediment 
was made available through shoreface erosion, and the green area shows where deposition 
occurred. The red arrow shows the amount of horizontal translation—barrier retreat, R—while the 
solid blue arrow shows the amount of vertical translation, which together define the migration 
trajectory, along which points on the profile (e.g., the seaward and landward barrier shorelines and 
shoreface toe) migrate, as shown by the dotted green arrows. Note the vertical exaggeration in this 
(and subsequent) figures; the cross-shore scale is kilometers, while the vertical scale is tens of 
meters. (Graphical interpretation of the barrier migration trajectory after Moore et al. 2010)
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2  �Background

2.1  �Cross-shore Shoreface-Barrier Profile

The visible, subaerial portion of a barrier is part of a larger system; it is intimately 
connected to the nearshore seabed. Wave processes tend, in the long term, to create 
a characteristic equilibrium cross-shore shoreface profile (extending down to the 
depth below which waves move little sediment, which is a fuzzy, time-dependent 
boundary; Preface, this volume; and e.g., Hallermeier 1981; Stive and de Vriend 
1995; Ortiz and Ashton 2016). Considered in isolation, nearshore waves tend to 
sweep coarse sediment toward shore (e.g., Fredsøe and Deigaard 1992), creating a 
pile of sediment, with gentle slopes extending along the nearshore seabed (Fig. 1) 
upward to approximately the long-term limit of wave influence—i.e., the top of the 
barrier (excluding aeolian dune-building processes). The local slopes of the sedi-
ment surface tend to adjust, in the long term, to be sufficiently steep to prevent fur-
ther net onshore sediment transport. These “equilibrium slopes” depend on the 
strength of wave influence locally (as well as the grain size of the sediment), so that 
the local equilibrium slopes tend to decrease as the depth increases with distance 
offshore (e.g., Dean 1977, 1991; Fredsøe and Deigaard 1992). Thus, the equilibrium 
shoreface profile composed of these equilibrium slopes tends to exhibit a concave-
upward shape (Fig. 1). (This heuristic description of the shoreface profile neglects 
surf zone currents, and the storm-driven temporal fluctuations in the shape of the 
landward-most portions of the profile; e.g., Lee et al. 1988.)

The subaerial barrier, shaped by storm-driven overwash (and possibly aeolian 
processes), with a maximum elevation related to the height above sea level to which 
storm waves can reach, can be thought of as the top portion of the surface of active 
sediment transport. In what follows, the term “barrier profile” includes both the 
shoreface and subaerial barrier components of the equilibrium profile (except where 
otherwise specified). This barrier profile extends from the seaward toe of the shore-
face (at the shoreface depth) to the long-term landward extent of overwash deposi-
tion (at the bay depth immediately behind the barrier, the back-barrier depth; Fig. 1a).

2.2  �Landward Profile Translation and Sediment Excavation

Losses of sediment from the beach, dunes, and surf zone, either from storm-driven 
overwash or gradients in alongshore sediment transport, can drive prolonged shore-
line erosion. This erosion tends to propagate across the entire shoreface, through 
reductions of the shoreface slopes, which allow waves to sweep sediment onshore 
(please see the Preface, this volume). Because the tendency for waves to sweep sand 
onshore extends to the toe of the shoreface over long timescales, the oceanward por-
tion of the barrier profile (the shoreface, beach, and dunes) tends to move landward 
in unison with the shoreline. Assuming the storm/wave climate remains 
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approximately constant, and the erosion is sufficiently gradual, the shape of the 
profile remains approximately constant (maintaining near equilibrium slopes). Each 
increment of landward translation of the beach, dunes, and shoreface, R, liberates a 
quantity of sediment (a volume of sediment per unit alongshore length, or an area in 
cross-shore profile; Fig. 2a). This quantity is equal to R * H (Bruun 1962), where H 
is the height of the barrier profile (Fig. 2a). This relationship does not depend on the 
shape of the barrier profile. To understand the lack of dependence on shape, con-
sider first the limiting case of a rectangular shoreface, for which the eroded area is 
clearly R * H (Fig. 2a). If that area is sliced into thin horizontal slabs, those slabs 
can be slid horizontally by different amounts to reproduce the area between any 
shoreface shape and its landward-translated equivalent (Fig. 2b). In other words, as 
long as the shape remains constant over time, the eroded area = R * H. If the mate-
rial underlying the shoreface—the “substrate”—isn’t already mobile sediment, then 
as erosion exposes that material, physical, chemical, and biological processes tend 
to weather it into its component pieces (i.e., sand, silt, clay), converting it into trans-
portable sediment. What the substrate is composed of affects the migration trajec-
tory (as we discuss in Sect. 4), but for now we ignore this complication.

If erosion of the profile is associated with a migrating barrier, then some of the 
sediment made available by beach, dune, and shoreface erosion is used to move the 
barrier landward (Fig. 1b). Thus, the effective height, Heff, of the barrier profile—the 
height of the part of the profile that contributes new sediment to the nearshore sys-
tem as the barrier migrates—is the difference between back-barrier depth and shore-
face depth (Fig. 2c, d).

2.3  �Response to Sea-Level Rise: Qualitative Concept

RSLR induces horizontal and vertical shifts in the entire barrier profile through 
increases in the rate of overwash events and overwash deposition on the barrier (as 
well as the inlet-related processes that move sediment from the front to the back of 
a barrier). This removes sediment from the beach and upper shoreface, causing the 
shoreline and shoreface to translate landward (please see the Preface, this volume). 
Overwash deposition tends to raise the elevation of the barrier at a rate equal to the 
rate of RSLR (over timescales longer than the characteristic overwash return inter-
val). In addition, the shoreface portion of the profile moves upward at that same rate 
(as the tendency for waves to sweep sediment toward shore tends to maintain an 
equilibrium profile). To understand this point, consider that the equilibrium slopes 
that define the shoreface profile are a function of depth relative to sea level. 
Therefore, starting at the shoreline and moving offshore, the sequence of equilib-
rium slopes are always the same—independent of the absolute elevation of sea level 
(relative to some datum). In the limit of high rates of RSLR, the lower parts of the 
shoreface may not adjust to changing sea level rapidly enough to keep up. Cowell 
and Kinsela (this volume) and Ashton and Lorenzo-Trueba (this volume) consider 
this case, although we neglect it in this chapter.
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Fig. 2  Sediment produced 
by landward barrier 
translation. (a) For a 
hypothetical rectangular 
shoreface (e.g., the limiting 
case of a concave 
shoreface with very high 
concavity), the area 
(volume/unit alongshore 
distance) eroded equals 
R * H. (b) This eroded area 
is independent of the shape 
of the shoreface (concave 
shoreface profile shown 
here), as long as the shape 
remains constant; sliding 
the slabs composing the 
eroded area for the 
rectilinear profile 
horizontally by different 
amounts reproduces the 
eroded area for the concave 
profile. (c) A hypothetical 
rectilinear barrier profile, 
showing the shoreface and 
back-barrier depths, Dsf 
and Dbb. (d) Because area 
eroded above the elevation 
of (sea level—Dbb) equals 
the area deposited above 
(sea level—Dbb), the net 
sediment produced by 
landward translation equals 
R * (Dsf − Dbb), or R * Heff, 
where Heff is the effective 
height of the barrier profile 
(Dsf − Dbb)
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In other words, relative to the reference point of the shoreline, which is moving 
upward and landward with RSLR, both the subaerial and subaqueous portions of the 
barrier profile will tend to retain a constant shape. (In one exception to this tendency 
to retain a constant shape, the depth of the water into which overwash is deposited 
at the landward edge of the barrier profile, Dbb (Fig. 2b) will tend to change as sea-
level rises, as we discuss in the next section.) In the analytic/geometric framework 
we are assuming, we consider in the next three sections, how the distance that the 
barrier profile moves landward for a given amount of RSLR—which defines the 
migration trajectory—is determined by a balance between the amount of coarse 
sediment (sand and/or gravel) needed to raise the elevation of the barrier profile 
where deposition occurs (chiefly the subaerial portion of the profile) and the amount 
of coarse sediment available from erosion of the seaward portion of the barrier pro-
file (with the possible addition of sources or sinks from outside the cross-shore 
profile, as discussed below).

3  �Simplest Migration Scenario: Generalized Bruun Rule 
for Barriers, and Long-Term Consequences

3.1  �Assumptions

The simplest scenario for barrier migration involves several assumptions: (1) the 
depth of the shoreface—the depth to which erosion occurs as the shoreface moves 
landward—remains constant (an assumption relaxed in Cowell and Kinsela this vol-
ume); (2) all sediment produced by shoreface erosion is sufficiently coarse to remain 
in the high-energy nearshore system (relaxed in Sect. 4); (3) sediment is conserved 
within the cross-shore profile, with no net sources or sinks from outside the profile 
(i.e., there are no gradients in net alongshore sediment transport, as in Sect. 5, or 
cross-shore fluxes from the continental shelf, as in Cowell and Kinsela, and Ashton 
and Lorenzo-Trueba this volume); (4) deposition in the back-barrier bay is negligi-
ble (relaxed in Sect. 6); and (5) the slope of the substrate over which the barrier 
progressively migrates is spatially uniform (relaxed in Sects. 6 and 7).

3.2  �Generalized Bruun Rule for Barriers

To derive the ratio between an increment of RSLR(S) and the associated landward 
migration (R), we first consider the vertical and horizontal movements separately, in 
a sequence of thought experiments. As described in Sect. 2.2, if the barrier profile 
only shifts landward (by R), this produces an amount of sediment equal to R * Heff. 
Conversely, if the barrier profile is just elevated by an amount, S, this requires an 
amount of sediment equal to S * L, where L is the horizontal length of the profile 
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(including subaerial and subaqueous portions; Fig. 3a, b). As in the case of the con-
siderations of shoreface erosion in Sect. 2.2, this result is clear for a profile with a 
rectangular shoreface, but it also applies to profiles of any shape, as long as the 
shape remains constant; Fig. 3c. In addition, this analysis applies to a snapshot in 
time, during which Heff and L can be considered constant. Over time, these variables 
can change, as we discuss in Sect. 3.2. Now, if the barrier profile is first shifted 
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Fig. 3  Sediment required 
for vertical barrier 
translation. (a) The length 
of the profile, L, includes 
the lengths of the shoreface 
and the subaerial barrier. 
(b) Raising the profile 
requires L * S, where S is 
the amount of SLR 
(depicted by difference 
between the lines denoted 
by the blue triangles; the 
open triangle shows the 
earlier sea level). (c) This 
sediment area (volume/unit 
alongshore distance) is 
independent of profile 
shape, as long as the shape 
remains constant (see 
Fig. 2 caption)
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horizontally, and then the resulting sediment derived from shoreface erosion is used 
to raise the profile vertically, R * Heff = S * L, or, rearranging:

	
R S L H= ( )* / eff 	

(1)

In this last thought experiment, we applied the horizontal and vertical compo-
nents of the profile migration sequentially—but how might the answer (Eq. 1) be 

S

Heff

R

L

S

A

B

Fig. 4  Combining horizontal and vertical barrier translations, as a barrier responds to RSLR. (a) 
Neglecting sources/sinks of sediment from outside the cross-shore profile, the net area (volume/
unit alongshore distance) of sediment eroded, shown in red, must equal the net area deposited, 
shown in green. The net area eroded equals (R * Heff, minus the area of the blue rectangle in the 
corner), while the net area deposited equals (L * S minus the area of the blue rectangle in the cor-
ner). Equating these quantities, the blue rectangle in the corner drops out, and therefore 
R  * Heff  = L  * S, or S/R  = Heff/L. (b) The same analysis applies to a less simplified geometry, 
although the blue area that does not contribute to the net eroded area or the net deposited area has 
a different shape
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different for the more realistic case in which both horizontal and vertical compo-
nents occur simultaneously? Figure 4a, which uses a schematic rectangular shore-
face for clarity, shows that, relative to the sequential-motion thought experiment, 
there is an area not subjected to net erosion in the combined-motion thought experi-
ment. The deficit in net erosion in the combined-motion thought experiment is indi-
cated by the dark rectangle in the bottom corner of the shoreface in Fig. 4a. Similarly, 
relative to the sequential experiment, an area in the combined-motion experiment is 
not subjected to net deposition (the same rectangle in the bottom corner of the 
shoreface). However, the deficit in erosion (relative to the sequential-motion experi-
ment) is equal to the deficit in deposition (relative to the sequential experiment). 
Thus, these deficits cancel out, leaving the result of the sequential-motion thought 
experiment—Eq. 1—intact. Figure 4b demonstrates graphically that this result also 
holds for a less-schematized profile geometry.

In Eq. 1, L/Heff is the inverse of the average slope of the barrier profile. L is typi-
cally on the order of kilometers, Heff is typically on the order of 10s of meters, and 
L/Heff typically ranges from a few hundred to a thousand (e.g., Moore et al. 2010; 
Lorenzo-Trueba and Ashton 2014). Because L/Heff is a large number, a small amount 
of RSLR and associated cross-shore sediment fluxes can cause a relatively large 
amount of barrier migration, including shoreline erosion.

Bruun (1962) originally derived an expression similar to Eq. 1, but applied it 
only to the shoreface—i.e., involving the average slope of the shoreface, rather than 
the entire barrier profile. The concepts of constant geometry and conservation of 
mass introduced by Bruun can be extended to include either beach-backing cliffs or 
overwash plains and barriers (e.g., Dean and Maumeyer 1983; Davidson-Arnott 
2005; Wolinsky and Murray 2009; Rosati et al. 2013), which is more appropriate 
than the original Bruun Rule when considering timescales that are sufficiently long 
for cliff erosion or overwash to occur. Equation (1) is the generalization specific to 
barrier coasts (e.g., Wolinsky and Murray 2009).

3.3  �Long-Term Consequences

Equation 1 defines the slope of the migration trajectory: S/R  =  Heff/L (Fig.  5a). 
However, this trajectory only applies to a snapshot in barrier evolution, because as 
the barrier migrates along the trajectory, Heff will tend to change. To see how this 
occurs, first consider Fig. 5a, which illustrates that as the barrier profile migrates, 
the shoreface toe, the shoreline, and the subaerial landward edge of the barrier all 
migrate along parallel trajectories. However, if the slope of these trajectories is 
steeper than the slope of the (spatially uniform) substrate the barrier is migrating 
across, the depth of the water behind the barrier (Dbb) will increase over time, as 
Fig. 5b shows. This increase in the back-barrier depth decreases Heff, which, in turn, 
leads to a shallowing of the average slope of the barrier profile. Thus, over time, the 
slope of the migration trajectory decreases (Fig. 5b)—and the trajectory slope must 
continue to decrease as long as it remains steeper than the substrate slope. As the 
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trajectory slope approaches the substrate slope, the rate of change of Heff, and there-
fore the rate of change of the trajectory slope, decreases (holding RSLR rate con-
stant). In this way, the trajectory slope asymptotically approaches the substrate 
slope (Fig. 5c) (Moore et  al. 2010). (In this case, it is the slope of the substrate 
evaluated at the landward edge of the barrier that controls the evolution of the bar-
rier migration trajectory. In contrast, in Sect. 6, where we consider back-barrier 
deposition and spatially varying substrate slope, both the substrate slope at the land-
ward edge of back-barrier deposition and at the point of intersection with the shore-
face control the barrier migration trajectory. When the substrate slope is spatially 
uniform, of course, all three of these slopes are the same.)

A

B

C

Fig. 5  Long-term 
adjustments to the barrier 
geometry—barrier volume, 
back-barrier depth, and 
average profile slope—as a 
barrier migrates across a 
constant-slope substrate. 
(a) The average profile 
slope (green dashed line) 
and barrier migration 
trajectory (shown for both 
the seaward and landward 
edges of the barrier; green 
dashed lines with arrows) 
parallel each other. Note 
that the slope of the 
migration trajectory is 
steeper than the slope of 
the substrate in this 
hypothetical initial 
geometry. (b) At a later 
time, the back-barrier 
depth has increased, which 
decreases the average 
profile slope (blue dashed 
line) and migration-
trajectory slope (blue 
dashed lines with arrows). 
(c) Eventually, the 
migration-trajectory slope 
approaches the substrate 
slope, producing a steady 
state back-barrier depth 
and migration trajectory 
slope. (After Wolinsky and 
Murray 2009; Moore et al. 
2010)
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Once the trajectory slope converges to the substrate slope, the geometry of the 
barrier ceases to change with time (Wolinsky and Murray 2009; Moore et al. 2010). 
The asymptotic approach to steady state occurs over a timescale that depends on the 
rate of RSLR; Wolinsky and Murray (2009) show analytically that the adjustment 
requires a sufficient amount of RSLR—an amount that is commensurate with the 
height of the profile (Heff). The configuration in which the barrier migration trajec-
tory equals the substrate slope, and the geometry of the barrier (relative to the mov-
ing reference of sea level) is in steady state, represents a dynamically stable 
equilibrium; perturbing the migration-trajectory slope (or the substrate slope) trig-
gers a negative feedback that tends to bring the system back to the steady state (as 
in the thought experiment above).

With the simplifying assumptions in this scenario, the geometry of the barrier 
approaches the configuration often depicted in textbooks: a large body of sand, 
perched on top of the underlying substrate (Fig. 5c; Roy et al. 1994). In this configu-
ration, the barrier “rolls” across the substrate as sea level rises, as sand moves from 
the seaward to the landward portions of the profile (via overwash or barrier bypass-
ing through inlets, and associated onshore sediment flux on the shoreface; e.g., 
Leatherman 1979; Rodriguez et al. this volume; Preface, this volume). However, this 
configuration is only an end member possibility; as we will see in Sect. 5, barriers 
will commonly evolve toward a state in which part of the shoreface is incised into the 
underlying substrate (e.g., Fig. 5a, b), so that each increment of landward translation 
tends to excavate new sediment that is added to the nearshore system (e.g., with inci-
sion being driven by a divergence in net alongshore sediment flux; Sect. 5).

4  �The Effect of Shoreface Composition on Barrier Response 
to RSLR

We have so far assumed that all of the new sediment added from shoreface erosion 
is available to the island system as the profile moves upward and landward. However, 
prolonged landward translation will ultimately expose the underlying substrate on 
the shoreface; the tendency of waves to sweep sediment toward shore, interacting 
with shoreface slopes, creates gradients in cross-shore sediment fluxes on the shore-
face (Preface, this volume) that can uncover the underlying substrate. Once exposed, 
the substrate (if lithified) weathers into transportable sediment (via physical, bio-
logical, and chemical weathering processes). If all of the resulting substrate-derived 
sediment is sufficiently coarse, relative to the energy conditions of the coast in ques-
tion (i.e., sand and/or gravel), it will remain in the nearshore system. In this case, 
each increment of landward translation, R, produces an amount of sediment equal to 
R * Heff, as assumed in deriving Eq. 1. However, some substrates consist, at least 
partly, of material that weathers into finer sediment (i.e., silt and clay, weathering 
out from a muddy back-barrier deposit, or lithified rock with a mudstone or shale 
component, or mud from former deltaic deposits). In this case, the fine fraction of 
the sediment produced by shoreface erosion is lost from the nearshore system 
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(advecting and or/diffusing into some lower-energy environment). In this case, each 
increment of landward translation produces a reduced amount of sediment available 
for deposition as the barrier-shoreface profile migrates.

We can quantify this effect and incorporate it into the framework of Eq.  1 
(Wolinsky and Murray 2009): The amount of coarse sediment produced by an incre-
ment of landward translation is equal to (R * Heff) * F, where F is the fraction of the 
sediment produced by shoreface erosion that is coarse enough to remain in the near-
shore system (the “coarse fraction,” ranging from 0 to 1). Here, F is an average of 
the coarse fraction over Heff (Fig. 2b). Figure 5a illustrates that the portion of the 
shoreface spanned by Heff will in general include both mobile sand and outcrop of 
the underlying substrate (i.e., the “transgressive ravinement surface” in stratigraphic 
terminology).

The portion of the shoreface consisting of outcropping substrate is the result of 
the previous migration history of a barrier (Brenner et al. 2015). In addition, the 
composition of the substrate depends on the history of deposition in the back-barrier 
environment as well as the migration history of the barrier (Brenner et al. 2015), as 
we discuss in Sect. 6. However, in this section, for simplicity we take the average 
composition of the shoreface (over Heff) to be an extrinsic constraint.

Taking F as an input, we can calculate how much landward translation is needed 
to meet the demands of raising the profile; (R * Heff) * F = S * L, or, rearranging:

	
R S L H Feff= ( ) ( )* *

/ /1
	

(2)

Then, relative to results of Eq. 1, the slope of the barrier migration trajectory is 
reduced if F < 1:

	
S R H L Feff/ /= ( )*

	
(3)

A thought experiment analogous to that in Sect. 3.2 leads to the conclusion that 
even if F < 1, given a sufficient amount of RSLR, the barrier profile will tend to 
adjust qualitatively as it does when F = 1, toward a state in which the migration 
trajectory parallels the slope of the substrate (with the same barrier volume that 
would occur if F = 1; Fig. 5c).

5  �The Effect of Sediment Losses (or Gains) on Barrier 
Response to RSLR

The trajectory is also modified when the sediment supply/loss rate, from sources 
other than shoreface erosion, is not 0. For example, in most shoreline locations, 
gradients in net alongshore sediment transport cause either a net gain (when the rate 
of sediment transport into a shoreline segment is greater than the rate at which sedi-
ment is transported out; a convergence of net sediment flux) or a net loss (when the 
rate of sediment transport into a shoreline segment is lower than the rate at which 
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sediment is transported out; a divergence of net sediment flux). (Note that “conver-
gence” and “divergence” do not necessarily imply a directional convergence or 
divergence; the net flux can be moving in the same direction on either end of a 
shoreline segment, but with different magnitudes.)

A divergence of net alongshore sediment transport induces landward translation 
of the barrier profile (please see Sect. 2.2; the Preface, this volume; and Roy et al. 
1994). This additional component of horizontal translation is in addition to the land-
ward motion associated with RSLR (e.g., Moore et al. 2010) and equates to a reduc-
tion in the slope of the migration trajectory (Fig.  6). This shallowing of the 
migration-trajectory slope alters the geometry that a barrier tends to develop in the 
long term (compared to the case without net sediment loss). For example, imagine 
starting with a barrier that consists entirely of mobile sediment, perched on top of 
the substrate. In the absence of a net sediment loss, this geometry is a stable steady 
state, in which the migration-trajectory slope parallels the substrate slope (e.g., 
Fig.  6a, blue arrow), as outlined in Sect. 3. However, adding a sediment loss 
increases shoreline and shoreface erosion—i.e., increasing the landward translation 
of the barrier profile that occurs during each increment of RSLR. This increased 
landward translation reduces the slope of the migration trajectory, so that it is lower 
than that of the substrate (Fig. 6a, red arrow). As a result, over time, the back-barrier 
depth (Dbb) will decrease, and the toe of the shoreface will become incised into the 
substrate as the barrier profile moves landward (Fig. 6c, purple arrow). Because the 
elevation of the shoreface toe (relative to sea level) remains constant, while the 
elevation of the landward end of the barrier profile relative to sea level increases 
(corresponding to the decrease in back-barrier depth), the average slope of the bar-
rier profile increases over time. Therefore, as the barrier evolves from this hypo-
thetical initial state, the trajectory slope will steepen (Fig.  6, green and purple 
arrows). As long as the slope of the migration trajectory is lower than the substrate 
slope, the back-barrier depth will continue to decrease and a greater proportion of 
the shoreface will erode into the substrate as the barrier profile migrates. As in Sect. 
3, these changes in profile geometry (barrier volume, Dbb) will, again, ultimately 
cause the trajectory slope to approach the slope of the substrate (Fig. 6c).

However, in the case of a net sediment loss, the steady-state geometry that pro-
duces a migration trajectory parallel to the substrate slope features a shoreface that 
partly erodes the substrate as it moves landward. In fact, steady state is only possible 
when enough of the shoreface is eroding into the substrate to produce new sediment 
(as distinguished from the mobile sediment already atop the substrate; Fig. 6) at a 
rate equal to the rate at which sediment is being lost. For a given average barrier 
profile slope, the vertical extent of the shoreface that needs to be actively eroding 
into the substrate depends on the substrate composition (through its effect on the 
average shoreface sediment composition F) and on the rate at which sediment is 
being lost (e.g., how large the gradient in net alongshore sediment transport is).

In the case of a net sediment gain—either from a convergence of net alongshore 
sediment transport (Moore et al. 2010), or from onshore sediment flux from a shal-
low continental shelf (Cowell and Kinsela this volume)—the added component of 
horizontal translation is in the seaward direction (as the sediment gain in the beach 
and upper shoreface decreases shoreline erosion, and the rest of the profile responds; 
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Dbb
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Dbb

Fig. 6  Long-term adjustments to the barrier geometry and migration trajectory when sediment is 
being lost from the cross-shore profile (e.g. when there is a gradient in net alongshore sediment 
transport). (a) In a hypothetical initial condition the average slope of the barrier profile (blue 
dashed line) equals the slope of the substrate (brown line). However, because of the negative sedi-
ment budget the slope of the migration trajectory (red dashed line with arrow) will be lower than 
the average profile slope (which otherwise sets the migration trajectory slope). (b) Consequently, 
the back-barrier depth decreases over time, and the average profile slope increases (blue dashed 
line), tending to increase the slope of the migration trajectory (green arrow, relative to the red 
arrow that shows the migration trajectory in (a)). Note that the toe of the shoreface becomes incised 
into the substrate, so that shoreface erosion tends to bring new sediment into the nearshore system. 
(c) At a later time the slope of the migration trajectory (purple dashed line with arrow) has 
approached the slope of the substrate, so that the back-barrier depth and migration trajectory have 
approached steady state. Note that this steady state is reached when the profile is incised into the 
substrate far enough for the landward to retreat feed new sediment into the nearshore system at a 
rate that equals the rate at which sediment is lost from the cross-shore profile (e.g. the divergence 
of the net alongshore sediment flux)
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please see Sect. 2.2 and the Preface, this volume). This tends to increase the slope of 
the migration trajectory. (We do not consider in this chapter the case in which sedi-
ment is added rapidly enough to cause shoreline progradation, and a widening bar-
rier, which Cowell and Kinsela this volume and Moore et al. this volume examine).

In Sects. 3 and 4, the slope of the barrier migration trajectory was a kinematic 
result, independent of the RSLR rate (because both horizontal and vertical transla-
tion rates are proportional to RSLR). However, when sediment losses or gains are 
considered, the trajectory slope does depend on RSLR rate. More precisely, it 
depends on the relative magnitudes of RSLR rate and the rate of horizontal transla-
tion induced by the sediment loss or gain. By definition, the migration-trajectory 
slope is the ratio of the rate of vertical translation (equal to RSLR rate) and the rate 
of horizontal translation. In the case of a sediment loss or gain, the horizontal trans-
lation rate results from two independent contributions: RSLR causes horizontal 
translation with a rate proportional to RSLR rate (Eq. 3); and a sediment loss/gain 
causes horizontal translation at a rate that depends on the rate of sediment loss or 
gain (which is in general independent of RSLR rate). For example, consider the case 
of a divergence in net alongshore sediment flux, Qs. The sediment loss rate, dQs/dx 
(where x is the alongshore coordinate), must equal the rate at which coarse sediment 
is produced, which is F * Heff multiplied by the horizontal translation rate arising 
from the sediment loss. Therefore, rearranging this equation, the contribution to the 
horizontal translation rate equals (1/F) * (1/Heff) * (dQs/dx).

How much the slope of the migration trajectory is altered by a sediment loss or 
gain, relative to the effect produced by RSLR alone (Eq. 3), depends on the relative 
magnitudes of the horizontal translation rates related to RSLR and to dQs/dx. When 
RSLR rate is relatively low, so that the rate of landward retreat related to RSLR 
(Eq. 3) is small compared to the rate of horizontal translation related to the external 
sediment loss or gain rate, then the trajectory is strongly affected by the loss or 
gain—and vice versa. We can quantify this within the analytical framework by add-
ing the two components of horizontal translation together, where the sediment gain/
loss term represents a gradient in net alongshore sediment transport (and where we 
have treated the increments of landward retreat, RSLR, and time as differentials, dR, 
dS, and dt):

	
dR dS F L H F H dQ dx dt= ( ) ( ) + ( ) ( ) ( )* / * / / * / * / * .1 1 1eff eff s 	

(4)

Or, rearranging:

	
dS dR H L F dR F H dQ dx dt/ / * * / * / * / * / * .= ( ) - ( ) ( ) ( ) ( )éë ùûeff eff s1 1 1 1

	
(5)

Then, substituting dS/(RSLR rate) for dt makes clear that the trajectory depends 
on the balance between RSLR rate and the magnitude of the gradient in net along-
shore sediment transport:
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dS dR H L F

F H dQ dx dS dR

/ / *

* / * / * / * / * /

= ( )
- ( ) ( ) ( ) ( )

eff

eff s RSLR 1 1 1 1 rrate( )éë ùû 	

(6)

Even though (6) is not an explicit equation for the trajectory (because dS/dR 
appears on both sides), it does show that the trajectory slope: (1) reduces to the pure 
RSLR response either when RSLR rate is very high or the gradient in net along-
shore sediment transport is very small (so that the second term in the brackets 
approaches 0); and (2) will approach 0 (pure horizontal translation) either when 
RSLR rate is very low or the gradient in net alongshore sediment transport is very 
high (so that the second term in the brackets approaches 1).

6  �The Effect of Back-Barrier Deposition, Deposit Thickness, 
and Composition

6.1  �Coupling Between Back-Barrier Deposition and Barrier 
Migration Trajectory

In this section, we consider the case in which deposition occurs in the environments 
landward of a barrier, typically marshes and/or shallow bays (elaborating on the 
results from Brenner et al. 2015). Where such deposition occurs, a barrier moves 
across these deposits as it migrates landward. In this case, the substrate cropping out 
on the shoreface will consist at least partly of back-barrier deposits (Fig. 7a), which 
typically have F < 1. We will assume that back-barrier deposition keeps up with 
RSLR (e.g., Marani et al. 2007; Mariotti and Fagherazzi 2010); that sediment is sup-
plied to the back-barrier environment (from rivers and/or the coastal ocean) at a rate 
that is sufficient to fill the accommodation space as fast as it is created by RSLR.

In this case, the influence of the substrate slope on the barrier migration trajec-
tory is different than in the cases considered so far. In Sects. 3–5, the relationship 
between the slope of the migration trajectory and the slope of the substrate at the 
landward edge of the barrier profile (Fig. 4) determines whether the depth of the 
water into which the barrier migrates increases or decreases as the barrier migrates 
landward. Changes in this back-barrier depth, then, equate to changes in Heff and 
therefore to changes in the barrier migration trajectory. However, when back-barrier 
deposition occurs, and keeps up with RSLR, then the depth of water into which the 
barrier migrates remains constant (defined by the steady-state depth of the marsh or 
bay, relative to sea level), and therefore, Heff remains constant in time and is not 
influenced by the substrate slope.

Even in the case of back-barrier deposition, substrate slope influences the barrier 
migration trajectory. In this case, however, the influence is modulated by the effect 
of the thickness of the back-barrier deposit (Brenner et al. 2015). To understand this 
modulated influence, we pose a thought experiment: Consider a case in which the 
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substrate slope is lower than the slope of the current barrier migration trajectory 
(Fig.  7a). In this case, the cross-shore width of the back-barrier environment 
increases with time (Fig. 7b). With the assumption (for now) that the substrate slope 
is spatially uniform, widening of the back-barrier environment corresponds to a 
thickening of the back-barrier deposit where it outcrops on the shoreface (Fig. 7b). 
Therefore, a low substrate slope, relative to the slope of the barrier migration trajec-
tory, means that the proportion of the shoreface consisting of back-barrier deposits 
increases over time.

F decrease

F increase

A

B

Fig. 7  Barrier migration trajectory (green arrow) depends on the thickness of the back-barrier 
deposit. (a) The migration trajectory, influenced by the composition of the back-barrier deposit 
(gray) and the thickness of that deposit on the shoreface, is steeper than the substrate slope in this 
hypothetical condition. Yellow line shows the width of the back-barrier deposition at this snapshot, 
and the star shows where the contact between the substrate and the back-barrier deposit (i.e. the 
substrate slope beneath the back-barrier deposit) intersects the shoreface. (b) The effects of a 
thicker back-barrier deposit where it outcrops on the shoreface (i.e. a wider back-barrier environ-
ment, for a constant substrate slope) depends on whether the back-barrier deposit is coarser than 
the underlying substrate (purple arrow) or finer than the underlying substrate (blue arrow). The 
green dashed line shows the initial trajectory. Dashed yellow line and dashed barrier-shoreface 
profile show the back-barrier width and barrier profile location in the snapshot shown in (a). The 
solid yellow line depicts the width of the back-barrier in (a), at the elevation of the top of the back-
barrier deposit in the snapshot shown in (b) (i.e. it is the dashed yellow line translated along the 
barrier migration trajectory), showing that the back-barrier in the snapshot shown in (a) is nar-
rower than the back-barrier in the snapshot shown in (b). (After Brenner et al. 2015)
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The proportion of the shoreface composed of back-barrier deposits, combined 
with the composition of the back-barrier deposit, affects the average shoreface com-
position, F (Sect. 4). Thus, the thickness of the back-barrier deposit, which depends 
in part on the barrier migration trajectory, in turn, affects barrier trajectory (Sect. 4); 
a coupling between the thickness of the back-barrier deposit and the barrier migra-
tion trajectory. The long-term consequences of this coupling depend on the compo-
sition of the back-barrier deposit relative to the composition of the underlying 
substrate (Brenner et al. 2015).

6.2  �Negative Feedback

If the back-barrier deposit weathers into sediment consisting of a smaller proportion 
of coarse material (hereafter referred to as “less coarse”) than the underlying sub-
strate, then thickening the outcrop of the back-barrier deposit on the shoreface 
decreases the coarse sediment fraction liberated by shoreface erosion (F), and there-
fore decreases the slope of the migration trajectory (Fig.  7b, blue arrow). The 
decreased slope of the trajectory then decreases the rate at which the back-barrier 
environment widens and therefore the rate at which the deposit thickens. As long as 
the slope of the barrier migration trajectory is greater than the substrate slope, the 
widening and thickening continue, and the slope of the migration trajectory contin-
ues to decrease. As the slope of the barrier migration trajectory approaches the sub-
strate slope, back-barrier widening slows to a halt (Brenner et al. 2015).

In a parallel thought experiment, consider the situation in which the back-barrier 
deposit is less coarse than the underlying substrate, as above, but initially the sub-
strate slope is steeper than the slope of the barrier migration trajectory. In this case, 
the back-barrier environment narrows and the thickness of the back-barrier deposit 
on the shoreface decreases over time. The resulting increase in the coarse fraction 
of sediment liberated by shoreface erosion (F) will steepen the barrier migration 
trajectory. Ultimately, the outcrop of the back-barrier deposit on the shoreface will 
become sufficiently thin for the slope of the barrier migration trajectory to approach 
the substrate slope.

These considerations reveal that if the back-barrier deposit is less coarse than the 
underlying substrate, the barrier/back-barrier system will tend to approach a 
dynamic equilibrium defined by: (1) a barrier migrating along a trajectory parallel 
to the substrate slope (as in Sects. 3–5), (2) a steady-state thickness of the back-
barrier deposit on the shoreface; and (3) a steady-state back-barrier width, deter-
mined by a combination of the substrate slope and the composition of the back-barrier 
deposit relative to the composition of the underlying substrate. This dynamic equi-
librium state is stable (as was the case in Sects. 3–5); if the thickness of the back-
barrier deposit on the shoreface is perturbed from the equilibrium value, the barrier 
migration-trajectory slope will be perturbed as well, and a negative feedback will 
tend to return the system to the equilibrium (as in the thought experiments above; 
Brenner et al. 2015).
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6.3  �Positive Feedback

Now, consider the case in which the back-barrier deposit is coarser than the under-
lying substrate. A steady-state configuration is still theoretically possible; some 
value of the thickness of the back-barrier deposit on the shoreface will produce a 
barrier migration-trajectory slope equal to the substrate slope. However, in this case 
the equilibrium is unstable. Starting from this equilibrium condition, If the back-
barrier deposit thickness on the shoreface is perturbed so that it is slightly thicker 
than the equilibrium value, the slope of the barrier migration trajectory will become 
steeper than the substrate slope, so that the proportion of the shoreface consisting of 
back-barrier deposit increases. Then, the average shoreface composition becomes 
increasingly coarse. This increase in F causes the barrier trajectory to steepen 
(Fig. 7b), which increases the difference between the migration-trajectory slope and 
the substrate slope. Thus, the back-barrier will continue to widen, at an ever-
increasing rate (Brenner et al. 2015).

Conversely, if the back-barrier deposit thickness on the shoreface is perturbed so 
that it is slightly lower than the equilibrium value, the barrier-trajectory slope will 
be less steep than the substrate slope, leading to narrowing the back-barrier environ-
ment, further decreasing the thickness of the back-barrier deposit and leading to 
ever more rapid back-barrier narrowing, in a runaway feedback (Brenner et  al. 
2015). This positive feedback, which pushes the barrier/back-barrier system away 
from the equilibrium state, will not operate indefinitely. In the case of narrowing, 
the barrier would ultimately become welded to the mainland.

In the case of runaway widening, ultimately the back-barrier deposit will extend 
to the base of the shoreface. If this happens, the migration trajectory becomes dis-
connected from the substrate slope entirely. However, before runaway widening 
goes too far in any actual barrier landscape, the assumptions we make in this section 
are likely to break down. As the back-barrier environment widens, RSLR creates 
accommodation space at an increasing rate. In many actual barrier landscapes, the 
rate of sediment input from rivers, tidal inlets, and overwash is finite, preventing 
back-barrier deposition from keeping up with RSLR indefinitely.

Where back-barrier deposits are predominantly muddy, as is common in marshes 
and shallow bays, the negative feedback in Sect. 6.2 will be more likely to occur 
than the positive feedback in Sect. 6.3. The positive feedback, which requires back-
barrier deposits to be coarser than the underlying substrate, is probably relevant for 
fewer actual barrier landscapes. However, some bay environments, with high-energy 
waves or tidal currents, can feature a high proportion of sand, and some substrates 
can consist of material that weathers into predominantly fine sediment, so that the 
positive feedback is possible.
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6.4  �Timescalesof Migration-Trajectory Adjustments

When back-barrier deposition is occurring, it is the thickness of the back-barrier 
deposit where it outcrops on the shoreface that needs to adjust to produce the equi-
librium state. As an examination of Fig. 7 demonstrates, changes in this thickness 
arise directly from the difference between the slope of the contact between the back-
barrier deposit and the overlying sandy barrier (which is a record of the slope of the 
barrier migration trajectory through time) and the slope of the substrate, where these 
slopes intersect the shoreface. If these two slopes are not equal, adjustments to the 
migration trajectory related to changes in thickness of the back-barrier deposit on 
the shoreface occur with no delay. However, starting from a hypothetical initial 
condition in which back-barrier deposits are absent, developing a back-barrier 
deposit with a sufficient thickness for the slope of the barrier migration trajectory to 
equal the substrate slope (i.e., dynamic equilibrium) would take time. Developing 
the equilibrium thickness would require an amount of RSLR commensurate with 
the equilibrium thickness. Therefore, the characteristic time to come to approach 
equilibrium would scale with this thickness divided by RSLR rate.

A different timescale arises if the slope of the substrate varies in space, so that 
the slope of the substrate under the back-barrier deposit is different where it inter-
sects the shoreface than it is at the landward edge of the back-barrier deposit 
(Fig. 8a). As discussed in Sect. 6.1, assuming back-barrier deposition keeps up with 
sea-level rise, the slope of the substrate at the landward edge of the back-barrier 
deposit, in relation to the slope of the migration trajectory, determines the rate of 
change of the back-barrier width. However, the slope of the migration trajectory is 
only coupled directly to the slope of the substrate where it intersects the shoreface. 
The slope of the substrate at the landward edge of the back-barrier deposit (at a 
snapshot in time as an island migrates) will not affect the barrier migration trajec-
tory until much later—until the barrier has migrated landward (and upward) far 
enough for the point on the substrate slope corresponding to the former landward 
edge of back-barrier deposition to crop out on the shoreface (Fig. 8b,c). In other 
words, the barrier migration trajectory will not begin to adjust to a change in the 
substrate slope (at the landward edge of back-barrier deposition) until after a time 
that scales with the width of the back-barrier environment divided by the horizontal 
translation rate (dR/dt = dS * (1/F) * (L/Heff)).

To examine barrier evolution when substrate slope is highly variable, as occurs 
in many actual barrier systems (e.g., Moore et al. 2010), requires numerical model-
ing, which we discuss in the next section.
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Fig. 8  Time-lagged adjustment of migration trajectory to substrate slope changes. (a) In this 
thought experiment, the migration trajectory is adjusted to the substrate slope where it intersects 
the shoreface. However, the substrate slope is not uniform; it becomes lower at the location near 
the current mainland shoreline, highlighted by the blue circle. Yellow stars show the substrate slope 
at the locations of the landward edge of the back-barrier deposit and at the intersection with the 
shoreface. (b) At a later time, the location of the change in substrate slope (blue circle) is in the 
middle of the back-barrier environment, and the back-barrier environment is widening. However, 
the thickness of the back-barrier deposit where it outcrops on the shoreface has not yet changed, so 
the barrier trajectory has not yet been affected. Dotted lines show the initial profile and sea level. 
(c) At a time shortly before the location of the change in substrate slope (blue circle) outcrops on 
the shoreface, after which the thickness of the back-barrier deposit on the shoreface will increase, 
and the barrier migration trajectory will respond. If the composition of the back-barrier deposit is 
less coarse then the substrate, then the migration trajectory will ultimately adjust to be parallel to 
the new substrate slope
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7  �Toward the Real World: Numerical Modeling

The scenarios considered above involve three key assumptions (either implicitly or 
explicitly): (1) that the slope of the substrate is uniform in space, and therefore con-
stant in time as the barrier migrates across it (with the exception of Sect. 6.4); (2) 
that the composition of the substrate underlying the barrier (Sects. 3–5) or the back-
barrier deposits (Sect. 6) is spatially constant; and (3) that depth of the seaward toe 
of the shoreface remains constant. These assumptions simplify the analyses, clarify-
ing the basic insights about barrier behavior to be gleaned from considering ideal-
ized geometry and conservation of mass. However, these assumptions are not likely 
to apply strictly in any actual coastline setting, and considering barrier response to 
RSLR in a more realistic way is also beneficial. Relaxing these assumptions requires 
numerical modeling.

Numerical modeling of long-term barrier response to sea-level change, driven 
primarily by the constraints of geometry and conservation of mass as described 
above, started with the Shoreface Translation Model (Roy et al. 1994; Cowell et al. 
1995). The BARSIM model (Storms et al. 2002; Storms 2003) features an analytical 
representation of a decrease in the response timescale of the shoreface with depth, 
representing long-term lower shoreface sediment fluxes (e.g., Stive and De Vriend 
1995), leading to changes in the effective depth of the shoreface toe as a function of 
migration rate (e.g., Cowell and Kinsela this volume). Ashton and Lorenzo-Trueba 
have recently introduced a numerical model including shoreface dynamics—sedi-
ment fluxes on the shoreface as a function of the shoreface slope—and the conse-
quent time lags between the responses of the subaerial and subaqueous portion of 
the barrier profile (Lorenzo-Trueba and Ashton 2014; Ashton and Lorenzo-Trueba 
this volume).

A complementary model, GEOMBEST (Stolper et al. 2005; Moore et al. 2010), 
which also treats variations in shoreface response rates with depth and variations in 
substrate characteristics, has proven useful especially for exploring barrier migra-
tion as influenced by variations in substrate slope, substrate erodibility, and substrate 
composition. In GEOMBEST, the substrate is represented as distinct strata (e.g., 
Fig. 9) that in general have different compositions and erodibilities (maximum ero-
sion rates), which can be represented as realistically as can be justified based on 
available sediment-core data and geophysical data. The erosion-rate limitation can 
lead to a change in the geometry of the shoreface as a function of migration rate. In 
addition, resolving distinct strata allows the composition of the shoreface, averaged 
over the strata outcropping on the shoreface, to change as the migration trajectory 
brings the shoreface into contact with different units. GEOMBEST experiments 
based on actual barriers can be used to explore the conditions under which variations 
in substrate composition and slope prevent the approach to equilibrium described in 
Sects. 3–6—i.e., preventing the slope of the barrier migration trajectory from adjust-
ing to the slope of the substrate (Fig. 10; Moore et al. 2010; Brenner et al. 2015).

Other insights from GEOMBEST experiments include how barrier geometry 
(e.g., back-barrier depth and barrier sand volume) and landward migration rates of 
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particular barrier chains are likely to change, in response to scenarios of increased 
rates of RSLR (e.g., Moore et al. 2010)—and under what conditions barriers may 
cease to persist in the long term (e.g., Moore et al. 2014), leading to barrier drown-
ing or “overstepping” (e.g., Mellett and Plater this volume). In particular, barriers in 
deltaic environments face multiple challenges. The substrate composition tends to 
be dominated by fine material, and RSLR rates tend to be high. In addition, on aban-
doned delta lobes where sediment supply rates are low, back-barrier deposition will 
ultimately not be able to keep up with RSLR, so that back-barrier depths increase 
over time (contrary to the assumption in Sect. 6). The Chandeleur Islands off of 
southeast coast of Louisiana provide a striking example of barrier evolution in such 
an environment (e.g., Penland et  al. 1985; McBride et  al. 1992; Fearnley et  al. 
2009), highlighting the important role of substrate sediment composition and 
changes in back-barrier width and depth in determining island response to sea-level 
rise (Moore et al. 2014). The example of the Chandeleurs also highlights that spatial 
(and temporal) changes in substrate composition, as well as changes in back-barrier 
width—which can’t be addressed with the analytical approaches outlined in previ-
ous chapters—can play key roles in barrier evolution.

8  �Discussion

Though we have focused in this chapter on cross-shore variability, substrate slope 
and composition, as well as back-barrier depth, can vary significantly and abruptly 
alongshore (e.g., Brenner et al. 2015). In addition, although the sediment supply/
loss from outside the cross-shore profile (Sect. 5) can encompass the effects of gra-
dients in net alongshore sediment transport, the features that give rise to such 
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Fig. 10  (a) The final time step in an 8500-year GEOMBEST simulation of a generalized stretch 
of barrier along the Outer Banks, NC. Each trace represents a 500-year time increment and the 
modern barrier island appears in yellow. The initial surface is shown as a thin black line above the 
bold black line, which represents the modern shelf surface. The line of traces shows the migration 
trajectory the barrier has been following, which is approximately parallel to the substrate it has 
been traversing across. (b) The final time step in an 8500-year simulation for the same barrier 
under different conditions (i.e., a greater rate of sediment loss from gradients in alongshore sedi-
ment transport), which result in the barrier migrating farther landward by the end of the simulation 
than in (a). In this case, the traces show a shallowing of the migration trajectory but the migration 
trajectory, as shown by the several last traces, is not in equilibrium with the substrate slope land-
ward of the barrier at the end of the simulation. From Moore et al. (2010)
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gradients can vary significantly alongshore leading to alongshore variations in the 
sediment/loss rate. For example, coastline curvature can vary significantly even 
along an approximately straight shoreline (e.g., Lazarus et al. 2011), and the prox-
imity to tidal inlets and effects of wave-shadowing by promontories tend to be local-
ized (e.g., Barkwith et al. 2014). If the factors driving cross-shore barrier migration 
vary alongshore, consequent alongshore variations in migration rates will feed back 
upon the evolution of plan-view coastline shape, which partly drives cross-shore 
migration. Thus, to fully address coastline and barrier evolution, models focusing 
primarily on cross-shore processes/profiles need to be coupled to models addressing 
alongshore-extended domains.

However, despite the potential effect of alongshore variations in driving factors 
on cross-shore migration rates, gradients in net alongshore sediment transport tend 
to smooth most coastlines and therefore to homogenize shoreline-change rates 
(Valvo et al. 2006)—and migration trajectories—alongshore. We can consider the 
variables in the cross-shore focused analysis presented here to represent alongshore 
averages (i.e., substrate composition, substrate slope, sediment gain/loss rate, and 
back-barrier deposit composition; e.g., Cowell et  al. 2003; Moore et  al. 2010). 
Therefore, the main insights from the simplified scenarios considered in Sects. 3–6 
likely apply to actual coastlines broadly, as tendencies guiding long-term barrier 
evolution. In particular, if RSLR is sufficiently gradual and substrate composition 
and slope sufficiently uniform, we can expect that after an amount of RSLR com-
mensurate with the height of the profile (Wolinsky and Murray 2009), the geometry 
of the cross-shore profile will tend to adjust in a way that leads the migration trajec-
tory to become approximately parallel to the slope of the substrate. If the slope of 
the substrate is approximately spatially uniform, then this slope corresponds to the 
slope of the landscape the barrier is migrating across, in the very long term. This 
tendency means that the slope of the landscape ultimately dictates the rate at which 
the shoreline (and barrier) moves landward as sea level rises. From a geological 
perspective, this result seems intuitive—if sea level rises far enough, how could the 
slope of the landscape not determine future coastline positions in the very long 
term? However, this intuitive, long-term result can seem to be at odds with shorter-
term predictions based on the analytical framework of the generalized Bruun rule 
(e.g., Wolinsky and Murray 2009). The analysis recapitulated here shows how the 
very long-term intuition is consistent with the analytical framework (e.g., Figs. 5 
and 6, and Eqs. 3 and 6).

Thought experiments analogous to those presented here lead to complementary 
insights for coastline types other than barriers. For example, if the substrate (i.e., 
landscape) slope is steeper than the slope of the shoreface, and sea level is rising, a 
cliffed coastline results (Wolinsky and Murray 2009). In addition, after sea level has 
risen far enough (commensurate with the height of the profile), the height of the cliff 
will adjust toward a steady-state value—a value that produces a migration trajectory 
parallel to the landscape (Eq. 6, where Heff represents the height of the shoreface 
plus the cliff height). Thus, whether a barrier or rocky coastline develops depends 
on the slope of the landscape (averaged over a sufficient scale). Early numerical 
experiments using the Shoreface Translation Model (Roy et al. 1994) imply these 
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conclusions, which are verified and explained by analytical modeling (Wolinsky 
and Murray 2009) and graphical/geometric framework presented here. Additionally, 
if back-barrier narrowing leads to a barrier welding to the mainland (Sect. 6.3), the 
cross-shore extent of overwash deposition will become limited by the space avail-
able (rather than maintaining a constant value related to the strength of the largest 
characteristic storms, as we have assumed in the rest of the chapter). As long as the 
shoreline migration-trajectory slope differs from the substrate slope, the cross-shore 
extent of overwash deposition will change over time. Consequently, the effective 
length of the profile, and therefore the migration trajectory, will change over time. 
In this case, thought experiments analogous to those presented here demonstrate 
that the migration trajectory will ultimately adjust to parallel the substrate slope, as 
in the previous cases.

In Sects. 3–6, we presented theoretical analyses, meant to explore the tendencies 
for long-term barrier evolution that geometry and conservation of mass impose. 
Although these tendencies will never be exactly manifest on actual barriers, which 
are also affected by spatial/temporal variations in substrate slope and composition 
(as well as other factors discussed in Sect. 6 and 7), the relevance of these long-term 
tendencies could be tested by strategic comparison with large-scale stratigraphic 
evidence. For example, if in the long term a barrier migration trajectory adjusts to 
approximately parallel the substrate slope, the condition of the substrate over which 
the barrier has migrated should depend on the sediment budget (averaged over the 
long term): If the sediment budget is balanced (i.e., no net sediment gain or loss 
from outside the cross-shore profile), the substrate should (on average) neither be 
eroded by the passage of the barrier or covered with barrier-related sediments 
(Fig. 5c, extrapolated further in time). If a net sediment loss exists (e.g., from a 
gradient in net alongshore sediment transport), the substrate should exhibit an ero-
sion surface—a “transgressive ravinement surface” (Fig. 6C)—and if a net sediment 
gain exists (e.g., from a gradient in net alongshore sediment transport or onshore 
sediment flux from a shallow continental shelf), a sheet of shoreface sediment 
should remain on top of the substrate as the barrier migrates past.

The long-term analysis we have focused on, which involves a constant time-
averaged profile shape, excludes dynamics that drive important variations in barrier-
profile shape and barrier response to climate change on human timescales, including 
cycles of dune destruction (during major overwash or inundation events) and dune 
growth (e.g., Houser et al. this volume)—as well as associated longer-term shifts 
between high- and low-island states related to recently illuminated barrier bistabil-
ity (Vinent Duran and Moore 2015). In addition, we have neglected the effects of 
human development and management practices on barriers (e.g., McNamara and 
Werner 2008; McNamara and Lazarus this volume), which can prevent or change 
the cross-shore sediment fluxes that drive barrier evolution in our analyses. For 
example, coastal development and dune maintenance can curtail overwash fluxes 
and overwash deposition, which can lead to barrier narrowing and ultimately, poten-
tially, drowning (e.g., McNamara and Werner 2008; Magliocca et al. 2011; Lorenzo-
Trueba and Ashton 2014; Rogers et al. 2015).
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9  �Conclusions

Under conditions in which the shape of a cross-shore barrier profile (including the 
subaerial and subaquesous portions) tends to remain approximately constant, con-
servation of mass constrains how barriers migrate in response to relative sea-level 
rise. The factors determining the rate of landward barrier migration, relative to the 
rate of relative sea-level rise (RSLR), can be understood intuitively as well as 
expressed analytically. A framework for analyzing this “barrier migration trajec-
tory” (the generalized “Bruun Rule”) can be extended to include the effects of: (1) 
variable composition of the substrate over which a barrier migrates; (2) a loss or 
gain of sediment from alongshore or the continental shelf; and (3) sediment deposi-
tion in back-barrier environments. This analytical framework can be used to address 
how barrier migration trajectories, and the geometry of barrier systems, tend to 
evolve over time. The slope of the barrier migration trajectory (i.e., the rate of RSLR 
divided by the rate of landward migration) tends, in most cases, to approach the 
slope of the substrate (either evaluated at the landward edge of the barrier, or in the 
case of back-barrier deposition, at the edge of the back-barrier deposit, if not spa-
tially uniform) over time. If the substrate slope is spatially uniform, a dynamic equi-
librium results in which the barrier and back-barrier geometries remain constant, 
relative to the frame of reference of sea level. The characteristics of the steady-state 
geometry depend on the sediment loss rate, and on the composition of back-barrier 
deposits. When substrate slope, substrate composition, or sediment gain/loss rates 
vary in space and/or time, the steady state is never attained and numerical investiga-
tions are needed to address how the constraints of geometry and the conservation of 
mass influence barrier evolution.
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Shoreface Controls on Barrier Evolution 
and Shoreline Change

Peter J. Cowell and Michael A. Kinsela

Abstract  Barriers exist in a continuum of forms, which are fundamentally gov-
erned by processes that shape the shoreface to determine the envelope available for 
sediment accommodation. This envelope is contained between the shoreface and 
underlying surface defined by the continental shelf and coastal plain (i.e., the sub-
strate). Barrier form also depends on coastal change that is constrained, following 
reasonably well-established principles, by the volume and type of sediment supply 
(or loss) and rates of change in sea level that modify the shoreface and associated 
accommodation potential. While the shoreface is therefore significant to barrier 
form and behavior, processes that shape the shoreface itself remain poorly under-
stood. In particular, systematic long-term evolution of the shoreface, which is evi-
dent in geological data, indicates not only a time-varying morphology, but also a 
lagged response to environmental change. Such shoreface evolution has implica-
tions for barrier evolution (and vice versa). In this chapter, we review (1) relations 
between shoreface and barrier form, (2) limits to knowledge on shoreface behavior 
and insights from depositional records from which systematic changes over time 
can be inferred, and (3) exploratory experiments on the morphodynamic timescale 
of shoreface change. The third part of the review derives from results of experimen-
tal modeling of combined shoreface and barrier evolution constrained by geologic 
data. The numerical experiments demonstrate that, on intermediate timescales 
(decades to centuries) that are most relevant to coastal management and planning, 
adjustments are dominated by sediment exchanges between the beach and shal-
lower portions of the shoreface in response to rapid changes in boundary conditions, 
especially sea level. Significant morphodynamic hysteresis can be expected from 
the partial adjustment of lower shoreface geometry during sea-level change, 
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resulting in ongoing barrier evolution and shoreline migration after the stabilization 
of boundary conditions.

Keywords  Climate change • Coastal barrier • Coastal evolution • Encroachment • 
Lagged response • Morphodynamic hysteresis • Morphodynamic model • 
Morphologic inheritance • Morphologic-response timescale • Prograded barrier • 
Sea-level rise • Sediment transport • Sediment-accommodation • Shoreface dynam-
ics • Shoreface geometry

1  �Introduction

In this chapter, we extend the examination of shoreface-translation effects on barri-
ers and back-barrier deposits (Murray and Moore this volume) to account for how 
the shoreface geometry, and time-dependent changes in that geometry (i.e., mor-
phologic response), affect barrier form and behavior. The shoreface refers partly or 
wholly to the subaqueous surface expression of the barrier front, extending from the 
landward limit of wave run-up, to a position offshore that is generally considered to 
define the limit of significant wave influence on seabed morphology. Allowing for 
time dependence raises questions about the rates and extent of shoreface change on 
different timescales. We address this issue particularly for the intermediate times-
cales (decades to a few centuries) that are of greatest relevance in coastal 
management.

In examining the effects of shoreface geometry, the emphasis is on the barrier 
complex in aggregate. These depositional complexes comprise not only the littoral 
sediment wedge beneath the shoreface and beach (herein termed the barrier front), 
but also back-barrier deposits, where present, depending on shoreface-related 
accommodation controls and sediment supply (Fig. 1). Accommodation is a concept 
drawn from sedimentology (e.g., Swift and Thorne 1991) that we apply to define the 

Fig. 1  Simplified definition sketch of potential sediment accommodation with respective vol-
umes, Vf and Vb, for the barrier front and back-barrier, created by the geometric relationship 
between the shoreface and substrate underlying the barrier complex
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space available for potential deposition within the barrier complex under the pre-
vailing energy regime (Cowell et al. 2003a). The barrier complex is an undifferenti-
ated aggregation of barrier-front and back-barrier deposits, with the latter comprising 
all depositional environments landward of the beach. A distinction is made here 
with other chapters in this volume, in which the term back-barrier is restricted to 
describing all environments landward of the sandy part of the barrier, including 
dune and washover sands.

In reality, washover is one of the two types of barrier deposits attributable to 
sand-bypassing from the shoreface to the back-barrier basin, driven by marine flows: 
the other type being flood-tide delta deposits (Swift and Thorne 1991; Cowell et al. 
2003a). The flood tide and waves entering tidal inlets are generally capable of dis-
placing sand much further landward within back-barrier basins (kilometers) than is 
possible through washover processes, especially for coasts with higher tidal ranges.

During barrier evolution, alongshore migration of tidal inlets, or their intermit-
tent breaching and closure, can make flood-tide delta lobes ubiquitous alongshore 
behind the barrier, especially during periods of strong sea-level rise when the sub-
aerial extent of transgressive barriers tends to be reduced in width and height. 
Further landward, on most barrier coasts, back-barrier deposits tend to transition 
irregularly into finer estuarine lagoonal sediments and fluvial bayhead deltas, with 
peat deposits on the margins of the mainland where it emerges from beneath the 
coastal sediments (Roy et al. 1994).

Conceptual aggregation of the fine and coarse deposits (muddy and sandy facies, 
respectively) into an undifferentiated barrier complex provides for simplification of 
the principles outlined in this chapter. As in concepts outlined by others (Murray 
and Moore this volume), our initial work on this subject differentiated between the 
littoral sand wedge and the back-barrier mud deposits, on the basis of contrasting 
assumptions about their fate whenever a landward translating shoreface erodes into 
and reworks these deposits (Cowell et al. 1992, 1995). The assumptions were that 
the sandy facies are conserved, subject to littoral-transport gradients, while the 
muddy facies are winnowed away and lost to seaward beyond the retreating shore-
face. Such shoreface translation and sediment reworking occur systemically under 
transgressive conditions (Roy et al. 1994; Murray and Moore this volume).

Subsequently, however, research by others showing that the seabed can be a 
dominant source of lagoonal mud could no longer be ignored: e.g., mud deposited 
behind barriers in Holland (Beets et  al. 1992, 2000) and in northern Australia 
(Woodroffe et  al. 1989). Relic lagoonal mud buried beneath barriers, and subse-
quently eroded from the seabed by a retreating shoreface, therefore seems likely in 
part or whole to be maintained in suspension until advected back through tidal inlets 
to settle out in the more quiescent lagoonal environments. Contrary to earlier 
assumptions, therefore, the net effect over time is for lagoonal mud to be volumetri-
cally preserved within the accommodation space created by barriers.

Based on this documented behavior, in later application of shoreface-translation 
principles to Holocene evolution of barriers on the Netherlands coast (7000–5800 
BP), we treated the entire back-barrier, including the sandy facies of washover and 
flood-tide delta deposits, and muddy facies of the lagoonal basin, as an undifferenti-
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ated sediment body (Cowell et al. 1999b). The veracity of this approach was sup-
ported by the modeled shoreface translation, which took the transgressive barrier to 
within 1.5% of its final position on the Holland coast at present, relative to the 
80 km over which the barrier retreated in response to post-glacial rising sea level 
(Cowell et al. 2003b). This final position is evident in preserved barrier deposits that 
have been cored and radiocarbon-dated (van der Valk 1992).

Of significance to principles on time-dependent geometry of shorefaces, explored 
in this chapter, the Netherlands modeling entailed progressive growth in shoreface 
dimensions with sea-level rise (Cowell et al. 2003b). This growth was imposed in 
recognition of the expanding fetch distances for wave generation that occurred 
when the initially emergent North Sea floor was progressively flooded during post-
glacial sea-level rise. The modeling demonstrated that barrier behavior was entirely 
regulated by the coupling between the time-varying shoreface dimensions, resulting 
changes to back-barrier accommodation, and the rate of littoral sediment supply 
available to occupy this accommodation.

To expedite analysis and modeling, the barrier complex can be simplified in two 
dimensions (a cross-shore profile), through alongshore averaging of morphologies 
and facies according to coastal tract concepts (Cowell et al. 2003a, b). Gross 2D 
representation is applicable to both barrier island and bay barrier complexes. In 
nature, barrier-front sediments not only merge with back-barrier deposits, the sedi-
ment mass beneath the shoreface and beach in transgressive barriers are back-barrier 
deposits, or underlying strata (Thom 1984; Roy et al. 1994). At and immediately 
beneath the seabed and beach face, however, the barrier-front deposits take on 
marine sand attributes (e.g., assemblages of marine shells and their fragments) due 
to shallow reworking by nearshore, surfzone, overwash, and tidal inlet processes 
(Thom 1984). The three-dimensional distribution of barrier-front and back-barrier 
sediment facies within barrier systems, due to cross-shore and alongshore energy 
gradients, can also be aggregated in two dimensions for efficient modeling (e.g., 
Storms et al. 2002).

The most compelling sign of functional integration for the barrier complex lies 
in mutual dependence of the barrier front and back-barrier: one cannot exist without 
the other. More specifically, the location, dimensions, and form of the barrier and 
back-barrier are mutually dependent (Fig. 2). Although barriers provide a funda-
mental boundary condition controlling the existence of a lagoon and its associated 
deposits, the barrier front itself, and its location, depends strongly upon the rate of 
estuarine infill. With reduced sediment supply to the back-barrier, the littoral sedi-
ment wedge is located further landward (Cowell et al. 2003b; Walters et al. 2014), 
while reduced vertical dimensions of the shoreface also limit the width and potential 
thickness of back-barrier deposits, reflecting accommodation constraints (Fig. 1). 
The interdependence is universal, unless sediment bypassing between the shoreface 
and back-barrier is precluded: e.g., where stable dunes prevent tidal inlet formation 
and washover processes everywhere along the coast, such as has been the case on 
the central Netherlands coast since 5800 BP despite ongoing relative sea-level rise 
(Cowell et al. 2003b).
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The purpose of this chapter is to explore the effects of shoreface-related accom-
modation constraints on the size and form of barriers. The focus is on effects on 
barrier form, dimensions, and behavior that can be inferred from changes through 
time in the shoreface geometry. This extends the principles outlined by Murray and 
Moore (this volume) who show how barriers respond to changes in boundary condi-
tions (principally, sea-level rise and sediment supply) based on the simplifying 

Fig. 2  Mutual dependence of barrier front and lagoon deposition rates, Vl, as a proportion of 
accommodation created by sea-level rise, Δsl = 1 m per time step for 14 steps; positive sand supply 
alongshore at dqy/dy = − 2 m3/m/year
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assumption of time-invariant shoreface geometry. The assumption of instantaneous 
and complete morphologic response of the shoreface to changing boundary condi-
tions is likely to be more quantitatively meaningful for simulating deposition at very 
long timescales (Cant 1991; Nummedal et al. 1993) and allows for analytical solu-
tions to predict shoreline migration (Wolinsky and Murray 2009; Murray and Moore 
this volume). However, here we relax this assumption to account for the effects on 
barriers due to systematic changes in shoreface geometry over decades to millennia: 
i.e., the timescales of greatest relevance to understanding barrier response to climate 
change. Ashton and Lorenzo-Trueba (this volume) also relax this assumption using 
a different, complementary approach.

We begin by summarizing axiomatic shoreface-related sediment-accommodation 
controls on barrier size and form in Sect. 2. From this, a key question of this chapter 
arises: what potential exists for time-dependent change in shoreface geometry (i.e., 
morphologic response)? Evidence from geological records and sediment budget 
analyses indicate that shoreface geometry can evolve systematically over the long 
term, and that evolution may lag any driving change in system boundary conditions 
(Cowell et al. 1995, 2001, 2003b; Kinsela et al. 2016).

Unfortunately, as we describe in Sect. 3, little is known about shoreface dynam-
ics that can be used to predict such time-dependent behavior, especially in response 
to sea-level rise. The main limitations concern the application of sediment-transport 
theory and observations over timescales of years or more, where cumulative effects 
of small residual sediment fluxes are of critical importance, but cannot be resolved 
relative to the error bounds of sediment-transport models. The depositional record, 
however, contains evidence of shoreface geometry spanning millennia, which may 
provide an opportunity to downscale inferences on the nature and rate of shoreface 
evolution over the long term (Cowell et al. 1995, 2001). In Sect. 4, therefore, we 
explore the sensitivity of barrier and shoreline change to timescale effects in evolv-
ing shoreface geometry.

The dependence on timescale of shoreface morphologic response has critical 
implications for forecasting future barrier response to climate change. The degree of 
uncertainty that currently exists in probabilistic shoreline change forecasts, chiefly 
due to our limited understanding of the shoreface (Cowell et al. 2006; Stive et al. 
2009), tends to be difficult for decision-makers to manage. While more precise (i.e., 
seemingly less uncertain), the accuracy of predictions that are based on the com-
monly applied simplifying assumptions, such as a depth-restricted shoreface 
response (e.g., closure depth limited to the upper shoreface) or instantaneous adjust-
ment across the entire shoreface domain, may not be acceptable for all settings and 
forcing scenarios. Thus, timescale effects on changing shoreface geometry will be 
of critical interest to coastal managers seeking the most accurate representations of 
future barrier behavior and shoreline change.

As shoreface sediment transport remains so notoriously poorly understood due 
to observational and theoretical constraints, we use numerical morphodynamic- and 
morphologic-behavior modeling, grounded in geological evidence of past barrier 
evolution (e.g., Mellett and Plater this volume) to explore the sensitivity of barrier 
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form and shoreline change to timescale-dependent shoreface morphologic response. 
In Sect. 4, we consider the sensitivity of shoreface geometry, and critical shoreface 
depths, to rates of sea-level change that are consistent with past (late Quaternary) 
change and projected sea-level rise due to climate change (e.g., IPCC 2013). The 
premise of the exploratory modeling is that, in many settings, an assumption of 
time-invariant shoreface geometry may be invalid for these rates of sea-level change. 
The exploratory modeling highlights challenges in forecasting shoreline change at 
the intermediate timescales (decades to centuries) that are most relevant to manag-
ing and planning for the impacts of climate change on barriers, but also demon-
strates opportunities to apply evidence from the depositional records of past barrier 
evolution to understand and model future barrier-shoreface evolution.

2  �Shoreface-Accommodation Controls on Barrier Form 
and Dimensions

A classification-based approach to the geomorphology and geology of coastal bar-
riers has tended to blind scientists to the possibility of unified principles. A process-
based approach ideally should lead more naturally to the development of unified 
theory: a central tradition in physics. But, research on physics of coastal processes 
has tended to concentrate on scales much smaller than those characterizing barriers 
overall. Integrating details of process theory over time and space scales relevant to 
barrier form and behavior have proven impractical, for reasons given in Sect. 3.

In contrast, the sequence-stratigraphy paradigm from sedimentary geology 
offers a way forward. Despite the arcane terminology attached to this paradigm, it 
provides, at least, the basis for a unified theory of coastal deposits more relevant to 
the inherent space-time scales of barrier dynamics. It does so by placing concepts of 
sediment accommodation and supply at its core (e.g., Curray 1964; Sloss 1962), as 
expounded more specifically for barriers in texts focusing on shallow-marine depo-
sition (Swift and Thorne 1991), and through coastal tract concepts (Cowell et al. 
2003a). These principles provide an overarching framework within which the scale 
hierarchy of processes can be organized, down to details of sediment transport at 
grain-scale. The framework thereby allows coastal barriers, in all their textbook 
typologies, to be viewed through unified general principles.

In the specific context of coastal barriers, we can envisage barriers per se to be 
one realization, a reference form, in a continuum of wave-dominated littoral sedi-
ment bodies that can be differentiated simply in terms of their shoreface-related 
accommodation versus sediment supply (or loss) conditions (Fig. 3). The former 
controls the potential volume available for deposition, while the latter determines 
whether sufficient sediments, of a type compatible with the depositional environ-
ment, are available for that deposition.

The total marine accommodation potential of barriers (i.e., ignoring their aeolian 
superstructure; see Houser et al. this volume, Moore et al. this volume, Ruggiero 
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Fig. 3  Continuum of barrier forms and dimensions constrained by controls on shoreface-related 
accommodation defined by the envelope formed above the substrate to the barrier complex:  
(a) positive accommodation shoreface, extending to the water-depth limit, h*, and back-barrier;  
(b) partial encroachment of the shoreface into the substrate, with mixed (positive and negative) 
shoreface-accommodation and reduced back-barrier accommodation; (c) full encroachment of 
shoreface into substrate with negative accommodation and back-barrier fully truncated by main-
land; (d) full encroachment with cliff formation in friable mainland substrate
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et al. this volume for treatment of this realm) is a function of the comparative geom-
etry of the shoreface, h(x), and the underlying surface, s(x), upon which the barrier 
complex rests (hereafter referred to as the substrate):

	
V V Vtotal f b= +

	
(1)

where Vf and Vb are the constituent accommodation volumes, respectively, of the 
barrier-front and back-barrier deposits:

	

V s x h x dxf

x

x

= −[ ]
∗

∫
o

( ) ( )

	

(2)

and

	

V s x dxb

x

x

l

= ∫
o

( )

	

(3)

for the variables defined in Fig. 1, in which xo is the horizontal origin of the coordi-
nate system, and where s(x) represents the substrate.

Any set of geographically appropriate functions can be applied to calculate these 
volumes. If no analytic functions are thought appropriate, then digital surfaces mea-
sured through hydrographic and seismic surveys are just as applicable. In that case, 
principles for calculating sediment accommodation from the equations given above 
can be applied using computational numerical methods rather than analytical solu-
tions: i.e., contention over appropriate choice of morphostratigraphic representation 
is not an impediment to application of these principles. GIS methods can be applied 
to spatial data covering the shoreface and substrate along any given tract of coast 
without alongshore averaging, although the results will, in principle, will be identi-
cal to that obtained from computing accommodation volumes after alongshore aver-
aging of data. Therein lies the computational advantage of aggregating the 
morphology using coastal tract principles (Cowell et al. 2003a).

An alongshore-averaged representation, however, can be adopted to help convey 
clarity on shoreface-related barrier accommodation principles. For an idealized 
shoreface, h h x xm m= ( )∗ ∗/  of conventional form (e.g., Cowell et al. 1999a), α, the 
barrier-front volume can be simplified to
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and, the back-barrier accommodation can be rewritten only in terms of shoreface 
variables as
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per unit length of coastline, where tanβ = h∗/x∗ is the mean shoreface slope. The total 
barrier accommodation (Eq. 1), therefore, can also be expressed entirely in terms of 
shoreface variables:
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Thus, the dimensions and volume of any alongshore-averaged barrier morphol-
ogy diminish as the mean slope of the shoreface decreases relative to that of the 

substrate (i.e., Vtotal → 0 as 
tan

tan

α
β
→1 , and Vtotal → ∞ as α → 0). The barrier-front-

volume also decreases as the shoreface concavity increases (decreasing m): shore-
face concavity being classically associated with wave-dominated coasts (Conaglia 
1889; Niedoroda et al. 1984; Cowell et al. 1999a). For the case shown in Fig. 1, 
shoreface concavity does not affect back-barrier accommodation. More generally, 
however, shoreface concavity needs to be taken into account when considering the 
continuum of littoral sediment bodies that includes barriers (Fig. 3).

At the seaward limit of the shoreface (x*,h*), the slope of the idealized shoreface 
is m tan β. Consequently, three sets of conditions can be defined (Tortora et al. 2009) 
with respect to sediment accommodation beneath classical wave-dominated shore-
faces (i.e., with concave-up surfaces, 0 < m < 1):

	1.	 Fully positive accommodation, in which tanα ≤ m tan β or 
tan

tan

α
β
≤ m  (Figs. 1 

and 3a).
	2.	 Mixed (positive and negative) accommodation (with partialencroachment into 

the substrate), in which tanβ > tan α > m tan β: i.e., m < <
tan

tan

α
β

1  (Fig. 3b).

	3.	 Fully negative accommodation (full encroachment), in which tanα ≥ tan β or 
tan

tan

α
β
≥ >1 m  (Fig. 3c, d).

These three conditions relate to “barrier-” and “encroachment modes” defined by 
Cowell et al. (1995) under transgressive conditions. Of these modes, encroachment 
involves erosion by the shoreface into the substrate: the available accommodation is 
negative where this occurs and is thus potentially a sediment source (Fig. 3b–d).

With partial encroachment, accommodation beneath the shoreface is positive at 
water depths above the point (xf,hf,) where the substrate first outcrops midway along 
the shoreface (Figs. 3b and 4e). This intersection is the toe of the barrier sediment 
wedge beneath the shoreface and occurs where

P.J. Cowell and M.A. Kinsela



253

	
x

x
h x xt

m
m

t− + −( )  =
∗
−

∗ ∗

1

0
tan

tan
β

α
	

(7)

That is, the substrate outcrop point with partial encroachment occurs at xf,hf:
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From Fig. 3, it is visually evident that, in the general case, both barrier-front and 
back-barrier accommodations depend on xf,hf rather than x*,h*, which is applicable 
only to the special condition of barriers with full positive accommodation (Fig. 3a). 
Replacing x*,h* with xf,hf in Eqs. 2, 5, and 6 provides general applicability in which 
total accommodation potential for sediment in barriers, excluding aeolian super-
structure, depends entirely on both the dimensions and concavity of the segment of 
shoreface forming the surface of the barrier front.

Equation 6 also is a formal expression of the concept that barrier genesis occurs 
through mainland-beach detachment (Hoyt 1967). That is, barrier formation requires 
development of a shoreface with a storm berm at its apex that produces an emergent 
highpoint in marine deposits offshore from the primal shoreline associated with 
marine flooding of the land surface.

3  �Shoreface Dynamics: The Missing Link

3.1  �Sediment-Transport Processes

Although concepts underpinning simplistic models exist to explain shoreface 
dynamics and form (Niedoroda, et  al. 1984; Wright 1995; Cowell et  al. 1999a), 
knowledge is far from definitive. Early theories put forward to explain the typically 
concave shoreface geometry considered a balance between onshore- and offshore-
directed sediment transport (Cornaglia 1889; Fenneman 1902) and uniform wave 
energy dissipation to the shoreline (Johnson 1919). Collations of upper shoreface 
geometry measurements by Bruun (1954) and Dean (1977), for example, provided 
data for the further development of null-point (advection-diffusion) and entropy-
maximizing models (Wright 1995). More recent efforts to understand and predict 
the relationship between sediment-transport processes and shoreface form (and 
response) have applied energetics-based models to predict wave-driven sediment 
transport (Aagaard and Sorensen 2012; Ortiz and Ashton 2016) and empirically 
derived shoreface sediment-transport models (Aagaard and Hughes 2017).

Nevertheless, our understanding of the governing processes that control shoreface 
morphology remains limited by the accessibility and complexity constraints that 
impair direct observations of sediment transport on the shoreface. One fundamental 
aspect that is well-established is that the influence of wave energy on sediment 
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entrainment and transport decreases with increased water depth across the shoreface, 
and that relationship has a pronounced influence on the geometry of the shoreface 
(Niedoroda and Swift 1981; Niedoroda et al. 1984; Wright 1995).

The limits to knowledge are not surprising given practical limitations in measur-
ing sediment-transport processes, especially in wave-dominated shallow-marine 
environments. Observational records of shoreface evolution are typically restricted 
to the upper shoreface, where rapid rates of surface response and accessibility allow 
for surface change to be measured over annual to decadal timescales (Birkemeier 
1985; Nicholls et al. 1998). Beyond the upper shoreface, surface response rates are 
usually too gradual to allow for the detection of surface change at observational 
timescales, within the envelope of measurement uncertainty. Exceptions to this may 
occur where the shoreface is sufficiently far from equilibrium, due to either natural 
or anthropogenic processes, to drive relatively high rates of surface response across 
the mid to lower shoreface (e.g., Patterson 2012).

On the timescales relevant to barrier formation and evolution (i.e., decades to 
millennia), the variability in intensity and direction of flows through time, espe-
cially for wind waves and swell, is problematic for physics-based explanations and 
predictions of shoreface dynamics. Detailed measurements of inner-shelf boundary 
layer flows show that this variability exists even during the course of individual 
storm events (Wright 1995). Aggregating the effects of such variability on sediment 
transport over decades to millennia would be challenging enough even if gross 
transport rates were relevant over the long term, and errors in calculations of gross 
sediment-transport rates were small over short time intervals (seconds to minutes). 
The problem is greatly compounded by the fact that it is net transport resulting from 
tiny residuals between onshore and offshore fluxes, and their gradients, that are 
relevant for barrier evolution over the long term. The magnitude of these residuals 
compared to errors in sediment-transport calculations is the real issue of relevance 
to predicting barrier-shoreface evolution from first principles.

3.2  �Geological Evidence

Unfortunately, sediment-transport theory and measurement for combined waves 
and currents is accurate only to within one to two orders of magnitude (Davies et al. 
2002). The error bands are comparable, or much greater than, the actual transport 
residuals required to produce changes in the shoreface and barriers, which are evi-
dent from both historical and geological studies of these sediment bodies. 
Radiometrically calibrated results of seismic and coring investigations on barriers 
and shorefaces in southeast Australia (Thom 1984; Roy et al. 1997) have been used 
to infer magnitudes of time-averaged transport residuals under reasonably stable sea 
levels and sediment supply conditions that have prevailed over the past few millen-
nia (Cowell et al. 2001, 2003a). These data form the basis for numerical exploration 
of rates of change in shoreface-related accommodation controls on barrier form and 
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volumes reported in the following section. An understanding of these rates is critical 
for sober forecasts of barrier response to sea-level rise, especially for cases in which 
the shoreface partially encroaches into the substrate.

Encroachment of the lower shoreface into preexisting substrate has been demon-
strated as a primary source of sediment supply for barrier progradation in southeast 
Australia and elsewhere (Roy et al. 1994; Cowell et al. 1995, 2001, 2003b; Kinsela 
et al. 2016). The sedimentology and radiometric age structures of barriers and their 
shorefaces in southeast Australia also reveal that outcropping of the substrate on the 
lower shoreface (m < tan α/ tan β < 1) is not only common, but is the result of the 
evolution in shoreface geometry over the past 6000 years of roughly stable sea level 
(Thom and Roy 1985). Shoreface sand supply has ensued over millennia of near 
stable sea level in some cases, or in the case of the central Netherlands barrier coast, 
even with steadily rising relative sea level, on the order of 5  m during the past 
5000 years (Cowell et al. 2003b). Thus, shoreface geometry not only varies geo-
graphically along many coasts, in ways that are not yet well-understood, it also 
changes systematically at long timescales (millennia), even under stable boundary 
conditions.

The depositional records of coastal barriers may preserve detailed histories of 
shoreface evolution, indirectly in the gross dimensions and morphology of the bar-
rier, and directly as buried paleo-shoreface reflector surfaces, which can be mapped 
using sub-surface imaging techniques such as ground-penetrating radar and high-
resolution seismic reflection (e.g., Roy et al. 1997; Fig. 4). Both indirect and direct 
lines of evidence can be used to interpret coupled barrier-shoreface evolution where 
the geochronology of the barrier is known. Recent advances in geochronology tech-
niques (e.g., optically stimulated luminescence) and the resolution of sub-surface 
imaging have revealed the depositional records of prograded coastal barriers in 
unprecedented detail, enabling detailed reconstructions of paleo-depositional con-
trols and barrier deposition, and the integration of barrier evolutionary processes 
across observable and long-term (millennial) timescales (e.g., Goodwin et al. 2006; 
Tamura 2012; Dougherty 2014; Costas et al. 2016; Oliver et al. 2017). In settings 
where the prevailing depositional controls are known or can be approximated, these 
records offer the most promising insights to the process and timescales of coupled 
barrier-shoreface evolution.

However, the interpretation of geological evidence alone often tells only part of 
the evolutionary story, as the spatial and chronological precision necessary to form 
detailed reconstructions of lower shoreface evolution in particular may still exceed 
the range and resolution of available techniques. Furthermore, shoreface evolution 
involves sediment transfers between the upper and lower shoreface (Cowell et al. 
2003a), and usually only the region that experienced accretion (as opposed to ero-
sion) is preserved in the depositional record. An exception is where shoreface low-
ering can be estimated from the thickness of a coarse sediment lag, which is a 
condensed deposit derived from the underlying parent material containing a mea-
surable concentration of coarse clasts (Cowell et al. 1995, 2001). In principle, this 
potential line of evidence exists wherever the shoreface encroaches into the sub-
strate. In practice, however, the method requires the presence of a suitable coarse 
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Fig. 4  The Forster-Tuncurry coastal barrier systems and geological data referred to in the text. (a) 
Location in southeastern Australia. (b) The northern embayment features a horizontally stacked 
series of Pleistocene and Holocene barriers, which have been sampled along onshore and offshore 
transects  using coring, geochronology, and sub-surface imaging (ground-penetrating radar and 
seismic reflection) techniques (Roy et al. 1997). (c) The Holocene barrier complex includes a core 
of transgressive facies that is buried beneath the sand wedge of regressive facies. The Holocene 
barrier overlies Pleistocene barrier sand, and the regressive facies blends into a coarse inner-shelf 
sand sheet in around 24 m water depth. (d) The radiocarbon geochronology of the Holocene barrier 
shows a relatively steady rate of progradation from over 6000 years ago to present. Barrier progra-
dation during the past 6000 years was simulated using the BARSIM model, as shown by 1000-year 
(1-kyr) increment model shoreface profiles. (e) Enlarged seismic record showing the toe of the 
barrier-front sediment wedge at its intersection with the regions of positive shoreface accommoda-
tion and encroachment into the substrate further offshore (xf, hf). The regressive barrier deposits 
below mean sea level (MSL) are shoreface facies, because the barrier has prograded through the 
late Holocene, following the termination of post-glacial sea-level rise along this coast. Back-
barrier facies would otherwise be expected on the retrogradational shoreface of a transgressive 
barrier. Adapted from Kinsela et al. (2016) and Roy et al. (1997)
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fraction within the finer sand matrix of the underlying parent material, such as along 
much of the coast of southeast Australia (Fig. 4). If, for example, the substrate com-
prises aeolian sand deposits, coarser clasts are most likely to be absent.

3.3  �Knowledge Gaps

Reflection on the geological evidence and the uncertainties in shoreface dynamics 
raises the key question: what will really happen to shorefaces as sea-level rise con-
tinues into the future? It seems contrary to reason that partially encroached shore-
faces (e.g., Fig. 4) should suddenly begin sequestering sand from adjacent barriers 
as sea level rises, as is presupposed by Bruun’s (1962) model, instead of continuing 
to supply sand to the barrier as has been the case for millennia. Rather, lower shore-
faces on some coasts are likely to continue supplying sand to adjacent beaches 
despite rising sea level, at least up until the sea attains some elevation high enough 
for the supply process to cease. On low-gradient coasts, barrier rollover processes 
such as overwash can maintain stable shoreface geometry as the barrier migrates 
over the preexisting substrate without encroachment (tanα ≤ m tan β), and without 
any sediment transfer from the upper to lower shoreface as sea level rises. However, 
in settings where the shoreface tends to become a sink for beach sand as sea level 
rises, what rates can be expected for the transfer of sand from the beach to the shore-
face, and to what water depths on the lower shoreface?

The principles outlined in Sect. 2 imply that adjustments to shoreface geometry 
have consequences for barrier accommodation, and thus also for barrier evolution 
and shoreline change. In the context of predicting barrier response to climate 
change, the existing limits to knowledge regarding shoreface adjustment in response 
to sea-level rise include:

	1.	 The total volume of shoreface sediment accommodation generated by sea-level rise;
	2.	 The rate of barrier-shoreface sediment exchange relative to the rate of sea-level 

rise; and
	3.	 The significance of lagged shoreface response following the stabilization of sea level.

The first of these limits affects accuracy in predicting the ultimate sediment 
redistribution across the barrier front in response to a recorded or projected sea-level 
change (and also the total shoreline change commitment associated with shoreface 
adjustment). This is the least problematic, as geological evidence suggests that the 
total response can be reasonably well-estimated using shoreface-translation tech-
niques applied to the entire shoreface and barrier, while also taking into account 
sediment supply (and loss) constituents (Cowell et  al. 1995). These shoreface-
translation techniques compute the cross-shore sediment balance while accounting 
for other gains and losses of sediments, including alongshore-transport residuals. 
However, solving the cross-shore balance only describes the ultimate limits of bar-
rier response and shoreline migration: it does not explicitly incorporate rates or 
timescale of change.
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The second aspect concerns the prediction of shoreline change at an intermediate 
time during sea-level change: e.g., how far may the shoreline retreat in response to 
sea-level rise during a civil planning period (e.g., 50 years)? Where applicable, this 
depends on how much sediment is lost from the barrier to newly generated shore-
face accommodation within that time frame, or, how much of the total potential 
shoreface sediment-accommodation volume is actually filled? This will depend on 
the rate of sediment exchange between the barrier and shoreface, which is con-
trolled by shoreface sediment dynamics that remain poorly understood. Considering 
that sea-level rise driven by global climate change is projected to continue beyond 
the present century (IPCC 2013), addressing this second aspect of uncertainty may 
be the most useful for managing shoreline change within current lifetimes.

The third limit to knowledge concerns the time required for complete barrier-
shoreface response to sea-level change (and the total shoreline change commitment) 
to be realized and is a product of the first two points above. If an instantaneous 
response of the entire shoreface to sea-level rise is not feasible, due to the balance 
between the rate of sea-level rise and the progressive decrease in shoreface sediment-
transport rates with increasing water depth, then sediment redistribution and shore-
line change must persist for some amount of time following the stabilization of sea 
level. Therefore, hysteresis must exist if sea-level change is ongoing. Addressing the 
third limit to knowledge provides an ultimate time horizon for coastal management 
and planning initiatives, for the case of sea-level stabilization within civil planning 
periods. This could be realized, for example, in the case of rapid reduction and miti-
gation of greenhouse gas emissions within the next one or two decades (IPCC 2013).

The fundamental concept to emphasize here is that the spatial scale of morpho-
logical change is intimately related to the timescale. This is demonstrated, for exam-
ple, in long-term shoreface measurement datasets, which show that the depth limit 
of shoreface morphological change (i.e., the so-called closure depth) increases with 
the observation timescale (Nicholls et al. 1998). The implication of the morphologic-
response timescale is that, if wave-driven sediment transport is the predominant 
control on shoreface evolution (Niedoroda and Swift 1981), the water depth limit to 
which the shoreface response to sea-level change is instantaneous (i.e., occurs 
within an annual timescale) will vary depending on the rate of sea-level change. For 
example, the limit of shoreface morphological change may become shallower for 
faster rates of sea-level rise. While surf zone sediment-transport processes may sup-
port seabed adjustment at short timescales (seasons to years), beyond the surf zone, 
rates of shoreface response diminish with wave-driven sediment entrainment and 
transport toward the seaward limit of the shoreface (at x*,h*).

In the context of the impact of climate change on barriers, uncertainty around 
shoreface response is one of the greatest challenges to research in coastal geosci-
ence, both in terms of difficulty and importance to coastal management. In Sect. 4, 
we present numerical experiments based on geological data, which demonstrate 
opportunities to apply depositional records to explore past barrier-shoreface evolu-
tion and the future response of barriers to global climate change.
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4  �Lower Shoreface Change and Barrier Evolution

The large horizontal extent of the lower shoreface, relative to other depositional 
features of the barrier system, means that minor vertical adjustments in the shore-
face surface imply significant sediment exchanges with adjacent sources or sinks 
(e.g., the barrier complex), with implications for barrier evolution (Cowell et  al. 
2003a). Systematic changes in shoreface geometry through time (i.e., statistical 
non-stationarity) may drive barrier evolution without change in boundary condi-
tions (in a static system), or otherwise without variation in the rate of change in 
boundary conditions (in a stable dynamic system). This implies that barrier evolu-
tion may not be directly proportional to a change in boundary conditions (e.g., sea-
level rise). In this section, we explore the potential for statistical non-stationarity in 
shoreface geometry, for rates of sea-level change representative of the late 
Quaternary and future sea-level rise projections.

Shoreface geometry is “maintained” where rates of morphologic response equal 
or exceed the rate of sea-level change, and thus shoreface geometry is statistically 
stationary (Niedoroda and Swift 1981). As such, the majority of shoreline response 
that is additional to passive inundation during sea-level rise may be associated with 
morphologic change in that region. To reliably predict barrier evolution and shore-
line change at a future point in time, therefore, the limit of shoreface maintenance 
(i.e., the extent across the shoreface to which geometry is statistically stationary) 
during sea-level rise must be known. Slower rates of morphologic response across 
the remainder of the shoreface imply a lesser contribution to sediment exchange 
between the barrier and shoreface (and shoreline change) from that area during sea-
level change. Determining the extent of shoreface maintenance, and the significance 
of lower shoreface contributions to the barrier sediment budget, requires an improved 
understanding of depth-dependent shoreface morphologic-response rates relative to 
projected rates of sea-level rise.

The depth dependence of shoreface morphologic-response timescales (i.e., the 
time required for complete adjustment to new boundary conditions) is a fundamen-
tal consideration in modeling barrier response at the intermediate timescales 
(decades to centuries) relevant to managing and planning for the impacts of climate 
change. While idealized barrier behavior can be demonstrated analytically using the 
simplifying assumption of time-invariant shoreface geometry (Wolinsky and 
Murray 2009; Murray and Moore this volume), the idealized behavior may only 
provide a first-approximation of barrier response at intermediate timescales. This is 
because the simplifying assumption is violated where the rate of relative sea-level 
rise exceeds shoreface morphologic-response rates, which decrease with increasing 
water depth. Sensitivity to this factor may have significant effects on predictive 
models of barrier evolution, because of the relatively large horizontal dimensions of 
the shoreface (Cowell et al. 2003b).
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4.1  �Framework for Investigating Shoreface Morphologic-
Response Timescales

Fixed (time-invariant) definitions of the shoreface domain, whether based on mor-
phological measurements (Birkemeier 1985; Nicholls et  al. 1998), empirical 
relationships (Hallermeier 1981), or sedimentary evidence (Fig. 4e), are all inflexi-
ble for changing boundary conditions (dynamic systems). Empirically derived defi-
nitions are biased by relatively short observation timescales and by the relative 
stability of boundary conditions during the historical period. That is, all historical 
observations have been made under particular relative sea-level conditions, which 
are projected to change significantly in the present century due to global mean sea-
level rise (IPCC 2013). As an alternative, we use morphologic-response timescale 
concepts to construct a framework with which to quantify shoreface response to 
sea-level change.

Long-term observations of shoreface bathymetry change are rare, and thus little 
is known about the morphologic-response timescales of most shorefaces, beyond 
what can be gleaned from the modern geometry and sediment distribution. 
Hallermeier (1981) proposed analytical equations, based on shoreface profile obser-
vations, wave climate statistics, and sediment characteristics, to define limits for the 
upper and lower shoreface or “shoal zone.” The inner (dl) and outer (di) shoal zone 
water-depth limit equations were intended to approximate the annual limit of profile 
variability (defined by δh < 0.3 m), and the typical annual limit of significant cross-
shore sand transport due to waves, respectively. Hallermeier (1981) reasoned that if 
di captured the effective limit of cross-shore sediment transport at annual times-
cales, it might represent an appropriate morphological scale for predicting coastal 
erosion in response to sea-level change, using Bruun’s (1962) model. Bruun 
assumed that sediment flux rates across the shoreface are sufficiently rapid to main-
tain time-invariant shoreface geometry during sea-level rise and that the shoreface 
translates upward and landward at the same pace as rising sea level.

Consideration of the above prompts the two key questions that we consider in 
this section:

	1.	 To what extent may the shoreface respond fully (i.e., “instantaneously” on this tim-
escale) to sea-level rise, for the rates and duration of current global projections?

	2.	 Does partial (sub-instantaneous) shoreface response occur beyond that limit, and 
if so, what does that mean for barrier evolution and shoreline change in response 
to sea-level rise?

A more robust conceptualization of instantaneous response is that morphological 
change in that region is rapid enough to allow the annually averaged shoreface mor-
phology to fully adjust to the annual range in wave conditions: giving rise to the term 
active zone (Stive and de Vriend 1995). Farther offshore, on the lower shoreface, pro-
gressively decreasing rates of wave-driven sediment entrainment and transport imply 
that rates of shoreface adjustment decrease with increasing water depth (Niedoroda 
et al. 1984; Wright 1995). Shoreface evolution and barrier response during sea-level 
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change are likely to be sensitive to depth-varying rates of shoreface morphologic 
response beyond the active zone, because of the large spatial scale of the lower shore-
face for typical concave geometry, relative to the upper shoreface and beach.

In modeling the observed evolution of the Holland coast during the Holocene 
and recent historical past, Stive and de Vriend (1995) reasoned that, at annual tim-
escales, time-invariant shoreface geometry is limited to the active zone, where 
morphologic-response rates greatly exceed rates of change in forcing. They also 
reasoned, however, that the active zone should extend deeper across the shoreface 
for longer observation timescales or reduced rates of change in boundary condi-
tions. Their modeling of recent historical coastal evolution suggested that for short 
timescales (years to a decade), upper shoreface change and barrier evolution could 
be reliably predicted on the basis of a static sediment balance. That is, techniques 
that translate time-invariant shoreface geometry limited to the upper shoreface may 
yield meaningful predictions. However, without detailed and long-term measure-
ment records across the lower shoreface, appropriate dimensions of the active zone 
for longer timescales remain elusive.

We borrow concepts from Hallermeier (1981) and Stive and de Vriend (1995) in 
our framework for investigating shoreface morphologic-response timescales (Fig. 5):

•	 The upper shoreface, which is affected by wave breaking and surf zone pro-
cesses, extends to a limiting water depth (hc), beyond which rates of sediment 
flux and morphological change are too gradual to support instantaneous shore-
face response at annual timescales;

•	 The active shoreface, which extends to a limiting water depth (ha) and implicitly 
includes the upper shoreface, and is characterized as having statistically station-
ary geometry at the observation (or simulation) timescale and for  the rates of 
change in boundary conditions; and

•	 The lower shoreface, which is affected by wave shoaling, extends from the active 
shoreface limit to a limiting water depth (h*) beyond which rates of sediment flux 
and morphological change diminish at negligible rates towards wave base (hw), 
where profile response is immeasurable or otherwise insignificant at the observa-
tion (or simulation) timescale.

The rationale for defining the active shoreface emerges from the traditional per-
ception of the upper and lower shoreface domains as time-independent morphologi-
cal domains, which does not support a domain that is characterized by statistically 
stationary geometry (featuring necessarily timescale-dependent dimensions). While 
the active shoreface may be subject to fluctuating vertical adjustment about a mean 
profile in response to high frequency variability in boundary conditions, geometry 
variance is constant about a stationary mean and may be considered noise when 
modeling barrier evolution at intermediate to long timescales (decades to millennia). 
As the upper shoreface is characterized by statistical stationarity at annual times-
cales, the active shoreface limit (ha) is anticipated to vary between hc and h* (Fig. 5).

Beyond ha, sub-instantaneous response implies that the lower shoreface is char-
acterized by lagged evolution, and the hysteresis is anticipated to increase with 
depth. The lower shoreface may therefore experience morphological inheritance: 
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i.e., the partial adoption of antecedent substrate morphology into the shoreface 
geometry under conditions of shoreface encroachment (Figs.  3b and 4e). 
Encroachment involves a sustained surface relaxation toward equilibrium that per-
sists after stabilization of boundary conditions. The relaxation contributes to pro-
longed shoreline change following sea-level rise, due to ongoing sediment 
redistribution driven by lagged shoreface response: a phenomenon evident in the 
depositional histories of barriers in the central Netherlands and southeastern 
Australia (Cowell et al. 2003b; Kinsela et al. 2016).

The global sea-level highstand experienced during the late Holocene means that 
many barriers have been subject to stable or only subtly changing (in the case of 
subsidence or tectonics) sea level during that time, relative to the rapid sea-level rise 
experienced in the early Holocene. The principles outlined above, determined from 
past behavior, provide insights into future response. At intermediate (decadal to 
centennial) to long (centennial-millennial) timescales, the upper shoreface can be 
anticipated to respond “instantaneously” (i.e., at annual timescales) to sea-level rise, 
while the lower shoreface can be anticipated to respond at progressively reduced 
rates with increasing water depth. However, the sensitivity of active shoreface 
dimensions and depth-dependent rates of lower shoreface response, to the rate of 
sea-level change, remains largely unknown. The remainder of this chapter explores 
this relationship through experimental simulations.

Fig. 5  Definition of shoreface domains in relation to morphologic-response timescales. Moving 
from wave base (hw) towards the shore (right to left), waves begin to interact with the seabed as it 
shoals. Above the lower shoreface limit (h*), wave action is sufficient to drive cross-shore sediment 
transport resulting in meaningful seabed change at long timescales (centuries to millennia), with 
sediment fluxes increasing with decreasing water depth. Above the active shoreface limit (ha), sedi-
ment flux rates are sufficient to support time-invariant shoreface geometry, at the observation or 
simulation timescale, and for the prevailing rates of change in boundary conditions (e.g., sea level). 
Above the upper shoreface limit (hc), sediment flux rates support shoreface response to changing 
boundary conditions at annual timescales (instantaneous response). As such, hc  < ha  < h*. The 
dashed line represents the surf zone morphology, which fluctuates at very short timescales (weeks 
to seasons) in response to time-varying wave conditions, and which can be considered noise in the 
context of intermediate- to long-term (decades to millennia) barrier-shoreface evolution. Adapted 
from Kinsela and Cowell (2015)
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4.2  �Exploring Shoreface Response to Sea-Level Change

Morphologic- and morphodynamic-behavior models provide a means to explore 
coupled barrier-shoreface evolution at the intermediate to long timescales of interest 
here, without a complete understanding of shoreface sediment-transport processes. 
Such models use behavior rules and lumped parameters to describe the morphologic 
response to changing boundary conditions, without simulating the physics of shore-
face sediment transport (Cowell et al. 1995; Storms 2003; Stolper et al. 2005; Moore 
et al. 2010; Lorenzo-Trueba and Ashton 2014). We use a morphodynamic-behavior 
model and a detailed geological dataset from southeastern Australia (Fig.  4) to 
resolve the shoreface evolution that drove the deposition of a Holocene prograded 
barrier. We then apply the model to explore shoreface response to rates of sea-level 
change experienced during the late Quaternary and projected in response to present 
climate change.

The BARSIM model applied here uses computationally efficient process-
response functions to simulate erosion and deposition across the barrier and shore-
face, and through time, the formation of sedimentary strata (Storms et  al. 2002; 
Storms 2003). Time-averaged sediment transport and morphologic evolution are 
described by behavior rules that control depth-dependent rates of shoreface erosion 
and grain-size-dependent sediment travel distances. The model is particularly suited 
to investigating shoreface response to sea-level change, because shoreface morphol-
ogy evolves freely through depositional interactions between the erosion and sedi-
mentation functions.

Behavior models can be calibrated using depositional records of past barrier evo-
lution to ensure that the simulated rates of morphologic evolution reflect the natural 
setting. We calibrate the shoreface-erosion efficiency parameter in BARSIM using 
the dimensions and geochronology of the Holocene prograded barrier at Tuncurry 
in southeastern Australia (Fig.  4), through inverse simulations to reproduce the 
observed barrier dimensions and age structure (Kinsela and Cowell 2015). The 
radiocarbon geochronology indicates relatively consistent rates of progradation 
over the past 6000 years (Fig. 4d), despite relatively stable late-Holocene sea levels 
in this region. Sensitivity testing was carried out to assess the feasibility of possible 
sediment supply scenarios, based on detailed geological investigations of the barrier 
complex and adjacent depositional features (Roy et al. 1994, 1997). The scenario 
featuring a dominant sand supply from the shoreface to the barrier, with a secondary 
alongshore sand supply, was the only scenario that generated simulated barrier-
shoreface morphology, and barrier geochronology, consistent with the geological 
evidence (Kinsela et al. 2016).

We apply the calibrated model in a series of hypothetical experiments to investi-
gate shoreface morphologic-response timescales. The experiments consider the 
evolution of shoreface geometry in response to steady rates of sea-level change (0.5, 
1, 2.5, and 5 mm/year) across a linear substrate. To isolate the simulated morpho-
logic response to sea-level change from any influence from the initial shoreface 
geometry, which was equivalent to the modern shoreface geometry at Tuncurry 
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(Fig. 4c), the experiments simulate falling sea level across a linear continental shelf 
substrate with a slope consistent with the gradient of the lower shoreface at Tuncurry 
(0.15°). This approach removes any potential for morphological inheritance of the 
initial substrate into the evolving shoreface geometry, which may occur where sub-
strate morphology is variable and the rate of sea-level change exceeds morphologic-
response rates (i.e., beyond the active shoreface). Aside from sea level, all model 
variables and parameters are held constant throughout the simulations and the sedi-
ment budget is balanced, such that there are no net gains or losses.

Normalized shoreface geometries derived using a moving reference frame show 
the simulated shoreface evolution during translation across the linear continental 
shelf substrate, in response to sea-level change at constant rates of 0.5, 1, 2.5, and 
5 mm/year (Fig. 6a-d). The total adjustment from the initial shoreface geometry 
(black line) to the final geometry (red line) is shown, along with ten equivalent sea-
level change increments between each scenario (gray lines). The normalized shore-
face geometries adjust for the relative vertical adjustment due to sea-level change 
and horizontal translation due to sediment redistribution, enabling the visualization 
and analysis of shoreface geometry alone. Divergence between the normalized pro-
files within each simulation indicates the depth at which shoreface maintenance 
(time-invariant geometry) ceased, based on the model parameterization and simu-
lated rate of sea-level change. Seaward of the divergence, the rate of sea-level 
change exceeds the threshold sediment flux and morphologic-response rate required 
to maintain stable shoreface geometry. Therefore, the divergence point also marks 
the depth limit of the active shoreface (ha) in each scenario (Fig. 6).

From more than 30 years of deep-water wave measurements at Crowdy Head 
(40 km north-east of Tuncurry), the annual mean significant wave height (Hs) at 
Tuncurry is 1.6 m (σ = 0.65 m). Using Hallermeier’s (1981) approximation for the 
inner shoal zone depth limit (dl ≈  2Hs  +  11σ), or the limit of significant (i.e., 
δh  > 0.3 m) morphological change at annual timescales, dl  = 10 m at Tuncurry. 
Similarly, using Hallermeier’s empirical equation for the outer shoal zone depth 
limit (di), or the limit of significant cross-shore wave-driven sediment transport at 
annual timescales, di = 35 m at Tuncurry. In Fig. 6, hc and h* are defined using the dl 
and di values as calculated for Tuncurry, respectively. The question then arises, how 
to define the active shoreface depth limit (ha) to distinguish between time-invariant 
and time-varying shoreface geometry?

A pragmatic approach to objectively determine ha between the simulations is to use 
a fixed shoreface adjustment threshold. While Hallermeier’s shoal zone depth limits 
were devised for annual timescales, they are often applied as time-independent limits 
of the upper and lower shoreface. Hallermeier’s empirical equations for dl were 
intended to estimate the depth beyond which δh < 0.3 m at annual timescales. In con-
trast, using a fixed shoreface adjustment threshold (e.g., δh > 0.3 m) to detect morpho-
logic response between initial and final shoreface geometries in the simulations 
(Fig. 6), provides a means to identify ha that implicitly accounts for variation in the 
rate of sea-level change between the experiments. Applying that threshold to the simu-
lated shoreface geometry, the active shoreface depth limit (ha) decreases (i.e., becomes 
shallower) for increasing rates of sea-level change. That is, the measured ha in the 
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simulations was 32, 25, 15, and 10 m, for increasing rates of sea-level change of 0.5, 
1, 2.5, and 5 mm/year, respectively (Fig. 6a–d). Based on the model parameterization 
and rates of sea-level change considered, therefore, ha decreased from the vicinity of 
the lower shoreface depth limit (h*) to the upper shoreface depth limit (hc) for this set-
ting, as defined using Hallermeier’s (1981) empirical shoal zone equations.

Simulations were also carried out to explore the sensitivity of shoreface evolu-
tion to the substrate slope. Specifically, the experiment featuring a 2.5 mm/year rate 
of sea-level change (Fig. 6c) was repeated with linear shelf gradients of 0.225° and 
0.3° (compared to 0.15°). The results suggest that both the depth limit and geometry 
of the active shoreface are insensitive to the substrate slope within the representative 

Fig. 6  Normalized shoreface morphology from numerical simulations exploring the influences of 
the rate of sea-level change and substrate slope on shoreface geometry. Panels a–d consider 
increasing rates of sea-level change from 0.5 to 5 mm/year, for shoreface translation across a linear 
substrate of slope 0.15°. Panels e and f consider a rate of sea-level change of 2.5 mm/year (as in c), 
for shoreface translation across linear substrate slopes of 0.225° and 0.3°, respectively. The initial 
(black line) and final (red line) shoreface geometry is shown with intermediate geometries 
corresponding to 8-m sea-level change increments (gray lines). The upper (hc), active (ha), and 
lower (h*) shoreface limits are shown for each case. Adapted from Kinsela and Cowell (2015)
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range for this region. That is, ha remains unchanged between panels c, e, and f in 
Fig. 6. However, the geometry of the lower shoreface (spanning ha to h*) is observed 
to contract for steeper substrate slopes, meaning that the cross-shore extent becomes 
reduced. This is to be expected, as h* defined using Hallermeier’s outer shoal zone 
limit (di) equation varies with the wave climate and sediment characteristics only, 
which were consistent between all simulation experiments.

Comparison between the simulations shown in Fig. 6 demonstrates that while 
active shoreface geometry may be independent of the preexisting substrate, lower 
shoreface evolution is sensitive to the preexisting substrate, and thus lower shore-
face geometry in modern settings may reflect the preexisting substrate. In the con-
text of barrier response to climate change, this suggests that morphological 
inheritance may persist across the lower shoreface, where the rate of sea-level rise 
exceeds depth-dependent residual sediment flux and morphologic-response rates. 
Furthermore, the reduced extent of the lower-shoreface encroachment zone in 
steeper shelf settings suggests that in such settings, depth-dependent lower shore-
face response may be of less significance to the coastal sediment budget during 
sea-level rise.

4.3  �Implications for Barrier Response to Climate Change

The exploratory simulations described above provide some interesting insights 
regarding the potential significance of depth-dependent lower shoreface response to 
barrier evolution and shoreline response to present and future sea-level rise. 
Contraction of the active shoreface from the vicinity of h* to hc for increasing rates 
of sea-level change, from 0.5 to 5 mm/year, suggests that the active (time-invariant) 
shoreface encroachment zone, which represents most of the sediment transfer 
between sub-aerial barrier and shoreface during sea-level change, should decrease 
as the rate of sea-level rise accelerates. On the other hand, the lower shoreface, 
which is characterized by depth-dependent morphologic-response rates, morpho-
logical inheritance, and lagged behavior, expands as the rate of sea-level rise accel-
erates. The simulations thus demonstrate the potential for increasing hysteresis in 
the barrier-shoreface system with accelerating sea-level rise.

This raises an important question: how well do barrier response models that are 
based on time-invariant shoreface geometry assumptions reflect sediment budget 
considerations raised by an active shoreface that varies in dimensions with change 
in the rate of sea-level rise? Considering the projected acceleration in sea-level rise 
through the present century and beyond (IPCC 2013), it may be expected that such 
models will under- or over-predict shoreline change, depending on the shoreface 
depth to which time-invariant geometry is assumed (the so-called closure depth) 
and the nature of time-varying ha in reality.

To investigate this, we present results from a morphologic-behavior model 
(Cowell et  al. 1995), which compare the influence of time-invariant and time-
varying active shoreface dimensions on predicted shoreline change at Tuncurry 
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(Fig. 4), in response to recorded and projected sea-level rise over the period 1850–
2100 attributed to global climate change. The model simulates shoreface encroach-
ment and shoreline change relative to a modern dune-scarp position at Tuncurry, 
adjusted to account for the observed historical sea-level rise. The historical global 
mean sea-level rise applied in the model was from Church and White (2011), while 
the projected sea-level rise was the Intermediate scenario of Sweet et al. (2017). 
Their Intermediate scenario features a relatively modest acceleration in sea-level 
rise through the present century, resulting in global mean sea level rise of 1 m at 
2100, relative to the year 2000 (Fig. 7a). The scenarios presented by Sweet et al. 
(2017) are based on sea-level rise projections from IPCC (2013), which have been 
updated to reflect recent advances in scientific understanding of accelerated ice 
losses. It should be noted that the Intermediate scenario of Sweet et al. (2017) lies 
within a range of possible scenarios for this century and beyond, which result in 
projected global mean sea-level rise at 2100 between 0.3 m (no acceleration) and 
2.5 m (rapid acceleration).

We apply the morphologic-behavior model with time-invariant shoreface geom-
etries that reflect the present-day shoreface at Tuncurry. We first carry out separate 
simulations with fixed active shoreface depth limits (ha) of 10, 25, and 35 m. The 
simulations compare predicted shoreface encroachment and shoreline retreat, if the 
active shoreface extends across the upper shoreface (ha = hc = 10 m), to a position 
midway across the shoreface (ha = 25 m), or across the full extent of the shoreface 
(ha = h* = 35 m). In a separate experiment, we vary ha throughout the simulation 
reflecting change in the rate of sea-level rise. Based on the simulation results shown 
in Fig. 6, we decrease ha from 32 m to 10 m throughout the simulation, as sea-level 
rise accelerates through the simulation period from 0.5 to 15 mm/year (Fig. 7a). We 
limit contraction of the active shoreface to ha = hc = 10 m, even as the rate of sea-
level rise exceeds 5 mm/year (beyond 2010), in recognition that, by definition, the 
upper shoreface responds to variation in boundary conditions at annual timescales 

Fig. 7  Comparison of shoreline retreat predictions for the period 1850–2100 using a geometric 
shoreface translation model with fixed (time-invariant) and dynamic (time-varying) active shore-
face dimensions. Panel a shows the sea-level rise scenario (blue, right axis) and the dynamic active 
shoreface depth limit (gray, left axis); panel b shows predicted shoreline retreat based on fixed 
active shoreface limits of 10 m (red), 25 m (green), and 35 m (blue), and based on the time-varying 
active shoreface limit described in a (black)
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(i.e., instantaneously). While there likely exists a threshold rate of sea-level rise, 
beyond which instantaneous shoreface response retreats into the surf zone, the iden-
tification of that threshold is beyond the scope of our simulations.

As anticipated, variation in the active shoreface dimensions has a profound influ-
ence on the predicted shoreface encroachment and associated shoreline response to 
sea-level rise. At 2100, the predicted shoreline retreat in response to the sea-level 
rise scenario, for fixed ha values of 10, 25, and 35 m, was 69 m (red line), 122 m (green 
line), and 167 m (blue line), respectively (Fig. 7b). The predicted shoreline retreat 
based on time-varying ha proportionate to the rate of sea-level rise  (Fig. 7a) was 
72.5 m as indicated by the black line (Fig. 7b). The similarity between predictions 
based on time-varying active shoreface dimensions and an active shoreface restricted 
to the upper shoreface (ha = hc = 10 m) emerges from the fact that the vast majority 
of sea-level rise in the 1850–2100 scenario occurs after 2025, when the accelerating 
rate of sea-level rise exceeds 5 mm/year, and thus ha in our model converges on hc 
(Fig. 7a). The result suggests that ha = hc may be a reasonable assumption for pre-
dicting shoreline retreat driven by shoreface encroachment in response to accelerat-
ing sea-level rise within the present century, based on our model parameterization 
derived from the simulations presented in Fig. 6. The result is consistent with previ-
ous suggestions that lower shoreface response timescales may be on the order of 
millennia (Stive and de Vriend 1995).

An interesting and unanticipated implication of the dynamic shoreface experi-
ment, in which ha converges on hc, is the prospect of an enhanced sand supply from 
the shoreface to the barrier, upon the slowing and stabilization of sea-level rise. That 
is, if shoreface encroachment was largely restricted to above hc for the rest of this 
century, a geometric inflection may develop in the shoreface beyond hc. Perhaps 
contrary to intuition, the effect of this on barrier sediment budgets could be most 
pronounced in lower gradient settings, because of the higher rates of shoreface 
translation associated with sea-level change across lower gradient substrates (Roy 
et al. 1994). The outcome would be a mid-shoreface sand body that could provide 
an onshore-directed sand supply upon the stabilization of sea-level rise, as the 
lagged response of the lower shoreface acts to reduce system hysteresis. This 
hypothesized response would be comparable to the shoreface evolution that supplied 
barrier progradation at Tuncurry following Holocene post-glacial sea-level rise 
(Kinsela et al. 2016).

The simulations described in this section have explored the sensitivity of barrier 
evolution and shoreline change to the relationship between shoreface morphologic-
response timescales and the rate of sea-level change, which emerges from depth-
dependent residual sediment flux and morphologic-response rates. The findings 
raise questions regarding the balance between barrier evolution and shoreline 
change driven by “instantaneous” barrier-shoreface sediment transfers during sea-
level rise, and lagged sediment transfers resulting from system hysteresis upon (and 
following) sea-level stabilization. While these questions remain difficult to resolve 
due to the limited observation and knowledge base on shoreface dynamics, the 
experiments highlight the potential sensitivity of barrier evolution and shoreline 
change to the nature of the acceleration and stabilization of sea-level rise over the 
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present century and beyond, not simply the magnitude of sea-level rise at the end of 
a particular civil planning period (e.g., 2100).

The findings also hint that the actual response of barriers and shorelines upon the 
stabilization of sea-level rise may be sensitive to multi-year to inter-decadal fluctua-
tions in wave climate. For example, a constructive wave climate may moderate 
shoreline retreat through enhanced sand supply from the shoreface to the barrier, 
while a destructive wave climate could result in the redistribution of a mid-shoreface 
sand body across newly generated accommodation space on the lower shoreface. 
Therefore, even if ha  =  hc is an appropriate assumption for predicting shoreline 
response to sea-level rise due to instantaneous barrier-shoreface sediment transfers, 
it implicitly ignores the potential for sustained barrier evolution and shoreline 
change, driven by lagged lower shoreface response beyond the slowing or stabiliza-
tion of sea-level rise. This highlights the need for further development of predictive 
models to account for the sensitivity of barrier-shoreface response to variation in the 
rate of sea-level rise over the coming decades and centuries.

5  �Conclusions

In this chapter, we have reviewed barrier evolution and shoreline migration driven 
by shoreface response to sea-level change, and by lagged shoreface evolution fol-
lowing the stabilization of boundary conditions caused by morphodynamic hyster-
esis that emerges from protracted morphologic-response timescales across the lower 
shoreface. The primary conclusions drawn from the review are as follows:

	1.	 Controls on shoreface-related accommodation constrain barrier form and dimen-
sions, which means that adjustments in shoreface geometry over time necessar-
ily cause changes in the associated barrier complex and barrier shoreline 
location.

	2.	 Time lags exist in shoreface adjustment to changes in boundary conditions, such 
as sea-level rise, due to increasingly long morphologic-response timescales 
across the lower shoreface. The hysteresis is especially significant on intermedi-
ate timescales of decades to centuries, which are of most relevance to planning 
for and managing barrier evolution and shoreline migration in response to cli-
mate change.

	3.	 Present limits to knowledge on shoreface dynamics and sediment transport hin-
der reliable predictions of coupled barrier-shoreface evolution from first princi-
ples at intermediate timescales (decades to centuries). While morphologic- and 
morphodynamic-behavior models offer promising means to predict barrier evo-
lution and shoreline migration, the accurate parameterization of depth-dependent 
shoreface morphological response timescales is key to reliable predictions. In 
particular, the extent of instantaneous shoreface response (time-invariant geom-
etry), which varies with the rate of sea-level change, must be determined to pre-
dict barrier evolution and shoreline migration during sea-level rise.
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	4.	 Build-up of the effects of rate-dependent morphodynamic hysteresis across the 
lower shoreface during sea-level change means that coupled barrier-shoreface 
evolution may persist beyond the slowing and stabilization of sea-level rise, and 
the nature of ongoing shoreline migration may be sensitive to the influences of 
wave climate variability on shoreface dynamics and sediment redistribution 
between the upper and lower shoreface.

5.1  �Shoreface-Related Accommodation Constraints on Barrier 
Form and Volume

We show in Sect. 2 that barrier form and potential for accommodation of sediments 
depends exclusively on shoreface geometry relative to the geometry of the substrate 
underlying the barrier complex. Adjustments in shoreface geometry therefore nec-
essarily affect barrier form and accommodation. Although we demonstrate the 
shoreface-related controls on sediment accommodation analytically, to illustrate the 
concepts using a simplified albeit conventional representation of shoreface geome-
try, it is important to note that the principles are axiomatic. That is, the principles 
also apply if the shoreface and substrate geometry were based on natural settings, 
which could be generated through the spatial averaging of their surfaces as mapped 
using hydrographic and seismic survey techniques.

The principles also reveal that alongshore-averaged barrier morphology belongs 
to a continuum of forms that tends to become a mainland beach as the back-barrier 
width becomes infinitesimal whenever the substrate attains a steepness equivalent to 
that of the mean slope of the shoreface. For intermediate ratios of substrate to shore-
face slope, the barrier-front accommodation only extends part way down the shore-
face to a point where the substrate outcrops, due to the encroachment of the shoreface 
into the substrate. This encroachment is possible only where the substrate comprises 
loose sediments or readily erodible sedimentary rocks. If the encroaching shoreface 
encounters areas of hard material (e.g., bedrock or strongly indurated sand), which 
cannot be eroded at the same rate as encroachment into the surrounding loose sub-
strate, then the hard substrate will form reef outcrops in the encroachment zone of 
the shoreface.

Where the substrate comprises loose sediments, however, encroachment into the 
substrate by a translating shoreface creates a source of sediment that can be supplied 
to the barrier: with the fine fraction likely being deposited in the back-barrier, and 
the sand fraction incorporated into the tidal delta, washover, and prograded shore-
face deposits of the barrier. The axiomatic geometric relations do not, however, 
provide an immediate indication of the rates of such sediment displacements across 
the shoreface, which gives rise to uncertainty in the morphologic-response times-
cales of coupled barrier-shoreface evolution.
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5.2  �Challenges in Forecasting Barrier Evolution: Lagged 
Shoreface Response

The shoreface response to sea-level rise is perhaps the greatest uncertainty in fore-
casting future barrier evolution and shoreline migration due to climate change. Even 
as projections of sea-level rise become more reliable over the coming decades and 
centuries, the readjustment of coastal sediment budgets to permanently raised 
sea level, and consequent shoreline migration, both remain difficult to predict with 
only an elementary understanding of shoreface dynamics and morphologic-response 
timescales. Our findings demonstrate a relationship between the rate of sea-level 
rise, the extent of the active shoreface (time-invariant geometry), and the resulting 
shoreline change, which is based on a model parameterization guided by past coastal 
evolution:

	1.	 For slow rates of sea-level change, the shoreline change commitment for a given 
magnitude sea-level change is mostly experienced during sea-level change, and 
all other forcing held constant, shoreline stability should return shortly after the 
stabilization of sea level;

	2.	 For rapid rates of sea-level change, the shoreline change commitment for the 
same magnitude sea-level change is only partially experienced during sea-level 
change, and even with all other forcing held constant, shoreline change following 
the stabilization of sea-level will be significant and prolonged.

Based on current projections of accelerating sea-level rise through the present 
century, the active shoreface may become increasingly restricted to the upper shore-
face, where rates of morphologic response are sufficient for complete adjustment to 
varying boundary conditions at annual timescales. This suggests that predictive 
models that apply time-invariant shoreface geometry limited to the upper shoreface 
may provide reasonable estimates of barrier response and shoreline migration dur-
ing sea-level rise, but increasingly poor estimates of the ultimate barrier evolution 
and shoreline change commitment  into the future. Conversely, the assumption of 
time-invariant geometry across the entire shoreface may lead to overestimation of 
barrier response and shoreline migration during sea-level rise, but more informative 
estimates of the ultimate limits of barrier evolution and shoreline change. Amidst 
this uncertainty around the evolution of shoreface geometry during sea-level rise, 
our simulations highlight opportunities to apply evidence of past shoreface behavior 
and barrier response stored in depositional records, to refine forecasts of future bar-
rier response to climate change.

Depth-dependent residual sediment flux rates across the shoreface mean that sea-
level rise generates morphodynamic hysteresis where the rate of rise exceeds the 
slowest morphologic-response rates (i.e., on the lower shoreface). The morphody-
namic hysteresis is rate-dependent, because the effects of hysteresis build up for 
faster rates of sea-level rise as the active shoreface contracts (i.e., the extent of instan-
taneous response reduces), thereby expanding the lower shoreface, which is charac-
terized by depth-dependent morphologic-response rates. Thus, the self-regulatory 
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morphodynamic system behavior is experienced at rates proportional to the rate of 
system disturbance (sea-level change). Morphodynamic hysteresis results in lagged 
shoreface response (and thus ongoing barrier evolution and shoreline change) that 
continues beyond the stabilization of sea level. Determining the balance of barrier-
shoreface sediment transfers that occur during sea-level rise, and those that will per-
sist after sea-level rise, is paramount to coastal management and planning. This can 
be estimated if the time-varying dimensions of the active shoreface can be 
approximated.

The coupled barrier-shoreface behavior that we have described in this chapter 
considers time-averaged barrier and shoreline response driven by barrier-shoreface 
sediment transfers caused by sea-level rise. Understanding the time-averaged 
response is of crucial importance to planning for the coastal impacts of climate 
change. However, just as severe storms contribute to significant shoreline variability 
around a time-averaged position, episodic processes such as floods and mega-rips 
may allow for sediment-bypassing of the upper shoreface during sea-level rise, con-
tributing to variability in barrier-shoreface evolution and shoreline change around 
the time-averaged response. Furthermore, while continuous barrier behaviors (e.g., 
encroachment and rollover) may drive significant and nonlinear shoreline migra-
tion, more abrupt shoreline change may arise from discontinuous behaviors (e.g., 
overstepping and drowning). The switch from continuous to discontinuous barrier 
behavior occurs where sediment-exchange thresholds between the shoreface, bar-
rier, and back-barrier environments are exceeded, which is explored by Mellett and 
Plater (this volume) and Ashton and Lorenzo-Trueba (this volume).

Acknowledgments  Laura Moore and Brad Murray provided valuable comments on the manu-
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Morphodynamics of Barrier Response  
to Sea-Level Rise

Andrew D. Ashton and Jorge Lorenzo-Trueba

Abstract  Barrier response to sea-level rise involves a dynamic interplay between 
the shoreface and the subaerial portion affected by overwashing. Focusing on feed-
backs between these two, here we discuss a morphodynamic approach to modeling 
barrier transgression. In contrast with the steady transgression portrayed by mor-
phokinematic models (which transport mass based on geometric considerations), a 
simple morphodynamic model predicts two modes of long-term barrier failure: 
width and height drowning. For barriers that survive sea-level rise, a most likely 
mode of barrier motion consists of punctuated and abrupt periodic transgression of 
the shelf, which can arise even from constant driving conditions. These intermit-
tently migrational barriers spend most of their existence staying essentially in place, 
a stark contrast to the continuous behavior suggested by morphokinematic models 
of barrier retreat. Even small perturbations to a barrier system traversing the shelf in 
dynamic equilibrium can kick-start an oscillating retreat. Looking alongshore, 
shoreline interconnectivity can have a significant effect on shoreline behavior across 
both space and time. Overall, our morphodynamic modeling results motivate a need 
to investigate the internal dynamics of barrier systems to understand the full range 
of past and potential future response of barrier systems to sea-level rise.
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1  �Introduction

Coastal barriers are dynamic landforms; their long-term evolution can generally be 
understood through interactions between the alongshore and cross-shore domains. 
The wave-dominated shoreface and the overwashing subaerial barrier represent 
local cross-shore systems—these are linked along the coast through littoral trans-
port (Fig. 1). The long-term response of coastal barriers to rising sea level is land-
ward movement. If local sediment budgets are closed, with no net alongshore 
transport gradients or other potential sources and sinks of sediment, sea-level rise is 
expected to drive a long-term rollover response, in which barriers move landward 
through movement of sediment from the front to the back of the barrier (e.g., Houser 
et al. this volume; Odezulu et al. this volume; Rodriguez et al. this volume; Murray 
and Moore this volume; Moore et al. this volume).

Many barriers experiencing modern, typically slow (1–3 mm/year) rates of local 
sea-level rise, however, are not currently rolling over and are often wider and higher 
than typical threshold widths and heights that would accommodate large overwash 
sediment fluxes (Leatherman 1979, 1983). This suggests that eventually, as relative 
sea level rises, barriers are likely to abruptly transition into a new dynamic rollover 
state. Such threshold behaviors, often expressed in conceptual models of barrier 
evolution (Leatherman 1983), are typically absent in many of the mathematical and 
numerical models constructed to capture and predict barrier response to sea-level 

Fig. 1  Aerial images of barrier islands in different states of overwash and with differing shoreline 
curvature: (a) Hatteras Island, North Carolina, USA (35°N 75°W), (b) St. George Island, Florida, 
USA (30°N 85°W), and (c) Santa Rosa Island, Florida, USA (30°N 87°W). Images courtesy of 
Google Earth
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rise and other environmental changes. Here, using a simple morphodynamic model 
of barrier evolution (Lorenzo-Trueba and Ashton 2014), we demonstrate that thresh-
old behaviors can emerge from internal feedbacks within coupled shoreface-
overwash dynamics, and that changes to the back-barrier can affect these behaviors. 
Furthermore, we show model results in which coupling of barrier profiles along a 
coastline can result in a cascade of threshold behaviors alongshore, with barrier seg-
ments alternatingly rolling over or aggrading in place based upon local histories and 
conditions, but also influenced by changes in barriers at a distance.

In this chapter, we first discuss three components of barrier behavior: the shore-
face, the overwashing subaerial portion, and the alongshore-coupled system. We 
then provide a framework representing a commonly used morphokinematic 
approach to modeling barrier evolution, which we then contrast with a morphody-
namic model that does not suppose that overwash maintains barrier width. We then 
present results from a simplified morphodynamic model (Lorenzo-Trueba and 
Ashton 2014) that demonstrates four potential modes of barrier evolution: dynamic 
equilibrium rollover common in other models, two mechanisms for drowning (one 
driven by insufficient overwash and the other arising from an excess of overwash), 
and a periodic retreat driven by feedbacks between the shoreface and overwashing 
system. We then examine simple cases of changes to regional geometry behind the 
barrier (i.e., in the “back-barrier”) to show how transitions in the back-barrier  
environment could amplify threshold behaviors already arising in the simple model. 
By coupling barrier profiles alongshore, we further demonstrate that threshold 
dynamics can be communicated alongshore and, depending on the interconnectivity 
of the shoreline (strength of shoreline smoothing, or diffusivity), can lead to either 
in-step or out-of-phase dynamic responses along a slightly irregular coast line. 
Overall, model results reveal that a simple morphodynamic framework can give rise 
to threshold barrier behaviors, including the possibility of barrier rollover that is 
discontinuous over time, exhibiting episodes of rapid rollover interspersed with 
long periods of quiescent behavior.

2  �Dynamic Processes Affecting Barriers

Barrier systems consist of different components, the shoreface, overwashing barrier, 
and the littoral system, each controlled by their own set of dynamics (Fig. 2).

2.1  �Shoreface Evolution

Shoaling waves, interacting with the seabed, constantly move sediment on- and 
offshore. The surf zone, where waves break, is constantly dynamic, moving the 
shoreline back and forth in response to daily changes in wave climate, tempered by 
the preexisting beach state. Models of seasonal to interannual shoreline change can 
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capture shoreline oscillations by considering movement of sediment to and from the 
shoreline to an offshore sand bar or reservoir—these short-term models typically 
capture shoreline movement about a presumed mean shoreline location or assume a 
constant rate of long-term erosion (Yates et al. 2009; Splinter et al. 2014).

Offshore of the surf zone, shoaled, unbroken waves move bed sediment; this 
region of wave-driven bed agitation is often referred to as the lower shoreface 
(Wright 1995) and is concave up (Dean 1991). Although there are many offered 
explanations for the controls on this shape, perhaps the most straightforward 
approaches suggest a balance between onshore- and offshore-directed sediment 
transport (Bowen 1980; Stive and de Vriend 1995). Moving offshore to deeper por-
tions of the profile, as wave influence weakens, processes that can drive sediment 
onshore similarly weaken. If offshore sediment transport is dependent on gravity, 
bed equilibrium slopes will be smaller moving offshore (Bowen 1980), particularly 
when considering that many waves affecting the lower shoreface may not be fully 
shoaled (Ortiz and Ashton 2016).

As the effect of waves continues to weaken with distance offshore, the outer edge 
of the shoreface is typically demarked using a “depth of closure” of the active pro-
file. Debate exists in terms of both the presence of such an offshore profile limit and 
how to quantify that depth based on the relevant timescales, given that wave-driven 
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Fig. 2  Typical cross-section of a barrier system demonstrating (a) key components and (b) the 
process domains. As with all plots of barrier profiles shown here, note the strong exaggeration of 
the vertical scale
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sediment transport often occurs across shelves beyond most delineated closure 
depths (Hallermeier 1981; Stive et al. 1991; Wright et al. 1991; Cooper and Pilkey 
2004). Recently, Ortiz and Ashton (2016) argued that the closure depth could be set 
by considering morphologic evolution, whereby the rate of change of the bed in 
response to changes at the shoreline becomes overwhelmingly slow—as with other 
closure depth estimates (see also Cowell and Kinsela this volume), this morphody-
namic closure depth depends on the timescale of interest.

In terms of long-term evolution, if the shoreface can be considered a system that 
is driven towards an equilibrium form due to onshore wave-driven sediment trans-
port (by processes such as wave velocity asymmetry and bed streaming) and off-
shore gravity-driven sediment transport (Bowen 1980), this leads to general 
understanding of the expected shoreface response to perturbation. First, an increase 
of sea level should oversteepen a shoreface that was previously at equilibrium, driv-
ing offshore sediment transport (Bruun 1962; Stive and de Vriend 1995; Ortiz and 
Ashton 2016). Similarly, accumulation of sediment within the surf zone, perhaps 
from alongshore transport gradients, should also result in offshore transport which 
spreads this sediment across the shoreface. Processes that remove sediment from the 
upper profile, such as overwash and aeolian processes, should drive onshore sedi-
ment transport from the lower profile (Davidson-Arnott 2005; Donnelly et al. 2006).

2.2  �Overwash

Overwash moves sediment from offshore up and over a barrier. This exclusively 
onshore flux is often storm-driven and can occur through overtopping or as a result 
of breaching or a temporary inlet opening (Leatherman 1979; Donnelly et al. 2006). 
Although overwash can occur on most barriers for a large enough storm, sediment 
fluxes are most frequent and significant for low and narrow barriers, such that 
Leatherman (1979, 1983) introduced the concept of an equilibrium barrier width, 
whereby vigorous overwash initiates when barriers become sufficiently thin (on the 
order of 300–500 m) and low. Overwash is therefore considered to be controlled 
primarily by the width and height of a barrier. Importantly, this subaerial control 
suggests that the shoreface state (in terms of under- or oversteepening) is unlikely to 
significantly affect overwash fluxes except that an eroding shoreline should lead to 
thinning of a barrier, which could then lead to initiation of overwashing.

2.3  �Alongshore Sediment Transport

Profiles of sandy coastlines at different alongshore locations can be considered to be 
tied together by alongshore sediment transport, such that a pronounced change in 
one alongshore location, such as rapid overwash, can be communicated to along-
shore neighbors, both up- and downdrift. Gradients in alongshore sediment 
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transport typically act to diffuse (smooth) the plan-view shape of a shoreline 
(Pelnard-Consideré 1956). At any one profile location, even small gradients in 
alongshore sediment transport can overwhelm sea-level signals (Cowell et al. 1995), 
and often littoral sediment budgets must be considered to understand long-term bar-
rier trajectories (Moore et al. 2010).

The strength of diffusive shoreline smoothing depends not only on wave energy, 
but also wave approach angle (Ashton and Murray 2006a). In extreme cases, a wave 
climate dominated by high-angle waves approaching from more than ~42° between 
crests and the shoreline, assuming shore-parallel contours and neglecting more 
complex refraction effects (e.g., Falqués and Calvete 2005; Falqués et al. 2017), can 
lead to shoreline instability (Ashton et al. 2001; Ashton and Murray 2006b), which 
can in turn affect the stability of barriers to breaching (Walton and Dean 1973).

However, even in the case where a shoreline is expected to be diffusive due to 
dominance by low-angle waves, the spread of wave approach angles affects the net 
smoothing rate of a shoreline. For the same wave energy, even in the absence of a 
net transport direction, a coast with a broader distribution of wave approach angles 
will have a lower shoreline diffusivity than a coast where waves approach directly 
onshore (Ashton and Murray 2006b; Ashton et al. 2016). A coast with higher shore-
line diffusivity will be more strongly coupled or interconnected alongshore—
changes at one profile location will be more rapidly communicated to the neighboring 
coastal segments.

3  �Morphokinematics Versus Morphodynamics of Barrier 
Response to Sea-Level Rise

In the absence of sediment transport, shoreline recession due to an increase in sea 
level should be minimal, tied to the slope of the beach itself. However, waves move 
sediment and, on a wave-dominated coast, bath-tub scenarios vastly underestimate 
the expected shoreline retreat expected from a given amount of sea-level rise. 
Perhaps the best-known model of coastal response to sea-level rise is the Bruun 
Rule (Bruun 1962, 1983) which, by assuming that the shoreface maintains its shape 
relative to sea level and assuming conservation of mass, posits that for a given rise 
in sea level the shoreline will retreat at a rate based upon the slope of the 
shoreface.

The original Bruun Rule (which addresses only the shoreface and is referred to 
within this chapter as the “shoreface Bruun Rule” for clarity) can be explained 
geometrically (see Murray and Moore this volume). However, the shoreface Bruun 
Rule does not rest solely on geometric assumptions—it is also congruent with our 
general understanding of shoreface dynamics discussed above: increased water 
levels lead to oversteepening of the shoreface, which drives an offshore sediment 
flux. This flux abates when the profile is in equilibrium at the new water level. 
Despite this basis in shoreface dynamics, the shoreface Bruun Rule can be classi-
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fied as a “morphokinematic” model, whereby the system changes to obey mass 
conservation and geometric rules without specifically factoring for rates of mass 
flux. For example, shoreline retreat predicted by the shoreface Bruun Rule depends 
only on the quantity of sea-level rise and is independent of the rate of rise—there 
is no dynamic rate and no flux needs to be computed to institute the Bruun rule.

Limitations of the shoreface Bruun rule that arise when inundation surpasses the 
shore spurred the development of modifications to the Bruun rule for barrier island 
geometries (Dean and Maurmeyer 1983; Rosati et al. 2013), resulting in a “general-
ized Bruun Rule” that includes the subaerial barrier as part of the profile (Murray and 
Moore this volume). Wolinsky and Murray (2009) provide a full and robust mathe-
matical morphokinematic framework applied broadly to Bruun-type rules (including 
those addressing cliffed as well as barrier coastal geometries), clearly showing that, 
at steady state, shoreline recession should exactly equal the slope upland of the 
geometry-maintaining coastal system (Murray and Moore this volume). These gen-
eralized Bruun rules are similarly morphokinematic and are not sensitive to rates of 
sea-level rise. The only steady-state situation in which long-term recession exactly 
matches the trajectory indicated by the shoreface Bruun rule is a case in which the 
upland slope exactly equals the shoreface slope (Zhang et al. 2004). Shape-preserving 
morphokinematics underlie several numerical models of barrier response to sea-level 
rise (Cowell et al. 1995; Stolper et al. 2005; Moore et al. 2010).

There remains, however, an apparent mechanistic paradox in terms of sediment 
transport pathways for geometric, morphokinematic models. To demonstrate this 
apparent paradox, here we present results from a simple numerical model of mass 
conservation to demonstrate the general behavior of a barrier system within such 
models. In this numerical model, by delineating an equilibrium profile and barrier 
shape, the effects of sea-level rise can be rapidly computed using a modern com-
puter by applying a mass conservation approach (similar to the approach used in 
other models (Cowell et al. 1992; Stolper et al. 2005). Starting from an initial con-
figuration of a barrier with its entire shoreface atop a constantly sloping back-
barrier, the barrier shape can be raised by an incremental sea-level rise. This new 
artificial profile contains more mass than the previous profile. Iteratively, the model 
numerically steps this barrier landwards until the mass removed equals the mass 
lost, reproducing landwards barrier rollover (Fig. 3a).

Changing the shoreface slope has no effect on the retreat rate of the modeled 
barrier system (Fig. 3d), whereas reducing the regional back-barrier slope increases 
shoreline recession (Fig. 3e), at the rate of 1/slope. In this example, the shoreface 
slope does not affect the retreat rate because we start from an initial condition in 
which the shoreface is “perched” atop the regional slope—the model starts in a 
configuration of long-term dynamic equilibrium (see also Murray and Moore this 
volume). The long-term behavior is in agreement with analytical formulations 
(Wolinsky and Murray 2009).

Looking between time slices, the change in elevation along the profile shows 
erosion of the shoreface and deposition on and behind the barrier. As the model is 
based on mass conservation, integration over the change in elevation shows what 
fluxes would be needed to produce these bed changes (assuming the outermost 
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boundaries are closed, which they clearly should be for this example). Erosion of 
the shoreface and deposition of the barrier would result from a landward flux over 
both the barrier and the shoreface.

These results pose a possible conundrum—although morphokinematic in nature, 
the behavior of the shoreface Bruun rule is in accordance with basic understanding 
of shoreface dynamics. Rising sea level oversteepens the shoreface and sediment 
moves offshore. The results shown in Fig. 3, however, suggest that sea-level rise 
must drive shoreface sediment onshore during rollover. The simple parsimonious 
answer is that, as overwash removes sediment from the upper shoreface, the 
shoreface becomes understeepened, routing sediment onshore even as sea level rise 
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(without the overwash effect) would be expected to send sediment offshore (see also 
Murray and Moore this volume). If the interaction between an overwashing barrier 
and the shoreface is instantaneous (or close to it), there is no conundrum—the 
shoreface slopes become understeepened because of the overwash effect rather than 
oversteepened from the direct sea-level-rise effect—and morphokinematic 
approaches capture barrier dynamics. However, as discussed above, the processes 
controlling overwash and shoreface processes are distinct and may not occur on the 
same timescales. Barrier rollover requires intimate coupling between the shoreface 
and the overwashing barrier; however, different timescales for the shoreface and 
overwashing systems could complicate the coupling. For example, the sediment 
deficit at the shoreline driven by overwashing of the barrier may not be instantly 
communicated to the lowermost shoreface (Ortiz and Ashton 2016; Cowell and 
Kinsela this volume), which would affect long-term barrier dynamics.

As another example, what if the flux of sediment overwashing the barrier does 
not occur at a sufficient rate to move a barrier onshore in a rollover state? A simple 
first morphodynamic model of barrier evolution (Ashton and Ortiz 2011), based on 
the main principles underlying the simplified model presented below, shows how 
the rate of overwash can affect barrier response to sea-level rise (Fig. 4). A barrier 
that can overwash rapidly maintains its subaerial shape with sea-level rise, but with 
rapid shoreline recession. Although this model uses a rather ad hoc relationship for 
shoreface dynamics, the shoreface slope is clearly reduced, which leads to onshore 
sediment transport. Without overwash, a Bruun Rule response leads to slight shore-
line recession, even as the barrier itself loses height. Changing the rate of overwash 
directly affects the amount of shoreline recession during sea-level rise (Fig. 4).

4  �A Simplified Morphodynamic Model of Barrier Evolution

Motivated to better understand the coupled dynamics of the shoreface and over-
washing system, we developed a simple morphodynamic model of barrier evolu-
tion. The objective of our approach is to study the potential effects of delays in 
shoreface response to shoreline change as well as the effect of potential limitations 
on overwash fluxes. Here we describe the basic model processes—a full descrip-
tion, along with the constituent equations, can be found in Lorenzo-Trueba and 
Ashton (2014). The model tracks the movement of three key barrier locations: the 
shoreface toe, the shoreline, and the back-barrier location, along with the barrier 
height (Fig. 5). These variables change due to sediment transport in the shoreface, 
sediment transported as overwash, and in response to passive sea-level rise (Fig. 2).

The model does not capture many processes and complexities that can affect bar-
rier evolution, including aeolian processes, vegetative feedbacks, and lithological 
controls. As the model dynamics are abstractions and parameterizations of shore-
face dynamics, we expressly call this model “simple.” Despite this simplicity, model 
behavior is based upon sediment fluxes determined by feedbacks between constituent 
model components, and in this manner, the model is fully “dynamic.” The model 
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itself bears resemblance to other dynamic models of barrier evolution, such as those 
by Storms et al. (2002) and Masetti et al. (2008).

On the shoreface, sediment is moved between the shoreline and the shoreface 
toe. We approximate the concave shoreface as a single unit with equilibrium slope, 
αe, and fluxes are linearly proportional to the difference between the actual slope 
and the equilibrium slope. A steep shoreface sends sediment offshore; a shallow 
shoreface sends sediment onshore. Although fluxes tend to drive the shoreface to 
equilibrium, our approach does not presume an ad hoc relaxation of morphology. 
Instead, the slope-based flux is derived from models of shoreface dynamics that 
suggest the first-order flux term for shoreface sediment transport, when driven out 
of equilibrium, is proportional to the slope deviation from equilibrium (Bowen 
1980; Stive and de Vriend 1995; Ortiz and Ashton 2016). The linear approximation 
of the shoreface itself, of course, is a simplification, yet it captures exchanges 
between the shoreline and the lower shoreface. For high shoreface response rates, K 
(m3/m/year), rapid profile response is akin to a morphokinematic model. Slow 
shoreface responses could result in response lags. It is also interesting to note that 
our slope-based flux, based on the shoreface dynamics, does resemble the shoreface 
evolution formulation used by Masetti et al. (2008). Fluxes in that model are based 
upon diffusion of the distance from a presumed equilibrium profile location—the 
use of a second derivative translates the distance term to a term in which fluxes are 
proportional to the difference from an equilibrium slope.

Overwash is initiated when a barrier becomes thinner than its critical width (and 
if the barrier is below a critical height)—overwash increases as barriers become 
thinner and lower. Sediment is deposited on top and behind the barrier proportion-
ately based upon the departure from critical width and height (Jiménez and Sánchez-
Arcilla 2004). Because of the low slope of the shelves and coastal plains that barriers 
sit atop, deposition preferentially occurs in the back-barrier region (Ashton and 
Ortiz 2011; Lorenzo-Trueba and Ashton 2014). Most essential to our approach is 
the presumption of a maximum rate of barrier overwash, Qow,max (m3/m/year). We 
test a broad parameter space of potential maximum overwash rates—results for 
large overwash rates can be interpreted if our presumption of a maximum rate seems 
unreasonable.

Sea-level rise is implemented by reducing the barrier height without moving the 
shoreline. The model conserves mass by moving the barrier toe landwards, which 
also allows the model to capture the phenomenon of shoreface oversteepening 
despite the schematization of a linear shoreface.

5  �Morphodynamic Barrier Response to Sea-Level Rise

Starting with initial conditions of a barrier in static equilibrium for a constant sea 
level, we run this model over 1000 years for different rates of sea-level rise, Z , and 
for different slopes of the regional back-barrier, β (representing the exogenous vari-
ables). Lorenzo-Trueba and Ashton (2014) offer a larger parameter space exploration, 
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showing how the main internal controls on morphodynamic barrier response are the 
shoreface response rate and the maximum overwash rate.

5.1  �Modes of Barrier Response

The morphodynamic model produces four distinct modes of barrier transgression 
with rising sea level (Fig. 6). The most familiar is a dynamic equilibrium, a constant 
rollover barrier whose width, height, and shoreface slope become constant (Fig. 6a). 
This state, whose characteristics can be determined analytically (Lorenzo-Trueba and 
Ashton 2014), takes the form of a damped oscillation from the initial conditions.

There are two modes of barrier failure, or drowning, representing run-away 
behavior (Fig.  6b). If overwash rates are low, the barrier cannot maintain itself 
above sea level, a phenomenon we term “height drowning.” In this case, insufficient 
rates of overwash (see also Fig. 4) do not allow the barrier to maintain itself as sea 
levels rise. This is perhaps the most intuitive mode of barrier collapse, arising in the 
model from the imposed limit on the maximum overwash rate (e.g., Fagherazzi 
et al. 2003; Masetti et al. 2008).

The other mode of barrier drowning, however, is perhaps not as obvious. As sea 
level rises, barriers can only maintain their elevation and width by overwashing. 
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Overwash, however, drives rapid shoreline recession with sediment constantly fill-
ing the back-barrier. If the rate of sediment resupply from the shoreface to the 
shoreline itself does not keep sufficient pace (an onshore flux that would slow 
shoreline recession), the sediment deficit caused by rapid overwashing drives bar-
rier narrowing until the barrier disappears, which we term “width drowning.” 
Although both overwash and shoreface dynamics are treated as continuous pro-
cesses in our model, in nature both the overwash and the shoreface will be most 
active during the same storm events. Conceptually, width drowning would repre-
sent a case where a barrier becomes exceedingly low and narrow such that over-
wash occurs frequently, during small storms and high tides, not just during the 
large storms that also rework the lower shoreface (Ortiz and Ashton 2016). Both 
drowning responses, and in particular this width drowning, are not predicted by 
morphokinematic approaches.

The fourth, and most common, response we classify is an oscillatory behavior, 
whereby the barrier system retreats rapidly then remains in place, which we term 
“periodic retreat” (Fig. 6d). In essence, this limit cycle behavior switches between 
both of the “drowning” stages—rapid overwash-driven recession alternating with 
in-place drowning (Fig. 7). Lags between the two stages continue to drive barrier 
dynamics. Rapid overwash, while reducing barrier width, flattens the shoreface, 
driving sediment onshore. This onshore flux reduces shoreline retreat, until the bar-
rier attains a width sufficient to stop overwashing. Cessation of overwash, in con-
junction with continued onshore transport from the lower shoreface, widens the 
barrier. Slowly, as sea level rises, the shoreline recedes in a shoreface-Bruun-type 
response as there is no overwash of the wide barrier. Once this persistent shoreline 
erosion sufficiently narrows the barrier to reactivate the overwash system, the shore-
line retreats rapidly, renewing the cycle.

Note that this oscillatory behavior is not unique to the simplified scheme in 
the Lorenzo-Trueba and Ashton (2014) model that only tracks key barrier loca-
tions; for example, it emerged from a discretized model with similar compo-
nents (Ashton and Ortiz 2011). Also, threshold behavior can be observed in the 
Masetti et al. (2008, Fig. 8) model; the dynamics of the threshold behavior in 
this model are not fully explored, with the authors attributing the behavior as a 
response to transitions to steep morphology of the regional back-barrier. The 
oscillations we produce are fully autogenic (Fig.  8), developing with a back-
barrier of a constant slope.

We run simulations for 1000 years. If none of the above responses can be quanti-
fied during the 1000-year model runs, we classify this as a “mixed” behavior. In 
some cases, the barrier is drowning, but has failed to do so over one millennia. In 
other cases, periodic retreat might be occurring, but with a similarly millennial 
period. Also, perhaps a slow oscillation towards dynamic equilibrium from the ini-
tial conditions does not complete within the model run.

Morphodynamics of Barrier Response to Sea-Level Rise



290

5.2  �Controls on Barrier Response

We explore how modeled barrier behaviors are affected by the exogenous factors of 
sea-level rise rate (Fig. 8) and back-barrier slope (Fig. 9) across a parameter space 
of internal system characteristics: shoreface response rate and maximum overwash 
rate. Perhaps most importantly, dynamic equilibrium, the mode that most resembles 
the results of morphokinematic models, is rare, constrained in parameter space such 
that it is only prevalent for steeper back-barriers (Fig.  9). Intuitively, height 
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drowning occurs when maximum overwash rates are low, and width drowning is 
predicted for slow shoreface response rates. For slow rates of sea-level rise and 
moderate back-barrier slopes, periodic retreat (and in some cases the less defined 
“mixed behavior”) tends to dominate.

Focusing on barrier survival, increased rates of sea-level rise increase drown-
ing responses (Fig. 8). For higher sea-level-rise rates, height drowning for low 
maximum overwash rates expands slightly. More obvious, however, is the 
expansion of the zone of predicted width drowning, which grows significantly 
for higher rates of sea-level rise. Similarly, even for a moderate rate of sea-level 
rise (2 mm/year), shallower back-barrier slopes tend towards width drowning, 
replacing dynamic equilibrium and periodic behaviors predicted for steeper 
back-barriers. Regions of barrier failure grow mostly at the expense of periodic 
retreat. The time to drowning depends on many variables (Lorenzo-Trueba and 
Ashton 2014), but we do note that for moderate sea-level rise rates (for exam-
ple, 3 mm/year), the time to drowning of modeled barriers is on the order of 
100’s of years.

Z= 1 mm/y
.

Z= 2 mm/y
.

Z= 3 mm/y
.

Z= 4 mm/y
.

Z= 5 mm/y
.

Z= 8 mm/y
.

0 20 40 60 80 100

10000

8000

6000

4000

2000

0

Qow,max (m /m/y)3

K
 (m

 /m
/y

ea
r)

3

Width drowningHeight drowning Mixed region Discontinuous retreat 

0 20 40 60 80 100

10000

8000

6000

4000

2000

0

Qow,max (m /m/y)3

K
 (m

 /m
/y

ea
r)

3

0 20 40 60 80 100

10000

8000

6000

4000

2000

0

Qow,max (m /m/y)3

K
 (m

 /m
/y

ea
r)

3

0 20 40 60 80 100

10000

8000

6000

4000

2000

0

Qow,max (m /m/y)3

K
 (m

 /m
/y

ea
r)

3

0 20 40 60 80 100

10000

8000

6000

4000

2000

0

Qow,max (m /m/y)3

K
 (m

 /m
/y

ea
r)

3

0 20 40 60 80 100

10000

8000

6000

4000

2000

0

Qow,max (m /m/y)3

K
 (m

 /m
/y

ea
r)

3

Dynamic Equilibrium

Fig. 8  Regime diagrams as a function of the maximum overwash flux Qow,max  and the shoreface 

flux constant K for different values of the sea-level rise rate Z .  The back-barrier lagoon slope  
is β = 0.001. Reproduced from Lorenzo-Trueba and Ashton (2014)

Morphodynamics of Barrier Response to Sea-Level Rise



292

5.3  �Threshold Response to Back-Barrier Geometry

Using our model, we previously investigated the modes of barrier retreat over a 
constantly sloping back-barrier (or shelf/coastal plain). What happens if there are 
changes in the regional slope behind the barrier? Here we present a first set of 
experiments investigating the effects of a steady change in the back-barrier slope. In 
similar scenarios, geometric considerations suggest that shoreline trajectory should 
gradually change across such a transition—this smooth change is not complete until 
sea level has risen the entire height of the shoreface itself (Wolinsky and Murray 
2009; Moore et al. 2010; Murray and Moore this volume).

As a barrier in the process of width drowning transgresses onto a steeper back-
barrier slope (Fig. 10), it experiences a decrease in back-barrier accommodation 
depth, and the drowning trajectory can be reversed, with the barrier transitioning to 
periodic retreat as shelf slope steepens (Fig. 9). During width drowning, the barrier 
was losing volume from the shoreface toe to the shelf. The transition away from 
drowning, which requires addition of mass to the barrier itself, is accomplished 
through ravinement (erosion) of the shelf (Fig. 10). Periodic retreat creates a series 
of stepwise incisions in the steeper shelf.

β=0.003 β=0.001

β=0.0005 β=0.00001β=0.0002

β=0.005

0 20 40 60 80 100

10000

8000

6000

4000

2000

0

Qow,max (m /m/y)3

0 20 40 60 80 100

10000

8000

6000

4000

2000

0

Qow,max (m /m/y)3

K
 (m

 /m
/y

ea
r)

3

K
 (m

 /m
/y

ea
r)

3

0 20 40 60 80 100

10000

8000

6000

4000

2000

0

Qow,max (m /m/y)3

K
 (m

 /m
/y

ea
r)

3

0 20 40 60 80 100

10000

8000

6000

4000

2000

0

Qow,max (m /m/y)3

K
 (m

 /m
/y

ea
r)

3

0 20 40 60 80 100

10000

8000

6000

4000

2000

0

Qow,max (m /m/y)3

K
 (m

 /m
/y

ea
r)

3

0 20 40 60 80 100

10000

8000

6000

4000

2000

0

Qow,max (m /m/y)3

K
 (m

 /m
/y

ea
r)

3

Width drowningHeight drowning Mixed region Periodic retreat Dynamic Equilibrium

Fig. 9  Regime diagrams as a function of the maximum overwash flux Qow,max  and the shoreface 
flux constant K for different values of the backbarrier lagoon slope β. The sea-level rise rate is 
Z = 0 002. . Reproduced from Lorenzo-Trueba and Ashton (2014)

A.D. Ashton and J. Lorenzo-Trueba



293

An increase in back-barrier accommodation depth, from a flattening of the back-
barrier shelf, should increase the likelihood of barrier drowning. For example, a 
barrier experiencing periodic retreat can transition to width drowning as back-
barrier slopes decrease (Fig. 10). In this scenario, the barrier accomplishes a full 
periodic oscillation before transitioning towards breakdown. Width drowning, 
driven by loss of barrier sediment, smears a large depositional sand body across the 
shelf from the abandoned shoreface toe.

The morphodynamic barrier system is also sensitive to small perturbations in 
the back-barrier. For example, when a barrier transgressing a shelf/coastal plain in 
dynamic equilibrium experiences a small perturbation in the back-barrier depth, it 
can transition to periodic retreat (Fig.  11). Here we add a small negative 
perturbation (for example, a relict channel); similar behavior occurs for a positive 
perturbation. Model results demonstrate how even slight perturbations can lead to 
threshold changes in barrier behavior. For example, if a small perturbation could 
transition a barrier from dynamic equilibrium to periodic retreat, this suggests 
that some of the behaviors we identify in parameter space (Figs. 8 and 9) could be 
metastable. The presence of such a phenomenon, whereby modes of barrier 
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behavior might depend on initial conditions and local minima in phase space, 
requires further investigation (Fig. 11).

6  �Alongshore Coupling

With the emergence of dynamic cross-shore profile behavior, the next question is: 
how does alongshore connectivity affect barrier evolution? For the next set of model 
experiments, we connect cross-shore profiles alongshore (spaced every 200  m), 
starting with a straight coast. These profiles are connected through alongshore 

Table 1  Input parameters used in Fig. 10

Parameter Symbol Units Fig. 1a & b (top) Fig. 2c & d (down)

Shoreface response rate K m3/m/
year

2000 2000

Equilibrium shoreface 
slope

α – 0.02 0.02

Shoreface toe depth Dt m 10 10
Equilibrium island 
width

W m 400 400

Equilibrium island 
height

H m 2 2

Back barrier lagoon 
slope

B m 6 * 10−4 to 10−5 over 
11 km

10−5 to 1.4 * 10−3 over 
11 km

Sea level rise
Z mm/year 1.5 1.5

Maximum overwash 
flux

Qow,max m3/m/
year

50 50

Maximum deficit 
volume

Vd,max m3/m 100 100
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Fig. 11  (a) Width and (b) profile view of response of a barrier system transgressing in dynamic 
equilibrium to a “step” perturbation in the backbarrier. For model parameters, see Table 2
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transport; as this transport occurs in the surf zone, sediment deposition and accre-
tion are implemented by depositing or eroding sediment at the shoreline and con-
serving mass. Deposition will tend towards shoreface oversteepening and erosion 
will tend towards flattening of the shoreface—the shoreface then dynamically 
responds to these changes at the shoreline. Alongshore transport is treated as a dif-
fusional process (Pelnard-Consideré 1956; Larson et al. 1987; Ashton and Murray 
2006a), scaled using the CERC (Komar 1971) formula based on waves with 1 m 
height and 8 s period.

As discussed above, for a given (effective) wave height, shoreline diffusivity 
depends on the wave angle. For a distribution of waves (and the same wave height), 
there is a stronger diffusivity for waves approaching directly onshore (with no net 
transport) and weaker diffusivity as wave approach angle increases (increasing 
wave angle) (Ashton and Murray 2006b). High-angle waves do not smooth the 
coastline, with strongest anti-diffusivity for the largest angle waves. Here we model 
a wave climate dominated by diffusive low-angle waves. Whether or not there is a 
net direction of transport, wider distributions of wave angles will reduce the effec-
tive diffusivity of the shoreline (Ashton et al. 2016), a phenomenon we implement 
by reducing the effective diffusivity by a fraction d. In terms of the cross-shore 
profiles, the shoreline diffusivity represents the “connectivity” of the coast. For the 
same input of wave energy, shorelines with a large d will be more tightly coupled 
alongshore than coasts with smaller d. However, as wave heights are the same for 
both cases, we would expect the shoreface dynamics to be the same for both cases. 
Our interest is in the dynamics that arise when one part of the coastline overwashes, 
and how this affects the neighboring coasts as shoreline change is transmitted along 
the coast (Fig. 12).

Model simulations start with a shoreline consisting of barriers at equilibrium 
width, connected with periodic boundary conditions. With moderate regional/back-
barrier slope (β = 0.001) and a significant maximum overwash flux (Qow,max = 100 m3/m/
year), these barrier profiles are expected to respond to the sea-level rise forcing of 

Table 2  Input parameters used in Fig. 11

Parameter Symbol Units Value

Shoreface response rate K m3/m/year 2000
Equilibrium shoreface slope α – 0.02
Shoreface toe depth Dt m 10
Equilibrium island width W m 400
Equilibrium island height H m 2
Back barrier lagoon slope B m 10−3

Sea level rise
Z mm/year 3

Maximum overwash flux Qow,max m3/m/year 100
Maximum deficit volume Vd,max m3/m 100
Step length Δx m 200
Step depth/height Δy m 2
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4 mm/year with a periodic retreat (Fig. 8). The initial coast is perturbed by reducing 
the width of the barrier within the middle of the model domain.

The entire coast begins vigorously rolling over landwards (Fig. 13). The initially 
wider barrier eventually stops rolling over, even as the thin section continues to 
overwash. The differences in the shoreline location, however, are transmitted along-
shore (notice the smooth curvature of the coast), and soon the entire coast is periodi-
cally retreating in sync.

With weaker alongshore coupling, asynchronous barrier retreat persists for much 
longer (Fig. 14). As a result, there are periods when the shoreline of the initially 
rapidly eroding coast stays in place and eventually becomes landward of other por-
tions of the coast, with offsets that can last for hundreds of years. In this case, the 
shoreline and barrier location reflect a complex history of interconnected behavior. 
These new model results demonstrate how continued understanding of barrier 
dynamics requires understanding of variability in both the cross-shore and along-
shore directions.

ocean
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overwash?

Fig. 12  Conceptual 
diagram of alongshore 
coupling. Arrows represent 
relative alongshore 
sediment transport fluxes 
(assuming a low-angle, 
diffusive wave climate)
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7  �Discussion

The dynamics explored here prompt a few key questions. How could we determine 
if the dynamic, threshold behaviors prominent in the model results have occurred 
(or could occur) for natural barriers? Furthermore, if periodic behavior might be the 
most common mode of barrier transgression, why do the results of morphokinema-
tic models provide reasonable long-term trajectories of barrier across several thou-
sands of years? For example, our results suggest that development of a dynamic 
equilibrium, which most approximates the behavior of morphokinematic models, 
requires steep back-barrier slopes and slow sea-level rise rates, also occurring most 
often when the shoreface responds quickly. Otherwise, dynamic equilibrium roll-
over is not expected, particularly for gentle slopes and faster sea-level rise rates.
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Perhaps, although morphokinematic models may be constrained in their ability 
to reproduce the exact timing and location of barriers transgressing a shelf, the 
underlying fundamental rigor of mass balance provides a long-term constraint on 
barrier position. For example, when our model displays periodic retreat, the most 
common behavior within our parameter space, the long-term trajectory is that of the 
back-barrier, a finding that also arises from the mass balance underlying the mor-
phokinematic approach (Wolinsky 2009; Wolinsky and Murray 2009; Moore et al. 
2010; Murray and Moore this volume). Although long-term trajectories would be 
the same, decadally averaged rates of change and, indeed, gross barrier behavior 
arising from each approach could still be dramatically different. Over the long term, 
barriers that survive sea-level rise must tend towards the long-term trajectory deter-
mined by the regional slope, tempered by lithologic control (non-beach-compatible 
sediments such as muds and peats underlying many barrier islands can affect the 
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long-term trajectories) (Stolper et  al. 2005; Moore et  al. 2010, 2014). However, 
despite similarity in long-term trends, our modeling results suggest that the specif-
ics of barrier transgression across the shelf may depart significantly from the con-
tinuous predictions suggested by the results of morphokinematic models. A barrier 
that spends most of its time not transgressing is perhaps fundamentally different 
than a smoothly moving system—morphokinematic models may generally repro-
duce the past history or future behavior of barriers, but care should be taken in 
interpreting not only predicted barrier location, but also the style of retreat.

An apt analogy may be the fable of the tortoise and the hare. Both animals began 
and ended a race at approximately the same time, and therefore, traversed the course 
with similar average speeds. Their detailed trajectories, however, are quite different. 
Slow and steady, the tortoise lumbered along at a constant rate. On the other hand, 
the hare raced ahead rapidly, rested in the middle, and then chased to (not quite) 
catch up with the tortoise.

Can the morphodynamic results be tested? Perhaps over the late Holocene, sea-
level rise rates were sufficiently slow such that overwash fluxes did not outpace 
shoreface response, in which case, associated lags may not have occurred. However, 
the most significant impediment to determining past behavior modes could be that 
barrier islands themselves (both in reality and definitely in models) tend to leave 
little sedimentologic evidence behind other than an ravinement (erosional) surface. 
However, when remnants of barrier facies and sand bodies are found on continental 
shelves, they are often presumed to be left behind by a rapid sea-level-rise event 
(Gardner et al. 2005; Mellett et al. 2012; Mellett and Plater this volume). Modeled 
barriers undergoing periodic retreat, even with a constant rate of sea-level rise, 
would be expected to leave alternating zones of shoreface deposition and shelf 
ravinement—large-scale periodic depositional features across the shelf could poten-
tially be remnants of an autogenically episodic transgression.

For the model cases we present here in which sediment budgets are closed, the 
long-term trajectory of a barrier in dynamic equilibrium is the same as one experienc-
ing periodic retreat. Despite this similarity, the system in dynamic equilibrium 
“glides” across the shelf without gaining or losing mass, whereas the periodically 
retreating barrier interacts with the shelf, alternately incising and depositing sediment 
(Figs. 3, 6, and 11). Such interactions with the shelf could have other implications for 
a barrier’s trajectory—for the model experiments presented here we assume that the 
shelf consists of the same non-cohesive sand that is barrier-compatible. If a barrier is 
transgressing over a shelf of mixed cohesive and non-cohesive sediment, periodic 
retreat would result in a net incision of the shelf, with inflated sand bodies left behind.

For the model results shown here, the initial configuration is a barrier that is not 
yet rolling over, yet precariously perched at the equilibrium threshold where sea-
level rise would initiate rollover. Many modern barriers (particularly those that are 
developed) are currently wider (on the order of 1 km or more) than threshold over-
wash widths (critical barrier widths tend to be on the order of 300–500 m, but this 
should vary locally; Leatherman 1983; Jiménez and Sánchez-Arcilla 2004). Some 
modern barriers have experienced several thousand years of slowly rising sea level 
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conditions and have grown wide, either through alongshore transport gradients or 
addition of sediment from other sources, such as rivers, or potentially from onshore 
sediment transport from the lower shoreface toe, a morphologic remnant from pre-
vious rapid transgression (Fig. 7) (e.g., Cowell and Kinsela this volume).

In many cases, even as shoreline erosion rates are significant, they are insuf-
ficient for long-term maintenance of the barrier shape (Carruthers et al. 2013), 
which could presage a threshold towards entering a rollover mode (Leatherman 
1979, 1983). The dynamic modeling framework here can capture the dynamics 
of a transition to rapid overwash—sea-level rise will drive shoreface erosion (in 
the manner of the shoreface Bruun rule) until the barrier is thin, at which point 
overwash will take over. After a rapid rollover period, once overwash stalls, bar-
riers would then continue to widen until the cycle starts again. Changes of the 
width of barriers over time should have both dynamic and ecologic impacts 
(Theuerkauf and Rodriguez 2017). Furthermore, episodic narrowing has signifi-
cant implications for front-to-back resettlement management strategies on 
developed barriers (McNamara and Lazarus this volume), particularly as over-
wash volumes can depend on the amount and type of development on top of 
barriers (Rogers et al. 2015).

Overall, as evidence of barrier transgression remains scant on the shelf, the spe-
cifics of how barriers moved onshore may remain a mystery. However, our morpho-
dynamic modeling framework offers the potential to understand how the process of 
transgression may have occurred, suggesting foremost that unforced oscillations 
might not only occur, but also should be expected. How such oscillations may inter-
act with intervals of rapid sea-level rise and the stochastic nature of storms, as well 
as the potential dynamic influence of lithology and back-barrier sedimentation, 
remains the focus of future investigations.

Our simple model assumes a barrier fully composed of sandy sediments, and 
future efforts can benefit from rich insights gained from previous morphokinematic 
models that account for environmental complexities, such as lithological variation, 
lagoonal sedimentation, and the influence of back-barrier marsh development 
(Cowell et al. 1995; Stolper et al. 2005; Moore et al. 2010, this volume; Walters 
et al. 2014). Two such examples couple the dynamic barrier framework with the 
dynamics of marsh growth and edge erosion (Walters et al. 2014; Lorenzo-Trueba 
and Mariotti 2017).

Furthermore, interactions with aeolian processes that build dunes atop barriers 
are similarly prone to autocyclic and threshold behaviors (Moore et al. this volume; 
Ruggiero et  al. this volume), and overwash processes remain an important next 
avenue of research. This includes the effects of dune rebuilding (Priestas and 
Fagherazzi 2010) and reworking of the subaerial barrier by rainfall and runoff 
(Fagherazzi and Priestas 2012). Importantly, whether or not modern barriers are 
prone to threshold behavioral changes will be important for understanding barrier 
evolution over the coming centuries as global sea level rise quickens and storm and 
wave climates possibly change.

A.D. Ashton and J. Lorenzo-Trueba
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8  �Conclusions

Using a simple morphodynamic model of barrier evolution, we demonstrate that the 
coupled shoreface-overwash system that comprises barriers can exhibit complex 
dynamics. Model results suggest that dynamic equilibrium rollover can develop as 
barriers cross the shelf; however, oscillatory behavior and drowning tend to be more 
common responses. Furthermore, slight geometric perturbations, in both the cross- 
and alongshore, can cause abrupt transitions in barrier behavior. This suggests that 
the smooth transgressive behavior expected from conceptual and analytical models, 
which is quantified and visualized in numerical morphokinematic models, may give 
an unreasonable expectation of gentle and smooth progressive transgression of bar-
rier systems as sea level rises. The presence of threshold behaviors affects interpre-
tations of relict barrier deposits, as we demonstrate that changes in external forcing, 
such as rapid sea-level-rise events, are not necessary for barriers to transition from 
a stable configuration to a rapid rollover state.
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Abstract  Because barriers are low-lying and dynamic landforms, they are espe-
cially sensitive to changing environmental conditions. The continued existence of 
barriers will depend on the degree to which these landforms can maintain elevation 
above sea level while also migrating landward. We are increasingly learning that 
ecomorphodynamic interactions (i.e., interactions between morphology, fluid 
dynamics, and/or sediment transport with biological processes) as well as couplings 
between barrier and back-barrier environments play a critical role in determining 
how barrier systems will evolve as sea level rises, storm intensity increases, and the 
species composition of coastal vegetation changes in the future. For example, the 
effectiveness of storms in building elevation and moving a barrier landward is deter-
mined, in large part, by the morphology of the coastal foredune (i.e., the seaward-
most dune), which is itself a product of couplings between vegetation and sediment 
transport processes. The cross-shore and alongshore shape of coastal foredunes, in 
the presence of shoreline erosion or shoreline accretion, is influenced by the dis-
tance from the shoreline that vegetation can grow, the rates of lateral and vertical 
vegetation growth of dune-building vegetation, as well as the dependence of 
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vegetation growth on dune slope. In addition, as storm frequency increases relative 
to the rate at which dunes can grow, dunes, and therefore local barrier elevation, 
may become bistable, tending to be in either a high dune/barrier or low dune/barrier 
state. When dunes are low, storms can effectively increase barrier elevation and 
move a barrier landward over time leading also to the potential for increased con-
nectivity to back-barrier marshes, which are vulnerable to drowning as sea level 
rises. In this case, sand delivered to back-barrier marshes can, for a time, allow 
back-barrier marshes to persist under conditions in which they would otherwise 
disappear, thereby benefitting the entire barrier-marsh system. Here we provide a 
synthesis of model results—tested against observations—that demonstrate these 
findings, illustrating the importance of feedbacks between vegetative and sediment 
transport processes, and couplings between landscape units, in influencing the 
future evolution of barrier-marsh systems.

Keywords  Ecomorphodynamics • Beach grasses • Dune grasses • Ammophila 
breviligulata • Uniola paniculata • Spartina patens • Coastal barriers • Barrier 
islands • Backbarrier marsh • Foredunes • Morphodynamics • Barrier migration • 
Hummocky dunes • Sea-level rise • Virginia • East coast

1  �Introduction

As low-lying landforms, barrier islands and barrier spits are vulnerable to changing 
conditions, such as climate change-induced sea-level rise (e.g., Stocker et al. 2013; 
Sallenger et  al. 2012; Kopp et  al. 2014), increases in the frequency of the most 
intense hurricanes and tropical storms (e.g., Knutson et al. 2010; Emanuel 2013) (as 
well as the changes in wave climate that are likely to occur as a result, e.g., Moore 
et al. 2013; Johnson et al. 2015), and the potential for changes in the species com-
position of foundational dune-building vegetation. Traditionally, the overall long-
term evolution of a barrier system—whether it is growing seaward (prograding) or 
migrating landward (retrograding, transgressive)—has been thought to depend pri-
marily on the balance between how sea level is changing locally (i.e., relative sea-
level change) and sediment supply (e.g., Curray 1960; FitzGerald et al. 2008). When 
the rate of sediment supply is sufficiently large to overcome relative sea-level rise 
(or when sea level is falling), a barrier will tend to prograde seaward, widening in 
the seaward direction and leading to the formation of multiple dune ridges through 
time—e.g., some barriers in Oregon and Washington (Ruggiero et al. 2016) and the 
ends of rotational barrier islands on mixed-energy coasts, such as the Virginia 
Eastern Shore (personal observation). When the rate of sea-level rise and the rate of 
sediment supply are in balance, although storms may occasionally cause shoreline 
or dune erosion, barrier shoreline position will tend to be stable and the landform 
itself will remain stationary over time. In contrast, and as is most common today, 
barriers for which the rate of sediment supply is not sufficient to overcome the 
effects of relative sea-level rise will tend to become narrower as their seaward 
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shoreline erodes (moves landward) over time, leading to an increased frequency of 
dune erosion and overwash and the potential for landward barrier migration (e.g., 
Assateague Island, VA; Leatherman 1979).

Overwash occurs when the combination of tides, storm surge, and waves brings 
water levels above the highest cross-shore point on the profile, which is often the 
seaward-most dune, known as the foredune (e.g., Sallenger 2000, see also Rodriguez 
et al. this volume). The overwash process removes sand from the front of a barrier, 
depositing it on the top or back side, building barrier elevation, and facilitating land-
ward migration of the landform toward higher elevations (e.g., Hayden et al. 1980). 
As barriers migrate landward, they tend to maintain an equilibrium in which barrier 
elevation relative to sea level is near constant. Although landward barrier migration 
is a prerequisite for the continued persistence of these landforms, it is in direct con-
flict with their current use in developed areas, and, as a result, migration is often 
prevented from occurring (e.g., see McNamara and Lazarus this volume). When a 
barrier is no longer able to build upward and migrate landward sufficiently rapidly 
to maintain elevation relative to sea level, disintegration, drowning, and potential 
conversion to a subaqueous shoal become likely (e.g., FitzGerald et al. 2006; Moore 
et  al. 2010, 2014; Rogers et  al. 2015; Ashton and Lorenzo-Trueba this volume; 
Mellett and Plater this volume; Odezulu et al. this volume).

Contributing to the balance between changes in sea level and changes in sedi-
ment supply over long time scales (i.e., centuries to millennia) are the effects of 
substrate slope, substrate erodibility, substrate composition, and the potential for 
important contributions of sediment from the shoreface (see Murray and Moore this 
volume and Cowell and Kinsela this volume). Further, it is becoming increasingly 
clear that changes in the intensity and frequency of coastal storms, as well as shifts 
in the geographic distribution of important species of dune vegetation, also play a 
critical role in determining barrier state by influencing processes at shorter time 
scales (i.e., annual to centurial), especially as a barrier approaches the threshold for 
transition from one state to another (e.g., stable to landward migrating or migrating 
to disintegrating/drowning). These factors influence barrier state at shorter time 
scales because barrier morphology—especially the size, shape, and alongshore con-
tinuity of the coastal foredune—plays a fundamental role in determining how a 
barrier will respond to changes in forcing: dune morphology dictates whether or not 
overwash will occur during storms (e.g., Sallenger 2000; Houser et al. 2008, this 
volume) and how connected the beach/dune system is to the back-barrier (e.g., 
Walters et al. 2014; Brenner et al. 2015). Not only does barrier topography deter-
mine how a barrier will respond to changes in forcing, in developed areas dune 
topography is also critical in determining vulnerability to flooding and erosion haz-
ards in the face of intensifying and/or more frequent storms and rising sea level; a 
role that is increasingly of interest to coastal communities (Elko et al. 2016).

In recent decades, the coastal science community has made significant progress 
in understanding the effect of barrier morphology on the impact of storms and vice 
versa (i.e., the two-way coupling between morphology and storm impacts; e.g., 
Morton 2002; Morton and Sallenger 2003; Stockdon et al. 2007; Roelvink et al. 
2009). Emerging only more recently is a better mechanistic understanding of the 
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processes and couplings that are responsible for the initial building, and recovery, of 
barrier topography via the formation of coastal foredunes (see also Ruggiero et al. 
this volume). Like dune erosion, dune-building also arises from a two-way cou-
pling, in this case, between vegetation and aeolian sediment transport processes 
(e.g., Short and Hesp 1982; Hesp 1988, 1989). Vegetation slows sand-laden wind 
blowing across the back beach causing sand to accumulate in the vicinity of vegeta-
tion. Burial by sand then stimulates the growth of dune-building plants (e.g., Disraeli 
1984; Ehrenfeld 1990; Maun 1998; Maun and Perumal 1999), further enhancing 
deposition in a positive (i.e., self-reinforcing) feedback that gives rise to the forma-
tion of dunes on the timescale of years (Fig. 1). Both the coupling between mor-
phology and storm impacts and the feedback that gives rise to coastal dunes will be 
affected by climate-change induced shifts in storminess, wind intensity and/or fre-
quency, precipitation, sea level, and the species  composition of dune-building 
grasses. In addition, key processes operating in one component of the landscape 
have the potential to affect both adjacent and nonadjacent landscape units via con-
nections and couplings that operate between components of the coastal system. 
Here, we provide a synthesis, based primarily on our results from numerical model 
experiments, of: (1) the ecological and morphodynamic (i.e., “ecomorphodynamic”) 
factors that control the morphology of coastal foredunes; (2) what we are coming to 
understand about the effects of foredune morphology on long-term barrier response 
to changing climate; and (3) our emerging understanding of the role of connectivity 
among landscape units in altering how barrier systems respond to changing 
conditions.

Fig. 1  An illustration of the feedback between vegetation and sand deposition that gives rise to the 
formation of coastal foredunes
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2  �Vegetation Control of Dune Morphology

A growing body of quantitative, largely observational, work has examined species-
specific control on foredune morphology along the U.S. West Coast (Seabloom and 
Wiedemann 1994; Hacker et al. 2012; Zarnetske et al. 2012, 2013; Ruggiero et al. 
this volume). Hacker et al. (2012) present results that connect U.S. Pacific Northwest 
dune-grass species morphology, or growth form, to the resulting dune morphology. 
Ongoing species invasion, which results in changing species dominance and changes 
to dune morphology, is therefore impacting protective services provided by dunes 
(e.g., Seabloom et al. 2013; Zarnetske et al. 2015).

Building on earlier work (e.g., Godfrey 1977; Godfrey et al. 1979), there has 
been renewed interest in investigating species-specific control of foredune mor-
phology on the U.S.  East Coast (e.g., Stallins and Parker 2003; Stallins 2005; 
Wolner et  al. 2013). The primary dune-building grass species on the U.S. East 
Coast are Ammophila breviligulata (American Beachgrass), which tends to domi-
nate from Virginia northward, and Uniola paniculata (Sea Oats), which tends to 
dominate from North Carolina southward (Fig. 2; Woodhouse et al. 1977; Duncan 
and Duncan 1987; Lonard et al. 2011). The mid-Atlantic region is the transition 
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Fig. 2  A literature review and field observations suggest that the U.S. mid-Atlantic region is the 
transition zone between the two foredune grasses Uniola paniculata and Ammophila breviligulata. 
Plantings of A. breviligulata in NC tend to die as a result of blight, pests, drought intolerance, and 
intolerance of high temperature (Seneca 1972; Singer et al. 1973; Van Der Valk 1975; Woodhouse 
et al. 1977; Odum et al. 1987; Duncan and Duncan 1987; Seliskar and Huettel 1994). U. paniculata 
appears to be restricted in northward extent by temperature (Seneca 1972; Godfrey 1977; Duncan 
and Duncan 1987) though northern expansion of the range has been observed (Stalter and Lamont 
1990, 2000; Zinnert et al. 2011)
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zone between the two species. In the U.S. Southeast, A. breviligulata tends to suc-
cumb to intolerance of drought, high temperatures, pests, and blight (Seneca 1972; 
Singer et al. 1973; Van Der Valk 1975; Woodhouse et al. 1977; Odum et al. 1987; 
Duncan and Duncan 1987; Seliskar and Huettel 1994). Temperature constraints 
determine the northward extent of U. paniculata (Seneca 1972; Godfrey 1977; 
Duncan and Duncan 1987), though range expansion has been observed (Stalter 
and Lamont 1990, 2000; Zinnert et al. 2011) and competition between A. brevil-
igulata and U. paniculata tends to favor U. paniculata (Brown et al. 2017; Harris 
et al. 2017).

The change in species dominance from north to south along the U.S.  East 
Coast appears to impact foredune morphology—observational work has demon-
strated that dunes in the northeast tend to be alongshore continuous, whereas 
dunes in the southeast tend to be hummocky and irregular (Godfrey 1977; Godfrey 
et al. 1979). Later in this chapter, we explore, quantitatively, a hypothesis that this 
geographical difference in dune morphology may be the result of differences in 
the lateral growth rates of the dominant species, summarizing results from 
Goldstein et al. (2017).

Two other dune-building grasses are commonly found on U.S. East Coast fore-
dunes, occasionally with high local abundance, most notably, Spartina patens, 
which is also a common marsh grass (Godfrey 1977; Lonard et  al. 2010)—and 
Panicum amarum (Lonard and Judd 2011). From our anecdotal observations of the 
Virginia and North Carolina coast, these two grasses appear to be most commonly 
associated with low embryo dunes, though the role of these grasses in dune forma-
tion is not well-understood.

2.1  �Maximum Potential Dune Height

To investigate coastal foredune dynamics and the factors that determine dune size 
and formation time, Durán and Moore (2013) reformulated and expanded a legacy 
code (previously developed by Durán and Herrmann 2006 and Durán et al. 2008 to 
study the effects of vegetation on desert dunes) to simulate dune formation in the 
coastal barrier environment. The resulting new, spatially explicit, numerical model 
(Durán and Moore 2013; Durán Vinent and Moore 2015b) consists of a series of 
differential equations representing the physical and biological processes affecting 
sand transport on a vegetated, sandy surface, in the presence of a shoreline, at low 
tide. At each time step, the model resolves the fluid dynamics of the wind, as well 
as the reduction in shear stress induced by the presence of vegetation, to determine 
the shear stress exerted at the sand surface across the model domain. Where the 
shear stress is above the critical threshold necessary for sand transport, the model 
calculates a sand flux, from which, based on the principles of mass conservation, the 
model calculates the resulting rate of erosion or accretion of the sand surface. Using 
a parameter relating rates of surface erosion and accretion to changes in vegetation 
growth, the percentage of the domain that is covered in vegetation and the locations 
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where vegetation grows are updated and the model iterates through successive time 
steps (Fig. 3). In a typical simulation, sand transport begins above the water line and 
continues across the beach into the backshore under a constant wind (for simplicity 
and generalization) where it is trapped by dune-building vegetation leading to for-
mation of a foredune. For a description of the specific equations and a more exten-
sive description of this version of the model, please see Durán and Moore (2013).

Using this model, Durán and Moore (2013) found that the formation of dunes is 
eventually limited by a negative feedback between wind flow and topography such 
that, for a given set of conditions, there is a maximum potential dune height that 
can be achieved. As a result of the negative feedback, steady-state foredunes are 
scale invariant, which allows derivation of scaling relations for maximum dune 
height and dune formation time—two parameters that are critical to barrier evolu-
tion across a range of time scales. Durán and Moore (2013) found that the rate of 
dune formation is controlled by the sand flux from the beach to dunes (which is 
related to, but not the same as the sand flux from the nearshore to the beach, e.g., 
Psuty 1992) (Fig. 4a): higher rates of sand flux (e.g., resulting, for example, from 
faster or more frequent winds and dryer conditions) lead to faster rates of dune 
formation.

Fig. 3  The Coastal Dune Model consists of a series of differential equations that simulate the co-
evolution of vegetation and a sandy surface. At each timestep, the model iterates through the steps 
depicted in this schematic
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Contrary to what was previously assumed, Durán and Moore (2013) also found 
that the size of coastal foredunes is not related to sand flux magnitude, but is instead 
a function of the distance from the shoreline that dune-building vegetation can 
grow, a distance they call Lveg (Fig. 4b). The farther from the shoreline that dune-
building vegetation establishes, the larger a dune can grow before it steers the wind 
above the surface of the beach, reducing the shear stress below the critical threshold 
for transport thereby causing dune growth to cease. These results offer an explana-
tion for the observed relationship between beach type and foredune size, in which 
large (small) foredunes are found on dissipative (reflective) beaches, regardless of 
whether the associated sand supply rate is large or small (Fig. 4c). Higher waves 
associated with dissipative beaches increase the disturbance of dune-building grass 
species, lengthening Lveg, and shifting foredune formation landward, leading to 
larger foredunes.

Fig. 4  Results from numerical model simulations demonstrate that (a) dune formation time 
decreases as the sand flux rate increases and (b) dune size increases as the distance from the shore-
line that dune-building vegetation becomes established (Lveg) increases. (c) A collection of obser-
vations of dune size relative to wave height indicating that larger dunes are associated with 
dissipative beaches. Figures originally published in Durán and Moore (2013)
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2.2  �Hummockiness

The model experiments discussed so far include vegetation growth parameterizations 
for a single generic dune species. However, individual species of dune-building grasses 
vary in their growth rate (vertical and lateral), shape (basal and frontal area), and propa-
gation style (seed vs. rhizome), and these factors exert control on foredune morphol-
ogy (e.g., Hacker et al. 2012; Hesp 2004; see also Ruggiero et al. this volume). We 
have focused on the U.S. Atlantic coast and used the Coastal Dune Model to study the 
relationship between species of vegetation (and variations in vegetation properties) and 
alongshore foredune morphology (Goldstein et al. 2017). Here, we consider the two 
dominant dune-building grasses on the U.S.  Atlantic coast, Uniola paniculata and 
Ammophila breviligulata. In addition to differing in geographic range, these grasses 
differ in their lateral growth rate: U. paniculata grows more slowly in the lateral direc-
tion than Ammophila (Godfrey 1977). Additionally, qualitative observations by 
Godfrey and coworkers (Godfrey and Godfrey 1976; Godfrey 1977; Godfrey et al. 
1979) suggest that dunes dominated by U. paniculata are “hummocky” (more height 
variation in the alongshore direction) compared to dunes dominated by A. breviligulata 
(which tend to be more consistent in height, and thus more continuous, alongshore).

Goldstein et al. (2017) use the Coastal Dune Model, with an improved vegetation 
growth routine presented in Moore et  al. (2016), to investigate if hummockiness 
(i.e., variability in alongshore dune height) is a function of lateral propagation rate. 
As the plant lateral propagation rate decreases, Goldstein et al. (2017) observe that 
alongshore foredune height becomes increasingly variable. However, in all model 
experiments, regardless of lateral propagation rate, the foredune eventually 
coalesces, forming a continuous dune ridge of equal elevation. Experiments indi-
cate that the timescale for coalescing is inversely related to lateral propagation rate. 
This work suggests that “hummockiness” is a transient phase, and that the timescale 
for the development and loss of hummockiness is related to the lateral growth rate 
of dunes (which is set by the lateral growth rate of vegetation; Fig. 5). However, the 
finding that hummocky dunes always coalesce if given sufficient time suggests that 
species-specific differences in lateral growth rates alone are not sufficient to explain 
hummockiness that persists through time.

A more complete explanation for the persistence of hummocky coastal foredunes 
requires combining our finding that coalescing timescales lengthen with decreasing 
lateral vegetation growth rate, with the suggestion by Godfrey (1977) that low areas 
(and therefore hummocks) are maintained by overwash during high-water events. 
Thus, the persistence of hummocky dunes along the U.S. southeast coast suggests 
that the recurrence time for high-water events tends to be shorter than the time it 
takes for low areas to grow vertically (via the coalescing of hummocks). Climate 
change may lead to a northward shift of the warm season, slowly laterally propagat-
ing dune grass U. paniculata (Zinnert et al. 2011; Stalter and Lamont 1990, 2000), 
and an increase in the frequency of high-water events. Such changes would lead to 
a higher potential for hummocky dunes to persist northward of their current 
distribution and for longer periods of time, increasing vulnerability to overwash and 
enhancing connectivity with back-barrier environments in these areas.
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2.3  �Number, Spacing, and Size of Multiple Dunes

In addition to species-specific controls on dune shape in the alongshore direction, 
on barriers where the shoreline progrades seaward, limits on the lateral growth of 
vegetation appear to play an important role in determining cross-shore dune shape—
setting the number, spacing, and size of multiple dunes (Moore et  al. 2016). 
Researchers have long recognized that multiple dune ridges can form on prograda-
tional coasts in association with variations in beach and dune sediment supply (e.g., 
Hesp 1984; Psuty 1986), local tectonic activity (e.g., Goff et al. 2008), and/or sea 
level (e.g., Orford et  al. 2000). In addition to providing protection from coastal 
storms—dune ridges have also been considered valuable indicators of local and 
regional changes in climate, sea level, and earthquake activity (e.g., Wells and Goff 
2007; Goff et al. 2008).

Early work by Hesp (1984) cites evidence for the formation of incipient fore-
dunes seaward of the primary foredune along a prograding coast in response to the 
colonization of new areas by dune-building vegetation. The conceptual model of 
beach–dune interactions of Psuty (1986, 1988) assumes that sediment supply to the 
beach and dune drives the formation of multiple dune ridges. Psuty (1986) hypoth-
esizes that rapid beach progradation leads to a series of low foredune ridges, whereas 
slower rates of progradation allow for the development of a single, larger foredune. 
Moore et al. (2016) set out to investigate the role of vegetation in determining the 
morphology of multiple coastal dunes using a version of the Coastal Dune Model 
that includes lateral vegetation growth (as discussed in the section above) and shore-
line progradation.

Fig. 5  Time to coalescing 
of hummocky coastal 
dunes as a function of 
lateral propagation rate (β) 
and plant growth rate (Hv). 
From Goldstein et al. 
(2017) and reprinted 
without changes under the 
Creative Commons 
Attribution 4.0 
International license  
(CC BY 4.0; http://www.
earth-surface-dynamics.
net/about/licence_and_
copyright.html)

L.J. Moore et al.
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In addition to adding lateral vegetation growth, Moore et al. (2016) also added 
to the model the key assumption that steeper dune slopes reduce the lateral growth 
of rhizomes as they propagate from higher to lower areas and that, at slopes steeper 
than 15 degrees (derived from observations), lateral propagation of vegetation 
ceases. In the model, this feedback leads to the formation of multiple dunes by 
allowing the colonization of vegetation by propagules (seeds or rhizome fragments) 
seaward of the foredune to give rise to an incipient dune as suggested by Hesp 
(1984). Analysis of model results leads to the finding that dune morphology 
depends on the ratio between the rate of shoreline progradation and the rate at 
which the dune ridge propagates seaward due to vertical dune growth. When shore-
line progradation rates are slower than the lateral dune growth rate, dunes are taller 
than they would be under stable shoreline conditions, and ridges tend to overlap 
(Fig. 6b–d). In contrast, when progradation rates are faster than the lateral dune 
growth rate, dunes are smaller, tend to be periodic, and are more widely spaced 
(i.e., Fig. 6e, f). These results compare well with observations of dune growth and 

Fig. 6  Dune profile 
evolution in association 
with shorelines that are 
prograding at different 
rates. For comparison, the 
steady-state dune profile 
for a stable shoreline 
position is highlighted in 
red with its crest centered 
at x = 0. Progradation 
occurs to left as in Fig. 7, 
and x = 0 corresponds to 
the crest position of the 
newest foredune. Mean sea 
level corresponds to z = 0. 
From Moore et al. (2016) 
and reprinted with changes 
under the Creative 
Commons license (CC-BY; 
https://creativecommons.
org/licenses/by/3.0/us/)
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morphology derived from a > 15-year dataset of dune growth from the Long Beach 
Peninsula in Washington State, where in some cases the progradation rate is slower 
than the lateral dune growth rate and dune ridges overlap as in Fig. 6a–d (Fig. 7; 
Moore et al. 2016).

Overall, these findings suggest that internal dune dynamics alone (even in the 
absence of variations in sediment supply or relative sea level) are sufficient to give rise 
to multiple dune fields and that vegetative processes play a key role in determining the 
number, spacing, and size of dune ridges in a multiple dune field. Because the amount 
of protection from storms that dunes provide depends on these characteristics (espe-
cially dune height), understanding when and where a single large dune ridge is likely 
to form, as opposed to multiple lower dune ridges, is important. Given the findings of 
Moore et al. (2016), the relationship between shoreline progradation rate and lateral 
dune growth rate also provides a means for predicting the height, number, and spacing 

Fig. 7  Beach and foredune topographic profiles collected quarterly since A.D. 1997 using real-
time kinematic differential GPS surveying techniques (Ruggiero et al. 2005) demonstrate the suc-
cessive development of coastal foredunes along Long Beach Peninsula, Washington State (Fig. 1), 
over a 15-year time period. From Moore et al. (2016) and reprinted without changes under the 
Creative Commons license (CC-BY; https://creativecommons.org/licenses/by/3.0/us/)

L.J. Moore et al.
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of multiple dunes under different conditions. For example, in places where the flux of 
sand to dunes is low, well-defined multiple dune ridges may form even at relatively 
slow rates of shoreline progradation, while in locations where the rate of shoreline 
progradation is slower than the rate of lateral dune growth, new ridges will typically 
become superimposed on one another to form large complex foredune shapes.

3  �Factors Controlling Dune and Barrier State Across Scales

The ecomorphodynamic interactions that give rise to dunes also play an important 
role in determining how the sandy component of barrier topography evolves as con-
ditions change, with implications for connectivity to other parts of the barrier sys-
tem. To investigate the effects of changing forcing on dune—or local, barrier—state, 
Durán Vinent and Moore (2015a) simulated multiple cycles of dune erosion and 
recovery using a simple formulation for storms (following Larson et al. 2004) and 
by imposing the occurrence of periodic high-water events drawn randomly from a 
probability distribution in which small high-water events are frequent and large 
high-water events are relatively infrequent. Within the model, Durán Vinent and 
Moore (2015a, b) represent dune growth as a logistic process (Fig. 8a; consistent 

Fig. 8  (a) Evolution of island elevation with vegetation following a storm. Tv is the vegetation 
recovery time. (b) Evolution of dune elevation (H) relative to maximum potential dune height 
(Hmax) as a function of time rescaled by Tv for vulnerability index = 0.9 (b) and 2 (c). Red symbols 
denote extreme events, values above 1 are higher than Hmax and lead to overwash. High state eleva-
tions are shown in blue and low state elevations are shown in yellow. Figure modified from Durán 
Vinent and Moore (2015a)
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with the empirical findings of Houser et al. 2015, this volume) that proceeds slowly 
in the initial stages as aeolian processes build the barrier to an elevation that will 
support the growth of dune-building vegetation. Once dune-building vegetation 
becomes established, the self-reinforcing interactions between sediment transport 
and vegetation promote rapid dune-building, (if it proceeds uninterrupted) to a local 
maximum potential dune height (Durán and Moore 2013).

Model results indicate that the dynamics of barrier elevation are controlled by the 
ratio of the time it takes for vegetation to recover following a storm to the return 
period of high-water events. Durán Vinent and Moore (2015a) call this ratio the 
“vulnerability” index. When this index is less than one, high-water events occur 
infrequently relative to the vegetation recovery time. In this case (Fig. 8b), vegeta-
tion will tend to establish before the next high-water event leading to rapid dune 
growth, low vulnerability to the next storm, and near continuous maintenance of 
dunes near their maximum height. In contrast, when the period of high-water events 
is equal to or shorter than the vegetation recovery time, meaning the vulnerability 
index is equal to or greater than one, (Fig. 8c), low areas typically cannot recover 
prior to the next high-water event and tend to remain vulnerable. However, even 
when the vulnerability index is equal to or greater than one, high areas will be less 
prone to overwash, and if partially eroded during a high-water event, will quickly 
recover toward the high-elevation state, as long as some elevation and vegetation 
remain. In this latter scenario, barriers are bistable; feedbacks reinforce both the 
high elevation state and the low elevation state (Fig.  9), so that both are stable. 
Intermediate states in such a bistable system are relatively less frequent, since the 
paired feedbacks tend to push the system toward either of the two stable states. 
Thus, a barrier with a vulnerability index in the bistable range will tend to exhibit a 
bimodal distribution of local elevations, with a dominance of high values and/or low 
values, but relatively fewer intermediate values. At very high values of the 
vulnerability index, high-water events occur so frequently relative to the vegetation 

Fig. 9  An illustration of the generalized differences between high and low dune/island states. 
Figure drafted by Luke Cole
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recovery time that local barrier elevation can become perpetually trapped in the low 
state. In this way, local barrier state is controlled by the competing effects of storm 
erosion, sea-level rise, and the ecomorphodynamic interactions that build dunes 
(Duran Vinent 2015a; Fig. 10).

This quantification of barrier dynamics, with the possibility for local barrier ele-
vation to be bistable, is supported by data from the Virginia Barrier Islands, U.S., 
where empirical evidence reveals that low and high barriers occur with greater fre-
quency than barriers of intermediate elevation (Durán Vinent and Moore 2015a, 
2016). This provides a broader context for considering barrier response to climate 
change and the likelihood of potentially abrupt transitions in barrier state, as well as 
the dynamics of connections to back-barrier environments.

In addition to the spatially explicit, process-based model of Durán Vinent and 
Moore (2015a), a coarse-grained description of the foredune-storm system was 
modeled by Goldstein and Moore (2016). Using entirely different mathematics 
from Durán Vinent and Moore (2015a), Goldstein and Moore (2016) constructed a 
one-dimensional model of dune growth and destruction using a single impulsive 

Fig. 10  Equilibrium states for dune/island elevation and the probability of dune recovery (green 
symbols) as a function of the vulnerability index, for varying winds, RSLR rates, and vegetation 
sensitivities (see Durán Vinent and Moore 2015a for details). The green line is an exponential fit 
for the recovery probability (defined as the inverse of the average number of HWEs spent in the 
low state). Blue and orange lines are average values for the stable high and low states, respectively; 
the blue shadow area on either side of the line represents data dispersion. The onset of bistability 
occurs when the probability of dune recovery decreases below 1 (dashed line). Processes leading 
to a transition between alternative states (arrows) are shown for reference. Figure modified from 
Durán Vinent and Moore (2015a)
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differential equation reduced to a discrete time map. The mathematical model was 
built from empirical formulations for the logistic growth of foredunes (Houser et al. 
2015, this volume) and the storm-driven destruction of dunes (Long et al. 2014). By 
varying two nondimensional parameters (the nondimensional storm frequency and 
magnitude), bistable behavior appears in a non-negligible region of parameter space 
(Goldstein and Moore 2016; Fig. 11).

Beyond presenting a simplified model of the foredune system, Goldstein and 
Moore (2016) compiled observational studies from the U.S.  East Coast. Barrier 
island dunes from MD, VA, NC, and FL plot in the bistable region of model param-
eter space, which is consistent with the persistence of low overwash flats and high-
resistant dunes, even on the same island, in these regions. These states were long 
lasting (decadal) and durable (through several major storm events), suggesting that 
these observations represent stable attracting states, consistent with model 
predictions.

4  �Couplings Between Barriers and Back-Barrier Marshes

Many barrier islands and barrier spits are backed by marshes on the bayward side. 
When back-barrier marshes are present and barriers/dunes are sufficiently low to 
permit barrier migration, connections between the sandy part of barriers and back-
barrier marshes can play an important role in determining how the barrier-marsh 
system responds to changing conditions. As described below, overwash sand can 
contribute to the vertical accretion (building upward) of back-barrier marshes 
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Fig. 11  Stability diagram in S* − R* parameter space. S* is the nondimensional storm frequency 
(the ratio between storm frequency and the intrinsic growth rate of the dune). R* is the nondimen-
sional total water level (ratio between characteristic storm height and the maximum dune height). 
Grey regions contain a single attracting state. The bistable region is shown in white. From Goldstein 
and Moore (2016)
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responding to sea-level rise (Fig. 12). In turn, marsh soils influence barrier migration 
rates by providing a platform onto which the sandy part of a barrier migrates, and by 
affecting the sand content of the eroding shoreface when marsh deposits become 
exposed (described below, Brenner et al. 2015; Murray and Moore this volume).

4.1  �Effect of Back-Barrier Marshes on Barrier Migration Rate

Brenner (2012) and Brenner et al. (2015) explored couplings between the sandy part 
of a barrier and back-barrier environments using GEOMBEST (Stolper et al. 2005; 
Moore et  al. 2010, 2014), a morphological-behavior model which simulates the 
evolution of barrier morphology and stratigraphy in response to changes in sedi-
ment supply and sea-level rise over timescales of decades to millennia. Within 
GEOMBEST, barrier migration is driven primarily by the constraints of geometry 
and conservation of mass; the profile translates vertically (to keep pace with sea 
level) and horizontally (to produce the sediment needed via shoreface erosion) with 
the tendency to evolve toward a user-specified/data-derived equilibrium morphol-
ogy, when conditions allow. The model includes adjustments for external sediment 
supply or loss; variable substrate erodibility and composition; and inputs derived 
from geologic/geomorphic data (see Stolper et  al. 2005; Moore et  al. 2010 and 
Brenner et al. 2015 for a complete model description).

In the absence of back-barrier marsh sedimentation, the slope of the landscape 
across which a barrier migrates (the “substrate slope”) directly influences barrier 

Fig. 12  Illustration of the two-way interactions between sandy barrier islands and back-barrier 
marshes, in which overwash sand provides a source of sediment to assist with marsh aggradation 
and the marsh provides a platform onto which the barrier migrates
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volume and migration rate (Moore et  al. 2010). The influence of substrate slope 
becomes indirect and time-lagged when a back-barrier marsh is present. Low sub-
strate slopes landward of the back-barrier marsh environment, relative to the slope 
of the present barrier trajectory (the ratio between the RSLR rate and the rate of 
landward barrier migration), tend to produce widening of the back-barrier environ-
ment, and therefore eventually lead to thickening of the back-barrier deposit that the 
barrier migrates over (and vice versa) (Brenner et al. 2015). Depending on whether 
or not the back-barrier deposit is more or less sand-rich than the underlying sub-
strate, changes in back-barrier width caused by changes in the slope of the substrate 
can lead to either a negative or a positive feedback that either produces a stable 
back-barrier width, or that reinforces either back-barrier widening or back-barrier 
narrowing/thinning. See Murray and Moore (this volume) for a more complete dis-
cussion of these feedbacks and their relationship to other geometric considerations.

Additional modeling by Walters et  al. (2014) suggests that the presence of a 
marsh directly behind a barrier causes a reduction in the rate of landward barrier 
migration by reducing the accommodation space that the barrier must fill. This is 
evidenced by experiments conducted in an expanded version of GEOMBEST 
(GEOMBEST+), which includes marsh accretion processes to explicitly address 
couplings between the sandy portion of a barrier and back-barrier marshes (Walters 
et al. 2014). The deposition of fine-grained suspended sediment from an external 
source, such as a river or exchange through tidal inlets, and locally derived organic 
material into the back-barrier basin was simulated such that a marsh platform can 
persist behind the barrier under conditions in which the rate of sea-level rise was 
balanced by the accretion rate, which depends on the rate of sediment input. By 
varying the rate of fine-grained sediment input to the back-barrier basin, 
GEOMBEST+ simulations demonstrated that the landward rate of barrier migration 
can be reduced 30% by the presence of a back-barrier marsh as compared to an 
empty basin with the same relative sea-level rise rate (Fig. 13) (Walters et al. 2014). 
These model experiments addressed barrier evolution over timescales that are too 
short for the shoreface-composition feedbacks described in the previous section to 
influence barrier migration rates.

4.2  �Effect of Barrier Dynamics on Back-Barrier Marshes

In addition to the effect of marshes on barrier migration, there is also an effect of 
barrier migration on the morphology and resilience of back-barrier marshes. 
During storms, sand eroded from the barrier can be deposited on the back-barrier 
marsh as overwash (De Groot et al. 2011). Thus, a migrating barrier provides the 
marsh with an important source of sediment that assists marshes in keeping pace 
with sea-level rise.

Exploratory modeling with GEOMBEST+ offers quantitative insight into the 
conceptual link between barrier migration, overwash, and marsh sedimentation, and 
the conditions under which marsh-barrier connectivity influences the persistence 

L.J. Moore et al.



323

of back-barrier marshes. In GEOMBEST+, marshes form and evolve from a 
combination of organic and fine-grained sediment deposition driven by back-barrier, 
tidal inundation. Additionally, GEOMBEST+ simulates overwash as a flux that 
transports sand from the barrier shoreface and deposits it behind the barrier in 
increments that decay exponentially with distance from the barrier. The inclusion of 
overwash flux allows the back-barrier to evolve dynamically, such that marshes 
occur when the rate of sea-level rise can be balanced by the deposition of 
fine-grained suspended sediment, organic material, and sand from overwash 
(Walters et al. 2014).

To investigate the role of overwash in aiding marsh response to sea-level rise, 
GEOMBEST+ simulations addressed marsh and barrier evolution under a range of 
suspended sediment input, sea-level rise, and overwash scenarios. In these model 
experiments, the marsh keeps pace with the rate of sea-level rise when the rate of 
sediment deposition into the basin (Basin Accretion Rate or BAR) is greater than or 
equal to the rate of sea-level rise (RSLR), and thus the ratio between the BAR and 
RSLR (BAR/RSLR) is equal to or greater than 1. However, if RSLR is greater than 
BAR, and the ratio of BAR/RSLR is less than 1, the marsh will be starved of 

Fig. 13  Plot of shoreline migration rate from 1000 year GEOMBEST+ simulation with a 4 mm/
year relative sea-level rise rate and different back-barrier environments (empty basin to marsh-
filled basin; muddy to sandy). Error bars show one standard deviation from the mean. From Walters 
et al. (2014)
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sediment, leading to conditions that favor marsh inundation. Results from 
GEOMBEST+ simulations also show that marshes close to the barrier are able to 
persist even at BAR/RSLR ratios less than 1 when overwash fluxes are high, sug-
gesting that overwash increases the resilience of narrow (100–500 m) back-barrier 
marshes under conditions of sea-level rise rates and suspended sediment concentra-
tions in which they would otherwise disappear. Consistent with this finding, a com-
parison to the back-barrier marshes of the Virginia Coast Reserve (VCR) indicates 
that narrow back-barrier marshes occur frequently at a statistically significant rate 
in the same range of widths as predicted by the GEOMBEST+ simulations (Fig. 14).

How might the results of Walters et al. (2014) be altered if erosion of marsh edges 
from wave attack, as well as vertical drowning, could potentially reduce or remove 
persistent narrow marshes? To address this question, Lauzon et  al. (in revision) 
added marsh-edge erosion by waves to the GEOMBEST+ formulation. Wave height 
and period are limited by the fetch and depth of the bay (e.g., Young and Verhagen 
1996). Wind directions are not explicitly addressed. Instead, assuming for simplic-
ity that the cross-shore component of the wind is sometimes in the seaward direc-
tion and sometimes in the landward direction, the cross-shore bay width serves as a 
proxy for fetch, without distinguishing between landward and seaward portions of 
the bay. Following Mariotti and Fagherazzi (2013), Lauzon et  al. (in revision) 
include erosion of the bay bottom and marsh scarps from wave forces. The rate at 
which waves tend to vertically erode the bed depends on bed shear stress, calculated 
using linear wave theory (Dean and Dalrymple 1991). The rate at which waves tend 
to horizontally erode the marsh edge depends on the wave power delivered to the 
marsh edge (e.g., Schwimmer 2001; Marani et al. 2011). However, sediment depo-
sition tends to cause vertical accretion of the bed and lateral progradation of the 
marsh edge as formulated by Walters et al. (2014). The net result of wave erosion 
combined with deposition determines the rates of change of bed elevation and 
marsh-edge position. Consistent with Walters et al. (2014), sediment eroded from 
the bay bottom or marsh edge is subsequently available for redeposition. This rede-
position occurs on the marshes and, if sediment is left over after enough is deposited 
on the marshes to keep up with SLR, on the marsh edges.

In the absence of SLR, bay depths rapidly approach a steady state in which the 
rate that waves tend to erode the bed is balanced by the rate of deposition. When 
SLR is included, steady state bay depths are slightly greater than without SLR, 
which allows net deposition rates to equal the rate of SLR, because wave-related 
shear stress tends to decrease with depth (beyond a depth which produces the maxi-
mum shear stress; Fagherazzi et al. 2006). However, the bay depths are in dynamic 
equilibrium; as the width (and therefore fetch) of the bay changes, the depths adjust 
(Fig. 15).

Perhaps counterintuitively, adding wave erosion to the experiments of Walters 
et al. (2014) increases, rather than decreases, the prevalence and extent of narrow 
back-barrier marshes, at least temporarily. This result arises mainly from two mech-
anisms. In one, as recognized previously (e.g., Mariotti and Carr 2014), the sedi-
ment eroded at marsh edges can provide additional sediment for deposition on the 
top of marsh platforms, tending to delay marsh drowning. The other mechanism 
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involves the organic component of tidal marshes, assumed to compose 50% of the 
marsh deposit in GEOMBEST+ (Walters et al. 2014). The fraction of eroded marsh 
sediment that is organic is not conserved in GEOMBEST+, representing loss to 
decomposition and/or distant dispersal. When marshes drown in GEOMBEST+, 
extensive portions of the marsh can be converted to deeper-water bay environments, 

Fig. 14  (a) Frequency distribution of back-barrier marsh width measurements from remote sens-
ing observations of the entire Virginia Barrier Islands. Measurements are normalized to a basin size 
of 2000 m by dividing the raw measurements of the back-barrier marsh width by the basin width, 
and multiplying by 2000 m. (b) Cumulative distribution function of the back-barrier marsh widths. 
Gray bars indicate the range of widths within which basins are completely filled with marsh 
(>1950 m) based on the maximum deviation of the cumulative distribution function from the stan-
dard uniform distribution, or completely empty of marsh (<67 m) based on the range derived from 
model experiments. (c) Frequency distribution for the intermediate widths that are not associated 
with the boundary condition peaks. (d) Cumulative distribution function of the intermediate 
widths, showing that the maximum deviation from a standard uniform distribution occurs at 702 m. 
This deviation of the cumulative distribution function from the hypothetical distribution over 
widths from 150 to 700  m is statistically significant (99% confidence level) according to the 
Kolmogorov–Smirnov test. From Walters et al. (2014)
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with the loss of 50% of the marsh deposits eroded. With the addition of wave-edge 
erosion, since marsh drowning is reduced, this sediment loss is reduced. (Marsh-
edge erosion still consumes marsh deposits, engendering loss of organic sediment, 
but the volume of loss is small compared with the results of converting large areas 
of marsh into bay.)

If rates of sediment delivery to the back-barrier basin (e.g., from overwash, rivers, 
tides) are sufficiently high, then deposition on marsh edges can overcome the tendency 
for marsh-edge erosion, causing net progradation of the marsh edge (Mariotti and 
Fagherazzi 2013) (e.g., Fig. 16). The rate of net sediment import into the back-barrier 
environment relative to the rate at which accommodation space is created (SLR rate 
multiplied by the back-basin area) determines whether marsh edges erode or prograde, 
and at what rate. For cases in which sedimentation of marsh surfaces and the bay bot-
tom keep up with SLR, if the rate of net sediment delivery is less than the rate space is 
created, geometry and the conservation of mass dictate that marsh edges must be erod-
ing (e.g., Ganju et al. 2017). If sediment is being delivered faster than space is being 
created, marsh edges must be prograding (e.g., Redfield 1972). The insight that the 
erosion or progradation rate of the marsh edge can be predicted based on sediment 
budget and geometry considerations alone also applies when a back-barrier basin is 
open to sediment exchange through an inlet—as long as the net rate of sediment import 
or export can be determined at a snap shot in time (Lauzon et al. in revision).

Fig. 15  Evolution of an initially full marsh over 1 m of RSLR. (a) Initial condition of a full marsh. 
(b) The center of the marsh, farthest from the sediment sources, cannot maintain its elevation. (c) 
The center of the marsh drowns, and as waves begin to form in the resulting bay it quickly deepens 
and widens, eroding the marsh edge. (d) Final condition of a narrow marsh (~475 m wide) after 
1 m of RSLR. The black outline on b, c, and d shows the initial landscape. From Lauzon et al.  
(in revision)
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4.3  �Effects of Overwash on Marshes: Experimental Results

While the deposition of overwash sand onto marsh platforms may enhance the rate 
at which marshes build vertically, burial of marsh vegetation with sand may also 
lead to plant mortality that may take decades to recover from (Osgood et al. 1995). 
To investigate the conditions under which overwash benefits or harms marsh vegeta-
tion, a field experiment was conducted to determine how marsh productivity 
responded to overwash deposition events of varying thickness (Walters and Kirwan 
2016). Small sections of existing Spartina alterniflora marsh were buried with vari-
ous depths of barrier sand in mesocosms. The results of this field experiment showed 
the plants responded positively to small amounts of burial (5–10 cm) by increasing 
their belowground productivity, while larger amounts of burial (c > 15 cm) led to 
reduced productivity or mortality (Fig. 17).

These results suggest that back-barrier marshes are well-adapted to the natural 
process of barrier migration, as they are able to survive and flourish under condi-
tions in which thin sheets of overwash are deposited over the marsh surface by fre-
quent, low-magnitude storm events. However, thicker overwash deposits due to 
higher magnitude storms can lead to a decrease in marsh resiliency due to vegeta-
tion mortality. This finding emphasizes that the couplings between barriers and 
back-barrier marshes are strengthened under natural conditions where a low barrier 
rolls over through the process of frequently occurring, low-magnitude overwash 
events. This leads to enhanced marsh productivity and resilience to sea-level rise, 
which in turn can help slow the rate of barrier migration. Alternatively, where bar-

Fig. 16  An example of a prograding marsh beyond 1 m of RSLR. (a) Initial condition of a narrow 
marsh. (b) The marsh quickly progrades. (c) The basin fills with marsh. (d) The marsh accretes at 
the rate of sea level rise leading to a final condition of a full basin after 1 m of RSLR. The black 
outline on b, c, and d shows the initial landscape
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rier dunes are artificially maintained at greater heights, only large magnitude storm 
events result in overwash. Thus, artificial dune heightening simultaneously leads to 
a reduction of frequent, thin layer sand deposition that enhances marsh resilience to 
SLR, while still allowing large magnitude overwash events that lead to plant mortal-
ity. This could ultimately reverse the natural tendency for storms to increase marsh 
and barrier resilience.

5  �Summary and Implications

We are increasingly learning that in addition to the important long-term (centurial 
to millennial) roles of sediment supply and sea-level rise, shorter-term (annual to 
centurial) ecomorphodynamic interactions (i.e., interactions between morphology, 
fluid dynamics, and/or sediment transport with biological processes)—as influenced 
by changes in the intensity and/or frequency of storms and changes in the geo-
graphic distribution of dune-building vegetation, as well as couplings between bar-
rier and back-barrier marsh environments—play a critical role in determining how 
barrier-marsh systems will evolve in the future. For example, the effectiveness of 
storms in increasing landform elevation and moving a barrier landward is deter-
mined, in large part, by the morphology of the coastal foredune (i.e., the seaward-
most dune line), which is itself a product of couplings between vegetation and 
sediment transport processes.

In the cross-shore dimension, the maximum potential height that a coastal fore-
dune can achieve is a function of the distance from the shoreline that dune-building 
vegetation can grow. The farther from the shoreline that vegetation becomes estab-

Fig. 17  (a) Box and whisker plot of end of year biomass versus burial depth for each experimental 
treatment. Biomass represents the total living biomass above and within the sand layer across each 
replicate burial depth. Dashed lines represent best quadratic fits for high site 
(y = −0.61x2 + 7.57x + 22.59, R2 = 0.80, p = 0.11) and low site (y = −0.42x2 + 6.21x + 16.10, 
R2 > 0.99, p < 0.01). (b) Box and whisker plot of the ratio of above-sand layer biomass to within-
sand layer biomass. From Walters and Kirwan (2016) and reprinted without changes under the 
Creative Commons license (CC-BY; https://creativecommons.org/licenses/by/3.0/us/)
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lished, the taller the foredune can become before steering the wind sufficiently 
above the beach to reduce the shear stress below the critical shear stress necessary 
for sand to be transported into the dune, at which point dune growth ceases. In the 
alongshore dimension, the rate of lateral vegetation growth relative to the rate of 
vertical vegetation growth at least partially determines whether alongshore dune 
morphology will tend to remain hummocky (and therefore allow transfer of sand 
from the front to the interior/back of a barrier during moderate storms) or tend to be 
characterized by a relatively more resistant, alongshore-continuous foredune ridge. 
Likewise, at larger spatial and temporal scales, interactions between the rate of lat-
eral vegetation growth, as potentially controlled by dune slope, can explain the 
spacing, number, and size of multiple dunes that form in the presence of shoreline 
progradation. Where the ratio of the shoreline progradation rate to the lateral dune 
growth rate is large, dunes tend to be smaller and widely spaced. In contrast, in areas 
where the ratio of the shoreline progradation rate and the lateral dune growth rate is 
small, dunes tend to be larger and more closely spaced or exhibit a morphology 
typified by overlapping complex dune forms.

The morphology of barrier dunes directly influences the coupled evolution of 
barriers and back-barrier marshes through time, especially as conditions change. 
For low and narrow barriers, overwash supplies the marsh with sediment that can be 
important for maintaining a back-barrier marsh fringe in the face of sea-level rise 
and edge erosion. The marsh, in turn, tends to reduce barrier migration rates by 
providing a platform for the sandy part of the barrier to migrate across. The strength 
of this stabilizing feedback may depend on the frequency and magnitude of over-
wash events, because frequent, low-magnitude deposition events are more likely to 
benefit marshes than infrequent, high magnitude events. Therefore, the response of 
barriers to changing climate depends not only on the morphology of the barrier 
itself, but on ecomorphodynamic feedbacks operating throughout and across the 
barrier-marsh system as a whole.

These ecomorphodynamic feedbacks combine with the characteristics of the 
underlying substrate (i.e., slope, thickness, and composition) to influence the topo-
graphic state of dunes and barriers. Topographic state, in turn, determines how con-
nected the frontal, sandy portion of a barrier is to the back-barrier, whether marsh, 
lagoon, or shallow bay. Where dunes are high, the effects of small overwash events 
are filtered; where dunes are low, even small storms may make important 
contributions of sediment to back-barrier environments. In developed areas, resi-
dences and commercial structures are also efficient filters, potentially starving the 
barrier interior of overwash contributions that are essential for barrier landforms to 
persist in the future (Rogers et al. 2015). These factors highlight the importance of 
considering the height of natural dunes when planning rebuilding and restoration 
efforts following storms. Artificially constructing dunes that are higher than natural 
conditions, although attractive as green infrastructure and an alternative to more 
permanent measures, will be more efficient filters of overwash events with possibly 
significant consequences, as they alter the natural processes that would otherwise 
allow barriers to persist as sea level rises and the most intense storms become more 
frequent. Striking a balance between the desire to preserve coastal habitation in its 
current form and the need for barriers to move landward and upward to maintain 
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equilibrium with sea level and storm conditions as they change more and more rap-
idly is a major challenge coastal communities will face in the very near term. Failing 
to strike this balance before a barrier becomes so out of equilibrium that a major 
storm causes deterioration of the landform that is infeasible to repair may lead to 
barrier loss altogether.

When barriers are complex, consisting of a series of dune ridges separated by 
swales, connectivity with back-barrier environments is unlikely and the evolution of 
the barrier system as conditions change is likely to be focused at the ocean and bay 
margins. More research is necessary to understand how such complex topography 
might alter the dynamics of barrier-marsh evolution as conditions change in the 
future.

Where barriers are low and narrow, evolution of the barrier-marsh system may 
also be influenced by connections between back-barrier marshes and processes in 
the bay behind. For example, the presence of seagrass has the potential both to 
decrease marsh-edge erosion by reducing wave energy and to increase marsh-edge 
erosion by sequestering sediment. Whether the effect of seagrass presence (or 
absence) on wave energy, or sediment availability, wins out, and under what condi-
tions, is the subject of ongoing work. In such cases, there is the potential for state 
changes in one part of the landscape (e.g., a change from seagrass to no seagrass) to 
cause state changes in nonadjacent landscape units (e.g., a transition from high to 
low on the sandy part of the barrier) via connectivity with landscape units in between 
(e.g., the marsh). The potential for such a cascade of state changes is important to 
consider as we seek to better understand the effect of changing climate on these 
low-lying and highly connected landscapes (Fig. 18).

A better understanding of the time scale for, and morphological evolution of, 
dune recovery as a function of key factors that vary with location (e.g., wind speed 
and direction, precipitation, sediment availability, species composition, etc.) and 
under a range of likely future sea-level rise and storm scenarios will be helpful in 
predicting the future vulnerability of barriers and the communities they host to 

Fig. 18  Landscape-scale interactions and potential for cascading state changes brought about by 
couplings between adjacent and nonadjacent landscape units
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undesirable (from the human perspective) transitions in state. Advancing our under-
standing of the potential for changes in state to cascade across the coastal landscape 
as well as the regional or local characteristics that affect this potential, and the 
mechanisms involved, will be important to assessing the future holistic behavior of 
barrier-marsh-bay systems. It is also essential to expand our understanding of the 
ways in which the natural dynamics focused on in this chapter will interact with and 
be affected by (i.e., coupled with) human coastal dynamics, especially as changing 
conditions lead to consideration of more extreme defensive measures (see 
McNamara and Lazarus this volume). Perhaps most challenging, but ultimately, 
most important, there is a critical need to develop creative ways to maintain or 
re-establish the natural and essential connection among the frontal beach-dune 
system, the interior, and back-barrier marsh components—especially where devel-
opment and protective measures have severed this connection. This will be chal-
lenging and may require a type and range of collective thinking on the part of 
scientists, managers, and community members that has not yet emerged, but that 
will become essential in years to come.
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The Role of Vegetation in Determining Dune 
Morphology, Exposure to Sea-Level Rise,  
and Storm-Induced Coastal Hazards:  
A U.S. Pacific Northwest Perspective

Peter Ruggiero, Sally Hacker, Eric Seabloom, and Phoebe Zarnetske

Abstract  Coastal foredunes are often the “first line of defense” for backshore 
infrastructure from the hazards of erosion and flooding, and they are key compo-
nents of coastal ecosystems. The shape and growth characteristics of coastal fore-
dunes, typically characterized by simple morphometrics such as dune toe and crest 
elevations, and dune volume, are a product of both physical and biological forces. 
By influencing foredune shape, these forces ultimately affect the exposure of human 
populations and ecosystems to extreme storms and sea-level rise. In this chapter, we 
synthesize field surveys and a suite of interdisciplinary laboratory, mesocosm, and 
computer modeling experiments that examine the relative role of vegetation in 
determining dune geomorphology in the U.S. Pacific Northwest (PNW). We focus 
on how dunes of different shapes result in variable levels of exposure to coastal 
hazards. Results suggest that PNW dune shape is primarily a function of sediment 
supply and the geographic distribution of two species of non-native beach grasses 
(Ammophila arenaria and A. breviligulata). Over recent decades, A. breviligulata 
(American beachgrass) has increased its dominance over A. arenaria (European 
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beachgrass) on dunes where it was originally planted and has actively spread to new 
sites formerly dominated by A. arenaria. A species-specific biophysical feedback 
occurs between sand deposition and beach grass growth habit, resulting in distinctly 
different dune geomorphologies in locations dominated by these different grass spe-
cies. The dense, vertical growth habit of A. arenaria allows it to capture more sand, 
produce more vertical tillers, and build taller, narrower dunes, while the less dense, 
lateral growth habit of A. breviligulata is more suited for building shorter but wider 
dunes. The species-specific feedbacks, along with invasion dynamics, have a first 
order effect on the region’s exposure to coastal hazards, in the present day and under 
a range of climate change and invasion scenarios. These findings draw on insights 
from geomorphology, ecology, and coastal engineering to assess coastal barrier vul-
nerability in light of global change.

Keywords  Beach grasses • Ammophila arenaria • Ammophila breviligulata • 
Coastal barriers • Ecomorphodynamics • Foredunes • Morphodynamics • Oregon • 
Pacific Northwest • Sea-level rise • Washington

1  �Introduction

The Indian Ocean and Tōhoku tsunamis, Hurricanes Katrina and Rita, and most 
recently Hurricane Sandy and Typhoon Haiyan have reinforced the notion that 
coastal communities are highly vulnerable to damages caused by flooding and ero-
sion. Hurricane Sandy, in particular, provided a wake-up call to the damages that 
can be sustained when storms and high water levels converge on unprepared coastal 
populations. These extreme flooding events will likely become more frequent due to 
global climate change (e.g., IPCC 2014). Alongshore variability in destruction from 
flooding during extreme storm events (e.g., Stockdon et  al. 2007) also has high-
lighted the value of natural barriers formed by coastal ecosystems, so-called green 
infrastructure, in reducing flooding vulnerability (e.g., Duarte et al. 2013). Although 
coastal zones support large human populations worldwide and contribute signifi-
cantly to the economic welfare of countries, we know surprisingly little about how 
climate change and extreme events will interact with coastal ecosystems, such as 
along coastal barriers, and ultimately affect the sustainability of coastal communi-
ties and habitats.

Extreme events and chronic stressors associated with climate change, such as 
intense storms, tsunamis, and sea-level rise (SLR), can have severe impacts on 
humans and the ecosystem services upon which they depend. Further, there is grow-
ing recognition that coastal dunes provide critical ecosystem services (Fig.  1; 
Barbier et al. 2011); they are the first line of defense against flooding (e.g., Sallenger 
2000; Ruggiero et al. 2001; Feagin et al. 2005; Seabloom et al. 2013), provide con-
servation value for native species (Gutierrez et al. 2012), and are an important draw 
for recreation (Guerry et al. 2012). The coastal protection properties of dunes are 
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intrinsically linked to the interaction and feedbacks between sediment supply and 
vegetation in these systems (e.g., Hesp 1989; Ruggiero et al. 2011; Hacker et al. 
2012; Zarnetske et al. 2012; Duran and Moore 2013, 2015). Climate change and 
other human-caused perturbations can influence these feedbacks, significantly 
affecting the structural and functional role of these ecosystems and the services they 
provide (Seabloom et al. 2013; Duarte et al. 2013). In particular, we know that cli-
mate alters physical drivers through the hydrodynamics of wind and water, includ-
ing both chronic trends and extreme events that alter sediment deposition and 
coastal flooding (Fig.  1). Likewise, climate affects ecosystem processes when 
warming, altered precipitation, and extreme storms modify the distribution and 
abundance of coastal vegetation, such as dune-building plants. These dynamics can 
also be altered by socioeconomic factors including coastal development, shoreline 
armament and beach nourishment, recreation, raw material extraction such as sand 
mining, and even ocean energy generation (e.g., Carter 1990; Pye and Tsoar 1990; 
Nordstrom et al. 2011; Martinez and Psuty 2004; Kim et al. 2012, Elko et al. 2016). 
Taken together, the interactions between climate, geological processes, ecosystem 
processes, and socioeconomic factors all influence the ecosystem services provided 
by coastal dunes (Fig. 1).

Coastal dunes of the U.S.  Pacific Northwest (PNW, Oregon and Washington, 
Fig. 2) are an excellent system in which to explore how climate change affects inter-
active ecomorphodynamics and community-scale adaptive hazard planning in 
coastal socio-ecological systems. The PNW coastline is characterized by significant 
gradients in both the physical (e.g., sediment supply) and the ecological (e.g., grass 
cover dominance, growth patterns) parameters that are thought to be of primary 

Dune
geomorphology

Dune vegetation

Coastal protection
Conservation
Recreation 

Ecosystem Processes

Coastal development
Human made barriers
Management/restoration

Human Activities

Wave attenuation 
erosion

Climate/Geological Processes

Sea level

Sedimentary
processes

Wave 
conditions

Climate processes

Wind

Earthquakes

Ecosystem Services

Wildlife 
habitat

Fig. 1  The relationships between physical processes, ecosystem processes, and human activities 
important to the ecosystem services provided by coastal dunes
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importance to dune geomorphology (Cooper 1958; Ruggiero et al. 2005; Hacker 
et al. 2012; Zarnetske et al. 2015). Further, various stakeholder sectors in the region 
are working to define appropriate climate change adaptation strategies (Lipiec 2015; 
Mills 2015), particularly those involving green engineering solutions, as seas rise 
(e.g., NRC 2012), storms intensify (e.g., Ruggiero 2013), and coastal populations 
continue to increase.

In the following sections, we review recent work performed on the coastal dune 
systems of the PNW that synthesizes field surveys and a suite of laboratory, meso-
cosm, and computer modeling experiments (Fig. 3) to examine the role of vegeta-
tion in determining dune geomorphology and, therefore, exposure to coastal 
hazards. We conclude by discussing the implications of our findings for improving 
conceptual and numerical models of beach-dune interactions with an ultimate goal 
of improving coastal management decision making. The work described here is 
inherently interdisciplinary and draws on insights from geomorphology, ecology, 
and coastal engineering to assess coastal barrier vulnerability in light of global 
change.

Fig. 2  Map of the dune-backed beaches along the Washington and Oregon coastlines (modified 
from Mull and Ruggiero 2014). The locations of the Long Beach Peninsula (WA), Clatsop Plains 
(OR), and Rockaway Beach (OR) littoral cells, areas highlighted in Fig. 6, are shown. Inset photos 
of dunes are from the Clatsop Plains (top) and the Oregon Dunes National Recreation Area 
(bottom)
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2  �Study Area Description

The PNW coast is tectonically active, being a so-called “collisional coast” (sensu 
Inman and Nordstrom 1971), located onshore of where the eastward moving Juan 
de Fuca and Gorda plates collide with the North American plate. Due to this setting, 
the PNW is subject to both near-field Cascadia Subduction Zone earthquakes and 
tsunamis (Atwater 1996) and far-field (distant) tsunami events. The region’s geol-
ogy also results in the coast being comprised of a series of segmented sandy littoral 
cells with alternating stretches of erosion-resistant rocky headlands and more easily 
eroded dune-backed or bluff-backed beaches (Fig. 2; Komar et al. 2013). Modern 
rates of relative SLR in this region are strongly affected by tectonics with significant 
alongshore variations in vertical land motions. While some stretches of the coast are 
being submerged by a net rise in relative sea level (central Oregon and southwest 
Washington), other areas are presently experiencing land uplift at rates faster than 

Fig. 3  Field, lab, and mesocosm techniques used to investigate PNW foredune ecomorphodynam-
ics. (a) Schematic of airborne lidar data being collected, (b) topographic beach profile collection, 
(c) quadrat for beach grass ecological surveys, (d) mesocosm experiment, (e) wind tunnel experi-
ment setup, (f) alternative beach mapping techniques, (g) representative PNW foredune
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the increase in sea level, resulting in emergent coastlines (southwest Oregon and 
northwest Washington, Komar et al. 2011).

The wave climate of the PNW is recognized for its severity, with winter storms 
commonly generating deep-water significant wave heights (SWH) greater than 
10 m (about one event of this magnitude per year) and the largest storms in the 
region having generated SWHs in the range of 14–15 m (Allan and Komar 2002). 
Deep-water SWHs and spectral peak periods have annual averages of about 2 m and 
10 seconds (s), respectively. High, long-period waves (averaging about 3 m in height 
and 12–13 s in period), high water levels, and a west-southwest direction of wave 
approach characterize the winter months (November through February), whereas 
small waves (1-m SWHs and 8-s periods), low water levels, and wind and waves 
from the west-northwest are typical for summer (May through August) (Ruggiero 
et al. 2005). Strong El Niño events, occurring approximately once every 20 years, 
are typified by an increased frequency of storms tracking from the south-southwest 
and higher than typical sea levels (Komar 1986; Kaminsky et al. 1998). The most 
recent strong El Niños of 1982–1983, 1997–1998, and 2015–2016 resulted in sig-
nificant hotspot beach erosion and severe dune scarping along much of the region 
(e.g., Revell et al. 2002). Increasing wave heights have been observed in the north-
eastern Pacific using instrumented NOAA buoys along the U.S. West Coast (Allan 
and Komar 2000, 2006; Méndez et al. 2006; Menéndez et al. 2008; Komar et al. 
2009; Ruggiero et  al. 2010; Seymour 2011) and from satellite altimetry (Young 
et al. 2011). For the coast of the PNW over the period of wave buoy observations 
(approximately 30 years), Ruggiero (2013) found that wave height increases have 
had a more significant role in the increased frequency of dune overtopping and ero-
sion than has the rise in sea level over that same period.

Nearly 45% of the coast in Oregon and Washington consists of sandy beaches 
backed by dunes (Fig. 2), including the Oregon Dunes National Recreation Area, 
the largest dune sheet in North America (~240 km long and 3 km wide). Prior to the 
early 1900s, these habitats lacked extensive dune-building vegetation and were 
exposed to shifting sand environments that provided little barrier between the ocean 
and coastal communities. To stabilize these areas, two non-native beach grasses 
were introduced over a 40–60-year time span. The grasses included Ammophila 
arenaria from Europe and A. breviligulata from the U.S. Atlantic and Great Lakes. 
These early green infrastructure projects resulted in a complete state change in 
coastal dune systems (Wiedemann and Pickart 2004). Prior to the invasion of these 
species, native dune plants (including the native beach grass, Elymus mollis) formed 
small hillocks or short, parallel ridges depending on sand supply. In contrast, A. 
arenaria created stable foredunes, with dune ridges reaching as high as 15 meters 
and serving to intercept and stabilize sand and decrease sand supply to the back-
shore (Cooper 1958; Hacker et al. 2012). By the 1950s, A. arenaria had colonized 
the entire Pacific coast, from Canada to Mexico, and A. breviligulata had expanded 
from focused plantings in southwest Washington into northwest Oregon. While 
these early green infrastructure projects successfully provided increased sand stabi-
lization and protection services for coastal communities, one unintended conse-
quence of the Ammophila invasion was the displacement of a number of native dune 
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species along the Pacific coast including the federally threatened Western snowy 
plover and the state-endangered Pink sandverbena (Zarnetske et al. 2010). Additional 
consequences of these new foredune ridges included an increase in the prevalence 
of wetlands behind dunes and deflation plains, as well as an increase in the area of 
forested and shrub habitats. Management of coastal dunes in Oregon and Washington 
has been complicated by the presence of both species of non-native beach grasses. 
Ammophila breviligulata has displaced A. arenaria throughout much of Washington 
and continues to spread south along the Oregon coast (Seabloom and Wiedemann 
1994; Hacker et al. 2012).

3  �U.S. Pacific Northwest Beach and Foredune 
Morphometrics

The alongshore variability of beach and foredune geomorphology within the PNW 
has been primarily evaluated via the extraction of quantitative morphometric param-
eters from lidar data (Fig. 3a; Mull and Ruggiero 2014). We have developed auto-
mated methods (modified from the approaches of Elko et al. 2002 and Stockdon 
et  al. 2009 to be relevant for the U.S. West Coast) to objectively and accurately 
extract parameters such as the horizontal and vertical locations of the foredune toe 
(dtoe), the foredune crest (dhigh), and the foredune heel (dheel) from individual 
cross-shore beach profiles derived from gridded lidar data (Fig. 4). The dhigh eleva-
tion is taken as the most shoreward dune crest with a minimum elevation drop in the 
backshore of 0.60 m (a necessary distinction due to significant areas in the PNW 
with multiple dune ridges). dheel is the local minimum between dhigh and a subse-
quent (more landward) dune crest (if present). dtoe is the maximum difference 
between the measured profile and the profile detrended with a cubic function in the 
extent between the horizontal location of mean high water (MHW) and dhigh. The 
dune volume, V, is the numerically integrated area between the profile and the hori-
zontal line at the elevation of dtoe.

Foredune shape and evolution within some areas of the PNW is being monitored in 
situ with Real Time Kinematic Differential Global Positioning System (RTK DGPS) 
surveying techniques (Fig.  3b, f; Ruggiero et  al. 2005, http://nvs.nanoos.org/
BeachMapping). Topographic beach profiles are typically measured by walking from 
the landward side of the primary foredune ridge, over the dune crest, to wading depth 
during spring low tides. To resolve the interannual- to decadal-scale variability of the 
region’s foredunes, beach profiles have been collected quarterly (since 1997) at ~50 
locations along the Columbia River littoral cell (CRLC; Fig. 2), nominally distributed 
in the alongshore at approximately 3 km. The procedures used to extract morphometric 
parameters from the lidar data were also applied to the beach profiles collected in situ.

Littoral-cell-averaged beach and foredune morphometrics are summarized in 
Fig. 5 for the majority of dune-backed beaches in the PNW (Mull and Ruggiero 
2014). We focus here on backshore beach slopes (computed between the horizontal 
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location of MHW and the horizontal position of dtoe, Fig. 5b), dhigh elevations, and 
dtoe elevations (Fig. 5c) as these parameters are used in subsequent estimates of 
exposure to overtopping during high water events (e.g., Sallenger 2000). Backshore 
beach slopes in the region are typically fairly mild, ranging from 0.02 to 0.06, as 
much of the PNW can be characterized as morphodynamically dissipative (Wright 
and Short 1983; Ruggiero et  al. 2005). Cell-averaged dune toe elevations range 
from ~4.7 to 5.7 m mean lower low water (MLLW) with relatively minimal vari-
ability. Average dune crest elevations are more variable, ranging from 7 to 13.6 m 
MLLW throughout the region.

Sediment supply to both beaches and dunes is an important parameter in beach-
dune interaction models (e.g., Psuty 1992). Here we take decadal-scale, end-point 
shoreline change rates (SCR, Fig. 5d) as a proxy for sediment supply to the beaches 
of the PNW. SCRs were computed based on proxy-based shorelines (e.g., interpreted 
position of the average high water line) derived from aerial photography (1967 for 
Oregon and 1980s for Washington) and datum-based shorelines (e.g., position of 
MHW) extracted from 2002 lidar data (Ruggiero et al. 2013). The methods of Moore 
et al. (2006) and Ruggiero and List (2009) were employed to correct for the proxy-
datum bias associated with these differently derived shoreline positions. The littoral-
cell averaged SCRs shown in Fig. 5d reveal relatively stable shorelines in southern 
Oregon, modestly retreating shorelines in central Oregon, and rapidly prograding 
shorelines in northwest Oregon and southwest Washington within the CRLC. Note 
the relatively low dune heights in areas experiencing rapid shoreline progradation.

To explore intra-cell variability, extracted beach and dune morphometrics along 
three representative PNW littoral cells, Long Beach Peninsula (WA), Clatsop Plains 
(OR), and Rockaway (OR), are shown in Fig.  6 with values smoothed in the 

Fig. 4  An example of a lidar-derived cross-shore profile and the beach and foredune morphomet-
ric parameters extracted from the profile (modified from Mull and Ruggiero 2014)

P. Ruggiero et al.



345

alongshore direction over a length scale of 250 m to reduce noise and small-scale 
variability. In general, the dtoe elevations are similar in all three littoral cells. The 
dhigh elevations are similar at Long Beach and Rockaway, while the dunes are taller 
and more variable in height at Clatsop Plains. On average, the backshore is slightly 
steeper at Rockaway than Long Beach or Clatsop Plains.

4  �Relative Importance of Sand Supply and Beach Grasses 
to Dune Geomorphology

The availability of synoptic lidar data (Mull and Ruggiero 2014), the long-term 
beach monitoring program described above (Ruggiero et al. 2005), as well as a co-
located dune ecology monitoring program (Seabloom and Wiedemann 1994; Hacker 
et al. 2012) have allowed us to examine the relative role of biological (e.g., grass 
distribution and abundance) and physical (e.g., sediment supply) mechanisms gov-
erning foredune evolution (Zarnetske et al. 2015).

Fig. 5  Summary of beach and dune morphometrics for the Oregon and southern Washington 
coasts using lidar-derived cross-shore profiles from 2002. (a) Map of PNW, (b) backshore beach 
slope, (c) dune toe and dune crest elevations, (d) decadal-scale shoreline change rates, (e) mean 
proportional abundance for two non-native and one native beach grass species. Panels b, c, and d 
illustrate littoral-cell averages (filled circles and solid lines) and variability (±1 standard deviation, 
dashed lines)
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To specifically document the colonization, spread, and dominance of the two 
invasive beach grass species through time, we measured plant community cover, 
composition, and Ammophila spp. tiller density at 18 locations across the region 
(Fig. 5e). We measured the plant morphology of the three beach grass species col-
lected (where present) on each of several transects at each location. Grasses were 
collected by placing a quadrat on the upper face of the foredune (Fig. 3c) next to the 
transect in monocultures of each species (where present) and digging up all the 
plants including as much as 50 cm of the belowground stem or rhizome. Individual 
plants (defined as one or more tillers attached to a single proximal rhizome) were 
counted within each quadrat. Individual plants of each species (where present) were 

Fig. 6  (first (left) panel) Alongshore position of data. (second panel) Backshore slopes in dark 
gray and backshore slopes that have been smoothed in the alongshore direction (red). (third panel) 
dtoe elevations in light gray and dhigh elevations in dark gray, with both parameters smoothed in 
the alongshore (red and blue, respectively). Smoothed TWL elevations for the March 2–4 1999 
storm event are shown in green. (fourth (right) panel) Overtopping index (modified from Mull and 
Ruggiero 2014)
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extracted, including at least 50 cm of the rhizome, on the upper face of the foredune 
along the transect. We measured tiller density (tillers per rhizome), tiller height 
(cm), tiller weight (g), length of primary rhizome internodes and lateral versus verti-
cal secondary rhizomes produced at the nodes and terminating in tillers. Hacker 
et al. (2012) give more detail on ecological survey methods.

Ammophila breviligulata had a higher proportional cover at sites north of Fort 
Stevens, OR (just south of the Columbia River), while A. arenaria was present at all 
sites and had higher proportional cover at Cape Lookout and south where A. brevil-
igulata was absent (Fig. 5e; Hacker et al. 2012). The native Elymus mollis was pres-
ent at low to moderate proportional cover at all sites, was most abundant at the 
central Oregon sites, and least abundant at northern and southern sites. Hacker et al. 
(2012) found that between 1988 (Seabloom and Wiedemann 1994) and 2006, A. 
breviligulata increased in abundance by 36% and colonized an additional 10 km of 
coast to the south. During this same 19-year period, A. arenaria decreased in abun-
dance by 43% and E. mollis increased by 11%. For a given area, E. mollis had the 
lowest density of plants compared to A. arenaria and A. breviligulata, which did not 
differ. For a given plant, tiller density was lowest for E. mollis compared to A. are-
naria and A. breviligulata, which did not differ. In addition, A. arenaria plants had 
significantly fewer lateral rhizomes compared to A. breviligulata or E. mollis plants.

Foredunes dominated by A. breviligulata were about half the height (Fig.  7), 
nearly twice the width, and half as steep as those dominated by A. arenaria. They 
also typically occurred in areas with higher sand deposition and greater SCRs than 
those dominated by A. arenaria. Transects with highly positive or negative SCRs 
had shorter foredunes compared to those with rates near zero and were dominated by 
A. breviligulata (Fig. 7). Importantly, even after controlling for sediment supply—
within a restricted range of SCRs of ±2 m or less—A. arenaria foredunes were taller, 
narrower, and steeper than those with A. breviligulata, even though the grass cover 
did not differ. In general, field observations suggest that A. arenaria can be charac-
terized as having thinner stems, higher density, and a primarily vertical growth form, 

Fig. 7  Relationship 
between maximum 
foredune height and 
shoreline change rate for 
transects dominated by A. 
breviligulata (AMBR, dark 
circles) and A. arenaria 
(AMAR, open circles). 
The line represents a 
negative exponential 
relationship for all 
transects combined 
(∗∗∗p < 0.0001) (from 
Hacker et al. 2012)
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as opposed to A. breviligulata’s thicker stems, lower density, and horizontal growth 
forms (Hacker et al. 2012). To investigate the detailed dynamics associated with why 
different grass species are associated with differently shaped foredunes, we per-
formed two controlled experiments that are described in the next section.

4.1  �Species-Specific Feedbacks

To assess the growth of the three grass species found in PNW foredunes in response 
to different levels of sand deposition, we performed a species interaction mesocosm 
experiment (Fig. 3d; Zarnetske et al. 2012) in spring 2007 at the Hatfield Marine 
Science Center (Newport, Oregon). We planted 41 permeable geotextile bags with 
15 adult plants (grass mixtures or monocultures) in Oregon beach sand. We planted 
the bags with a constant density; mixture bags had five plants per species and the 
monoculture bags had 15 plants of a single species. After allowing the plants to 
establish for 3 months, the bags were subjected to one of four treatments of vertical 
beach sand deposition—where rates of deposition reflected observations on PNW 
foredunes (Ruggiero et al. 2005, 2011). We measured growth responses for each 
species in each bag at the start and end of the experiment. These measurements 
included tillers m−2, tiller growth form (determined by the tiller angle from the main 
rhizome; a right angle was deemed more lateral spreading growth, an acute angle 
was deemed more vertical growth), total plant dry biomass m−2, and rhizome inter-
node lengths (a proxy for growth response to deposition, measured on the first 16 
internodes on the rhizomes of four random tillers per species–bag combination).

To characterize the dune-building capacity of each beach grass species, we con-
structed a moveable bed wind tunnel at the O.H. Hinsdale Wave Research Laboratory 
(HWRL), Corvallis, Oregon, USA, and performed a series of sand capture effi-
ciency experiments (Fig.  3e; Zarnetske et  al. 2012). Three thousand adult beach 
grass tillers with intact rhizomes were collected along the Oregon coast and planted 
in 1 m2 boxes filled with Oregon beach sand. Each of the three beach grass species 
were planted at three densities reflecting the range of tiller densities found in the 
field on coastal foredunes in the PNW. We subjected 28 boxes (three replicates per 
species by density combination, one sand-only box) to two different wind condi-
tions (low and high) and assessed sand capture efficiency by dividing the mass of 
sediment trapped in each box by the mass provided to the box during each experi-
mental run.

Results from the moveable bed wind tunnel experiments (Zarnetske et al. 2012) 
suggest that increasing tiller density increased sand capture efficiency. Under differ-
ent experimental densities, the native grass (E. mollis) had higher sand capture effi-
ciency compared to the Ammophila congeners on an equal density basis. However, 
the greater densities of non-native grasses under PNW field conditions indicate that 
they have greater potential to capture more sand overall. The mesocosm experiment 
looked at plant growth responses to sand deposition and found that, in response to 
increasing sand supply rates, A. arenaria produced higher-density vertical tillers 
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(characteristic of higher sand capture efficiency), while A. breviligulata and E. mol-
lis responded with lower-density lateral tiller growth (characteristic of lower sand 
capture efficiency).

Combined, these ecomorphodynamic experiments and our field observations 
(Fig.  3g) provide evidence for a species-specific two-way biophysical feedback 
between sand deposition, growth habit, and growth-habit-mediated sand capture 
efficiency, resulting in distinctly different dune geomorphologies for PNW fore-
dunes (Fig. 8). First, differences in the form (growth habit and density) of species 
lead to initial differences in function (sediment capture ability). Second, species 
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Fig. 8  (a) Conceptual diagram showing the important biophysical feedback between vegetation 
and sediment in coastal foredune systems. Vegetation characteristics (growth habit, density) and 
sediment supply form the basis for the sediment capture process, which is continually modified 
through feedbacks between vegetation growth and sediment capture. (b) Expected feedbacks and 
resulting dune geomorphology for this coastal dune study system based on data from Hacker et al. 
(2012) for native beach grass (Elymus mollis) and two non-native grass species, (Ammophila are-
naria and Ammophila breviligulata) (from Zarnetske et al. 2012)
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vary in their growth response to sediment deposition. Third, deposition-induced 
changes in plant growth further alter sediment capture. The feedback reinforces 
species-specific sediment capture ability, eventually resulting in differences in dune 
shape with A. arenaria building taller, narrower dunes, A. breviligulata building 
lower, wider dunes, and E. mollis building the shortest and widest dunes. Zarnetske 
et al. (2012) suggested that two, non-mutually exclusive, ecological mechanisms 
exist for these differences: (1) the species differ in their ability to capture sand and 
(2) the species differ in their growth habit in response to sand deposition.

4.2  �Retrospective Analysis

Given the measureable species-specific effect on dune shape described above, an 
important next step was determining the extent to which the vegetation influenced 
dune shape over time. To address this question, Zarnetske et al. (2015) assessed the 
relative importance of sand supply and changes in beach grass species in shaping 
foredunes across a 100 km stretch of the CRLC at both interannual and decadal time 
scales. The majority of the coastline within the CRLC has been prograding over the 
last two decades (Fig. 5d), such that in some locations new foredune features have 
developed seaward of the historical foredune (Fig. 9; Ruggiero et al. 2011, 2013, 
2016). Beaches along the Long Beach Peninsula have exhibited shoreline advances 
of approximately 4 m/year, with the foredunes accumulating sand at rates of well 
over 10  m3/m/year. While net onshore-directed cross-shore sediment transport 
within the surf zone and cross-shore feeding from a shoreface out of equilibrium 
with forcing conditions (Kaminsky et al. 2010) may each be partially responsible 
for the sediment supplied to the beaches and dunes during this period, gradients in 
alongshore sediment transport are primarily responsible for the large supply of sedi-
ment available to the beaches, and subsequently to the dunes via aeolian sediment 
transport processes (Ruggiero et al. 2016).

Over the two decades of CRLC foredune evolution studied by Zarnetske et al. 
(2015), the dominant vegetation switched from A. arenaria to A. breviligulata. 
From 1988 to 2009, the overall proportion of vegetation cover and A. breviligulata 
abundance in the CRLC increased by an average of 1% per year (21% total for the 
21-year timeframe). The combination of physical (e.g., sand supply rates) and biotic 
(e.g., abundance and composition of the plant community) forces was important in 
explaining the variation in foredune shape across both interannual- and decadal-
scales; however, the relative importance of sand supply and vegetation varied with 
temporal scale and location within the CRLC (Fig. 10). At interannual timescales, 
sand supply rates explained the majority of change in both foredune height and 
width. However, at decadal scales, change in vegetation explained the majority of 
the change in foredune width, whereas sand supply rates explained most of the 
change in foredune height. In areas with lower shoreline change rates (<±2.0  m/
year), the change in vegetation explained the majority of decadal changes in both 
foredune width and height (Fig. 10).
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5  �Implications to Coastal Protection Services

To assess the risk to overtopping of PNW dune-backed beaches for present-day 
conditions and possible future climate change and beach grass invasion scenarios, 
we used the simple Storm Impact Scaling model of Sallenger (2000). In the Storm 
Impact Scaling model, four storm-impact regimes, or thresholds for coastal change, 
are defined to provide a framework for examining the relative magnitudes of coastal 
change likely to occur. Here we focus only on one of the regimes; overtopping, 
which occurs when extreme storm-induced total water levels (TWLs) are greater 
than the crest elevation of the foredune, dhigh.

Extreme coastal total water levels (TWL) are the result of interactions between 
multiple oceanographic, hydrological, geological, and meteorological forcings that 
act over a wide range of scales (e.g., astronomical tide, wave setup, wind setup, 
large-scale storm surge, precipitation, fluvial discharges, monthly mean sea level, 
vertical land motions, etc.). At any given time, the elevation of the TWL, relative to 
a fixed datum, is comprised of at least four components such that

	 TWL MSL NTR= + + +η ηA R 	 (1)

Fig. 9  (a) Evolution of foredune geomorphology between 1998 and 2012 for a CRLC beach pro-
file along the Long Beach Peninsula, WA; (b) Time evolution of the elevation of the location of the 
2012 dune crest position (black line) and the vertical growth rate (VGR) at this position (red line).
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where MSL is the mean sea level, ηA is the deterministic astronomical tide, ηNTR is 
the non-tidal residual, or any elevation change to the water level not due to the tide, 
and R is a wave-induced component, called wave runup. Here, wave runup is com-
puted using the empirical relation of Stockdon et al. (2006) for the 2% exceedance 
percentile of extreme wave runup and is parameterized by the backshore beach 
slope, the deep-water SWH, and the deep-water wave length. Ultimately, exposure 
to overtopping can be synthesized with an overtopping index, Io, given as

	
I

dhigh

dhigh dtoeO =
−

TWL –

	
(2)

in order to compare relative vulnerability between study areas (Mull and Ruggiero 
2014). Positive values of Io indicate overtopping and negative values indicate that no 
overtopping occurred. An overtopping index value of one indicates that the TWL 
exceeds dhigh by approximately one dune height.

Fig. 10  The overall proportion of variation in change in foredune shape that was explained by all 
vegetation versus sand explanatory variables for the full and restricted (±2.0 m/year SCR) sets of 
CRLC field observational data (from Zarnetske et al. 2015)
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Mull and Ruggiero (2014) used an event selection approach to examine the 
potential for dune overtopping during a major extratropical cyclone, with an approx-
imately 30-year return period, that struck the PNW coastline between March 2–4, 
1999 (Allan and Komar 2002). During the storm, SWHs, peak spectral periods (Tp), 
and non-tidal residuals exceeded 12 m, 16 s, and 1 m, respectively. Estimates of the 
overtopping index were made in the event that the maximum storm conditions mea-
sured in the region impacted the entire coastline directly, in order to identify specific 
dune-backed areas in the PNW that are particularly vulnerable to overtopping. For 
example, the extreme TWLs produced during this event are shown for three sample 
locations in Fig. 6 based on dune morphometrics extracted from 2002 lidar data. 
The overtopping index results for these three sites suggest that there is a relatively 
high exposure to overtopping in the southern portion of Clatsop Plains and at 
Rockaway Beach. These areas are developed with significant infrastructure directly 
behind the foredunes that would be immediately impacted by overtopping. An index 
that is close to 0, but still negative, indicates that a profile will not be overtopped for 
these storm conditions, but may be overtopped during a more extreme design storm 
(i.e., a storm with a 100-year return period rather than a 30-year return period). 
Mean overtopping indices for each littoral cell (not shown) confirm that of the three 
littoral cells compared here, Rockaway is the most vulnerable littoral cell to over-
topping, and that Clatsop Plains is the least vulnerable to overtopping.

Seabloom et al. (2013) also examined the potential for the region’s foredunes to 
be overtopped, but instead used hydrodynamic conditions extrapolated to the 100-
year storm event (SWH = 14.5 m). In this study, the potential for overtopping was 
estimated for three grass invasion scenarios (Historical, Current, and Future), three 
wave period scenarios (Decreasing, Current Conditions, and Increasing), three wave 
height scenarios (Decreasing, Current Conditions, and Increasing), and three sea-
level scenarios (No Change, Slow Rise, and Rapid Rise) for a total of 81 combina-
tions. Since our earlier work had suggested that invasion of coastal dune systems by 
A. breviligulata had reduced the height of coastal foredunes previously dominated 
by A. arenaria (Seabloom and Wiedemann 1994; Hacker et al. 2012), the beach 
grass invasion scenarios represented (1) historical conditions in which all dunes 
were dominated by A. arenaria and dune heights were higher, (2) current conditions 
in which A. breviligulata dominates most areas in Washington and northern Oregon 
and dune heights were as measured, and (3) possible future conditions in which all 
dunes are dominated by A. breviligulata and dune heights are lower than the present 
day. The climate change scenarios represented approximately 40 years of increasing 
or decreasing storminess (e.g., Ruggiero et al. 2010; Young et al. 2011) and a range 
of region-specific SLR projections (NRC 2012).

Seabloom et al.’s (2013) quantification of the relative exposure to storm-wave-
induced dune overtopping posed by the A. breviligulata invasion in the face of pro-
jected multi-decadal changes in sea level and storm intensity is summarized in 
Fig. 11. Changes in wave period during the analyzed extreme event were the pri-
mary driver of changes in exposure to flooding (Io), accounting for 16% of the total 
variability (Fig. 11a). Invasion accounted for an additional 8% of the variability in 
exposure to flooding. Wave height (Fig. 11b) and SLR (Fig. 11c) accounted for only 
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1.4% and 1.7% of the variability in flooding exposure, respectively. While altered 
storm intensity was the largest driver of overtopping extent, the invasion by A. 
breviligulata, which lowers dune heights, tripled the number of areas in the PNW 
vulnerable to overtopping and posed a fourfold larger exposure than SLR over 
multi-decadal time scales.

6  �Implications for Enhancing Beach-Dune Interaction 
Models

The work described herein demonstrates the tight linkages that can occur between 
the biotic and abiotic forces that govern the development of geomorphology, espe-
cially in highly dynamic systems like coastal foredunes. In our PNW case study, we 
demonstrate that the invasion of two novel grass species continues to alter dune 
geomorphology and ultimately the coastal protection services the dunes provide. 
The impact of the grasses, though, appears to be dependent on sand supply, suggest-
ing that the impacts of the beach grass invasions are context-dependent. Foredunes 
in the northern sites where A. breviligulata dominates are shorter and wider com-
pared to sites in the south where A. arenaria dominates. Many of the beaches in the 
northern part of the region are prograding, primarily due to massive offshore sand 
remobilization following the construction of jetties at the mouths of the Columbia 
River and Grays Harbor (Kaminsky et al. 2010). In contrast, the SCR is lower at the 
southern sites (erosional or stable) where A. arenaria dominates, resulting in fore-
dunes that are taller and narrower (Fig. 5). Examining these results in the context of 
existing conceptual beach-dune interaction models provides insights into the pro-
cesses involved in foredune growth or foredune recovery following storm events 

Fig. 11  Effects of wave period (a), wave height (b), and sea-level rise (c) on the overtopping index 
under different beach grass invasion scenarios. Positive overtopping index values indicate condi-
tions in which foredunes will be overtopped during storms. Invasion scenarios represent the fol-
lowing: Historical (Ammophila arenaria only), Current (A. breviligulata in the north and A. 
arenaria in the south), and Future (A. breviligulata only). Overtopping index values are averaged 
across all transects and all sea-level rise scenarios. Error bars represent 1 SEM (modified from 
Seabloom et al. 2013)
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(see Houser et al. this volume and Houser and Ellis 2013 for a detailed review of 
such models).

Short and Hesp (1982) developed one of the earliest beach-dune interaction 
models. Using data from the high energy, microtidal Australian coastline, they 
argued that dissipative surf zones had the highest potential wave-driven onshore 
transport, while reflective beaches had the lowest. Dissipative beaches have the low-
est mobility, the widest fetch, and the lowest beach slopes, whereas reflective 
beaches have steep beach slopes and short fetches, limiting transport of sediment to 
dunes. According to Short and Hesp (1982), these transport rates determine the 
potential size of foredunes which are correspondingly largest on dissipative beaches 
and smallest on reflective beaches. In the PNW, the lowest dune heights are found 
in the northern sub-cells of the CRLC –North Beach, Grayland Plains, and the Long 
Beach Peninsula. Due to fine, Columbia River-derived sand (D50 ~ 0.2 mm), these 
beaches are modally dissipative (Wright and Short 1983). In contrast to what might 
be expected from the Short and Hesp (1982) model, the dunes in these littoral cells 
are among the lowest in the PNW (Fig. 5), a result most likely due to the relatively 
high rates of sediment supply.

Psuty’s (1992) beach-dune model assumes that sediment supply is the driving 
factor for foredune evolution. When sediment supply to the beach is large, foredune 
development is limited by the possibility of prograding beaches and the develop-
ment of new, seaward foredunes that limit the supply of sediment to the now relict 
foredune. Rapid beach progradation leads to a series of low foredune ridges, while 
lower rates of progradation allow for the development of a single, larger foredune. 
Psuty’s (1992) model suggests that when the beach sediment budget is just negative 
(due to cross-shore exchange of sediment from the beach to the dune), foredune 
development (dune volume growth or crest height increase) is at a maximum (blue 
curve in Fig. 12). When sediment supply to the beach is such that the beach sedi-
ment budget is significantly negative (due to sediment losses offshore or along-
shore), the availability of sediment for aeolian transport to dunes is limited and 
foredune growth is halted and the features are susceptible to erosion and overwash 
(e.g., see Rodriguez et al. this volume).

Missing from the simple conceptual models of Short and Hesp (1982) and Psuty 
(1992) are the impacts of beach grasses and our findings show that these impacts 
can be significant. We have found that, for a given sand supply (beach sediment 
budget), foredunes dominated by A. breviligulata are lower than foredunes domi-
nated by A. arenaria due to differences in the ability of A. breviligulata to accumu-
late sand (Hacker et al. 2012; Zarnetske et al. 2012). Thus, it appears that both the 
beach grass introductions and inherent variability in sand supply along the coast 
have resulted in the present day foredune structure, which varies widely throughout 
the region (Fig. 5c; Hacker et al. 2012; Mull and Ruggiero 2014). We can qualita-
tively test the Psuty (1992) model by using data derived from the CRLC (Fig. 12). 
As mentioned above, SCR can be taken as a proxy for Psuty’s “beach sediment 
budget” and foredune vertical growth rate (VGR, Fig. 9) as a proxy for “foredune 
sediment budget.” Examining this phase space in Fig. 12 (along with a least squares 
second order polynomial fit to the data, not shown) suggests that the shape of Psuty’s 
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model describing foredune development is qualitatively correct. Interestingly, at 
least for the CRLC data, the apex of maximum foredune development is shifted to 
the right. This result is possibly due to the relatively high rates of sediment supply 
available along the CRLC in recent decades.

The largest dunes in the CRLC (largest circles in Fig.  12) are in the Clatsop 
Plains, a sub-cell with relatively modest shoreline change rates. These dunes also 
have the highest vertical growth rates for a given shoreline change rate. While the 
other three sub-cells of the CRLC are dominated by A. breviligulata, the foredunes 
of Clatsop Plains have approximately even distributions of A. breviligulata and A. 
arenaria (Hacker et  al. 2012; Fig.  5e). Therefore, the species-specific feedbacks 
described above coupled with the sediment supply model of Psuty (1992) provide a 
reasonable explanation of the factors important to dune shape variability along the 
PNW.  This information is beginning to be incorporated into more sophisticated, 
process-based dune-building models (e.g., Duran and Moore 2013, 2015; Moore 
et al. 2016, this volume) to expand the plant-scale sediment capture mechanisms 
described here to ecosystem-scale dynamics. These models, in turn, can potentially 
assist in coastal management, restoration, and engineering decisions.

Fig. 12  Relationship between foredune vertical growth rate, a proxy for foredune sediment bud-
get, and shoreline change rate, a proxy for beach sediment budget, along the CRLC. The size of the 
symbols is proportional to the height of the dunes. The symbol colors indicate which sub-cell 
within the CRLC the data are derived from. Note that dunes at least partially dominated by A. 
arenaria have larger foredunes than those dominated by A. breviligulata. The blue curve is the 
conceptual model of Psuty (1992) in which the location within the four quadrants of the phase 
plane dictates the relative rate of foredune development
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7  �Synthesis and Conclusions

Here we have reviewed a dramatic case where the invasion of two species of beach 
grasses, coupled with alongshore variability in sand supply, have created a range of 
foredunes shapes along the PNW coast. Whereas the dune grass species appear 
almost identical in the field, they differ in morphology and growth form, their abun-
dance and distribution along the coast, and their potential to impact coastal dune 
shape. Few studies have used variability in dune vegetation and sand supply across 
such large spatial scales to explore the functional two-way processes that play a role 
in determining dune geomorphology. However, as envisioned by Murray et  al. 
(2008), data concerning both physical and biological change at relatively large 
scales, such as those reported here, are necessary to parameterize and ultimately 
place ecomorphodynamic models on solid empirical footing. Data collected in the 
PNW has revealed that the two grass species are associated with significantly differ-
ent foredune shapes that are likely controlled by a combination of variability in sand 
supply along the coast and subtle differences in the congeners’ morphology and 
growth form.

In addition to the field studies, we used a mesocosm experiment to look at plant 
growth responses to sand deposition and found that, in response to increasing sand 
supply rates, A. arenaria produced higher-density vertical tillers (characteristic of 
higher sand capture efficiency), while A. breviligulata and E. mollis responded with 
lower-density lateral tiller growth (characteristic of lower sand capture efficiency). 
To investigate sand capture, we used a moveable bed wind tunnel experiment and 
found that increasing tiller density increased sand capture efficiency and that, under 
different experimental densities, the native grass had higher sand capture efficiency 
compared to the Ammophila congeners. However, the greater natural densities of 
non-native grasses under field conditions suggest that they have greater potential to 
capture more sand overall. Together, the field data, wind tunnel experiment, and 
mesocosm experiment results provide evidence for species-specific biophysical 
feedbacks between sand deposition, growth habit, and growth-habit-mediated sand 
capture efficiency, leading to the documented differences in the shapes of dunes 
dominated by the two grass invaders along the PNW coast. Further, our observa-
tions show that at decadal scales and with modest sand supply, vegetation changes 
controlled the evolution of foredune geomorphology, while at shorter time scales, 
sand supply processes outweighed the effects of vegetation.

It is possible that further invasion by A. breviligulata will eventually lower fore-
dune heights along the entire PNW coast. Under future climate change, species 
invasions, sand supply, SLR, and changes in storminess are all likely to interact in 
ways that make coastal protection uncertain, especially across different spatial and 
temporal scales. Consequently, interdisciplinary studies like these are increasingly 
important to provide novel insights that can help anticipate changes to coastal pro-
tection. In particular, the results of these studies can be used to help make predic-
tions about how foredune shape will change in relation to changes in vegetation, 
sand supply, and climate change impacts such as sea-level rise and possible chang-
ing storminess patterns.
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Barrier Islands as Coupled  
Human–Landscape Systems
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Abstract  In recent decades, coastal development has transformed barrier systems 
around the world. The longest, most intensively developed chain of barriers extends 
along the Atlantic and Gulf Coasts of the U.S., where mean population density is the 
highest in the country. There are nearly 300 barrier islands between Maine and 
Texas, and of these, at least 70 are intensively built-up. Concentrated development 
exists and continues despite the fact that barrier islands are transient landscapes, not 
only over geologic time scales of millennia, but also within human and economic 
time scales of centuries to decades. Populated barrier islands are inherently vulner-
able to natural hazards such as sea-level rise, cumulative erosion, and storm events; 
this vulnerability drives humans to actively modify barrier geometry and environ-
ments. The most common manipulations are beach nourishment, to mitigate shore-
line erosion, and increases to dune height or seawall construction to prevent flooding 
and damage from overwash during storm events. Over time scales of years to 
decades, hazard-mitigation actions impact natural, spatio-temporal barrier pro-
cesses such as washover deposition and planform transgression, which in turn affect 
future efforts to manage, control, or prevent changes to barrier morphology. Through 
their maintenance and persistence, interventions against coastal hazards represent a 
significant dynamical component of developed barrier-island system evolution, 
such that, within the past century, human actions and natural barrier-island pro-
cesses have become dynamically coupled. This coupling leads to steady-state 
barrier-island behaviors that are new. A fundamental way to understand how devel-
oped barrier islands will respond to climate change over decadal time scales is to 
treat these settings as strongly coupled human–natural systems. Dynamical demon-
stration of coupled-system behavior suggests new avenues for less reactionary and 
more holistic coastal management perspectives for barrier systems and raises ques-
tions about whether and how society may adapt to coastal change. Over time scales 
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longer than centuries, human interventions may be coupled only weakly to long-
term barrier dynamics. Short of major technological advancements or sweeping 
decisions to transform these environments into comprehensively geoengineered ter-
rains, high-density development on U.S. barrier islands will eventually have to 
change—perhaps radically—from its current configuration.

Keywords  Coupled system • Developed coasts • Beach nourishment • Coastal 
adaptation • Soft-engineering • Geoengineering • Coastal management • Beach eco-
nomics • Coastal property • Common-pool resources

1  �Introduction

For developed barrier islands around the world, hazard and risk are both increasing. 
Intensifying and often compounded coastal hazards include sea-level rise, storm 
flooding, and shoreline erosion (which can be a function of sea-level rise and 
changes in wave climate). Likewise, risk is increasing as a function of population 
density and infrastructure development in coastal zones worldwide. As a result, 
coastal environments—and barrier islands, especially—are being transformed by 
management decisions, hazard-mitigation interventions, and deliberate manipula-
tion of coastal morphology. In economics, risk is typically defined as the likelihood 
of a hazard event (where hazard is a physical change of a given magnitude driven by 
a natural event or process) multiplied by the value of assets and infrastructure sus-
ceptible to damage from that event. A recent report by the U.S. National Research 
Council defines coastal risk “as the potential for coastal hazards, such as storm 
surge–induced flooding and wave attack, to cause adverse effects on human health 
and well-being; economic conditions; social, environmental, and cultural resources; 
infrastructure; and the services provided within a community” (NRC 2014: 1). 
Coastal management and engineering interventions to reduce risk and mitigate haz-
ard impacts often have unintended consequences, including complex feedbacks 
between human activities and physical coastal change that researchers are just 
beginning to understand (Nordstrom 2000; Kirwan and Megonigal 2013; 
Temmerman et al. 2013; Stive et al. 2013; Temmerman and Kirwan 2015; Lazarus 
et al. 2016).

Barrier islands comprise approximately 10% of the world’s open-ocean coast-
line, and more than 400 barrier islands fringe the seaboards of the United States; 
collectively, they represent 24% of barrier-island shoreline length worldwide, a 
quantity more than twice the next highest national total (Mexico; 11%) (Stutz and 
Pilkey 2011). There are nearly 300 barrier islands between Maine and Texas—
nearly 2.5 times more than on the Pacific Coast—accounting for over 16,800 km2 
(~6500 mi2) of land area, or 1.5% of coastal shoreline county area along the Atlantic 
and Gulf Coasts. Of these, at least 70 are intensively developed. Between 1945 and 
1975, barrier-island land used for urban development increased by 153% (over 
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~500 km2 or ~200 mi2); in 1975, urban development comprised 14% of Atlantic and 
Gulf Coast barrier-island land area, when the national average was only 3% (Dolan 
and Lins 2000). In many states, especially throughout the Mid-Atlantic, barrier 
islands host a disproportionate amount of high-value housing stock (Nordstrom 
2000).

Moreover, these same places have experienced marked increases in population. 
According to a NOAA report on recent Census data (NOAA 2013), the mean per-
cent historic population change for “coastal shoreline counties” in the U.S. (defined 
as “counties that are directly adjacent to the open ocean, major estuaries, and the 
Great Lakes”) increased by 39% between 1970 and 2010, but coastal shoreline 
counties along the U.S. Eastern Seaboard and Gulf Coast sustained a 62% increase. 
(The U.S. mean for all counties was 52%.) Mean population density in Atlantic and 
Gulf Coast shoreline counties (556 people mi−2) already exceeds the mean density 
of coastal shoreline counties more generally (446 people mi−2) and the mean density 
nationally (105 people mi−2). (Note that the U.S. Census calculates density in terms 
of square miles, by convention.) Of the total number of housing units in the U.S. in 
2010, 39% were in coastal shoreline counties, along with 42% of all U.S. seasonal 
homes. Nearly four million new housing units appeared in coastal shoreline coun-
ties between 2000 and 2010, representing an 8% increase overall; seasonal units 
increased by 18%. At last count, 52% of U.S. households with an annual household 
income greater than $150,000 were in coastal shoreline counties.

The transient nature of the barrier landscape (e.g., FitzGerald et al. 2008) makes 
development on barrier systems inherently vulnerable to natural coastal hazards and 
drives humans to actively modify barrier geometry and environments. One way bar-
riers absorb the hydrodynamic energy of coastal storms is through overwash. When 
tide, surge, wave set-up, and swash combine during a storm into an elevated water 
level that exceeds barrier height, shallow overland flow—overwash—travels across 
the barrier, carrying sediment with it (Sallenger 2000). Over long time scales (102–
103 year), overwash enables barriers to maintain their height and width relative to 
sea level (Leatherman 1979a, b, 1983). Over short time scales (<102 year), overwash 
can result in inland flooding and constitutes a hazard (e.g., Rogers et al. 2015). The 
most common manipulations of barrier shorelines are beach nourishment, to miti-
gate shoreline erosion, and increases to dune height or seawall construction to pre-
vent flooding and damage from overwash during storm events. As human 
interventions modify the natural environment to make it more accommodating for 
development, those modifications affect spatio-temporal changes resulting from 
natural physical processes (see FitzGerald et  al. this volume; Houser et  al. this 
volume; Moore et al. this volume; Murray and Moore this volume; Odezulu et al. 
this volume; Rodriguez et al. this volume), which in turn affect subsequent interven-
tions. For example, beach nourishment and dune construction alter the distribution 
of barrier overwash (and washover) in space and time, barrier height and width, and 
spatial patterns of change in planform shoreline position. Interfering in these natural 
barrier processes and traits in turn affects subsequent management and engineering 
decisions regarding future nourishment projects. The ubiquity, maintenance, and 
persistence of beach nourishment, dune construction, cliff stabilization, and 
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seawalls, jetties, and other structures mean that interventions and modifications now 
function as intrinsic morphodynamic components of the developed barrier sys-
tem—and thus control how developed barrier islands evolve as landforms.

Over intermediate time scales of years to decades, human actions and barrier-
island processes are therefore dynamically coupled. Werner and McNamara (2007: 
399) describe the constituent parts of a human–landscape system in which dynamic 
coupling is particularly strong:

“…human–landscape coupling should be strongest where fluvial, oceanic or atmospheric 
processes render significant stretches of human-occupied land vulnerable to large changes 
and damage, and where market processes assign value to the land and drive measures to 
protect it from damage. These processes typically operate over the (human) medium scale 
of perhaps many years to decades over which landscapes become vulnerable to change and 
over which markets drive investment in structures, evaluate profits from those investments 
and respond to changes in conditions.”

On barrier islands, coupling leads to dynamical states into which the developed 
coastal system may evolve, termed “attractors”, which represent a subset of its pos-
sible configurations, such as states characterized by high-density infrastructure, 
high property value, and significant investment in mitigation practices. Present 
attractors for developed barriers may also include chaotic evolution of beach width 
(Lazarus et  al. 2011), “sucker” and “free-rider” dynamics among neighboring 
coastal towns (detailed below in Sect. 2.1) (Williams et al. 2013), and complex spa-
tial connections between locations separated by long distances within regional-scale 
littoral cells (where a “cell” is a closed sediment system of sources, transport, and 
sinks) (Slott et  al. 2008, 2010; McNamara et  al. 2011; Ells and Murray 2012; 
Murray et al. 2013).

As external forcing such as sea-level rise and rates of coastal erosion increase, 
dynamical attractors for barrier islands are likely to become unstable. For example, 
recent work suggests that property markets may anticipate the increasingly precari-
ous nature of barrier-island real estate as sea level rises, and perhaps drive divest-
ment from barrier-island property (McNamara and Keeler 2013). If divestment from 
developed barrier islands turns into abandonment, it is not clear what the future of 
these environments will be. Ancient examples of coastal development, abandon-
ment, and reoccupation are at best distant analogs for modern society (Dunning 
et al. 2012; Turner and Sabloff 2012). Conceptual frameworks for spatio-temporal 
patterns in tourist-driven economies still struggle to resolve more than one iteration 
of a boom-bust cycle (Butler 2006). Some work has suggested that after abandon-
ment, the evolution of “fresh”, less precarious (albeit temporarily) natural barrier-
island sites entices renewed development, such that development pressures shift 
across and within a given barrier system in space and time (McNamara and Werner 
2008a). This posited boom-and-bust attractor emerges over long time scales, mak-
ing it difficult to constrain (McNamara and Werner 2008b). However, its dynamical 
demonstration suggests new avenues for less reactionary and more holistic coastal 
management perspectives for barrier systems and raises questions about whether 
and how society may adapt to coastal change, whether through abandonment or 
reinforcement of economic drivers to continue intensifying coastal development.
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Traditional approaches to understanding decadal- to centennial-scale evolution of 
coastal systems have either treated human activity as a perturbation to physical 
dynamics, or treated physical change as a perturbation to human activity. However, 
both are unidirectional treatments of cause and effect and cannot address the 
feedback-driven, coupled dynamics of change along developed coastlines (Nordstrom 
1994, 2000; Lazarus et al. 2016). In this chapter, we address coupled dynamics: spe-
cifically, we elaborate on beach nourishment as a specific linking mechanism in the 
coupled dynamics of developed barrier islands and examine how this coupled system 
evolves to current configurations with unanticipated emergent behaviors. We also 
explore some controlling factors on the timing of destabilization of coupled coastal 
systems as sea level rises and erosion increases. Finally, we summarize work that 
evolves coupled coastal systems over longer time scales and discuss what potentially 
“decoupled” developed coastal systems (if natural dynamics become completely 
dominated by engineering, or if coastal development becomes too expensive to 
maintain) might mean for future coastal vulnerability to extreme events.

2  �Beach Nourishment and Coupled Coastal Dynamics

Figure 1 illustrates beach nourishment as a coupled human–landscape system 
(Werner and McNamara 2007). Natural spatial and temporal patterns of shoreline 
erosion and accretion are a function of net cross-shore and alongshore sediment 
flux, driven by storm impacts, waves, and other physical transport processes. With 
coastal development comes the introduction of economic value: beach width 
becomes a source of natural capital, and proximity to that source of capital affects 
the values and prices of other assets, from real estate to commercial businesses 
(Smith et al. 2009). A wide beach is more valuable to a coastal town, both directly 
and indirectly, than a narrow one. However, when shoreline erosion impinges upon 
that development, the real or prospective damage spurs investment in coastal defense 
and hazard mitigation (e.g., beach nourishment, dune reconstruction). So-called 
“soft-engineering” strategies like beach nourishment, which typically involves 
importing sand from a source outside the immediate littoral system and depositing 
it on a reach of eroding shoreline, tend to be preferable to “hard-engineering” 
options like seawalls because, relative to the latter, the former sustains the natural 
capital provided by a consistently wide beach (Pilkey and Wright 1988). 
Paradoxically, investment in coastal defense then encourages further investment in 
development and infrastructure (Nordstrom 1994; Mileti 1999; Bagstad et al. 2007; 
Werner and McNamara 2007; Smith 2013; Armstrong et  al. 2016). In Florida, 
single-family shorefront houses in nourishment zones are larger and more numer-
ous than in non-nourishment zones, indicating intensified development in areas 
known to be at risk (Armstrong et al. 2016). Natural physical impacts on the devel-
oped coastal zone (e.g., persistent erosion) may last or intensify over several years 
to decades, requiring repeated mitigation cycles. For example, the first reported 
beach-nourishment project on Wrightsville Beach, near Wilmington, North 
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Carolina, was in 1939, and the beach has been rebuilt several times a decade since 
the 1980s; likewise, Virginia Beach, Virginia, has undergone several nourishment 
episodes per decade since the 1950s (PSDS 2015). In the U.S. Pacific Northwest, 
the more common—and controversial—coastal intervention has involved “grading” 
the tops of high-standing dune systems to allow better views of the ocean, a practice 
that has completely altered much of the region’s natural dune ecology (Nordstrom 
2000). Nor are these dynamics limited to the U.S. In Europe, beach nourishment has 
been ongoing for decades, with trends similar to those observed in U.S. coastal 
management (Hanson et al. 2002).

As these interventions modify the natural condition of the coastline, and as those 
changes in turn inform subsequent interventions, the reciprocal feedbacks inherent in 
beach nourishment as a mitigation strategy mean that an artificially nourished coastal 
zone functions as a fundamentally coupled human–landscape system. Although beach 
nourishment is a common mitigation strategy that engineers (Dean and Dalrymple 
2002), geomorphologists (Nordstrom 1994, 2000), and economists (Smith et al. 2009; 
Gopalakrishnan et al. 2011; Hoagland et al. 2012; Jin et al. 2013) have studied in 
depth, dynamical insight into how persistent nourishment affects economic value of 
coastal assets and alters coastal response to changes in natural forcing (e.g., stormi-
ness, wave climate, sea-level rise) is only beginning to come into focus.

Fig. 1  Schematic of a developed barrier coastline as a coupled human–landscape system. (1) 
Natural processes of wave-driven sediment transport (Qs) drive physical coastal changes in space 
and time; (2) development capitalizes on economically viable coastal real estate; (3) chronic or 
event-driven natural hazards damage coastal development and infrastructure, prompting (4) inter-
ventions to mitigate or prevent damage in the future. Such interventions modify the physical land-
scape, altering sediment fluxes in (1), pushing the cycle to iterate. Reprinted with permission from 
Elsevier from Lazarus et  al. (2016), An evolving research agenda for human–coastal systems. 
Geomorphology, 256, 81–90
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2.1  �Modelling the Coupled Economic–Physical System

Recent work has applied dynamic optimization, a perspective that addresses how 
the behaviors of dynamical systems change as a function of external inputs and 
internal feedbacks, to explore conditions in which beach-nourishment cycles are 
economically optimal (Smith et  al. 2009). This approach borrows from forestry 
(Hartman 1976), where tree growth rate, timber value, and fixed costs associated 
with harvesting yield a time interval between sequential harvests that optimizes the 
net benefits of the timber stock—that is, the money the timber earns at market minus 
the fixed costs. Mapped onto beach nourishment, this conceptual framework sug-
gests that erosion rate, the economic value associated with beach width, and the 
fixed costs of a nourishment project likewise yield a time interval between nourish-
ment episodes that optimizes the net benefits (earnings minus costs) that a coastal 
town receives. If the town nourishes too frequently, cumulative fixed costs (e.g., 
permitting, sand acquisition, dredging and earth-moving equipment, labor) exceed 
the value the beach earns back over the same time period. Oppositely, waiting too 
long between nourishment episodes means the town loses the revenue it would have 
earned from a wider beach.

Nourishing at intervals that optimize net economic benefits can be viewed as an 
emergent state—an attractor in the developed barrier coastline system—that arises 
once faster-scale market dynamics begin steering nourishment episodes to maxi-
mize returns. Although the optimization approach does not explicitly simulate all of 
the dynamics that drive the coastline into its emergent configuration, exploring how 
this particular attractor changes with external conditions reveals insight into its 
functional dependence on environmental forcing. Analytical work on the emergent 
dynamics of optimal states has raised some fraught implications, even in these 
deliberately simplified coastal systems.

One implication is the potential for a runaway feedback in which nourishment 
frequency increases with nourishment cost (Smith et al. 2009), catalyzing a kind of 
arms race among neighboring towns for access to beach-nourishment material and 
infrastructure. In the analysis by Smith et al. (2009), nourishment frequency might 
increase for several reasons, including if the variable costs of nourishment—the 
price of sand, for example—increase: “when variable costs increase, the relative 
importance of fixed costs [e.g., permitting, dredge contracting] decrease, reducing 
the incentive to delay future nourishment” (p. 63). Indeed, the cost of nourishment, 
indexed as the price of sand per unit volume, has been increasing over recent 
decades, as has the volume of sand used for beach nourishment and the number of 
nourishment episodes (Trembanis et al. 1999; Valverde et al. 1999; PSDS 2015). 
Another implication is the spatial effect of disparities in property values among a 
series of towns alongshore. McNamara et  al. (2011) model a developed coastal 
system in which different towns alongshore have different tax bases, but all share 
access to a single reservoir of nourishment sand. As the reservoir of available sand 
dwindles, the cost of sand increases. If a “wealthy” town is situated in a zone of 
chronic erosion, their nourishment-cycle calculus (Smith et  al. 2009) means that 
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they will nourish more frequently, driving up the cost of sand faster—and at the 
expense of non-wealthy towns also in need of beach nourishment. (Conversely, if a 
wealthy town is situated in a zone with low rates of shoreline erosion, the sand res-
ervoir lasts longer and appears more equitable.) However, as the cost of sand 
increases, towns with lower property values will likely lose the nourishment arms 
race to wealthier towns elsewhere, further diminishing property values where they 
are already low and increasing them where they are already high. A third implica-
tion is that the relative contributions of physical, economic, and policy factors to 
coastal property value could open pathways to potentially rapid property value col-
lapse, whereby the removal of extant government subsidies that reduce effective 
beach-nourishment costs for coastal towns could undercut property values by as 
much as 60% (McNamara et al. 2015).

A similar approach also has been extended to numerical models that couple 
agent-based decision-making to large-scale coastline behavior (Lazarus et al. 2011; 
Jin et al. 2013; Williams et al. 2013). These studies explore how complex shoreline 
behavior—spatial behaviors beyond the analytically tractable treatment of shoreline 
evolution—alters the emergent, optimized coastal–economic state. In one set of 
simulations, a series of towns alongshore share the same initial beach conditions 
and property values, but manager agents make nourishment decisions independently 
of each other. The model shows that spatially myopic nourishment ultimately desta-
bilizes long-term coastline behavior: despite individual manager agents determining 
and following nourishment schedules that are economically optimal, the system 
overall transitions into chaotic evolution, with sensitivity to initial conditions and 
the disappearance of any periodicity in nourishment patterns in space and time 
(Lazarus et al. 2011). As gradients in alongshore sediment transport increase ero-
sion rates in some places and slow them in others, spatio-temporal patterns of nour-
ishment change as different towns nourish out of sync. The introduction of such 
variability in the beach-width data that a given manager agent must interpret means 
that agents are constantly recalculating the nourishment interval that yields an eco-
nomic optimum. Collectively, the entire (model) developed coastline then departs 
from its economic optimum (and does not return to it). Spatially myopic nourish-
ment is characteristic of most U.S. East Coast nourishment programs (Smith et al. 
2009; Lazarus et al. 2011).

Subsequent simulations for other complex coastline configurations (Murray and 
Ashton 2013), such as the cuspate planform of the North Carolina coast, have shown 
that not only does modeled erosion mitigation result in spatial patterns of shoreline 
erosion and accretion that differ significantly from the spatial patterns that would 
otherwise occur under natural conditions, but also that sites of sustained nourish-
ment intervention are not necessarily a simple reflection of background erosion pat-
terns (Slott et al. 2010; Ells and Murray 2012; Hapke et al. 2013; Williams et al. 
2013; Johnson et al. 2015). Shifts in spatial patterns of erosion and accretion can 
result in a chronic system of “suckers”, who experience exacerbated erosion rates 
and compensate with more frequent nourishment, and “free-riders”, who benefit 
from extra sand (and lower erosion rates, if not shoreline accretion) supplied by 
their updrift neighbors. When linked to property value, these persistent differences 
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in beach width can drive disparities in town property values alongshore that eventu-
ally span orders of magnitude (Williams et al. 2013).

2.2  �Developed Coastlines and Common-Pool Resources

The “suckers” and “free-riders” problem brings beach nourishment into a broader 
discourse regarding the social and natural dynamics of common-pool resource sys-
tems (Lazarus et al. 2016). Common-pool resources are characterized by their open 
accessibility to users, who must find ways to share the resource, or not; different 
user groups may use the same resource in different ways. Common-pool resources 
range from agricultural land and fishing grounds to the Earth’s atmosphere. In 
Hardin’s (1968) “tragedy of the commons” narrative, local farmers pasture their 
cows on the town common; because each farmer always has the same incentive to 
pasture one more cow, the common soon becomes crowded with cows, who graze it 
bare, and the arrangement of open access to a shared resource ultimately fails. Other 
resource economists have generated a huge body of counter-examples (Ostrom 
et al. 1999; Dietz et al. 2003) in which social institutions, often self-organized, pre-
vent resource collapse and correct inequities among users. But common-pool 
resources in which the resource flows in a particular direction or otherwise moves 
in space and time while user groups remain spatially fixed constitute “asymmetrical 
commons” (Ostrom and Gardner 1993) and represent a particularly difficult kind of 
dynamical problem.

For example, consider an irrigation system (Freeman 1990). Water flows down-
stream from an upstream source, with farmers distributed along its route. Too much 
water use or leaky infrastructure upstream limits the quantity of water available to 
farmers downstream. If farmers upstream fix the leaks in their irrigation works, 
farmers downstream benefit even if their own irrigation works are in disrepair. The 
unidirectional movement of the resource (from upstream down) means that, in the 
first case of imbalance, farmers upstream lack an incentive to account for farmers 
downstream, and in the second case, farmers downstream have every incentive to 
free-ride on infrastructural upkeep by farmers upstream (who become the suckers in 
this hypothetical system).

On developed coastlines, and developed barriers in particular, beach nourish-
ment and hard structures can have both local and nonlocal effects on shoreline 
change within a common littoral cell in which sand (and, by extension, beach width) 
is the shared resource (Stone and Kaufman 1988). For coastal segments in which net 
alongshore sediment flux has a predominant direction, emplacement of sand-
trapping hard structures like groynes and jetties affect sand supply immediately 
downdrift. But by modifying the planform shape of the coastline, they also affect 
gradients in alongshore sediment flux over significant distances in both directions, 
especially where wave forcing conditions are more spatially symmetric (Ells and 
Murray 2012). These nonlocal effects then play out along the length the littoral cell 
in the economic decisions individual towns must make regarding subsequent miti-
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gation actions. As shoreline management decisions in one place become an indirect 
function of similar but uncoordinated actions elsewhere, an emergent attractor 
results (at least when optimization functions as the primary coupling mechanism 
between the system’s physical and economic components) (Lazarus et al. 2011). 
This attractor is ultimately characterized by unequal access to nourishment sand as 
a resource, as towns with high property values can afford mitigation when less 
wealthy towns cannot, and thus, the wealthy towns gain significant advantages in 
withstanding coastal hazard. Although theoretical, this insight has important impli-
cations for policy as it suggests that a more holistic management approach is neces-
sary to avoid rapid depletion of coastal sediment resources and severe economic 
disparities in defense capacity even across coastal towns within the same region 
(McNamara et al. 2011; Williams et al. 2013). Likewise, predictions that a loss of 
property value can result from reductions in nourishment subsidies and increased 
costs of insurance suggest that changes in coastline mitigation practices should be 
made with caution (McNamara et al. 2015).

3  �Inundation and Abandonment: An Attractor Disappears

Although beach nourishment tempers short-term erosion hazard and dune construc-
tion can prevent damage from small and intermediate storm events, both mitigation 
actions interfere with the processes of barrier transgression and neither ultimately 
will protect developed barrier islands from inundation as sea level rises. Given this 
fate, recent numerical modeling has explored specific controlling factors that influ-
ence the timing of when developed barriers, as they are presently configured with 
high property value, dense infrastructure, and frequent mitigation efforts, will cease 
to be stable or viable as coupled systems (McNamara and Keeler 2013). The model-
ing work focuses on the roles that coastal property markets, measured observations 
of coastal change, and belief among market agents in projections of future climate-
change play in altering the long-term behavior of a generic, developed barrier sys-
tem. This use of agent decision-making, which approaches key questions in current 
discourse on coastal vulnerability and adaptation to climate change (NRC 2014), 
divides a coastal real estate market into agents who range from those who take 
climate-change predictions into account and those who do not (Phillips 2012). 
Given data on historical trends and scientific model predictions about environmen-
tal characteristics associated with barrier island and storm behavior (e.g., erosion 
rates, storm impacts, storm recurrence intervals), individual agents weigh the avail-
able information differently to decide how much to pay for a shorefront property 
and how much to spend on coastal defense. The results show that, relative to agents 
with little belief in climate-change predictions, informed property owners invest 
heavily in defensive measures in the short term. However, they abandon coastal real 
estate when price volatility becomes so significant that they no longer think defen-
sive expenditures are worthwhile. Their exit from the market has a striking effect 
(McNamara and Keeler 2013: 561):
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“The amount of property damage is larger when model predictions do not inform beliefs, 
and the magnitude of this difference rises as the rate of SLR [sea-level rise] increases….As 
non-believers [in projected environmental change] are more likely to own property during 
periods of high risk, this highlights an important equity issue. Disaster assistance typically 
represents income transfers from taxpayers as a whole to affected populations…, and the 
systematic selection of…non-believers into the property market means that broader society 
is funding repairs for damages that the average citizen would not have suffered.”

How private markets anticipate increasing risk and guide adaptive behavior is a 
key component of policy discussions on coastal adaptation (NRC 2014), especially 
at the social scale of local residents and community land-use planning processes, 
and remains a major challenge in future research into developed-coastline dynamics 
(Lazarus et al. 2016).

3.1  �Modeling the Decision to Abandon: Physical Forcing

To extend this previous work on the abandonment of developed barriers, here we 
investigate other factors that may influence when the coastal home-owner agents in 
the McNamara and Keeler (2013) coupled model choose to abandon coastal prop-
erty. The model begins with an initial physical barrier-island state similar to barriers 
found along the North Carolina Outer Banks, USA. As in the original model, agents 
can buy and sell coastal properties located on the modeled barrier island. Simulations 
are run for two sea-level rise scenarios: a “low” scenario in which sea level rises at 
3 mm/year, and a “high” scenario in which sea level rises at 10 mm/year. (For spe-
cific details of all model dynamics, see McNamara and Keeler 2013.)

First, we examine how an increase in mean storm surge height impacts (a) the time 
that elapses before coastal inhabitants abandon their property, and (b) the total damage 
that occurs prior to abandonment. Simulations are run at both sea-level-rise rates. Results 
show that for rates under both the low and high scenarios, time to abandonment is 
reduced as mean storm surge height increases (Fig. 2). The amount of damage that 
occurs prior to abandonment increases significantly with larger increases in mean storm 
surge height. However, the amount of damage is not a strong function of the rate of sea-
level rise; the cumulative damage that occurs in the lead-up to abandonment, when the 
barrier is precariously low, constitutes the majority of the total damage suffered, which 
suggests abandonment is driven by additive damage rather than any single event.

3.2  �Modeling the Decision to Abandon: Policy Forcing

To examine the role that policy plays in abandonment, we introduce a subsidy for 
beach-nourishment costs into the model. Historically, the cost of most beach-
nourishment projects along the U.S. East Coast has been subsidized by the govern-
ment at a rate of 66% (NOAA 2006). When simulations are run with the nourishment 
subsidy ranging from 0 to 60% for the low and high rates of sea-level rise, time to 
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abandonment and the amount of damage prior to abandonment both increase as the 
subsidy increases (Fig. 3). This result again raises issues of equity: given that the 
nourishment subsidy, as well as emergency repairs in the wake of major storms, is 
funded from taxes paid by national populace, not just local coastal property owners, 
tandem increases in both expenditures would likely draw political fire (Pilkey and 
Dixon 1996).

3.3  �Modeling the Decision to Abandon: Psychological Forcing

Finally, to examine how individual perceptions of environmental change might 
impact abandonment, we run a suite of simulations in which “belief” in forward-
looking, “science-based” forecasts increases across all agents. The impact of belief 
in “science-based” projections is more evident when the rates of sea-level rise are 
high. In that case, increasing the weight agents give to their belief in forecasts of 
barrier evolution causes both time to abandonment and damage to decrease (Fig. 4). 
This result highlights that when the rate of sea-level rise is high, the ability of agents 
to adapt rapidly to the prospect of significantly diminished future returns (which 
they do when their belief in science-based forecasts is high), rather than to simply 
rely on past observations, can affect the total amount of damage sustained prior to 
barrier abandonment.
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Fig. 2  Results from a coupled real estate market-physical barrier island model showing elapsed 
time before abandonment and associated total damage sustained as a function of percent increase 
in mean storm surge height. Red and black lines denote high and low sea-level rise scenarios, 
respectively. Error bars reflect the 95% confidence interval from 20 model simulations at each 
parameter value
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These extensions of the coupled modeling by McNamara and Keeler (2013) 
bring to focus the range of forcing factors that control the timing of systemic insta-
bility under conditions representative of developed barriers today. Coastal research 
typically focuses on sea-level rise rates when considering the fate of populated bar-
rier islands. Although sea-level rise is certainly an important factor, other physical 
forcing (e.g., storm surge size), policy forcing (e.g., rate of nourishment subsidy), 
and psychological forcing (e.g., belief in forward-looking models) can play a prom-
inent, if not dominant, role in steering the path toward (or away from) destabiliza-
tion of the barrier-island attractor and subsequent barrier abandonment.

4  �Boom, Bust, Repeat: An Attractor Emerges

Modeling the long-term dynamics of developed coastlines and coastal-resort econo-
mies over time scales on the order of centuries, rather than decades, reveals a poten-
tial emergent behavior—one of boom and bust cycles—that could play out beyond 
the time when initial abandonment occurs. For example, McNamara and Werner 
(2008a) coupled a three-dimensional numerical model of barrier-island evolution 
with an agent-based model of tourism development. The basic structure of the 
model routine is the same as the cycle shown in Fig. 1. Natural physical processes 
(e.g., nearshore bar migration, alongshore sediment transport, dune growth, 
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sea-level rise) rework the barrier island in between storm events. Meanwhile, het-
erogeneous economic agents, divided into developers, hotel owners, and tourists, 
interact in a simulated market for tourism real estate. A policy agent in each shore-
line cell alongshore tracks beach width and decides when to implement beach and 
dune nourishment; if nourishment will result in a net gain in revenue and property 
appreciation (relative to no nourishment) after costs, then the nourishment project 
goes ahead. Because populous locations in the model generate significantly more 
revenue relative to the cost of a nourishment project, they are more likely to replen-
ish (Valverde et al. 1999). In addition to shoreline erosion from sea-level rise, the 
barrier island is also subject to storm events of differing severity, in which over-
wash, driven by storm surge (see also Murray and Moore this volume; Houser et al. 
this volume; Moore et al. this volume; Rodriguez et al. this volume; Odezulu et al. 
this volume), causes barrier erosion and property damage to which the economic 
and policy agents respond.

Like in other simulated markets with complex behavior (Arthur 1999), agents 
track market indicators (e.g., tourist population, numbers of hotel rooms, room 
rental price, hotel selling price) and make decisions that maximize their own utility 
functions. Developer agents decide to build a hotel of a certain size (e.g., number of 
rooms) if its construction will maximize profit (projected sale price minus cost). 
Hotel-owning agents bid on hotels for sale if the projected appreciation and revenue 
of those hotels exceed the future return of a risk-free investment (Clayton 1997). 
The offered purchase price for a hotel is found by setting total demand to the num-
ber of hotel rooms offered by developer agents. The economic agents are in turn 
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coupled to the physical model by tourist agents seeking to maximize their own util-
ity functions, which depend on a combination of economic and beach parameters 
(e.g., whether the beach town is a familiar or unfamiliar destination, beach width, 
total vacation cost per day). Within a model year, tourist agents decide whether or 
not to vacation, and if so, which beaches to visit; hotel agents adjust room price to 
maximize revenue; and developer agents decide based on anticipated market behav-
ior whether or not to build new hotels. If damaged in a storm, hotels are rebuilt only 
if projected revenue outweighs costs for the coming year. This rule means that sec-
tions of barrier may be abandoned and return to an effectively “undeveloped” state. 
However, if an unprotected barrier segment remains undamaged long enough for 
developer agents to project profits there, new building initiates.

In the model, this cycle of resort development, coastal defense, and economic 
collapse continues episodically, predicting an emergent boom-and-bust pattern in 
the dynamical behavior of a developed barrier island. Moreover, the pattern oscil-
lates in both space and time. The boom phases are associated with thriving tourism 
and significant investment in mitigation against rising sea level; the bust phases 
correspond to complete destruction of resort-town infrastructure. Imminent bust 
cycles are also signaled (Scheffer 2009) by exaggerated modifications to barrier 
geometry: a marked narrowing of barrier width and decrease in barrier elevation 
relative to sea level as beach and dune nourishment prevent the island from over-
washing as it would under natural circumstances. (During a bust phase, the island 
translates landward but rebuilds width and elevation via overwash.) An unintended 
consequence of mitigating against coastal hazard by filtering out the cumulative 
impacts of small-scale storms is that large storm events overwhelm barrier defenses 
and become even more destructive (Werner and McNamara 2007; McNamara and 
Werner 2008a; Lazarus 2014; Rogers et  al. 2015). Despite its abstractions, the 
model showed good agreement when tested against the historical development of 
Ocean City, Maryland (McNamara and Werner 2008b), and although data records 
remain either short or sparse, early signs of this long-term behavioral, boom-bust-
repeat pattern may be appearing at other developed barrier locations along the 
U.S. East Coast (Pilkey et al. 1998; McNamara and Werner 2008a).

5  �Conclusions

Recent work by Hapke et al. (2013) investigating historical (~150 years) and recent 
(25–30  years) measurements of regional-scale shoreline change along the New 
England and Mid-Atlantic coasts of the U.S. arrives at a startling conclusion. The 
authors find

“a strong correlation…between rates of shoreline change and amount of human develop-
ment over long time periods and large spatial scales. Even moderate amounts of develop-
ment are associated with reduced erosion indicating that activities associated with protecting 
and preserving human infrastructure have a substantial and long-lasting impact. The influ-
ence of development also appears to override the geomorphological signal of shoreline 
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behavior, an important consideration for interpretations of investigations of change along 
developed coasts. Only along sparsely developed coasts does the shoreline respond as 
expected with respect to the coastal geomorphology” (Hapke et al. 2013: 169).

Johnson et al. (2015) reach a similar conclusion at the smaller spatial scale of a 
coastal cape. The fact that intensively developed coastlines behave differently in 
general from natural coastlines is not a surprise: in Japan, in Belgium, and the 
Netherlands, and in regions of Italy and the U.S. (Nagao 1991; Kabat et al. 2009; 
Nordstrom 1994, 2000), researchers have documented the transition of coastlines 
from natural systems to “human artifacts that bear little resemblance to the coast 
that formerly existed” (Nordstrom 2000: 16). In this case, the surprise is the effec-
tive masking—through sediment diversion, nourishment, and shoreline harden-
ing—of natural geomorphic shoreline-change signals along thousands of kms of 
coastline. Unlike in the Netherlands, for example, which introduced as part of its 
national policy framework for coastal defense a comprehensive beach-nourishment 
program to fix and maintain indefinitely the 1990 position of the Dutch shoreline 
(Hillen and Roelse 1995), the U.S. Eastern Seaboard reflects no such coordinated 
policy, planning, or integrated coastal management on any comparable scale. If, as 
Hapke et al. (2013: 169) conclude, “naturally forced variations in rates of shoreline 
change through time may only be detectable within sparsely developed stretches of 
coastline,” then empirical, analytical, quantitative consideration of humans as prin-
cipal agents of large-scale coastal geomorphic change (Hooke 1994, 2000; Hooke 
et al. 2012; Haff 2003, 2010, 2012) is a scientific imperative for future coastal sus-
tainability, not just a theoretical exercise (Lazarus et al. 2016).

Whether signals of natural coastal hazards are obscured by gradual, incremental 
interventions or massive geoengineering works matters to the dynamics of the 
developed coastal system (Lazarus 2014). Technological interventions, including 
hazard defenses, buffer human enterprise—the development and infrastructure that 
supports societal functions and activity—from natural variability and allow other-
wise naturally inhospitable places to be not only inhabitable, but comfortable. 
(Beach nourishment and seawalls aside, imagine South Florida without air condi-
tioning.) However, hazard defenses that evolve incrementally tend to be reaction-
ary—for example, raising levee height based on the magnitude of the last storm to 
overtop them (Werner and McNamara 2007), or expanding the width of a beach 
enough to lend shorefront protection but not so much that tourists get discouraged 
by a long trek to the water’s edge (Smith et al. 2009). By comparison, massive haz-
ard defenses designed for very long time scales (Kabat et al. 2009) may so over-
whelm faster-acting natural processes that the system may appear “decoupled”: 
defenses over-engineered for short time scales (< decades) may be so effective at 
preventing damage that the hazard component of the coupled human–natural sys-
tem shown in Fig. 1 (step 3) is functionally bypassed (Lazarus 2014). However, the 
unintended consequence of filtering out frequent, minor hazard events is that the 
coupled human–natural system becomes vulnerable to infrequent, major, more 
destructive events (Werner and McNamara 2007; Lazarus 2014). By extension, 
once a coupled system has evolved toward a state of low frequency, high magnitude 
hazard exposure, hazard mitigation requires constant maintenance to compensate 
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for increased risk (Lazarus 2014). Consider that in 1953, when a disastrous North 
Sea winter storm struck the U.K., Dutch, and Belgian coasts, the extensive—and 
predominantly earthen—Dutch flood-defense infrastructure had languished without 
maintenance during and after the Second World War (Gerritsen 2005). Furthermore, 
when the strength of background forcing increases (e.g., rising sea level or increas-
ing storminess), events that were once extreme become more likely to occur, putting 
further strain on the resources demanded by the highly coupled attractor.

For the barriers islands of the U.S. East Coast, given the evident dominance of 
human interference in patterns of natural coastal sediment flux, the next advances 
into understanding quantitatively the dynamics of developed coastlines will stem 
from empirical and analytical investigations of the economic and policy instruments 
and social processes of decision-making that directly and indirectly affect coastal 
management and, in turn, the ways in which developed coastal environments evolve. 
Direct measurement of anthropogenic controls on storm-driven overwash and wash-
over in developed shorefront zones (Rogers et al. 2015) offers a promising answer 
to a long-standing data gap (Nordstrom 1994). Investigations into the intrinsic and 
external factors, from beach width to tax and insurance subsidies, that influence 
coastal property values—and the effects those values have on coastal management 
and policy—comprise another fast-expanding area (Landry et al. 2003; Kriesel and 
Landry 2004; Bagstad et al. 2007; Bin et al. 2008; Smith et al. 2009; Gopalakrishnan 
et al. 2011; Landry and Jahan-Parvar 2011; Jin et al. 2015). Still another underex-
plored tool for dynamical insight is agent-based modeling with agent behaviors that 
better capture the psychology of decision-making and adaptive learning, which 
would represent a departure from agents guided by rule-based optimization of util-
ity functions (Lazarus et al. 2016). Overall, future work on developed coastlines 
needs to be rich in data analysis of social (including economic) and physical param-
eters and engage nonlinear approaches capable of resolving causal drivers, lags, and 
coupling in complex, dynamical human–landscape systems (Sugihara et al. 2012).
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