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Preface

The research book is a continuation of our previous books which are focused on the
recent advances in computer vision methodologies and technical solutions using
conventional and intelligent paradigms.

• Computer Vision in Control Systems-1, Mathematical Theory, ISRL Series,
Volume 73, Springer-Verlag, 2015

• Computer Vision in Control Systems-2, Innovations in Practice, ISRL Series,
Volume 75, Springer-Verlag, 2015

• Computer Vision in Control Systems-3, Aerial ans Satellite Image Processing,
ISRL Series, Volume 135, Springer-Verlag, 2018

The research work presented in the book includes a number of real-life applications
including the identification of handwritten texts, watermarking techniques, the mobile
robot simultaneous localization and mapping, motion control systems of mobile robots,
analysis of indoor human activity, face image quality assessment, android device
controlling, medical images processing, clinical decision-making and foot progression
angle detection.

The book is directed to the Ph.D. students, professors, researchers and software
developers working in the areas of digital video processing and computer vision
technologies.

We wish to express our gratitude to the authors and reviewers for their contribution.
The assistance provided by Springer-Verlag is acknowledged.

Krasnoyarsk, Russian Federation Margarita N. Favorskaya
Canberra, Australia Lakhmi C. Jain
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Chapter 1
Innovative Algorithms in Computer Vision

Lakhmi C. Jain and Margarita N. Favorskaya

Abstract This chapter contains a brief description of the methods, algorithms, and
implementations applied in many fields of computer vision. The graphological
analysis and identification of handwritten manuscripts are discussed using the
examples of Great Russian writers. A perceptually tuned watermarking using
non-subsampled shearlet transform is a contribution in the development of the
watermarking techniques. The mobile robot simultaneous localization and map-
ping, as well as the joined processing of visual and audio information in the motion
control systems of the mobile robots, are directed on the robotics’ development.
The ambient audiovisual monitoring based on a wide set of methods for digital
processing of video sequences is another useful real life application. Processing of
medical images becomes more and more complicated due to the enforced current
requirements of medical practitioners.

Keywords Graphological analysis � Digital watermarking � Simultaneous
localization and mapping � Visual and audio decision making � Indoor human
activity � Face image quality assessment � Eye detection and tracking
Medical image processing � Clinical decision support system � Gait monitoring
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1.1 Introduction

The core of any control vision system is the algorithms for raw data processing in
such manner that it will be possible to obtain the non-evidence dependences in big
data volumes, essential improvement of visual data, or reliable recognition of the
objects of interest. Each task requires the special approaches in creation of inno-
vative algorithms, as well as the great experimental work before its implementation
in real devices. Sometimes, visual data are not enough for decision making. In these
cases, audio data can be attracted successfully. The spectrum of real life applica-
tions is very wide. Therefore, this book is an attempt to contribute in some spheres
of human activity including culture, robotics, human interactions, and medicine.

1.2 Chapters Included in the Book

Chapter 2 includes the issues of graphological analysis and identification of
handwritten texts on the examples of the author’s calligraphy courtesy provided by
the Manuscript Department of the Institute of Russian Literature (Pushkin’s House)
of the Russian Academy of Sciences [1]. The authors discuss the main challenges of
this problem due to great variety of historical texts, when even the samples of
writing of some letters can greatly vary depending on the speed of writing and the
writing tool used (goose quill, pen point, or pencil). Since a textual analyst follows
the own manual algorithm for handwritten text identification, it is possible to design
the automated information storage and retrieval system as a useful software tool in
order to reduce such long process. Additionally to the existing methods and
algorithms of bitmap image transformation, two methods were developed.
Vectorization of bitmap images of handwritten texts builds the orientation field of
image contours using the following steps: the pre-filtering of the bitmap image,
construction of the orientation field for this bitmap image, filtering and extrapola-
tion of the direction field, and searching for and tracking of image contours using
the created orientation field. The core idea of this algorithm is to trace the contours
in the original image that provides information about the direction of a line or a
stroke near a given point. Method of vector dynamic parameterization permits to
obtain more information about letter images. This method try to restore the dynamic
information about the movement of a pen, when writing a letter, including the
indication of the start and end points, movement direction, and the number of cyclic
letter outlines. Thus, the vector dynamic representation provides the ability to
visualize each letter in the form of a 3D image with x, y and t coordinates, where t is
a time. Also the reader can find the detailed description of architecture of the
designed software tool based on the client-server technique [2]. The system inter-
acts with the database (around 400 Mb memory), which is pre-filled with a col-
lection of different versions of the author’s calligraphy of the classics of Russian
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literature A.S. Pushkin and A.S. Griboyedov (images of individual letters and their
ligaments/ligatures).

Chapter 3 investigates the issues of perceptually tuned watermarking using
non-subsampled shearlet transform. The multiple classification and criteria of the
watermarking techniques permitted to chose very promising transformation called
as digital shearlet transform and its modifications for embedding/extraction of
gray-scale or color watermarks into the host images [3]. The tampering attacks
categorized as the global and local ones distort a watermark; more several types of
attacks can be applied for the same watermark. This causes a necessity to develop
the robust watermarking algorithms, also considering the contents of the host image
and watermark [4]. Such algorithms ought to find a decision in a contradictory
desire to embed the maximum data volume (an image payload) and a visibility. The
multiplicative watermarking techniques support a balance of the signal magnitude
(fidelity) and the quality of the watermarked image (robustness) at an acceptable
level. The multi-scale decomposition analysis is provided by many wavelet-like
methods, including ridgelet, curvelet, brushlet, wedgelet, beamlet, contourlet,
bandelet, directionlet, and shearlet. The use of the digital shearlet transform pro-
duces a variety of sub-bands for inserting the secret data due to the shearlets’
multi-resolution property. These sub-bands are correlated in the digital wavelet
transform but not correlated in the digital shearlet transform that makes a water-
marking more secure procedure. At the same time, the non-subsampled shearlet
transform is a fully shift-invariant, multi-scale, and multi-directional expansion of
the shearlet transform. The proposed algorithm of a watermark embedding and
extraction using a watermarking scrambling via Arnold’s transform and paradigms
of a human visual system demonstrates good experimental results on 44 color and
monochrome images from the database Miscellaneous of University of Southern
California. The scaling, disproportionate scaling, rotation, translation, and cropping
attacks were simulated, and the impact of the attacks on a watermark was estimated
by bit error rate and the peak signal to noise ration metrics.

Chapter 4 conducts the issues of the Simultaneous Localization And Mapping
(SLAM) algorithm improvement for the task of the mobile robot simultaneous
localization and mapping, which consists of two parts: the evaluation of the tra-
jectory of the robot movement and evaluation the locations of landmarks, which
depend on the coordinates of the robot at the time of each measurement. [5]. The
authors consider the FastSLAM modification using the nonlinear models through
the first order Taylor series expansion at the mean of the landmarks’ observations.
The probabilistic properties of the SLAM algorithm were considered. The proposed
algorithm computes a more accurate mean and uncertainty of the landmarks moving
nonlinearly. The method of calibration of Kinect-like cameras, depth map
restoration using a modified interpolation technique, and filtering the noise in the
RGB images are the main preprocessing methods. Additionally, the improved
resampling algorithm for the particle filtering through the adaptive thresholding
based on the data of the effective particle number evolution was developed. The
proposed algorithm runs in real time and shows good accuracy and robustness in
comparison with other modern SLAM systems. The average errors in calculating
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the displacement of the camera between successive frames using the adaptive
threshold values is about 24% less than in the case of the strict thresholding.

Chapter 5 implies the development of fast parallel algorithms for joined pro-
cessing of visual and audio information in the motion control systems of the mobile
robots [6]. The main goal is the path planning of a mobile robot in real time
implementation using three types of information obtained from the video camera,
microphones, and laser range finders [7]. Such algorithms ought to have the
appropriate precision and effectiveness in scenes with the moving objects, people,
and obstacles. Fast parallel algorithms are implemented using the multiprocessor
hardware structure (the well known NVIDIA Graphics Processing Unit
(GPU) processor) and software platform (Compute Unified Device Architecture
(CUDA) platform). Many mathematical operations widely used in the images,
audio, and other signal processing, such as the matrix multiplication, Fast Fourier
transform, correlation and convolution, can be executed faster in a comparison to
the traditional Central Processing Unit (CPU). During this research, three algo-
rithms were developed. The Algorithm 1 is based on the SLAM method and the
mobile robot audio visual perception and attention [8]. The SLAM method collects
and keeps the information for all previous executive locations for a decision making
about the following locations of a mobile robot. The Extended Kalman
Filter SLAM (EKF SLAM) was modified for parallel execution. Algorithm 2 and
Algorithm 3 are the developed fast parallel algorithm based on the mobile robot
audio perception and attention for a decision making in motion control system
managed by a speaking person [9]. They consider the current audio features
defining an angle of sound source arrival or location of sound source. The Steered
Response Power (SRP) with PHAse Transform (PHAT) called as SRP-PHAT was
applied for this purpose. The Algorithm 1, Algorithm 2, and Algorithm 3
demonstrate clearly the advantages and real time execution of using NIVIDA GPU
and CUDA platform instead of CPU in the developed fast algorithm for a decision
making in motion control system of a mobile robot based on audio visual
information.

Chapter 6 promotes the indoor ambient audiovisual monitoring in the intelligent
meeting room with a goal to determine the time events, when the states of the
participants’ activities are changing [10]. The chapter contains a description of
some intelligent meeting rooms equipped with audio and video recording equip-
ment [11]. However, the main discussion deals with the methods and algorithms of
image and speech analysis, such as the recognition and identification of faces,
detection and tracking of participants, identification of participants’ positions, voice
activity detection, localization and separation of sound sources, identification of
speakers, and recognition of speech and non-speech acoustic events [12]. Also the
combined methods are possible, for example, the estimation of the position and
orientation of the speaker’s head and multimodal recognition of emotions. Such
audiovisual monitoring permits to control the events (a new participant enters the
meeting room, the presentation begins, and the audience is given the floor) taking
place in the meeting room. The proposed image processing includes the removal of
low-quality frames, illumination normalization, elimination of image blur, cleaning
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of digital noise, and automatic segmentation and recognition of the participants’
faces. In experimental section, one can find a digital comparison of three basic
techniques for face recognition, such as the principal components analysis, linear
discriminant analysis, and local binary pattern analysis. The authors developed a
method of audiovisual recording of participant activity based on the multifunction
system of video monitoring and multichannel system of audio localization that
detects the position of the sound source evaluating the phase difference of signals
recorded by pairs of microphones from four arrays [13].

Chapter 7 contributes in the audience analysis systems [14] and gender recog-
nition systems [15] using the assessment of face image quality. This is a continu-
ation of investigations of these authors during last two decades. Several standards,
such as ISO/IEC 19794-5 and ICAO 9303, contain a description of parameters that
provide a decision of the image suitability in the automatic face recognition sys-
tems. All parameters are grouped into two classes the textural features (sharpness,
contrast and light intensity, compression ratio, and other distortions) and face
features (symmetry, position, rotation, eyes visibility, and the presence of glare or
shadows on the face). For such algorithms, an assessment of face image quality is a
cornerstone because a success of face verification/identification depends strongly
from the selected lucky frames. Three types of the quality metrics were considered,
such as the texture-based, symmetry-based, and universal metrics. The authors
developed the no-reference image quality assessment algorithms based on the
analysis of texture and the landmark points’ symmetry in the facial images [16].
Note the original methodology of the experiments’ statement. Two sets were
formed called as Top1 with the single best image of a person and Top3 considering
three high quality images chosen by the experts and objective metrics. The pro-
posed algorithms were tested using standard LIVE and TID2013 image database.
The performance results show that the proposed algorithms are highly competitive
for audience analysis systems and, moreover, have very low computational com-
plexity making it well suited for real-time applications. Additionally, novel gender
classification algorithm was suggested based on non-linear SVM classifier. It
includes several steps, among which are the scale-invariant feature transform,
histogram of oriented gradients, Gabor filters, and pre-selection of blocks with the
corresponding positive experimental results.

Chapter 8 contains a description of real time eye blink detection method for
Android device controlling and its implementation using standard libraries like
OpenCV conversion procedures. The Human Computer Interaction (HCI) or
Mobile Computer Interaction (MCI) may be realized in different ways. The authors
chose the issue of the eye blinking detection that has a significant role in the human
mobile interaction, computer interaction, driving safety, and health care. The
heuristic propositions concluded from the theory and practice of the HCI were used
during design. The eye tracking is the fastest non-invasive method of measuring
user attention [17]. The best definition of eye tracking can be the estimation of user
gaze’s direction, which is very difficult problem especially in the real world. The
proposed method consists of five main parts including the mobile camera pro-
cessing, face detection, eye detection, eye tracking, and blink detection. At the
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initial step, a video captured from the front camera of any Android device is
converted to grayscale frame using OpenCV, and then stored in special mobile
folder to be used later for face detection step. For face detection, Haar classifiers are
used, while the eyes detection is based on the trained AdaBoost and Haar feature
algorithms. The corneal reflection and pupil center of the eyes have been used as the
most important eye features in the proposed method in order to track the movement
of the eyes. During eye blink detection step, each black color pixel in the grayscale
frame represented by 1, while each gray or white color pixel will be represented by
0. The median blur filtering is applied in this step. The mobile activity is controlled
in case the eye blinks by several ways, such as the sending a text message, turning
on the alarm system, opening a web browser or making a phone call. The exper-
iments with different distances between a human face and phone and various
lighting conditions (indoor/outdoor) were conducted. The overall and detection
accuracy had reached 98%. For each frame, the average execution time was
12.30 ms that provides a real time execution.

Chapter 9 contains the rich experimental study of the medical image processing
and morphological analysis in urology and plastic surgery (hernioplasty). At pre-
sent, it is necessary not only to identify the localization of the calculus but also to
determine the density and configuration of the calculus and evaluate the functional
state of the urinary tract above and below the obstruction. For this purpose, the
methodology based on a novel method for color coding of contour representation
obtained by the digital shearlet transform was developed. Medical images contain
the noise of different nature. In order to improve medical images that can have a
high resolution the optimized in implementation algorithms of the most frequently
used filters, such as the mean filter, Gaussian filter, median filter, and 2D Cleaner
filter, were developed. The study of properties of filters’ functioning permitted to
use all three type of parallelism, viz. the data, algorithmic, and functional paral-
lelism. A comparison of the optimized and ordinary implementations of noise
reduction filters shows great speed improvement of the optimized implementations
(around 3–20 times). The highest increase in the processing speed was achieved for
the median filter. Thus, for the small kernel 3 � 3 the acceleration was about 8
times and for the large kernel 11 � 11 is around 70 times. For the parallel
implementation, the OpenMP standard was used. The chapter includes the
pseudo-code of some program procedures. For contour representation, the simple
conventional methods, such as Roberts, Prewitt, Sobel, and more complex ones
(LoG and Canny methods) were tested. However, the main attention was paid to
use digital shearlet transform in order to obtain the best results in contour extraction
[18]. This approach was enforced by the novel color coding algorithm. It is based
on the color selection and density distribution of the isolines in an image corre-
sponds to the known technique of building elastic maps using the spatial data. As a
result, the image accuracy of estimates in urology and plastic surgery (hernioplasty)
was increased up 10–25% in averaged. In urology, the proposed color coding
method increased accuracy, especially in complex cases of multiple stones in the
kidney. In hernioplasty, the color coding allows to conduct more efficient analysis
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of the tissue regeneration by controlling the variability of texture with improved
accuracy.

Chapter 10 investigates a study of medical image processing and analysis in
clinical decision support systems regarding the cervix oncological changes diag-
nostics [19, 20]. The novelty of the proposed approach is based on the combined
two known approaches that analyze the images obtained in white light illumination
and fluorescent images separately. Chapter provides the detailed description of that
field and rationality of three classes to define the diagnosis, such as Norm, Chronic
Nonspecific Inflammation (CNI), and Cervical Intraepithelial Neoplasia in various
types of oncological changes (CIN I, CIN II, CIN III) as a single class. First, the
ordinary procedures to improve a quality of the images (noise reduction, contrast
enhancement, etc.) are executed. Second, the special medical imaging procedures
(the matching medical images taken under different lighting conditions, automatic
segmentation of regions of interest, and removal of highlights in the images) are
developed. It is worth noting that many algorithms were developed, for example
shift compensation algorithm for the multispectral images and their analysis in a
combination with the images obtained in white light based on a phase correlation in
Fourier domain, segmentation of region of interests using Gauss filtering and
morphological operations of dilatation and erosion. Practical recommendations for
different image processing are included in this chapter. For classification task, some
famous strategies were tested in real images provided by South Korea clinics. These
investigations show that the best specificity, sensitivity, and accuracy are obtained
using the random decision forest strategy. This result is connected with the high
degree of image variability obtained from different patients with differences not
only due to pathology but also due to differences in the age, menopause, and other
features of woman physical condition. The final results in the sensitivity and
specificity exceed the results of inexperienced physicians that demonstrates a
possibility of practical application of the pathology maps for colposcopist
examination.

Chapter 11 involves some results in Foot Progression Angle (FPA) detection,
which is an important measurement in clinical gait analysis [21]. The proposed
Visual Feature Matching (VFM) model is a solution for long-term real time FPA
monitoring in home or community like environments for the patients with move-
ment disorders or abnormal gait. The FPA is calculated as the angle between the
foot vector, line joining the heel point center and the second metatarsal head [22].
Thus, the efforts of the authors were directed to the accurate estimation of foot
orientation. Image calibration and rectification are the tools used to eliminate two
types of distortion, such as the lens distortion and perspective distortion caused by
the optical lens and position of the camera relative to the subject. The classic
approach for foot feature extraction and matching includes the algorithm for feature
extraction, for example, using the SURF descriptor and matching algorithm, in this
case, the statistically robust M-estimator sample consensus algorithm. However, the
authors proposed an alternative approach, when a pair of paper strips, instead of
shoes, is used in the investigations because of different color and textile of
participant’s shoes. Some estimators for the FPA measurements were obtained.
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The authors proposed the original equipment, when the camera is mounted
downward on the torso that has a few advantages.

1.3 Conclusions

In this book, reader will find many original and innovative algorithms from many
fields of computer vision. All chapters involve great experimental material with the
corresponding explanation of results that makes the proposed methods more
valuable. Culture, robotics, community interactions, and medicine are not the
closed list of real life application, where computer vision helps to improve a
quantity of a human life. A variety of the presented innovative algorithms is wide:
from the graphological analysis of handwritten texts, perceptually tuned image
watermarking, mobile robots surveillance, and ambient audiovisual monitoring of
human meetings to the medical image processing considering the current
achievements in computer vision.
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Chapter 2
Graphological Analysis and Identification
of Handwritten Texts

Leonid A. Mironovsky, Alexander V. Nikitin,
Nina N. Reshetnikova and Nikolay V. Soloviev

Abstract The problem of recognition of handwriting text is still far from its final
solution. The existing systems of recognition of handwritten texts are usually
developed for some special applications. The difficulties are caused by recognition
of the conjoint writing because a variability of handwritings is the highest and often
it is necessary to solve the problem of delimitation of the separate letters. In this
chapter, along with to the known methods of the handwritten fragments’ analysis, it
is offered to use the developed methods of vectorization of raster images and vector
dynamic parameterization. Also, a description of the automated information storage
and retrieval system for the graphological analysis and identification of unintelli-
gible fragments of handwritten texts is given. The system contains a database of
handwriting samples with variants of the author’s calligraphy from the Manuscript
Department of the Institute of Russian Literature (Pushkin’s House) of the Russian
Academy of Sciences.
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2.1 Introduction

The first attempts to solve the problem of handwritten or printed text recognition in
bitmap images were made more than fifty years ago, almost immediately after
appearance of the devices that could upload images into computer memory [1, 2]. In
this context, the text recognition means an automated process for obtaining of
ASCII codes of symbols (letters, numbers, and punctuation marks). Selection and
partial recognition of image segments in the photos, diagrams, plots, mathematical
formulas, and tables are also possible.

Today there are a lot of software products that successfully recognize the printed
characters [3, 4]. For bitmap images with high resolution (300–600 dpi), contrast,
and sharpness, the number of recognition mistakes does not exceed 0.5% [5]. Also,
there are a lot of software products for processing of images to be recognized in
order to increase their contrast and sharpness with removal possible noise and
defects [6]. In this case, the successful recognition can be implemented easily
thanks to the fact that a bitmap image of printed text could be easily segmented into
images of separate characters and the images of similar characters are nearly
identical.

The process of recognition of printed texts is commonly referred to as Optical
Character Recognition (OCR) [7] even though the OCR means recognition of any
text, printed or handwritten [8]. It is notable that apart from the OCR software,
which was designed for image processing using the desktop image scanners, some
devices were designed specifically for recognition of the printed texts [9]. The
problem of recognition of the mixed printed and handwritten texts is also solved
quite successfully [4]. The main difference of such text from printed ones lies in the
fact that images of similar characters can significantly differ from each other. To
solve this problem, some text recognition software tools include the learning
algorithms. In this case, a software tool attempts to learn the specific handwriting
style from an image, which significantly increases the chance for successful
recognition [10].

The most difficult task is the recognition of joined-up handwriting. This process
is known as Hand Writing Recognition (HWR) [11]. The main differences of
handwritten texts from the printed ones are described below. First, the lines of
handwritten texts are often not parallel, which is especially common for texts
written on an unlined sheet. There also can be partial overlapping of the adjacent
lines and words/letters in these lines. Second, even though the words in handwritten
texts are separated with spaces, some words are not written jointly, which means
that some letters or even letter fragments can be separated with spaces. Finally, even
one person’s handwriting depends on many factors. For example, a readability of a
word in the official document can differ a lot from the same word written in a
personal note book. Moreover, a way of the letter writing greatly depends on the
writing of adjacent letters. The first two of the mentioned above reasons complicate
the segmentation of images with handwritten texts into separate words, while the
third one complicates the recognition of letters.
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The chapter is organized as follows. The related works are reviewed in Sect. 2.2.
Section 2.3 provides the analysis and identification of handwritten texts including a
problem formulation. A formation of alphabets based on the handwriting samples is
considered in Sect. 2.4. The methods of bitmap binary image based on the
graphological analysis and identification are represented in Sect. 2.5, while the
methods of the graphological analysis and identification based on vectorization of
bitmap images are developed in Sect. 2.6. Section 2.7 includes a description of
architecture of the designed software tool. Section 2.8 concluded the chapter.

2.2 Related Works

The interest to the problem of recognition of the joined-up handwritten texts is
unabated, which is evident from the great amount of publications on this topic
[12–33]. There are two main approaches that support two different ways to obtain
the handwritten texts called as “on-line” recognition (when the characters are
written with a pen in a special screen, for example a tablet PC screen) and “off-line”
recognition (when a document with a handwritten text already exists). Generally,
the on-line recognition is easier task because the problem of text segmentation into
words does not appear due to the on-line mode of capturing a lot of clues that can
be successfully used to learn the users’ handwritings. The existing on-line hardware
and software recognition products are effectively demonstrate this proposition [34].

The off-line text recognition is a more complicated task. As it is listed in many
reviews [13, 35–37], the classic methods for selection of the handwriting features,
creation of a database with samples, and features identification do not work suc-
cessfully in some cases [38]. It is known [39] that the artificial neural networks are
able to identify the generalized features of recognizable images. In this regard, the
application of artificial neural networks to the off-line recognition of handwritten
texts seems to be a good idea [40–52]. The reasons for mistakes lie in the facts that
the same characters can be written in different ways by different people and it is
very hard to identify the separate characters in the handwritten texts.

While recognizing a handwritten text, people consider its context, which means
that they take into account the information they obtained from the parts of the same
text, which they read before. It is known [53] that a human being can easily read a
word if it is a part of a discourse (normal text) but the same person will have
problems while indentifying the same word in a text, consisting of random words. It
is even more difficult for a human being to identify a separate letter even though
that same letter in a text can be read easily. Presumably, this is the recognition
systems’ ability to understand the meaning of handwritten texts that will allow for a
breakthrough in the science but the existing intelligent systems are still far from
solving this task.

Sometimes a person, who reads a handwritten text, faces a problem of recog-
nizing a separate word that can be one of several possible similar-looking words,
each of which does not violate the rules of grammar and retains the meaning of the

2 Graphological Analysis and Identification of Handwritten Texts 13



text. For example, this problem can be faced by a literary scholar, who works with a
handwritten archive of a writer [54]. Such person visually compares an unidentified
word fragment with similar-looking fragments of words that are already recognized
in order to find the right one. The system described below in this chapter was
designed to speed up this process and increase the correctness of recognition results.

It is obvious that the problem of handwritten text recognition is far from being
completely solved. The existing handwritten text recognition systems are usually
developed for some special cases or applications based on the specific features of
the texts to be recognized. These specific features are the quality of handwritten
texts and size of vocabulary. The main quality groups of handwritten texts are texts
written with the block letters and those written with the cursive handwriting. The
cursive handwriting, in its turn, falls into the separate letters handwriting and
joined-up handwriting.

The most difficult problem is the recognition of joined-up handwriting because
in this case a variability of handwriting samples for different letters is very high and
the task of identifying the borders of each letter becomes very complicated. The
volume of vocabulary, i.e. a number of different words in the text, is also very
important. Vocabularies of authors’ handwriting styles can be of great value, when
literary texts are recognized. Such vocabularies are not comprised only of a large
number of words used in a literary text but can also include sets of the author’s
calligraphy variants (ways of writing of different letters and links between them—
ligatures) in order to define the correctness of this or that word. The use of com-
puters to recognize the illegible handwritten texts can significantly speed up the
process of finding the letters, ligatures, and words and increases an objectivity of
comparison of the reference fragments of handwritten texts (taking into account the
variability of handwriting samples) with ones under recognition.

2.3 Analysis and Identification of Handwritten Texts:
Problem Formulation

Reading the handwritten drafts is often a very difficult task. Let us take draft
manuscripts written by A.S. Pushkin and A.S. Griboedov as an example. These
manuscripts are kept at the Manuscript Department of the Institute of Russian
Literature (Pushkin’s House) of the Russian Academy of Sciences. Just looking at
the reproduction of Pushkin’s draft manuscripts in the Big Academic Collection of
his works (16 volumes printed in 1937–1949), one can see a huge number of notes
and <illegible text> signs, that bespeak of the uncertainty of editors’ interpretation
of the author’s handwriting [54].

There are longstanding academic disputes about some authors’ handwritten
drafts. Moreover, the samples of writing of some letters can greatly vary depending
on the speed of writing and the writing tool used (goose quill, pen point, or pencil).
A textual analyst has to create a vocabulary of various samples of the author’s
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calligraphy (ways of writing separate letters and links between them—ligatures) in
order to read correctly this or that word. Figure 2.1 shows examples of A.S.
Pushkin’s handwritten drafts of the “Poltava” poem (courtesy provided by the
Manuscript Department of the Institute of Russian Literature of the Russian
Academy of Sciences).

Usually, while the analyzed fragment of handwritten text cannot be interpreted
unambiguously, a textual analyst performs the following steps:

Step 1. Selection a possible combination of letters in accordance with the grammar
rules, semantic content of the text, and known individual specifics of
author’s writing.

Step 2. Searching the author’s fair copies to pick text fragments that matches the
selected combination of letters.

Step 3. Finding a fragment that matches the selected example from the analyzed
handwritten text.

Step 4. Visually comparison the sample with the recognized/analyzed fragment of
handwritten text.

Step 5. If the fragments do not match, repeats Steps 2–4 or maybe even Steps 1–4.

The use of advanced computer means and technologies can significantly speed
up the process of finding samples (Steps 1 and 2), facilitate in objective integral
assessment of a degree of closeness of compared fragments, and reduce the sub-
jective judgment due to a human factor.

The automatic analysis and identification of illegible fragments of handwritten
text requires to solve a number of problems [55–60]:

Fig. 2.1 Examples of A.S. Pushkin’s handwriting
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• Identification of the type of representation of the script fragment using the
bitmap binary image with the suppressed brightness distortions and vector
representation of an image.

• Analysis and selection of acceptable geometric transformations of an image in
order to achieve the best possible matching.

• Development of methods for assessment of a degree of closeness of images
during identification.

• Development of architecture for a computer system to store and retrieve
information needed for the handwriting analysis and identification of illegible
fragments of handwritten text.

• Creation of a database of alphabets based on samples of the author’s hand-
writing taking into account the variability of author’s calligraphy and difference
of samples of the same letters found in the different author’s texts.

• Creation of a bank of efficient methods for the recognition, handwriting analysis,
and identification of handwritten texts.

• Design of a system of queries to work with the bank of methods and database of
alphabets based on the author’s handwriting samples and ensures access to them
using prospective technologies of augmented reality through the intuitive
interface.

Consider some of the mentioned above tasks in details. We will illustrate studies
and experiments with examples of fair copies and drafts of handwritten scripts
written by A.S. Pushkin, the classic of Russian literature, whose works always have
a big number of non-text fragments and noises.

2.4 Formation of Alphabets Based on Handwriting
Samples

Consider a formation of alphabets using samples of the author’s handwritings. This
is one of the most important and time-consuming tasks that requires direct
involvement of specialists in textual analysis. The main procedures that need to be
implemented to form an author’s handwriting alphabet are the following:

• Input of handwritten text. Samples of handwritten text are represented on a
computer screen as black-and-white or color bitmap images.

• Pre-processing of images. Elimination of image defects and noises on the
background, and selection of text zones for analysis.

• Text segmentation that includes a breaking the text into the separate lines, lines
into words, and words into letters and ligatures. Segmentation should be carried
out more than once in cases of controversies in the interpretation of analysis
results, since the intervals between letters in handwritten texts are often wider
than those between words, whereas words can be connected with each other.
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• Saving the letters, ligatures, and words as the author’s handwriting samples in a
database.

Selection of handwritten text fragments can be made using either widely known
computer software (bitmap graphics editors like Adobe Photoshop or GIMP as an
open source software) or specialized applications with a range of functions for
textual analysis (horizontal line adjustment, selection of different combinations of
segments, etc.) with the intuitive interface.

To address the task of alphabet formation, a technique for pre-processing of
images of handwritten text fragments with elimination of image defects and
background noises was developed and tested. The most commonly used tools for
input of static visual information are the digital cameras and scanners (hand and
flatbed).

Consider a still image on a flat media—rectangle sheet of paper (Figs. 2.1, 2.2,
and 2.5). Our input device is a flatbed scanner that allows to obtain both color and
grayscale images of various resolutions. The comparative analysis of the color,
grayscale, and binary images of handwritten text showed that the color images do
not have noticeable advantages over grayscale ones in terms of use for text
recognition [57, 58]. Based on the conducted experiments, it was found that the
most suitable resolution for analysis of images of handwritten texts is 200–300
pixels per inch (dpi). Further increase of resolution does not lead to noticeable
increase in an image quality, while its decrease impairs image representation on
computer screens and sometimes leads to the loss of small text elements.

Preliminary image processing, as a rule, includes the suppression of noises and
image binarization. The latter operation is needed for segmentation, i.e. selection of

Fig. 2.2 Parts of “Roman de Renard”, a French literary classic of the 12–13th centuries: a original
image, b marked image

2 Graphological Analysis and Identification of Handwritten Texts 17



the separate fragments consisting of adjacent pixels. Noises in the scanned bitmap
images can be divided in two groups:

• Technical caused by errors in the operation of image acquisition, transfer, and
storage equipment.

• Real ones in the form of sheet of paper defects (spots, fold lines) and author’s
notes (corrections, strikethroughs, and images).

The analysis of images obtained from a scanner showed virtually complete
absence of noises of the first group. On the other hand, the problem of automated
identification and elimination of noises in the second group is an extremely chal-
lenging task. In the first place, it is due to the need for formalization of attributes
that can be used to identify image areas, which should be considered noises. At the
stage of testing of a textual image pre-processing technology, the elimination of
such noises should be carried out by a specialist in textual analysis in the interactive
mode. Any graphics software that allows to change the brightness of pixels in
bitmap images can be used for this operation.

Image binarization methods can be considered as non-linear pixel-by-pixel
transformations with simple image transformation algorithms, where the main
problem is the selection of binarization thresholds. Existing thresholding methods
try to adapt to different brightness levels of separate image fragments. Most of these
methods are based on the analysis of brightness histograms [61].

Brightness histogram of an image depicting several objects on a uniform
background has two maximums, one of which corresponds to the brightness of
object pixels and the another reflects the brightness of background pixels. There are
many methods of thresholding using image brightness histograms [61]. For
example, the histogram’s global minimum found between two highest maximums
can be used as a threshold. This method produces acceptable results if distinct
maximums take place. The experiments show that a slight displacement of the
threshold in any direction can lead to a significant change in the binarization results.
This drawback can be compensated by a method that calculates the threshold as a
weighted average of the brightness histogram [61]. This method does not require to
search the histogram extremes that significantly reduces a processing time.

Image segmentation is the process of breaking an image into separate compo-
nents that are valuable for analysis. In our case, this is the process of breaking lines
into words and then words into letters and ligatures. The segmentation algorithm
consists in identification of similarities between separate pixels of an image and
finding the homogenous areas. The main difficulty in segmentation lies in the
determination and formalization of the homogeneity. As a result of segmentation,
each pixel should be attributed to a segment (number of segment), which it relates
to (background is a zero segment), where the number of segments is unknown
beforehand. The image is segmented into a number of homogenous areas by some
attribute S, which qualifies the similarity of elements of each area. In our case, this
attribute is the brightness. For a discrete image, the neighboring (adjacent) pixels
are grouped in the homogenous areas with similar brightness.
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The above said is true, when the image fragments corresponding to the separate
characters are separated with background color and do not linked with each other.
For handwritten texts, only words are separated with background color and even
then not in every case. On the other hand, even a way of writing of some letters in a
script can sometimes look like separate letters. For example, parts of Cyrillic letters
“й” or “ф”, which in A.S. Pushkin’s scripts looks like letters “c” and “p” written
one after another, are separated with background, and, therefore, can be recognized
as separate symbols if the segmentation is executed in completely automatic mode.

Taking into account the interactive work of textual analysts (in the process of
alphabet formation), we propose the following sequence of actions on the example
of a small portion of French text (Fig. 2.2). After capturing an image of handwritten
text with a flatbed scanner in black and white mode and resolution of 300 dpi, a text
analyst uses the graphics editing software in order to select the separate line or
word, removes noises (underlines, corrections, etc.), and puts dividers of letters and
ligatures in the image changing the brightness of pixels that relate to the text
(Fig. 2.2).

The edited text fragment is loaded into the segmentation software that auto-
matically converts the image into binary format using the weighted average
threshold of the brightness histogram or random threshold set by the operator,
determines the relevance of pixels to separate segments using a two-pass algorithm,
and calculates the number of segments. The textual analyst uses the segmentation
software to look through the selected segments or groups of segments and saves
them as separate images into a database specifying all necessary attributes (up-
percase or lowercase letter, number of the page and line in the text, etc.).

The proposed segmentation algorithm includes two passes of each image and
minimized linking table. The algorithm is used in the information storage and
retrieval system that allows to form and view the script segments, merge segments
into groups, and save the letters, combinations of letters (ligatures), and fonts of
scripts in the database. The structure of this information storage and retrieval system
is described in Sect. 2.6.

2.5 Methods of Bitmap Binary Image Based
Graphological Analysis and Identification

Two approaches, representing in Sects. 2.5.1–2.5.2, were applied for analysis and
identification of the bitmap binary images. Consider them in details.

2 Graphological Analysis and Identification of Handwritten Texts 19



2.5.1 Method of Skeleton Transformations of Letters,
Ligatures, and Words

Two main approaches are used to construct an image skeleton—the skeletal
transformation itself and the so-called “thinning” algorithm. Both of these
approaches are applied if the relative position of strokes is the most important thing
in an image. Usually, the skeleton transformation is a sequential removal of the
maximum number of image pixels that allows preserving the general outline of that
image. The process of highlighting the skeleton points is often associated with
burning. Let us suppose that an object’s outline was set on fire and the flames
spread along the normal towards its border. Then the points, where the flame fronts
meet, will be considered as parts of the skeleton. This approach is called “thinning”.

Another possible definition of the skeleton is the locus of the centers of circles
covering the object. The task of processing a handwritten text imposes certain
specificity on the skeleton transformation algorithms applied. The experiments
conducted to produce skeletons through different methods showed that the “thin-
ning” algorithm is the most accurate way of solving the problem.

The image edge detection algorithms are also of certain interest for textual
analysts. There are many of those algorithms but their basic idea is about the same.
An original image is considered as a function of the f(x, y) coordinates. If we cut an
image in an arbitrary direction, then the edge of the image fragment will match the
brightness jump with respect to the function f(x, y) defined on a straight line. With
respect to the gradient and Laplacian, this will correspond to maximum and zero
values. Most of the existing edge detection methods are reduced to the discrete
approximation of gradient or Laplacian. The Prewitt, Sobel, and Canny filters and
the direct Laplace approximation were used to obtain the object contour images.
The studies have shown that these algorithms produce the similar results. Therefore,
the algorithms that use the scale selection, morphological or wavelet transforma-
tions do not seem appropriate.

2.5.2 Method Based on Calculation of the Hamming
Distance Between Two Binary Images

The software algorithm was implemented to study the method based on the cal-
culation of the Hamming distance. This algorithm allows to compare any two
segments, which in the given software implementation should be presented in black
and white colors [57, 60]. One black and white image of a handwritten fragment is
added into the software application from a file, and another image is taken from the
database. When an image is uploaded, the parameters that will later be used to for
analysis are calculated. Those are the segment area and shape center. The segment
shape center is marked by the intersection of two red lines; its coordinates and area
are displayed in a popup window, when a popup window is hovered over the image.
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The main application window, which allows to compare two manuscript fragment,
is shown in Fig. 2.3. These fragments can be seen in the autograph by A.S. Pushkin
illustrated in Fig. 2.1.

The comparison allows to create two combined images and show their matching
degree. The first combined image shows the initial position of the segments. The
initial position corresponds to the position with two shape centers combined. The
second image (on the right part in Fig. 2.3) shows the result generated by the
application. The segment mutual offset providing the maximum overlap area is
obtained. The text box below these images displays their matching degree. Of
course, it only makes sense to compare the segments that have the similar shapes,
otherwise, the result of such comparison can be very poor and a feasibility of such
comparison becomes highly questionable.

The algorithm can be divided into three stages:

• Calculation of the image parameters (area and shape center).
• Identification of a mutual image offset value, wherein the Hamming distance

between the images is minimal.
• Calculation of the matching degree of the two images.

Two moments of the zero-order and first-order are calculated during the first
stage. The zero-order moment corresponds to the area. The shape center is calcu-
lated using the OX and OY axes. An offset is calculated during the second stage as
a combination of two shape centers. The Hamming distance is calculated based on
this offset. Single shifts in different directions on both axes are performed in a cycle
afterwards. The Hamming distance is defined for each shift. All distances are
compared and the offset corresponding to the shortest distance is chosen. The
distance should be less than the one obtained in the previous stage. This operation is

Fig. 2.3 Results of the comparisons of individual symbols and symbol combinations
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repeated until the offset with the minimum possible distance is obtained. This offset
is the result of the algorithm.

During the third stage, two images are combined using the resulting offset, and
their matching degree is determined. The testing showed that the algorithm is fast
enough and can be applied to compare image arrays. Further modification of the
algorithm will make it capable of comparing not only black and white but any type
of images. It should be noted that the segments ought to have a number of matching
parameters (scale, color, orientation, etc.) for the algorithm to run properly.
Figure 2.4 shows the result of the analysis made in the application specifically
designed for the study of the analysis and identification methods. A textual analyst
can check the given parameter combination using a special-purpose menu.

Consider the methods of the graphological analysis and identification repre-
senting in Sect. 2.6.

2.6 Methods of Graphological Analysis and Identification
Based on Vectorization of Bitmap Images

Along with the methods and algorithms of bitmap transformation described above,
we propose the following methods of analysis and identification of handwritten
fragments [58, 62, 63]:

• Vectorization of bitmap images of handwritten texts.
• Vector dynamic parameterization.

Three groups of methods can be distinguished at the level of symbol identifi-
cation. Conventionally, they can be called the reference, structural, and feature
methods. The first group is formed by the reference methods. They are based on the
comparison of a recognized character with a set of prototypes—reference symbol
images. The second group of methods uses the information about the structural
interrelations of graphemes or elementary parts of a symbol: vertical and horizontal
strokes, loops, and their parts. In the third case, the recognition process is based on

Fig. 2.4 Results of the analysis of the “f” symbol
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the analysis of a set of invariant features that characterize the symbol, such as its
size, number of loops, position relating to the line, etc.

Note that the feature detection phase is crucial for the effective operation of
identification algorithms. First, it includes the significant data compression (matrix,
describing the symbol image, is converted into a much smaller set of features) and,
second, identification of relations between elements of object images that are
characteristic to each class (intraclass invariant search).

Some of the features used in existing detection and identification systems are
shown below. Simple geometric feature is the ratio of vertical and horizontal size of
an object. Other geometric signs describe the integral properties of top, bottom, left,
and right symbol profiles. Statistical features are associated with the average
number of intersections of the symbol with vertical and horizontal lines. The
symbol image is divided into equal horizontal areas. In each zone, the feature value
is calculated as the average number of intersections of the symbol with all hori-
zontal lines in this area. Topological features reflect the presence of jumps (sudden
changes) of symbol profiles, as well as the number of internal topological areas
(holes) on the object image. In classical handwriting, this number equals 0 for
Cyrillic letters “к”, “л”, “м”, “н”, 1 for “а”, “б”, “о”, “я”, and 2 for “в” and “ф”. In
practice, these relations are not as strict; however, the statistical dependencies are
maintained. Many other features can be offered besides the ones mentioned above,
for example, the center of gravity of letters, presence of the vertical, horizontal or
another symmetry, direction of the letter bypass, etc. The number of potential
features increases if the bitmap letter representation is replaced with vector images
and the static representation is substituted by dynamic representation. The proposed
methods and algorithms are discussed in Sects. 2.6.1–2.6.2.

2.6.1 Method of Vectorization of Bitmap Handwritten
Text Images

Identification of handwritten symbols requires the ability to use the symbol contour
bitmap image to create its vector representation, i.e. the polygonal chain or spline
that accurately approximates the image. In this regard, the orientation field (di-
rection field)-based method of vectorization of bitmap handwritten text images was
designed. Orientation fields, that is, vector fields describing the orientation of image
contours, are widely used in the recognition of bitmap images mainly formed by the
shape contours. In particular, this technique is used for fingerprint recognition.

Description of the implemented algorithm. Bitmap black and white handwritten
text images are the input data for the algorithm. It is assumed that the image
resolution is at least as thick as the line or stroke. Besides, it is deemed that a line is
darker than the background; otherwise, an inverse (negative) image can be used.
A fragment of the manuscript by A.S. Pushkin shown in Fig. 2.5 can be considered
example of such image. This is the beginning of the entry to a poem “The Fountain
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of Bakhchisarai”, which was not included in the final text. Figure 2.6 shows a
bitmap image of the first words of this piece “cut out” from the text for further
processing and analysis.

The implemented processing algorithm includes the following stages:

• Pre-filtering of the bitmap image.
• Construction of the orientation field for this bitmap image.
• Filtering and extrapolation of the direction field.
• Searching for and tracking of image contours using the created orientation field.

The core idea of the algorithm is to trace the contours in the original (or
pre-filtered) image with regard to the orientation field that provides information
about the direction of a line or a stroke near a given point.

Image pre-filtering. A standard initial step for all image tracing algorithms
includes image normalization and application of blur filter with small blur radius (of
about one pixel).

Creation and representation of the orientation field. The filtering and extrapo-
lation require the orientation field in any given point to be a smooth function of the
image brightness values near this point.

Mathematically, the orientation field may be described by Eq. 2.1, where {A(x,
y)} are the tangent angles to level lines, I(x, y) is a brightness function, angle is an
angle between the vector and the OX axis, mod is a calculation of the remainder of
division.

Fig. 2.5 Beginning of the entry to a poem “The Fountain of Bakhchisarai”: a fragment of the
manuscript by A.S. Pushkin, b printing analogue

Fig. 2.6 Bitmap image of the
word from the manuscript

24 L.A. Mironovsky et al.



A x; yð Þ ¼ angle grad I x; yð Þð Þð Þþ p
2

� �
mod p ð2:1Þ

Obviously, the direct representation of the field in this form is not continuous at
each point. Therefore, the following complex (vector) function D(x, y) is proposed
to represent the orientation field:
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Here, the squared expression is a perpendicular to the gradient written in the
form of a complex number. Squaring is performed in order to eliminate the dif-
ferences between mutually opposite directions of the gradient, which correspond to
the complex gradient values opposite in their signs. The direction field values must
be the same.

The level curves angle A(x, y) is associated with the D(x, y) function through
Eq. 2.3.

A x; yð Þ ¼ arg D x; yð Þð Þ
2

ð2:3Þ

When working with bitmap images the partial derivatives of brightness functions
are replaced by finite brightness differences of the horizontally and vertically
adjacent pixels.

Orientation field extrapolation and filtering. If the direction field is created for
handwritten text images similar to monochromatic ones, the vector function D(x,
y) is noticeably different from zero only in stroke borders. Therefore, it is necessary
to extrapolate the non-zero field values in adjacent areas in order to use the ori-
entation field to track image lines and strokes. Image defects, such as ragged edges,
add a noise to the direction field. The linear filtering algorithm with subsequent
normalization is used to eliminate such noise.

Contour tracking. The following algorithm is proposed to track the contours:

Step 1. A point lying on the contour is located.
Step 2. A polygonal chain lying inside the contour (vectorized line), moving along

the direction field in predetermined increments (about one pixel), is drawn
from this point. The chain is completed, when it goes outside the contour.

Step 3. Repeat Steps 1 and 2 until all points of the contour of a given bitmap image
are used.

To improve the tracking accuracy along the field line, an additional offset pro-
portional to the negative field gradient is added:
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where b is a small positive coefficient, rn is radius vector of vectorized contour
points.

This offset provides a slow drift of the point towards the lowest brightness level,
i.e. to the middle of the contour line (assuming that the contour is darker than the
background, that is, the brightness function value inside the contour is smaller than
it is outside). An example of the results of the algorithm for a scanned fragment
with b = 0.01 is shown in Fig. 2.7.

Thin lines here show the direction of the orientation field, bold lines are based on
the image tracing results. The figure shows how the vectorized contours move along
the lines of an extrapolated direction field. The direction field away from the
contours looks chaotic, as the figure does not display the orientation field vector
amplitude. If the Gaussian smoothing is applied to the direction field, the amplitude
of randomly oriented areas decreases due to the mutual suppression. The described
algorithm was implemented as a Java application that processes the image files of
various graphic formats.

Based on the results of the computer experiment, the following properties of the
proposed method of image vectorization using the orientation field can be noted:

• The method is insensitive to the additive white noise and small contour irreg-
ularities, since such defects correspond to chaotic orientation fields smoothed
during the filtering process.

• The method allows to ignore the short contour breaks smaller than the extrap-
olation radius.

• The method allows to recognize successfully the handwritten lines with the
“acute angle” elements, which are often found in handwritten text images.
Unlike the skeleton methods generating the Y-shaped contours (Sect. 2.4) for
acute angles, the orientation field-based method restores a V-shaped contour that
is closer to the original path of a writing tool.

These properties allow to expect a more effective solution to future recognition
problems.

Fig. 2.7 Image of the
orientation field and the result
of image vectorization
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2.6.2 Method of Vector Dynamic Parameterization

If an image is stored in a bitmap format, such important information as the order of
writing of letters, pen speed, and its direction, is lost. The image vectorization
method based on the orientation fields shown above provides some possibilities in
this direction but it solves the problem only partially. The following is an alternative
approach, which may be called the method of vector dynamic parameterization.
This method allows to obtain more information about letter images using their
vector dynamic representations. It creates additional possibilities for the formation
of new diagnostic features, as well as the ways to use the thoroughly developed
means of 1D analysis and statistics for processing and analysis of 2D letter images.

The purpose of this method is to restore the dynamic information about the
movement of a pen, when writing a letter, including the indication of the start and end
points, movement direction, and number of cyclic letter outlines. This method
includes two stages [62, 63]. First, the image vectorization is done, during which an
operator or a textual analyst uses a light pen or a mouse to outline the letter image as
they had beenwritten originally. This approach allows the substantial use of important
but poorly formalized information about theways the letters were written based on the
givenmanuscript and personal and on the personal experience of an expert. Note that a
vector image obtained through the orientation field method can be considered as the
initial image. Such vectorization creates 2D array of Cartesian coordinates of image
points (x, y) arranged in the order they were written. For convenience of further
processing, it can be converted to a file, containing ASCII codes of coordinates. In a
more complete version, such array can contain a third coordinate representing time.
Second, the resulting 2D array can be visualized not only as the letter image but also as
two separate curves x(t) and y(t). This allows to create the diagnostic features, such as
the number of minima and maxima on the curves, inflection points, and spectral
ratios. The possibility of calculating the correlation ratios between the curves x(t) and
y(t) should be highlighted. In this case, thoroughly developed means of 1D analysis
and statistics can be used to process and analyze 2D letter images. The procedure of
performing letter scaling, inclination correction, and affine and projective transfor-
mations is greatly simplified.

The MATLAB software was used for practical implementation of the method.
2D numeric arrays created through the dynamic factorization and containing the
letter coordinates are processed as standard package files. At the stage of letters’
pre-processing, these arrays were standardized, i.e. the differences in the size and
inclination of such letters were removed. Letters were rotated and compressed
through affine transformations.

Before converting a letter, it is reasonable to calculate the numerical features,
such as its width, height, the width to height ratio, as well as the center of gravity and
the number of extrema of functions x(t) and y(t). Additionally, it is useful to count the
number of internal topological areas (“holes”) in the letter. For this purpose, five
horizontal lines equidistant from one another were allocated in functions x(t) and
y(t) and the number of intersections between the x(t) and y(t) curves and these lines

2 Graphological Analysis and Identification of Handwritten Texts 27



were counted. For convenience of further comparison of letters, they must have the
same number of points. The experiments showed that a number of points required to
adequately describe a letter ranges from 40 to 240. Accordingly, the standard length
for x(t) and y(t) arrays was selected as 150 points. Furthermore, the array points
should be evenly distributed throughout the period of writing a letter. The interpo-
lation procedure providing an array of points equidistant from each other was used
for this purpose.

The informative diagnostic features of the letter recognition include the corre-
lation ratio between the x(t) and y(t) curves of compared letters. The application that
compares a given letter with each letter in the matrix of reference letters was
designed to calculate this ratio and identify the best matches. Afterwards, the
correlation ratios between the x(t) and y(t) functions of compared letters are iden-
tified and added to a special-purpose matrix. This data, among with other diagnostic
features, will later be used for statistical analysis.

One of the advantages of the vector dynamic representation is the ability to
visualize each letter in the form of a 3D image with x, y, and t coordinates. The
corresponding letter images look like a spatial spiral, where the first point corre-
sponds to the beginning of a letter and last point corresponds to its end. An
important geometric property of this representation is the absence of
self-intersection points even if they were present in the original image. As an
example, Fig. 2.8 shows the spatial representation of Cyrillic letter “а”.

The spatial representation makes it possible to compare two letters by the
average distance between the spirals. The distance between the analyzed letter and
the current reference letter is then calculated. When identifying the letters, the
distances between the analyzed letter and each of the reference letters are calculated
and recorded in a separate array. The position of the minimum element of this array
is taken as the number of a most similar reference letter. The calculation of the

Fig. 2.8 3D image of two examples of Cyrillic letter “а”

28 L.A. Mironovsky et al.



correlation ratios and the geometric characteristics of 3D letter images essentially
extends the standard set of diagnostic features used to analyze and identify the
letters. The calculated diagnostic features are used as a basis for the table, into
which the results of the comparison of the given letter with the reference letters are
added. The feature table is a matrix, each row of which contains the results of the
calculation of different characteristics for each letter. During the computing
experiments, this table included the following features: the distance between letter
images in the three dimensions, ratio of letter’s height to its length, correlation
ratios, the number of extrema of x(t) and y(t) functions, and number of intersections
between x(t) and y(t) functions and five fixed horizontal levels.

The features of an analyzed letter are identified and stored as separate variables
in order to analyze the data contained in the table. They are later compared with
similar features of the reference letters. The comparative results are recorded in the
feature table consisting of 16 columns and 33 rows (the number of letters in the
Cyrillic alphabet). The Euclidean norm is calculated to determine the quality of
matching. As a result, the algorithm finds the number of a letter from the reference
array that appears as the most similar to the analyzed one.

The reference letter images were created for the purposes of computer experi-
ments (3–4 files for each letter). Figure 2.9 shows the reference curves x(t), y(t), and
y(x) for Cyrillic letters “а” and “б”.

The reference array contains references of all letters and different dynamic
versions of their writing. The recognition quality during the computer experiments
amounted to 85%. It can be increased by the way of more careful selection of
diagnostic features and improvement of letter pre-processing, in particular, using
the matrixes of affinity, projective, or other types of transformations.

Fig. 2.9 Reference curves: a for Cyrillic letter “а”, b for Cyrillic letter “б”
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2.7 Architecture of Information Storage and Retrieval
System for Graphoanalysis and Identification
of Handwritten Texts

The obtained results formed a theoretical basis for an automated information
storage and retrieval system that is capable to recognize, decode, and identify the
handwritten texts [55–57, 59, 60]. The system’s architecture uses the classic
client-server model for on-line applications. The system’s structure consists of a
number of components:

• Database.
• Server side.
• Client side.
• A set of plug-ins.

The database contains the author’s handwritings, such as the alphabets, ligatures,
lines of handwritten texts, and manuscript codes. The system of queries to database
is divided into three groups of stored procedures providing both data access and
storage security:

Fig. 2.10 Database structure
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• The security group contains the user authentication procedures and interaction
dialogs.

• The manuscript codes’ group stores the procedures related to processing of
manuscript data.

• The handwriting alphabets’ group contains the procedures that work with
samples of the letters, ligatures, words, and lines of manuscripts.

The handwriting database is worked under Microsoft SQL Server MDBS and
configured to store images of the separate letters, ligatures, words, and lines of
manuscripts and related information (author, year, name of work, line number, etc.).
The database structure is shown in Fig. 2.10. Interaction with the database is carried
out through the stored procedures.

Server part is the main component of the system. On the one hand, it works with
the database directly through the stored procedures; while on the other hand, it
interacts with users. Also, the server part allows users to run various analysis and
identification procedures in the form of plug-ins. The user interface allows the
registration of remote users and separate storage of the results of their work, as well
as a simultaneous access to the general database to assist in reading of illegible
manuscript fragments.

The development of a friendly and intuitive interface for specialists in textual
analysis is a very important task. Two approaches for creation of the client side of
the information system for graphoanalysis and identification of handwritten texts
were considered:

• Standard Windows application [57].
• Windows application with the use of the augmented reality technology.

The software interface for textual analyst realized as standard Windows appli-
cation [57] includes the algorithms for segmentation of handwritten texts into the

Fig. 2.11 Main window of the system’s Windows application
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lines, words, ligatures, and letters and also involves an algorithm for preliminary
processing that helps to remove the noises and heterogeneity of background of the
scanned handwritten texts.

Consider the algorithm of interactive work of a textual analyst, while forming an
alphabet based on a real example. The textual analyst uses the segmentation
application to look through the selected text segments or groups of segments one by
one and saves them as separate images into the database indicating all necessary
attributes (uppercase or lowercase letter, line number, page number, etc.). The
application’s main window for segmentation includes the menu, toolbar, status bar,
and area that shows the image that is being segmented (Fig. 2.11). Figure 2.11
shows a part of A.S. Griboedov’s “Forgive us Fatherland” poem.

The toolbar repeats some menu commands. The status bar reflects information
about the image that is being segmented, such as the image path and its size in
pixels. The “Segmentation Parameters” window (Fig. 2.12) permits to change the
binarization threshold, set the size of valuable segments, and choose the search
direction. Segment size sets a minimum segment size. All segments that are smaller
than the value of this parameter will not be analyzed. The search direction defines a
way of the segmentation algorithm work. For example, for handwritten texts with a
set to the right, it is recommended to choose the search direction from the bottom.
The segmentation program automatically binarizes the text fragment using the
average weighted threshold of the brightness histogram, determines the relation of
pixels to separate segments using a two-pass algorithm, and calculates the resulting
number of segments.

The results of a work of the segmentation program are shown in the Segments
dialog window (Fig. 2.13). The toolbar includes the navigation buttons that switch
from one segment to another, remove segments, and save segments in the database

Fig. 2.12 Segmentation parameters
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or file in a hard drive. The Status Bar reflects the information about the number of
segments, number of the currently viewed segment, its size and position in the
source image.

To merge segments, just select the segments to merge and press the Merge
button (Fig. 2.14). The selected segments and the currently viewed segment are
highlighted.

As a result, the samples of handwritings of the classics of Russian literature of
the nineteenth century A.S. Pushkin and A.S. Griboedov formed using the fair and
draft copies of their manuscripts were created and saved in the database. The
manuscripts that were used for this research were A.S. Pushkin’s “Eugene Onegin”
novel, “The Gypsies” poem, early drafts of the “The Fountain of Bakhchisaray”
poem, as well as letters and poems by A.S. Griboedov (courtesy provided by the

Fig. 2.13 Segments of a text fragment

Fig. 2.14 Merging of segments
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Manuscript Department of the Institute of Russian Literature of the Russian
Academy of Sciences) as a part of joint research studies [RFBR, grants
04-01-00464 and 04-07-90354].

The set of plug-ins includes the software algorithms and methods for analysis
and identification of handwritten manuscript fragments. Due to the use of a unified
set of interfaces by every module, it is easy to add new modules to the system,
which makes the system flexible and scalable. The existing software product
comprises a bank of methods for analysis and identification of illegible fragments of
manuscripts including:

• Algorithms for skeleton transformation and selection of contours of separate
letters and letter combinations.

• Vectorization of bitmap images of handwritten texts.
• Vector dynamic parametrization.

The realization of a bank of methods allows to use various types of skeleton
algorithms and algorithms for selection of contour images as COM objects. The
augmented reality technology can be applied as a prospective approach to the
organization of textual analyst’s interface.

While conducing the automated study of handwriting, even highly experienced
textual analysts constantly refer to different parts of computer screen and printed
materials. This leads to the fact that the users constantly switch their focus between
the studied area and various information materials related to the studied handwriting
that they need to correctly interpret. This extends the overall study time and
increases the potential number of mistakes, let alone the sensorimotor and cognitive
load on the users. One of the possible solutions of this problem is to place both
images of illegible writing and its samples in the viewing area using the augmented
reality technology, which in our case is visual [64, 65].

Vision-based Augmented Reality (AR) is a real-time technology for overlaying
of digital objects (text, images, and audio) over the picture of the real environment
displayed on a computer screen. The AR technology allows to obtain additional
information contextually related to the objects in the environment. The AR inter-
action is carried out from the point of view of each separate user and in accordance
with each user’s individual settings. Examples of use of the AR in text recognition
are given in [65–67].

The potential advantages of application of the augmented reality technology to
handwriting recognition are mentioned below:

• Reduced time consumption and error rate.
• Reduced sensorimotor and cognitive load on the users (movements of head,

eyes and hands, data interpretation).
• Possibility of real time cooperation of researchers in the events, where the expert

advices are required (multi-user mode).
• Individual and cooperative practical training.
• Possibility to lower the level of skill requirements for experts.
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Thus, the problem of handwritten text recognition is reduced to a visual com-
parison of background images representing a handwritten fragment (letters, liga-
tures, words, and lines) with overlaid sample images downloaded from the
generated database.

The structure of the implemented desktop AR system includes:

• The computer, monitor and web-camera located perpendicularly to a table at a
height of 50 cm. The operating zone of the camera is fitted with markers.

• Software includes MS Windows 10, Unity3D [68] for development of scenes to
place and manipulate images, and Vuforia [69] to create augmented reality.

• A set of markers is used to study images of fragments of handwritten texts
(letters, ligatures, words, and lines) both digitized and processed using analysis
and identification methods.

• A set of samples (letters, ligatures, words, and lines) on a transparent back-
ground selected by a textual analyst from the database for comparison with the
studied fragments of the manuscript.

Two modes called as the preparatory and operating modes are used during a
working with the system. The preparatory mode includes:

• Digitizing of handwritten fragments (letters, ligatures, words, and lines) and
processing of their images applying the developed methods, which are described
in details in Sects. 2.4–2.6.

• Selection of images of handwritten fragments for markers.
• Recognition of markers using the Vuforia platform [69].
• Binding sample images from the database to the markers.

The operating mode involves:

• Placement of the marker under the web-cam.
• After the marker is recognized, it is displayed on the monitor under the ribbon of

the sample images from the database.
• Selection of an image from the ribbon that (visually) overlays the analyzed

sample.
• Moving, rotating or zooming of the sample images in order to visually fit the

marker.
• If we find a matching, the symbol or fragment is considered as recognized;

otherwise, another sample is selected from the database.

The experiments that included the analysis of draft autographs by A.S. Pushkin
showed that the developed automated information search and retrieval system can
be successfully used for the detection, decoding, and identification of handwritten
texts given a highly variable author’s calligraphy. In particular, it can be used by
textual analysts or can serve as an evidence base for the correct recognition of draft
autographs. During design the prototype handwriting recognition system based on
the AR, the experience of the authors in development of applications in healthcare
and cultural heritage was considered [70].
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2.8 Conclusions

This chapter provides an overview of known handwriting recognition methods. The
tasks of the computer analysis of handwriting and identification of illegible frag-
ments of manuscripts are identified on the base of textual analysts’ work with draft
autographs of famous writers. The procedures of formation of alphabets composed
of handwriting samples of the writers are considered using the developed methods
of vectorization bitmap image and vector dynamic parameterization. The prepared
alphabets are saved in the database taking into account a variability of calligraphy
of the author’s. The results of the identification methods for bitmap image and their
program implementation on the examples of the literary manuscripts are given.

Also the description of the automated information retrieval system graphological
analysis and identification illegible fragments of manuscripts is given. The system
interacts with the database, which is pre-filled with a collection of different versions
of the author’s calligraphy (images of individual letters and their ligaments/
ligatures). In the database, the fragments of text from a variety of literary manu-
scripts are saved. The database size is about 400 Mb. The system allows to use the
methods described in the chapter for a quantitative assessment of the degree of
coincidence recognizable fragment of manuscript with fragments of handwriting
from the database. As a result a textual analyst receives the objective data that help
him/her to read illegible handwritten fragment or conclude about affiliation of
fragment of a specific author.

Researches were carried out on the example of manuscripts and draft autographs
analysis of A.S. Pushkin and A.S. Griboyedov with the participation of the textual
analysts from the Institute of Russian Literature (The Pushkin House) of the
Russian Academy of Sciences. The use of advanced computer means and tech-
nology can significantly speed up the process of finding the handwritten fragments,
facilitate the objective integral assessment of a closeness degree of the compared
fragments, and reduce the subjective judgment due to a human factor.
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Chapter 3
Perceptually Tuned Watermarking Using
Non-subsampled Shearlet Transform

Margarita N. Favorskaya, Lakhmi C. Jain and Eugenia I. Savchina

Abstract Digital watermarking remains the rapidly developed branch of the
computer science due to the huge amount of internet resources, requiring a defense.
In the past decades, many promising methods for a watermark embedding in fre-
quency domain were elaborated. At the same time, the excellent concept of human
visual system properties ought to be applied in these new transforms. The
Non-Subsampled Shearlet Transform (NSST) is one the most perspective tech-
niques, providing a high level of visibility and payload for the host image. The
perceptual channel decomposition is used for detection of textural regions or
regions with the expressed edges that have high contrast values. The embedding
process is executed using the NSST and the Singular Value Decomposition (SVD),
when the last significant bits in a sequence of eigenvalues are replaced by the
embedded watermark in a binary representation. The algorithm is reinforced by the
Arnold’s transform of a watermark, the parameters of which are stored in a secret
key. The quality of the extracted watermarks under typical attacks, such as the
scaling, disproportionate scaling, rotation, translation, and cropping, was estimated
by the Bit Error Rate (BER) and the Peak Signal to Noise Ration (PSNR) metrics.
The proposed method indicates the highest robustness to rotation and proportional
scaling (the BER mean values are 1.2–2.7%) and the medium robustness to
translation and cropping (the BER mean values are 10.9–12.4%).
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3.1 Introduction

Digital watermarking as a technique of content authorization and copyright pro-
tection has been developed since 1990s, when the internet became the reality of a
human life. A watermark can be used for such purposes as copyright protection,
fingerprinting, copy protection, broadcast monitoring, data authorization, indexing,
medical safety, and data hiding. The watermarking methods for various multimedia
contents differ due to the properties of the host object like image, video, and audio
that define the type of the embedding procedures as well as a payload of the
embedded information.

At present time, a family of the watermarking techniques is very wide but not all
of them satisfy to the high requirements regarding to their traits and the possible
attacks through the internet. Depending on the security purposes, the watermarking
techniques are classified as the robust, semi-fragile, or fragile. The robust water-
marking methods are resilient to the main types of distortions, such as cropping,
shrinking, noise, brightness, and geometric modifications. These methods are used
for the copyright protection. In contradiction to this, the fragile watermarking
methods are sensitive to any image modifications and protect against the malicious
manipulations with low probability. The semi-fragile schemes occupy the middle
position; they are tolerant to some image-processing operations like a quantization
noise from a lossy compression. The investigations in fragile watermarking tech-
niques are continued [1]. However, the robust watermarking techniques cause the
major interest. Other significant criteria regarding to the domain, watermark,
scheme, and information types are mentioned below:

• Domain type: the space domain (the pixels values of a host image are modified)
and the frequency domain (the transform coefficients are modified).

• Watermark type: the pseudo random number sequence (has a normal distribu-
tion with zero mean and unity variance) and the visual watermark (without
encoding by the generator with a secret seed).

• Scheme type: the reversible scheme (the exact restoration of the host
non-watermarked image is possible) and the irreversible scheme (the distortion
in the watermarked image is irreversible).

• Information type: the non-blind type (both the host image and the secret key(s)
are necessary), the semi-blind type (the watermark and the secret key(s) ought to
be known), and the blind type (only the secret key(s) is required).

It is strongly difficult to develop the generalized watermarking algorithm with
the high indicators because of growing types of the tampering attacks during a
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transmission through internet and broadcasting channels. The tampering attacks
modify the original digital content in the intentional or unintentional manner [2].
The goal of the intentional tampering is to modify the content maliciously or to
remove the copyright sign. The unintentional tampering means various digital
processing distortions, such as the format conversion, brightness correction, and
resizing. For video content, the tampering attacks are classified as spatial and
temporal, while for image content, only spatial tampering attacks are possible. The
spatial attacks can be local and global. The local attacks change the fragment of
image including the color changes, removal of pixels’ blocks, and overlapping a set
of pixels. The global attacks modify a full content of an image, i.e. the brightness
adjustment, format conversion, resizing, and rotating. The most popular spatial
attacks are mentioned below (note that only two first ones are caused by the local
attacks):

• Composite content attack consists in imposing of two and more additional
images on an image.

• Cropping attack means a removal of some parts from an image.
• Noise addition attack brings any type of noise in an image; the simplest one is a

salt-and-pepper noise.
• Flipping attack rotates an image in such manner that a watermark remains

untouched. Sometime a row or column flipping occurs. This type of attack is
difficult to detect.

• JPEG compression attack executes a re-coding of image with a jpeg-codec.
A visibility becomes worse but typical for jpeg format. This type of attack may
be missed.

• Brightness attack is one of the most common types of attack, when a brightness
is decreased or increased on some level, for example ±25%, ±50%.

• Scaling attack impacts on the image sizes with the following boundaries’ adding
or discarding in order to save the original image sizes.

• Translation attack shifts an image along OX and/or OY axes.
• Rotating attack is a typical geometrical attack, often meeting with a scaling

attack.

Note that the most difficult cases occur, when several types of attacks are
implemented simultaneously. The examples of attacks are depicted in Fig. 3.1.

The contradiction between a wish to embed the maximum data volume (an
image payload) and a visibility leaded to the appearance of the multiplicative
watermarking techniques, when a balance of the signal magnitude (fidelity) and the
quality of the watermarked image (robustness) is supported at an acceptable level,
employing the properties of the Human Visual System (HVS) [3]. The modelling of
the transform coefficients can be achieved by two general ways:

• The multiplicative approach based on such transforms as the discrete cosine
transform, discrete Fourier transform, discrete wavelet transform, conjugate
symmetric sequency-ordered complex Hadamard transform, curvelet transform,
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ridgelet transform, contourlet transform, digital shearlet transform, among
others.

• The probabilistic approach, when a maximum likelihood is estimated using the
popular Gaussian distribution, general Gaussian distribution, Laplacian distri-
butions, Cauchy distributions, Gauss-Hermite expansion, Weibull distribution,
etc.

In order to combine the advantages of the both approached, the novel approaches
based on the non-subsampled multiplicative transforms were developed [4, 5].
Wang et al. [6] mentioned that the NSST is the effective multi-scale and
multi-direction analysis method, which besides the accurate multi-resolution anal-
ysis provides nearly an optimal approximation for a piecewise smooth function
using a corresponding probability density function. For this goal, the Bessel K form
modelling was implemented successfully.

Our contribution deals with a development of efficient and robust watermarking
scheme based on the prerequisites of the HVS. This means that the edge detection
with a high sensitivity impacts substantially on a watermarking process. Nowadays,
the NSST provides it better than the well-known transforms, particularly the
Discrete Cosine Transform (DCT) and the Discrete Wavelet Transform (DWT).
However, the natural redundancy of the NSST causes some challenges, requiring to
be solved. Also, the perceptual channel decomposition for the NSST is proposed.
The enhancement of the secrecy and security was achieved by use of the Arnold’s
transform in the global and multi-regional versions. The SVD scheme was chosen
for a watermark embedding.

The chapter is organized as follows. The frequency techniques in a water-
marking are briefly reviewed in Sect. 3.2. The shearlet theory is given in Sect. 3.3.
A perceptual watermarking is discussed in Sect. 3.4. Section 3.5 presents a digital
watermark embedding, while a digital watermarking extraction is discussed in
Sect. 3.6. The experimental results, including a behavior of the watermarks under

Fig. 3.1 Examples of the tampering attacks: a composite, b cropping, c noise, d flipping, e jpeg,
f brightness, g scaling, h rotating + scaling
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typical attacks, are reported in Sect. 3.7. Finally, the conclusions are drawn at the
end of this chapter.

3.2 Overview of Frequency Techniques in Watermarking

Two domain techniques called as the spatial and frequency ones are available to
embed a watermark in an image. The spatial methods use a direct changing the
pixel values of a host image. It is reasonably considered that the spatial methods are
simple and non-robust for the most types of attacks. At present, these methods are
applied very rarely in serious applications. The main idea of the frequency methods
is to alter the transform coefficients [7]. The transform methods are more robust
against different attacks in comparison to the spatial methods. Since 2000s, three
families of the transform methods, such as the DCT [8–12], the Discrete Fourier
Transform (DFT) [13–16], and the DWT [17–22], are developed. The multiple
experiments show that the DWT methods have the best frequency localization
properties. Consider this approach in details. It is worth noting that many algo-
rithms exploit the HVS model reinforcing it by various constructions, e.g. the Fuzzy
Inference System (FIS) in order to obtain better results [23, 24].

Bhatnagar et al. [25] proposed a robust wavelet based grayscale logo water-
marking technique using various frequency sub-bands. A watermark was embedded
in the selected blocks made by a ZIG-ZAG sequence. The blocks were selected
based on the statistical estimators, particularly their variances using a slicing
window with 3 � 3 or 5 � 5 pixels. These authors considered a noise as an inner
property of an image and did not try to compensate a noise. A grayscale logo image
has very small sizes compared to a host image, and thanks to that a watermark logo
becomes robust against the intentional and unintentional attacks. During a water-
mark extraction, the watermark logos (more than 1) can be extracted considering
the distortions in the surrounding pixels and the sub-band level of the corre-
sponding block. The total time of such watermarking scheme (embedding + ex-
traction) is prevailed 11 s.

The grayscale logo watermarking technique with the biometrics inspired key
generation was suggested by Bhatnagar et al. [26]. This method used the Fractional
Wavelet Packet Transform (FrWPT), non-linear chaotic map, and the SVD based
on the biometrically generated keys. For this purpose, the minutia features extracted
from a fingerprint image, features obtained by the independent component analysis
from an iris image, features extracted by the principal or independent component
analysis from a facial image, or extended shadow codes from a signature image can
be used for a key generation. It should be noted that a uniform procedure for all
possible biometrics does not exist. Therefore, a watermarking approach becomes
specific to some particular biometrics. First, a grayscale logo is embedded in the
FrWPT domain of a host image. Second, the embedded host image is randomized
using a non-linear chaotic map by modifying the singular values of the randomized
image. Third, an authentication biometrical key is formed. During the extraction
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process, the watermarked image that is attacked possibly is authenticated by the
authentication key. The logo watermark is extracted only after successful authen-
tication step.

The generalized concept of a color watermarking is reduced to the decomposi-
tion of RGB image into three layers and representation of each layer as a grayscale
analogue with non-negative values in interval [0–255] [27–29]. Another way is to
transform RGB color space to YCbCr, YUV, HSV, etc., with the following analysis
of Y component. The reasons for watermark embedding in Y (luminance) com-
ponent rather than in chrominance components are explained by that the HVS is
more insensitive to luminance than to the chrominance components and the JPEG
and MPEG standards typically use higher density to Y than other two components
[30–33].

Recently, the DWT techniques have been strengthened by a paradigm of finding
the optimal values of multiple scaling factors during a watermark embedding. Some
artificial intelligence techniques especially from a category of evolutionary algo-
rithms, such as the genetic algorithm [34, 35], particle swarm optimization [36, 37],
differential evolution [38, 39], and firefly algorithm [40, 41], had been contributed
significantly in the field of a digital watermarking.

Ali et al. [42] proposed a robust image watermarking method in the DWT
domain based on the SVD and the Artificial Bee Colony (ABC) algorithm. The
embedding blocks are selected based on the HVS propositions using the criterion of
sum of visual and edge entropies. The optimal parameters are evaluated by the ABC
algorithm. However, the authors claimed the high discrepancies in estimators
between the proposed algorithm and the SVD, the HVS + SVD, and the discrete
fractional Fourier transform implementations.

Mishra et al. [41] focused on optimizing the trade-off between the impercepti-
bility and robustness of a grayscale image watermarking. They proposed the hybrid
transform based on the DWT and the SVD and computed the multiple scaling
factors using an evolutionary technique called as firefly algorithm. This algorithm
reflects a relation between a variation of the light intensity and attractiveness. It
implies the execution of three rules:

• All fireflies are unisexual and will be attracted to the light regardless of their sex.
• The attractiveness is proportional to the brightness of fireflies. A flashing firefly

with less brightness will move towards the brighter firefly.
• If the brightness of a firefly is the same as in surrounding, then it will move

randomly.

The attractiveness of a firefly was determined by its brightness that is propor-
tional to the objective function as a linear combination of Peak Signal to Noise
Ration (PSNR) and Normalized Cross Correlation (NCC).

Another branch of investigation is to build the hybrid frequency based methods
using a fuzzy logic. Tamane and Deshmukh [43] used the Mamdani-type Fuzzy
Inference System (FIS) available in the Matlab fuzzy logic toolbox. Their FIS
involved the membership functions, operators and 15 “If Then” rules. It was used to

46 M.N. Favorskaya et al.



calculate the weight factors that help to make an automatic decision, where to insert
the watermark data in the 3D model (3D due to a multi-resolution analysis of the
wavelet coefficients). The FIS consists of the fuzzification of the input parameters,
application of fuzzy operators, normalization of the weight values, aggregation of
the outputs, and defuzzification of the output parameters.

Mardanpour and Chahooki [44] suggested a watermarking method based on the
Digital Shearlet Transform (DST) and bidirectional singular value decomposition
factorization. First, the host image is decomposed by the DST with specific
parameters. Second, one of the sub-bands is selected and a watermark image is
inserted in its bidiagonal singular values. Third, a watermark is embedded directly
from the bidiagonal singular values.

Wang et al. [45] studied the influence of the geometric distortions on the
embedding and detection of a watermark. They proposed the Fuzzy Support Vector
Machine (FSVM) based on the NSST and Polar Harmonic Transforms (PHTs) in
order to compensate the possible geometric distortions. First, the optimal NSST
provides nearly optimal approximation for 2D image function during the embed-
ding procedure. Second, the PHTs and the FSVM are exploited to estimate the
geometric distortions parameters during a watermark extraction. The robustness for
the rotation, scaling, cropping, and translation was proved by the experiments. At
the same time, this watermarking algorithm is fragile relative to the local geo-
metrical distortions, such as the random bending, column or line removal.

3.3 Shearlet Theory

In the past decades, many new tools for multi-scale decomposition analysis of the
images, such as wavelet [46], ridgelet [47, 48], curvelet [49], brushlet [50], wed-
gelet [51], beamlet [52], contourlet [53], bandelet [54], directionlet [55], and
shearlet [56] methods, had been developed. Not all of them are suitable for a
watermarking but applied in image denoising, image improvement, among others.
In wavelet analysis [57], an orthonormal set of functions as well as a
non-orthogonal but linearly independent set of function are utilized. Wavelets are
approximated by the discontinuous functions with a fewer number of functions than
in the Fourier techniques. Due to the benefits, such as an easy detection of the local
properties and the simultaneous signal analysis in the both time and frequency
domains, a wavelet transform became very popular instrument in many fields of
computer vision including a watermarking.

In a multi-resolution analysis, a projection of a continuous signal f 2 L2(R),
having a finite energy on the basis {/j,k,{wj,k}j� 1}k2Z, is studied. The basis
function /j,k(x) = 2–j/2/(2jx − k) is obtained from a translation and a dilation of a
scaling function /(x),

R
/ xð Þdx ¼ 1. The family {/j,k}k2Z covers a subspace

Vj � L2(R) and the projection of function f(x) on a subspace Vj provides an
approximation faj;k ¼ f xð Þ;/j;k n

� �gk 2 Z of function f(x) at the scale 2j. The
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function wj,k(x) = 2–j/2w(2jx − k) is obtained from a translation and a dilation of a
mother wavelet function w(x),

R
w xð Þdx ¼ 0. The family {wj,k}k2Z covers a sub-

space Wj � L2(R) and the projection of function f(x) on a subspace Wj provides an
approximation fwj;k ¼ f xð Þ;wj;k n

� �gk 2 Z of function f(x), representing the details
between two successive approximations. A multi-resolution l-leveled analysis in a
subspace Vj yields the decomposition provided by Eq. 3.1, where the dual functions
�/ xð Þ and �w xð Þ are defined for the best reconstruction.

f xð Þ ¼
X
k

aj;k �/j;k xð Þþ
X
j� l

X
k

wj;k
�wj;k xð Þ ð3:1Þ

The 2D wavelet transform is a separable transform, thus 2D transform can be
obtained by applying 1D transform along the both OX and OY directions. As a
result, four components, involving the approximation coefficients that are repre-
sented the base image and horizontal, the vertical, and diagonal coefficients, can be
computed. The levels of decomposition of an image I are provided by Eq. 3.2,
where ILLn represents the base image at level n and ILHn, IHLn, and IHHn are high
frequency along the vertical, horizontal, and diagonal directions of the image at the
level n, respectively.

ILLn�1 ¼ ILLn þ ILHn þ IHLn þ IHHn n ¼ 1; 2; 3. . . ð3:2Þ

On the nth level of decomposition, a sequence of (3n + 1) sub-images will be
received. In practice, the wavelet low-pass and high-pass filters are employed in
order to obtain the decomposition with various resolutions.

Wavelet transform is an optimal tool for processing of 1D piecewise smooth
signals but not for processing of high-dimensional signals. For example, 2D
wavelet transform can capture the limited directional information since it decom-
poses an image into three directional sub-bands. The estimation of the derivative
vectors describing the blobs, corners, junctions, and peaks in an image using the
traditional wavelet-based approach decreases the estimation accuracy. The rigelet,
curvelet, contourlet, shearlet and other transforms from this group preserve the
contours and texture in an image better than the wavelet transform could do [58]. In
this case, the anisotropic estimation is more efficiently than the wavelet transform.
The contourlet transform combines the sub-band decomposition using the
Laplacian pyramid filters [59] that provide a downsampled low-pass of the original
image, as well as the difference between the original and the predicted images, and
the directional transform using the directional filter banks [60] that generate a
decomposition of the original image in different directions and scales. The
sub-bands of the wavelet and contourlet transforms are depicted in Fig. 3.2.

The use of the DST provides a variety of sub-bands for inserting the secret data
due to the shearlets’ multi-resolution property. These sub-bands are correlated in
the DWT but not correlated in the DST that makes a watermarking more secure
procedure [61]. More, the NSST is a fully shift-invariant, multi-scale, and
multi-directional expansion of the shearlet transform [6].

48 M.N. Favorskaya et al.



In 2D space, the continuous shearlets are identical to the affine systems with
composite dilations and defined by Eq. 3.3, where As is an anisotropic dilation, Bs

is a shearing matrix, w is a generating function.

wa;s;t xð Þ ¼ detMa;s

�� ���1=2
w M�1

a;s x� t
� �

: a; s 2 Z; t 2 Z2; ð3:3Þ

where

Ma;s ¼ a
ffiffiffiffiffi
as

p
0

ffiffiffi
a

p
� 	

¼ BsAs As ¼ a 0
0

ffiffiffi
a

p
� 	

Bs ¼ 1 s
0 1

� 	
: ð3:4Þ

The elements of Eq. 3.3 are called the composite wavelets if Eq. 3.3 forms a
Parseval frame (tight frame)

X
a;s;t

hf ;wa;s;ti
�� ��2¼ fk k2 ð3:5Þ

for all f 2 R2. Note that the Parseval frames allow to construct such elements that
range not only at various scales and locations (like wavelets) but also at various
orientations [62].

The shearlet transform of function f is determined by Eq. 3.6.

SHwf a; s; tð Þ ¼ hf ;wa;s;ti ð3:6Þ

If the generative function w satisfies the following conditions in frequency
domain, such as ŵ n1; n2ð Þ ¼ ŵ1 n1ð Þ ŵ2 n2=n1ð Þ, where ŵ1 and ŵ2 are smooth
functions inside the sets [–2, –1/2] [ [1/2, 2] for ŵ1 and [–1, 1] for ŵ2, then each
function f 2 R2 can be reconstructed by Eq. 3.7.

Fig. 3.2 3-level wavelet and contourlet decomposition: a the original Lena image, b a wavelet
transform of the Lena image, c the original Barbara image, d a contourlet transform of the Barbara
image
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f xð Þ ¼
Z
R2

Z2
�2

Z1
0

f ;wa;s;t

� �
wa;s;t xð Þ da

a3
ds dt ð3:7Þ

Each element wa;s;t has a frequency support on a pair of trapezoids at several
scales, symmetric with respect to the origin, and oriented along line a of slope s.
Therefore, the shearlets wa;s;t create a collection of localized waveforms at various
scales a, orientations s, and locations t as it is depicted in Fig. 3.3a.

The continuous shearlet transform can be discretized by its main parameters,
such as the scale, shear and translation parameters. Usually the following param-
eters are chosen [63]: a = 2−j, s = −d, where j, d 2 Z, and t 2 Z2 is replaced by a
point k 2 Z2. In this case, the discrete form of the shearlets is provided by Eq. 3.8:

wj;d;k ¼ det A0j j j2w Bd
0A

j
0x� k


 �
; ð3:8Þ

where

A0 ¼ 4 0
0 2

� 	
B0 ¼ 1 1

0 0

� 	
: ð3:9Þ

The discrete shearlets (Eqs. 3.8–3.9) provide a non-uniform angular covering of
the frequency plane under the restricted finite discrete parameters. It is reasonable to
reconstruct the shearlets in order to obtain the horizontal cone

C0 ¼ n1; n2ð Þ 2 R2 : n1j j � 1; n2=n1j j � 1
� 


; ð3:10Þ

vertical cone

Fig. 3.3 Support of shearlets wa,s,t in the frequency domain that is portioned into trapezoidal tiles:
a the continuous variant—the tilling of the frequency plane R2, where the tilling of the horizontal

cone C0 ¼ n1; n2ð Þ 2 R̂
2
: n1j j � 1=8; n2=n1j j\1

n o
is illustrated in a solid lines and the tilling of

the vertical cone C1 ¼ n1; n2ð Þ 2 R̂
2
: n2j j � 1=8; n1=n2j j\1

n o
is illustrated in a dashed lines,

b the continuous variant—with different values of a and s, c the discrete variant—the cones C0 and
C1 and the centered rectangle R in frequency domain for a Parseval frame (Eq. 3.5)
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C1 ¼ n1; n2ð Þ 2 R2 : n2j j � 1; n1=n2j j � 1
� 


; ð3:11Þ

and centered rectangle

RC ¼ n1; n2ð Þ 2 R2 : n1; n2ð Þk k1\1
� 


; ð3:12Þ

as it is shown in Fig. 3.3b.
The NSST is a shift-invariant version of the shearlet transform [4]. The NSST

differs from the shearlet transform by eliminating of the down-samplers and
up-samplers. The NSST is a fully shift-invariant, multi-scale and multi-directional
transform that combines the non-subsampled Laplacian pyramid transform with
different combinations of the shearing filters [62]. The analysis of the
non-subsampled Laplacian pyramid can be done through the iterative procedure
provided by Eq. 3.13, where f is an image, NSLPj+1 is the detail coefficients at scale
j + 1, Ah1j and Ah0k are the low-pass and high-pass filters at scales j and k,
respectively.

NSLPjþ 1 ¼ Ajf ¼ Ah1j
Yj�1

k¼1

Ah0k

 !
f ð3:13Þ

The details of the NSST coefficients computation are discussed in [6].
The mathematical properties of shearlets were summarized by Easley et al. [62]

as mentioned below:

• The shearlets are well localized. They are compactly supported in the frequency
domain and have fast decay in the spatial domain.

• The shearlets satisfy the parabolic scaling. Each element ŵa;s;t is supported on a
pair of trapezoids, which are approximated by a box with sizes 2j � 22j.

• The shearlets demonstrate highly directional sensitivity. The elements ŵa;s;t are
oriented along lines with slope given by –l2–j, while the elements wa;s;t are
oriented along lines with slope given by l2−j.

• The shearlets are spatially localized. For any fixed scale and orientation, the
shearlets are obtained by translations on the grating Z2.

• The shearlets are optimally sparse.

It is reasonable to apply the watermarking techniques depending to the content
of images with different degree of embedding. Consider the perceptual basics of a
watermarking in Sect. 3.4.
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3.4 Perceptual Watermarking

The trade-off achievement between three parameters—the payload, fidelity, and
robustness, is a cornerstone of any watermarking algorithm. The payload defines a
volume of embedded bits. The fidelity shows a degree of signal degradation. The
robustness is an ability of the watermark to remain readable under various vul-
nerabilities. These parameters are restricted not only by technical limitations of the
input images and transmission devices but also the HVS requirements.

The cortex theory leaded to the understanding that the retina of the eye splits the
visual stimulus composing an image in several components. These components
circulate by different tuned channels from the eye to the cortex and each channel is
tuned to a corresponding component. A component has the following features: the
localization in the image, spatial frequency (the amplitude in polar coordinates), and
orientation (the phase in polar coordinates). A perceptive channel can be stimulated
only by such component, whose features coincide to its own features. The com-
ponents, having different characteristics, are independent. Olzak and Thomas [64]
show that similar components use the same channels from the eye to the cortex.
This causes the non-linear effects if the signals interact and their magnitudes
overlaps the minimum level, below which a signal cannot be seen. Masking is one
of those effects.

The watermark embedding ought to be implemented with knowledge of the
HVS paradigms. Such factors as the luminance, texture style, proximity to the
edges, and frequency bands have a direct impact on the distortion sensitivity. For
example, the intensity level of a watermark has to be below that the intensity level
of a host image due to the invisibility constraint. The HVS is less sensitive to the
changes in regions of high and low brightness. Nearby the edges and in textured
regions, the HVS is less sensitive to distortions than in smooth areas. Watson et al.
[65] mentioned that a human eye is less sensitive to noise in high frequency
sub-bands and the bands that have ±45° orientation. Kundur and Hatzinakos [66]
developed a conventional HVS model to produce a visual mask for multi-resolution
based image watermarking for grayscale images. Also the human eye is the least
sensitive to the blue channel. Thereafter, Vahedi et al. [32] suggested the similar
HVS model for color images. The mentioned above propositions may be used
during the preliminary choice of regions for watermark embedding with following
creating of a spatial mask. Such spatial mask can be applied directly with the gain
factor to the host image and indirectly to the partitioned host image in spatial and
frequency domains, respectively.

The HVS models can be applied in the both spatial or frequency domains (in the
last case for the decomposition coefficients). In general, a watermark embedding is
represented by Eq. 3.14, whereWI is a watermarked image, HI is a host image,W is
a watermark image, a is a coefficient, which controls the embedding strength.
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WI ¼ HI 1þ aWð Þ ð3:14Þ

The goal of the HVS model and the perceptual mask is to optimize the
embedding strength a in order to obtain a trade-off between the robustness and
invisibility of the watermark.

Thereafter, some modifications of Eq. 3.14 were suggested, Thus, Autrusseau
et al. in [67] reinforced this expression by a power function with index k, k = {1, 2,
0.5}.

WI ¼ HI 1þ akW

 � ð3:15Þ

If k = 1, then a linear embedding scenario is implemented. If k = 2, then the high
amplitude wavelet coefficients are strengthened. If k = 0.5, then the low amplitude
wavelet coefficients are strengthened.

Delaigle et al. [68] developed an additive watermarking technique for the DFT.
This perceptual model is derived from Michelson’s contrast C that is defined by
Eq. 3.16, where Lmax and Lmin are the maximal and minimal luminance values of
grating, respectively.

C ¼ 2 Lmax � Lminð Þ
Lmax þ Lmin

ð3:16Þ

Also, these authors derived a formula for detection threshold contrast Cth

depending from the contrast Cms, frequency fms, and orientation hms of a masking
signal in a view of Eq. 3.17, where f and h are a frequency and orientation of a
testing signal, respectively, C0 is the visibility threshold without a masking effect
with parameters f0 and h0.

Cth Cms; f ; hð Þ ¼ C0 þ k f0;h0ð Þ f ; hð Þ Cth f0 ;h0ð Þ Cmsð Þ � C0

� �
c ð3:17Þ

The coefficient k(�) is defined by Eq. 3.18, where F(f0) and H(h0) are the
parameters spreading the Gaussian function.

k f0;h0ð Þ f ; hð Þ ¼ exp � log2 f =f0ð Þ
F2 f0ð Þ

� 	
þ h� h0ð Þ2

H2 f0ð Þ

 !
ð3:18Þ

The threshold contrast has a view of Eq. 3.19, where e is an index that depends
on (f0, h0), 0:6� e� 1:1.

Cth f0 ;h0ð Þ Cmsð Þ ¼ max C0;C0
Cms

C0

� 	e� 	
ð3:19Þ

A contrast threshold for the DCT can be estimated by an empirical expression
for contrast sensitivity as a function of spatial frequency—the Contrast Sensitivity
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Function (CSF) [69] in a view of Eq. 3.20, where f is the spatial frequency in
cycles/degree of visual angle.

CSF fð Þ ¼ 2:6 0:0192þ 0:114fð Þ e� 0:114fð Þ1:1 ð3:20Þ

A watermarking embedding exploits the weakness of the HVS to make a
watermark imperceptible with maximal strength. Watson [70] was the first, who
modelled the DCT coefficients employing the weakness of the HVS, such as the
frequency sensitivity function, luminance sensitivity function, and contrast sensi-
tivity function.

A watermarking algorithm with perceptually tuned parameters uses the con-
ventional decomposition into three levels of the DWT/DST but involves a possi-
bility to choose the perceptually significant coefficients or just noticeable
differences by thresholding in each sub-band. By contrast, Voloshynovskiy et al.
[71] proposed and verified a general perceptual mask referred to as the Noise
Visibility Function (NVF). Note that factually a watermark is a noise regarding the
transmitted information. This mask is based on the maximum aposteriori proba-
bility estimation and Markov random fields. The properties of an image denoising
are defined by a multiplicative term b, Eq. 3.21, where r2

im is a local variance of a
host image, r2

n is a variance of a noise, w is a weighting function, a view of which
depends on the underlying assumptions about the statistics of a watermarking
image.

b ¼ r2
im

w r2
n þr2

im
ð3:21Þ

The local variance is a good indicator of the local image activity. The large
values of variance indicate a presence of edges or highly textured areas, while the
small values of variance mean a flat regions. Thus, Eq. 3.21 determines a level of
image smoothing. For flat regions, r2

im ! 0 and b ! 0, while for edges and textural
regions, r2

im � r2
n and b ! 1, remaining a host image without any changes

practically. Such adaptive image filtering is well matched with a textural masking
property of the HVS, when a noise is more visible in flat areas and less visible in
regions with edges and textures.

Other authors continued these investigations. Kim et al. [72] proposed a method
based on the computation of the local NVFs. According to this concept, a water-
mark is inserted into the textural and edge region stronger than the flat region. In the
case of stationary generalized Gaussian model, the NVF is provided by Eq. 3.22,
where r2(s, t) is a variance of a host image, w(s, t) is a weight value, (s, t) are the
image coordinates.

NVF s; tð Þ ¼ w s; tð Þ
w s; tð Þþr2 s; tð Þ ð3:22Þ
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The weight value is calculated using C-function. This model is represented by
Eq. 3.23, where I(s, t) is an intensity function, I*(s, t) is a local average of intensity,
c is a shape factor, c 2 [0.3–1.0].

w s; tð Þ ¼ C

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C

3
c

� 	�
C

1
c

� 	s !c2
4

3
5 1

I s;tð Þ�I	 s;tð Þ
r s;tð Þ

��� ���2�c ð3:23Þ

One of the challenging issues in a watermarking process is to tune the strength
coefficient a (Eq. 3.14) in order to achieve a reasonable trade-off between invisi-
bility and robustness. Autrusseau and Callet [73] resumed their experiments on
sine-wave gratings leaded to the CSF concept that provides the just noticeable
contrast threshold at a given spatial frequency. In first CSF models [74], it was
assumed that the HVS behavior is considered as a single channel and its modulation
transfer function is the CSF. However, this proposition cannot be confirmed even
for grayscale images. Several physiological studies show that the most number of
cells in the HVS are tuned to color, orientation or frequency information [75, 76].
This indicates that the HVS has a multi-channel structure, which can be modelled
by a filter bank separating each perceptual channel (called as a perceptual
sub-band). Such multi-channel visual decomposition is perfectly suitable to model
the masking effects.

The multi-channel visual decomposition is usually modelled as a polar repre-
sentation of separable channels by the radial frequency bands and orientation
selectivity. Autrusseau and Callet [73] assigned the HVS orientation selectivity as
30° and 45° depending on the radial band. This means that 30° and 45° oriented
signals do not interact with 160° and 135° oriented signals, respectively, since they
are in different channels. However, in the DCT and the DWT, the energies of such
oriented signals are represented in the same component. Thus, the horizontal and
vertical information are mixed and it is impossible to estimate the energies in the
real visual bands. These authors designed so call Perceptual Channel
Decomposition (PCD) filters that are similar to the cortex filters developed by
Watson [77]. The cortex filters are defined as the product between dom
(difference-of-mesa) filters and fan filters providing the radial selectivity and the
angular selectivity, respectively. Watson claimed that the median orientation
bandwidth of visual cortex cells is about 45° with a rather broad distribution about
this value. Note that Goresnic and Rotman [78] recommended the average orien-
tation bandwidth of the cells is about 40° with a large spread from cell to cell
according to the cortex transform. Therefore, it is reasonable to follow the shearlet
theory with 45° orientation bandwidth.

The PCD (defined in cycle/degree) of Autrusseau and Callet in the frequency
DWT domain is depicted in Fig. 3.4a, while our proposed PCD for three-leveled
DST is given in Fig. 3.4b.

The detection of the PCD permits to find the most suitable regions for a
watermark embedding.
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3.5 Digital Watermark Embedding

Let a host grayscale image HI = {Is, t}L�N with sizes L � N, where I 2 [0, 1, …,
255] is an intensity, (s, t) 2 [1, 2, …, L] � [1, 2, …, N], be divided by a grid into
patches with sizes Lp � Np. Thus, a host image HI is segmented into l � n patches,
where l = [L/Lp] and n = [N/Np]. All patches do not overlap each other. Introduce a
local coordinate system into each patch in such manner that, for example, p14(r,
c) denotes an intensity value of a pixel at the position (r, c), where (r, c) 2 [1, 2,…,
Lp] � [1, 2, …, Np] in the patch p14. The values of Lp and Np are chosen equal 8.
An image patch pz,q, (z, q) 2 [1, 2, …, l] � [1, 2, …, n] can be decomposed into
the corresponding shearlet sub-band wj,d,k, where j, d, k mean the scale, orientation,
and location, respectively, through the DST. In current research, the third level of
decomposition was chosen.

In the case of color image, a host image has a decomposition HI = {Is,t}L�N,
where Is,t is 3 � 1 column vector, Is,t = {Rs,t, Gs,t, Bs,t}, (Rs,t, Gs,t, Bs,t) 2 {0, 1, …,
255} are red, green, and blue values in pixel (s,t), respectively. However, it is
reasonable to transform the RGB color space to the YUV color space and analyze a
luminance component Y.

Further, a watermarking scrambling via Arnold’s transform as a way to enhance
the secrecy and security will be discussed in Sect. 3.5.1. The basics of the SVD are
represented in Sect. 3.5.2. The proposed algorithm of a watermark embedding is
described in Sect. 3.5.3.

Fig. 3.4 The PCD available for: a the DWT, b the DST

56 M.N. Favorskaya et al.



3.5.1 Watermark Scrambling Via Arnold’s Transform

The Arnold’s transform refers to the chaotic transforms [79] and is successfully
applied as a technique to scramble the watermark in order to increase the robustness
of a model against the cropping attacks. This transform disorders a watermark
matrix and makes a watermark obscured. The 2D Arnold’s transform has a view of
Eq. 3.24, where C is a transformation, (x, y) and (x′, y′) are pixel’s coordinates of
the original and scrambled watermark, {a1,…, a4} are the coefficients of transform,
a1 � a4 − a2 � a3 = ±1, Nw � Nw are the sizes of a watermark (values of the width
and length ought to be equaled).

C
x0

y0

� 	
! a1 a2

a3 a4

� 	
x
y

� 	
modNwð Þ ð3:24Þ

In practice, the Arnold’s Cat Map is often used provided by Eq. 3.25.

C
x0

y0

� 	
! 1 1

1 2

� 	
x
y

� 	
modNwð Þ ð3:25Þ

The mechanism of the C transformation includes three steps during the one
iteration:

• Shear in the OX direction by a factor of 1.

x0

y0

� 	
! xþ y

y

� 	

• Shear in the OY direction by a factor of 1.

x0

y0

� 	
! x

xþ y

� 	

• Evaluate the modulo.

x0

y0

� 	
! x

y

� 	
mod Nw
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The illustration of the Arnold’s Cat Map decomposition is depicted in Fig. 3.5.
The Arnold’s transform is the periodic and invertible mapping. The number of

iterations taken is known as the Arnold’s period that provides a secret key. During a
decryption, if a scrambled image is iterated enough times (the Arnold’s period
minus a value of secret key), the original image reappears. For color watermarks,
the YCbCr color space (Y is a luminance, Cb and Cr are chrominance components)
is recommended [80]. In this case, only Y-channel may be processed by the
Arnold’s transform.

This procedure can be complicated by the multi-regional scrambled (with dif-
ferent parameters) parts of a watermark.

3.5.2 Basics of Singular Value Decomposition

The Singular Value Decomposition (SVD) is one of effective numerical analysis
tools used to analyze the matrices based on a theory of linear algebra [81]. This
technique has a wide application in many fields including the watermarking
schemas [28, 82–85]. The SVD transforms the correlated variables into a set of
uncorrelated ones. A rectangular matrix B of order Lp � Np can be partitioned into

Fig. 3.5 The Arnild’s Cat Map decomposition during the single iteration
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the product of three matrices: an orthogonal matrix U, a diagonal matrix S, and the
transpose of an orthogonal matrix V, such that

B ¼

b1;1 b1;2 � � � b1;Np

b2;1 b2;2 � � � b2;Np

..

. ..
. . .

. ..
.

bLp;1 bLp;2 bLp;Np

2
666664

3
777775 ¼ USVT ¼

u1;1 u1;2 � � � u1;Lp
u2;1 u2;2 � � � u2;Lp

..

. ..
. . .

. ..
.

uLp;1 uLp;2 uLp;Lp

2
666664

3
777775

�

k1;1 0 � � � 0

0 k2;2 � � � 0

..

. ..
. . .

. ..
.

0 0 kLp;Np

2
66664

3
77775�

v1;1 v1;2 � � � v1;Np

v2;1 v2;2 � � � v2;Np

..

. ..
. . .

. ..
.

vNp;1 vNp;2 vNp;Np

2
666664

3
777775;

ð3:26Þ

with the matrices U and V are Lp � Lp and Np � Np real unitary matrices with small
singular values, respectively, UUT ¼ ILp and VVT ¼ INp , where ILp and INp are the
identify matrices of order Lp and Np, respectively, while a matrix S is a Lp � Np

diagonal matrix with larger singular values, which entries satisfy Eq. 3.27, where
r is rank of the matrix.

k1;1 � k2;2 � � � � � kr;r [ krþ 1;rþ 1 ¼ krþ 2;rþ 2 ¼ � � � ¼ kLp;Np ¼ 0 ð3:27Þ

The SVD has several advantages. First, the size of the matrices is not fixed and
they can be the square or rectangle matrices. Second, the singular values are less
affected during image processing. Third, the singular values contain the intrinsic
algebraic properties.

3.5.3 Algorithm of Watermark Embedding

The input information for a watermark embedding is the host grayscale image and
grayscale watermark. A functional flow chart of this process is illustrated in
Fig. 3.6. In this research, the blind scheme of a watermarking is implemented. The
algorithm for embedding of a grayscale watermark in a grayscale host image is
formulated as follows.

Step 1. Build the perceptual channel decomposition of the host image providing
the appropriate regions for embedding.

Step 2. Apply the Arnold’s transform to a watermark, obtain the scrambled
watermark, and design a binary representation of a watermark. The
parameters of the Arnold’s transform are the part of secret key information.
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Fig. 3.6 The proposed flow chart of a watermark embedding
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Step 3. Apply the non-subsampled shearlet transform by the third sub-band to the
selected regions, which are divided into patches with Lp � Np elements.
For experiments, Lp = Np = 8. Define the order of the processing of the
selected regions. This information is a part of secret key information.

Step 4. Loop//Processing of a current patch//.

Step 4:1.
Apply the single value decomposition to the coefficients of the NNST in a
patch.
Step 4:2.
Replace the last significant bits in a sequence of eigenvalues
k1;2; k2;2; . . .; kLp;Np by a binary sub-sequence of a watermark.

Step 5. Apply the inverse NNST to the watermarked image.

The output information is the watermarked image and secret key. The proposed
procedure can be expanded for the color host images and color watermarks.

3.6 Digital Watermark Extraction

The input information for a watermark extraction is the watermarked image and
secret key. A functional flow chart of this process is illustrated in Fig. 3.7. The
algorithm for extraction of a watermark from a watermarked image is formulated as
follows.

Step 1. Select the corresponding regions in the watermarked image using a secret
key.

Step 2. Apply the non-subsampled shearlet transform by the third sub-band to the
selected regions, which are divided into patches with Lp � Np elements.
For experiments, the values Lp = Np = 8 were chosen.

Step 3. Extract the order of processing of the selected regions from a secret key.
Step 4. Loop//Processing of a current patch//.

Step 4:1.
Apply the single value decomposition to the coefficients of the NNST in a
patch.
Step 4:2.
Extract the last significant bits in a sequence of eigenvalues
k1;2; k2;2; . . .; kLp;Np and put them in a binary sub-sequence of a water-
mark, forming the scrambled image.

Step 5. Apply the inverse NNST to the extracted host image.
Step 6. Apply the Arnold’s transform to the scrambled watermark using a secret

key.
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Fig. 3.7 The proposed flow chart of a watermark extraction
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The output information is the extracted watermark and extracted host image.
Section 3.7 presents the experimental results of the extracted watermark evaluation
as well as the influence of typical internet attacks.

3.7 Experimental Results

For experiments, the database Miscellaneous of University of Southern California
was used [86]. It involves 44 color and monochrome images including such famous
pictures as Lena, Peppers, Barbara, among others.

The DWT method was implemented as a three-level decomposition using the
Daubechies filters. A watermark is embedded in the coefficients, which magnitudes
do not exceed a threshold value [22]. The NNST method was realized according to
its description in Sect. 3.3. The both methods employed the selected regions for
embedding (Sect. 3.4). The comparative payload of the DWT and the NNST
methods were investigated under a proposition that a watermark has a square shape.
Some results are mentioned in Table 3.1.

For images with sizes 512 � 512 pixels, the NNST provides an embedding of a
watermark with standard sizes 128 � 128 pixels, while the DWT cannot be used
for this goal with the same quantity. The NNST permits to embed the information
on 45–50% more than the DWT allows.

The experiments on a robustness of a watermark included the following pro-
cedures: the watermark embedding in a host image, simulation of attack, extraction
of the transformed watermark, and its comparison with the original watermark. The
attacks, which were chosen for experiments, are mentioned below:

• Scaling.
• Disproportionate scaling.
• Rotation + scaling.
• Translation.
• Cropping.

Since a watermark has a bit-sequence representation, the BER estimator can be
successfully applied. This is very simple estimator but it allows to calculate a

Table 3.1 The payload of the watermarking methods

Image Description Sizes, pixels Payload of container, pixels

By use of
DWT

Watermark
sizes

By use
of NNST

Watermark
sizes

4.2.05.tiff Airplane 512 � 512 66,703 91 � 91 138,190 131 � 131

4.2.06.tiff Sailboat
on lake

512 � 512 72,932 95 � 95 162,034 142 � 142

5.1.12.tiff Clock 256 � 256 23,413 53 � 53 39,511 70 � 70

5.3.01.tiff Man 512 � 512 63,008 88 � 88 148,261 136 � 136
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number of the error bits very accurately. The test image Elaine.tiff and its water-
marking versions under the corresponding attacks are depicted in Fig. 3.8, while a
description of the applied attacks are listed in Table 3.2. A view of the extracted
watermark under some attacks (with following size normalization) is depicted in
Fig. 3.9.

The results of a watermarking testing for robustness to the main types of attacks
for the host image Elaine.tiff are specified in Table 3.3. The BER provides a ratio of
error bits to the common bits of a watermark. A visibility of the extracted water-
mark was estimated using the PSNR metric. The watermark sizes were 64 � 64
pixels.

Fig. 3.8 Watermarked image under attacks: a original image, b proportionate scaling, c dispro-
portionate scaling, d rotation transform, e translation, f cropping (the vertical boundaries of image
are cropped)

Table 3.2 The description of the applied attacks

Type of attack Description and feature

Scaling Resizing to 256 � 256 pixels

Disproportionate scaling Resizing to 450 � 300 pixels

Rotation Rotation of 5° and scaling to the original sizes 512 � 512 pixels

Translation Shift an image by 8 pixels right and by 16 pixels up

Cropping Crop an image by 16 pixels on each vertical side
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The obtained results demonstrate a high robustness of a watermark to the
scaling, rotation, and shift that is determined by the NSST properties. The influence
of cropping attacks is directly determined by a cropped area.

3.8 Conclusions

In this chapter, a watermarking method based on the promising NSST was
developed. A payload of the NSST exceeds a payload of the DWT on 45–50% in
average for the test set of images. The experiments show that a perceptual tuning of
the embedding process provides better results in a comparison to the conventional
scheme. The proposed method was tested on 44 color and monochrome images.
The experiments show the highest robustness to the rotation and proportional
scaling (the BER mean values are 1.2–2.7%) and the medium robustness to the
translation and cropping (the BER mean values are 10.9–12.4%). The dispropor-
tionate scaling demonstrated greater impact on the digital watermark. At the same
time, the PSNR metric could not provide the explicit results respect to the attacks’
influence. In future, the proposed algorithm will be studied in details on the subject
of robustness to internet attacks.
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Chapter 4
Unscented RGB-D SLAM in Indoor
Environment

Alexander Prozorov, Andrew Priorov and Vladimir Khryashchev

Abstract The research considers the implementation of simultaneous localization
and mapping algorithm based on the FastSLAM technique and specific problems
that are typical for the RGB-D sensor-based solutions. An improvement of the
classical FastSLAM algorithm has been obtained by replacing the method of
landmarks’ observations filtering with unscented Kalman filters. Instead of lin-
earizing, the nonlinear models through the first order Taylor series expansion at the
mean of the landmark state were applied. The proposed algorithm computes a more
accurate mean and uncertainty of the landmarks, which are moving nonlinearly.
Various data preprocessing issues are discussed, such as the method of calibration
of Kinect-like cameras, depth map restoration using a modified interpolation
technique, and filtering the noise in the RGB images for more accurate detection of
key features. Additionally, the chapter presents an improved resampling algorithm
for the particle filtering through the adaptive thresholding based on the data of the
effective particle number evolution. The proposed algorithm runs in real time and
shows good accuracy and robustness in comparison with other modern SLAM
systems using all the advantages and disadvantages of the RGB-D sensors.
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4.1 Introduction

At the current stage of computer vision evolution, the Simultaneous Localization
And Mapping (SLAM) algorithms became very popular. In most cases, the object of
the application of these algorithms is a mobile robotic platform, which is equipped
with a set of sensors. Required parameters of the system, such as the desired
accuracy of the mapping, lighting conditions, and geometry of space, indicate the
types of sensors, which should be used. A variety of sensors includes the laser
rangefinders, digital cameras (visible or infrared), sonars, and so on. Accuracy of the
calculated map is entirely dependent on the characteristics of utilized sensors and
conditions of the surrounding space. However, despite this more often the problem is
reduced to finding specific areas of space, the so-called landmarks, which can be
stably identified within the data stream coming from the sensor [1–3].

In recent years, solutions based on the use of digital cameras as the main sensors,
became especially popular. The main reason is the rapid growth of the computing
power and reduced cost of digital signal processing devices. The number of
algorithms that can be applied in real time is increasing, while the limitations on the
resolution of source images are weakening. Although the use of high resolution
images is still associated with certain difficulties, the low cost of digital cameras
compared to other sensors that are traditionally used in the SLAM algorithms
allows them to find a wide range of applications.

Over the last decade, the area of application of the SLAM algorithms has grown
tremendously. The most common argument in favor of these methods is the need
for local autonomous navigation of mobile robots in the absence of the possibility
of using global positioning systems, as well as in the cases, when the map should be
more accurate than satellite solutions can provide.

In general terms, the localization task implies the assessment of the current
position of the camera in space depending on the history of observations, mea-
surements and the available control commands. The result of the whole set of
algorithms is a map of the surrounding area, as well as full or partial path of
movement within the received map. As a rule, the location of the robot is con-
sidered in a local coordinate system related to the initial position since a priori
information about the initial coordinates is absent. Requirements to the map are
dictated by the possibility of its future use for localization. Without these condi-
tions, the construction of the map and calculation of the location are performed
independently resulting in continuous growth of the error [3]. Figure 4.1 shows an
example of the algorithm work, which depicts two paths: the real camera movement
trajectory and trajectory calculated using the SLAM algorithm.

As one can see, the error in this case is accumulated with each subsequent
step. In this case, the resulting map is a 2D set of the observed landmarks. Globally,
the SLAM problem identifies three paradigms:

• Extended Kalman Filter (EKF) based solutions.
• Particle filter based solutions.
• Graph optimization based solutions.

72 A. Prozorov et al.



As a rule, the choice of a paradigm depends on the technical characteristics of
the robot implementation, the external environment, as well as the performance
requirements of software. The first two approaches are most commonly used to
solve the problem of simultaneous localization and mapping based on the analysis
of the video stream, so-called Visual SLAM (VSLAM) algorithm. Solutions based
on the graph optimization are more common in systems equipped with laser sensors
and operating indoors in a small space [4, 5]. In this case, the landmarks are
higher-level objects, rather than the local feature points of the image. For example,
a plane (wall) and the angles of the indoor space can be used as such high-level
landmarks. The number of landmarks in this case is much less than in the case of
natural local image features. Primarily, this is due to the fact that the complexity of
the optimization problem for the constructed graph depends on the size of the
surrounding space and length of the trajectory of the camera movement. Therefore,
the graph based solutions are not considered in this research, as the most typical for
systems equipped with laser sensors that cannot work in real time.

The chapter is organized as follows. The concepts of the RGB-D system func-
tioning are discussed in Sect. 4.2. The improvement of FastSLAM algorithm is
presented in Sect. 4.3. Section 4.4 includes the probabilistic properties of the
SLAM algorithm. The role of the particle filter in the SLAM task is considered in
Sect. 4.5. Evaluation of the RGB-D SLAM testing results contains in Sect. 4.6.
Section 4.7 provides the feature points detection and description. Unscented
Kalman filter for the landmarks tracking is discussed in Sect. 4.8. The depth map
preprocessing is described in Sect. 4.9, while the adaptive particles resampling is
represented in Sect. 4.10. Conclusions are given in Sect. 4.11.

4.2 Obtaining Depth Maps in RGB-D System

The concept of 3D camera implies a device that allows to obtain information about
the remoteness of the observed scene points (depth value) (Fig. 4.2). This com-
ponent is a system of at least two processing devices—the infrared projector and
infrared camera. The source emits a contrast light-shadow pattern with a permanent

Fig. 4.1 Example of the
SLAM algorithm process
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structure, consisting of light and dark areas. In current research, the Microsoft
Kinect camera was used. The optical characteristics of the device obtained during
the calibration are listed in [6].

This pattern is created from a set of diffraction gratings considering the sup-
pressing of zero-order maximum. Reflected pattern captured by the infrared camera
corresponds to a reference projection, which is obtained by capturing projection at a
certain distance from the sensor. That base image is stored in memory. When an
image is projected onto an object, the distance to the sensor is different from the
reference plane. Offset of an infrared image will be determined by the size of the
stereo base—a straight line connecting the optical center of the projector and
camera. The task of extracting information about the depth from a data received via
the infrared camera is widely covered in [6].

A method for producing a final depth map of the observed scene is also con-
sidered in [6]. In this approach, the infrared projector and infrared camera are
considered as a stereo pair. Thus, the measurement of depth process is a problem of
triangulation (Fig. 4.3).

Fig. 4.2 Example of
template used in the problem
of computing the depth map

Fig. 4.3 The task of
triangulation for the pinhole
camera model
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For the given case, we can write the equation based on the similarity of triangles
CLCRX and ABX provided by Eq. 4.1, where b ¼ CLCRj j is a stereobasis of the
system, f is a focal length.

CLCRj j
z

¼ ABj j
z� f

ð4:1Þ

Disparity ds ¼ XL � XR is equal to the distance b� ABj j. Therefore, the depth z
of the point X is calculated by Eq. 4.2.

z ¼ bf
ds

ð4:2Þ

An extended version of this relationship is presented in the research [7]. These
authors considered the difference in the real disparity and raw value, which was
calculated by comparing the images by Eq. 4.3, where c0 and c1 are the coefficients
of the polynomial transformation from value d to ds.

ds ¼ c1dþ c0 ð4:3Þ

Taking into account the additional term that characterizes the error of image
offset variation, the final equation becomes in the form of Eq. 4.4.

z ¼ bf
c1dþ c0

þ Zdðu; vÞ ð4:4Þ

Similar conclusions are given in [8], wherein the depth model is defined by
Eq. 4.5.

z ¼ 1
c1dk þ c0

ð4:5Þ

Here, parameters b and f are the part of the polynomial and do not considered
explicitly. The value dk describes the disparities in the point based on the distortion
provided by Eq. 4.6.

dk ¼ dþDrðu; vÞ expða0 � a1dÞ ð4:6Þ

This ratio is confirmed by experimental data in using the set of the plane wall
images. Without distortion, we can perform a reverse conversion applying Eq. 4.7.

dk ¼ 1
c1zd

� c0
c1

ð4:7Þ
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In this case, it is necessary to take into account the effect of distortion for dk. This
expression becomes much more difficult due to the exponential dependence. This
problem can be solved using Lambert functions [8] (Eqs. 4.8–4.12).

y ¼ expða0 � a1dk þ a1Ddðu; vÞyÞ ð4:8Þ

y ¼ dk � d
Ddðu; vÞ ð4:9Þ

y ¼ expða1Ddðu; vÞyÞ expða0 � a1dkÞ ð4:10Þ
�y

a1Ddðu; vÞ ¼ expð�yÞ expða0 � a1dkÞ ð4:11Þ

y � expðyÞ ¼ �a1Ddðu; vÞ expð�yÞ expða0 � a1dkÞ ð4:12Þ

After substituting Lambert function W(.) (equation WðzÞ expðWðzÞÞ ¼ z), the
solution takes the form of Eq. 4.13.

d ¼ dk þ Wð�a1Ddðu; vÞ expða0 � a1dkÞÞ
a1

ð4:13Þ

As we know, Lambert function W(.) has no analytical solution, and the problem
can be solved approximately using the recurrence relation [9].

4.3 FastSLAM Algorithm

The first and most popular approaches to solve the problem of simultaneous
localization and mapping are the methods based on the EKF [10]. Algorithms of
this group apply a probabilistic approach to the solution using a form of Bayesian
filters. The main idea of this direction is to provide an initial, a priori assessment of
the state, which is based on the observation model, accumulated measurements, and
a set of methods used to calculate a posteriori refined evaluation after direct
measurements.

The main disadvantage of solutions based on the EKF is a serious dependence of
the computational complexity of the algorithm on the number of the considered
landmarks. This is because of the covariance matrix e of the filter that has a
dimension m � n, where n is a number of landmarks. At each stage of matrix e
update, each element should be recalculated. Therefore, the complexity of the
algorithm is Oðn2Þ. To solve this problem, a new approach for solving the simul-
taneous localization and mapping problem has been developed in 2002 [11]. The
FastSLAM method divides the task into multiple equivalent subtasks using the
independence of the state of individual elements in the SLAM model.
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The FastSLAM algorithm is based on the use of Bayesian probabilistic. The
diagram of this process is represented schematically in Fig. 4.4. Each measurement
z1, …, zn is a function of the landmark hi coordinates and the robot position at the
measuring. As we can see in the diagram, the SLAM problem implies that mea-
surements are independent of each other. Thus, this problem can be considered as
n independent evaluation computational problems of estimation landmarks coor-
dinates. This observation is discussed in detail in [12] in order to develop an
effective particle filter.

Based on the above conclusion, it is possible to consider a problem of mobile
robot simultaneous localization and mapping as a challenge, which consists of two
parts: the evaluation of the trajectory of the robot movement and evaluation of the
locations of landmarks, which depend on the coordinates of the robot at the time of
each measurement. In real conditions, a position of the robot can never be known
exactly; this is the problem of simultaneous localization and mapping itself.
However, the independence of landmarks movements from each other allows to
handle each landmark individually that has been used in the FastSLAM algorithm.

In the original version of the FastSLAM algorithm, the modified particle filter
for the posterior estimation of the robot position is used. Each of the particles is
characterized by a certain weight determined by the states of n Kalman filters,
which are used to estimate the landmarks’ locations. This algorithm is the
Rao-Blackwellized particle filter [13, 14]. A naive implementation of considered
ideas has algorithmic complexity, which is equal to O(MK), whereM is a number of
particles in the filter and K is a number of landmarks, which is observed during
navigation. The use of tree data structures reduces a complexity to a value O
(M logK) that results in a significant gain in performance compared to the SLAM
solutions based on the ERF.

4.4 Probabilistic Properties of SLAM Problem

Assume that the camera moves in 1D space and its position is characterized by a
single variable x. Then p(x) is a probability distribution x that has a Gaussian form.
If a probability distribution x reflects the position of the camera and the relative
positions of the landmarks in a multidimensional space, it will determine the

Fig. 4.4 SLAM process.
From the position xt–1, a
movement occurs under the
control actions ut–1, …, ut+1.
Observations of the landmark
m are indicated as zt–1, zt+1
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probabilities of all possible state variables. Thus, equation pðx u0; u1; . . .j
,ui; z0; z1; . . .; ziÞ: describes the probabilities of all values of the current state of the
system: the sensor readings and the movement of the camera received at the time
i. The same role is played by the values Pi and Xi in the EKF but there they are
presented in a much more complex form. For convenience, we introduce the
notations Ui ¼ fu0; u1; . . .; uig and Zi ¼ z0; z1; . . .,zi. The variable x in their turn
characterizes the state of the camera v and locations of the landmarks p0; p1; . . .,pm.
The probability pðx Uij ; ZiÞ can be represented by Eq. 4.14.

pðx Uij ; ZiÞ ¼ pðv; p0; p1; pm Uij ; ZiÞ ð4:14Þ

To simplify the SLAM task, we can use the laws of the foundations of the
probability theory. Suppose that there are two independent random variables A and
B. We can say that p(A, B) = p(A) * p(B). However, this expression is unfair, when
A depends on B. In this case, it will have the form p(A, B) = p(A) * p(B|A). As is
known, the estimation of landmarks depends on the position of the robot. This
means that Eq. 4.14 can be represented by Eq. 4.15.

pðv; p0; p1; pm Uij ; ZiÞ ¼ pðv Uij ; ZiÞ � pðp0; p1; pm Uij ; ZiÞ ð4:15Þ

Since the observation landmarks are independent from each other, which is
observed in real conditions in most cases, the expression pðp0; p1; . . .,pm Uij ; Zi; tÞ
can be divided into m independent expressions in the form of Eq. 4.16.

pðv Uij ; ZiÞ � pðp0; p1; pm Uij ; ZiÞ
¼ pðv Uij ; ZiÞ � pðp0 Uij ; ZiÞ � pðp1 Uij ; ZiÞ; . . .; pðpm Uij ; ZiÞ

: ð4:16Þ

Final expression to describe the probability distribution is defined by Eq. 4.17.

pðx Uij ; ZiÞ ¼ pðv Uij ; ZiÞ �Pmpðpm Uij ; ZiÞ ð4:17Þ

If we look at this expression, it becomes obvious that the problem of SLAM
algorithm is divided into m + 1 tasks, and none of the landmark location estimates
does not depend on others. This, in its turn, allows to solve the problem of poly-
nomial complexity of the EKF and avoid it in the FastSLAM algorithm. The only
price we must pay for this simplification is the risk to reduce a precision associated
with ignoring the correlation of landmarks estimation errors. The FastSLAM
algorithm simultaneously track multiple possible paths, while the EKF does not
keep even one but only works with the position of the robot—the last step of the
current path. In its original Form, the FastSLAM algorithm saves routes but in the
calculation it uses only the previous step.
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4.5 Particle Filter in the SLAM Task

For the considered practical task, a more accurate estimation of the system state
requires a move away from the assumption that the noise has a Gaussian distri-
bution [15]. In this case, it is proposed to introduce the concept of a multi-modal
distribution of noise as a distribution, which has several local maxima. To simulate
such systems, we can use the particle filters. Particle filters are a more common
approach for solving visual tracking problem using probabilistic methods [16, 17].
The basic algorithm of particle filter, which is used to build most of similar com-
puter vision systems, is the algorithm of conditional density propagation [18].
Consider in general terms how it works.

Suppose that the system may be in states Xt ¼ ðx1; x2; . . .; xtÞ and at a time t it is
characterized by a certain value of probability density. As well as, when using a
Kalman filter, the sequence of observations is Zt ¼ ðz1; z2; . . .; ztÞ. At the same time,
we introduce the assumption that the state of the system depends in its previous
state xt�1 satisfied to the Markov chain condition. Thus, we obtain a system with an
independent set of observations. Particle filtering technique represents the proba-
bility distribution as a collection of weighted samples called particles. Generation of
such samples is regulated by introducing weights. We define a probability density
function xt for the given number as Eq. 4.18.

St ¼ fðSti; ptiÞ; i ¼ 1;N;
XN
i¼1

pti ¼ 1g ð4:18Þ

The problem reduces to the construction of method that recovers the set St using
the set St–1. Formally, the algorithm can be represented as a series of defined steps
[16, 18]:

1. Suppose we have a certain collection of weighted samples at a time t − 1.

St�1 ¼ fðSt�1
i ; pt�1

i Þ; i ¼ 1;N;
XN
i¼1

pt�1
i ¼ 1g

2. Calculation of integral weights.

ci ¼ ci�1 þ pt�1
i i ¼ 1;N c0 ¼ 0

3. Getting nth item of the set St. To do this, we randomly select the number r from
the range [0–1] and calculate j ¼ argminiðxi [ rÞ. Now the current estimation of
the state St�1

j is known.
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4. The prediction of the next state. Action Kalman filter similar excepts that in this
case there are no restrictions related to the linearity of the system and the form of
the noise distribution.

Stn ¼ Ft�1S
t�1
i þwt�1

5. Correction using the current observation Zt and its distribution. Weight are
defined.

ptn ¼ pðzt xtj ¼ xtnÞ

6. Normalization of the sequence of weights pti for equality.

XN
i¼1

pti ¼ 1

7. The calculation of the best estimate for the state xt as a linear convolution of the
resulting sample set.

xt ¼
XN
i¼1

ptis
t
i

The described process can be interpreted graphically using the particles concepts
(Fig. 4.5).

At the input, this algorithm has a set of particles ðst�1
i ; pt�1

i Þ (first step of dia-
gram). As a result of the random selection of the particles out of the set St�1 of new
instances is obtained (second step of diagram). Prediction step leads to the for-
mation of of the set of estimation states of the particles (third step of diagram). Then
for each estimation, a correction is performed on the basis of available observations.
As a consequence, a set of particles ðsti; ptiÞ are generated at the next step.

4.6 Evaluation of Accuracy

This study applies the RGB-D system that was implemented in C# using several
libraries for the digital image processing, numerical methods, and data visualiza-
tion. The OpenCV library is used as the main tool for working with the images in
computer vision algorithms. This is the most powerful tool of its type today. Input
data in this system are the video streams captured by the color and infrared cameras,
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which are a part of the RGB-D sensor. The diagram in Fig. 4.6 shows the structure
of the program modules in the context of data flow [19].

The depth map is a grayscale image encoded with 16 bits/pixel. Colored images
from the RGB camera have a color depth encoded with 8 bits/channel. Various test
datasets obtained under different lighting conditions and types of the surrounding
area were used in the development and testing the algorithm [20–22]. Figure 4.7
shows the depth map and RGB image obtained by the algorithm. The images

Fig. 4.5 Steps of the algorithm for the conditional density propagation

Fig. 4.6 Data flow in the RGB-D system
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contain 2D coordinates of the feature points in the plane of the color image. They
were obtained using the Speeded Up Robust Features (SURF) detector and natural
landmarks. The depth map contains the distances to the landmarks.

Figure 4.8 shows the trajectory of camera movement for the sequence№1 of test
data from [21].

A set of correspondences between the feature points and position of the camera
in space represent one of the states of the particle filter. The state vector is generated
in accordance with various ways to compare the landmarks, which are determined
by the method of composing their collections. Thus, the set of detected feature
points obtained for the current frame is compared sequentially with the previous
sets of feature points. Together with the updated camera position, these data form

Fig. 4.7 Detected feature points: a in the depth map, b in the RGB image

Fig. 4.8 Camera movement trajectory obtained by the SLAM technique compared with the actual
path
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one particle, so during each cycle of the algorithm a certain number of the states of
the particle filter are updated.

Testing of the implemented algorithm was carried out in single-threaded mode
on a PC running Intel Core i5-4210 processor with a frequency of 1.7 GHz. The
error was calculated as mean squared deviation of camera coordinates estimation,
which was obtained by calculating an affine transformation of landmarks’ coordi-
nates for the data stream within the entire movement [23, 24]. The results for a set
of test images [20, 21] are shown in Table 4.1.

Thus, the average standard deviation of the camera coordinate related to the
actual values for a given datasets is 0.23 ± 0.08 m.

4.7 Feature Points Detection and Description

Comparison of popular methods for detection and description of feature points was
carried out. Comparison research includes the detectors, such as Features from
Accelerated Segment Test (FAST), Good Features To Track (GFTT), Maximally
Stable Extremal Regions (MSER), Oriented fast and Rotated BRIEF (ORB),
Scale-Invariant Feature Transform (SIFT), the SURF, Star detectors, and descrip-
tors, such as the ORB, the SURF, the SIFT, and Binary Robust Independent
Elementary Features (BRIEF). In this research, we use well known dataset for the
feature matching evaluation [25]. The points’ detectors investigation shows a sig-
nificant advantage of the ORB detector over the SURF in terms of speed. In
addition, the pair ORB detector-SURF descriptor has a great potential (Fig. 4.9).
Comparing the speed results of the algorithm using the SURF and the ORB
detectors points show 34% reduction in processing time, when using the ORB
detector. Figure 4.10 shows Root-Mean-Square (RMS) errors of feature points’
detection for both methods.

Experimental studies show the relative similarity of the two methods in accuracy
with a large number of feature points (Table 4.2). The difference in the results about
10% begins to appear in the cases, where the number of processed feature points
less than 100. In this case, the SURF detector shows the best results.

Table 4.1 The RGB-D
SLAM testing results

Dataset Map size RMSE (m)

PUTKK sequence 1 Kin v1 5.98 � 2.66 0.29

PUTKK sequence 2 Kin v1 5.97 � 2.93 0.25

PUTKK sequence 3 Kin v1 6.18 � 2.85 0.22

PUTKK sequence 4 Kin v1 6.77 � 2.28 0.34

fr1/xyz 0.52 � 0.78 0.07

fr1/room 2.53 � 2.17 0.16

fr2/desk 3.95 � 4.40 0.22

fr2/slam 6.96 � 6.52 0.26
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Fig. 4.9 Feature points obtained by: a the SURF detector, b the ORB detector

Fig. 4.10 RMS error of the camera motion estimation using the ORB and the SURF detectors in
the SLAM algorithm with the landmarks’ observation

Table 4.2 RMSE error of
the camera motion estimation
(cm)

Detector Feature points number

30 60 100 150 200

ORB 34.12 21.21 17.10 9.41 7.15

SURF 28.76 18.82 16.54 8.72 6.47

84 A. Prozorov et al.



Figure 4.11 shows the results of calculating the trajectory of the camera under
artificial limitation of the number of detected landmarks for the sequence№1 of test
data set [21].

In the first case, the ORB detector is used for detecting feature points, while the
second case shows the use of the SURF detector. In both cases, the SURF
descriptor is used to describe the found points. Numerical results show an average
of 6% worse accuracy of camera motion trajectory for the ORB based algorithm,
unlike the case of using the SURF technique. Hence, the ORB detector can be one
of the solutions to increase the performance of the SLAM algorithm significantly
considering 6% decrease in accuracy.

4.8 Unscented Kalman Filter for Landmarks Tracking

The classic approach for the landmarks tracking in the FastSLAM algorithm is the
EKF. This is particularly true for the use of the SLAM algorithm based on the video
stream analysis, where the landmarks are the feature points on the images obtained
by the camera. However, the estimates of the landmark state vector obtained by the
EKF are not optimal, since they are calculated by expanding the non-linear function
of the evolution process F and H in the Taylor series, when the members of the
higher degrees are dropped.

In other words, the EKF creates a layer of linearization for strictly nonlinear
dynamical system. This is the main reason, why this approach may not be effective
in the case of strongly nonlinear dynamic model of the system. In this case, the
problem is not enough conditioned, i.e. a small error in parameters settings of a

Fig. 4.11 The trajectories of the camera, which were obtained using the ORB and the SURF
detectors
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mathematical model will lead to large errors in computing. Figure 4.11 shows the
trajectory of the feature points obtained by the SURF detector for a number of
successive frames from the camera. The nature of the feature points’ movement is
strongly nonlinear, so the use of the EKF is not optimal [26].

Algorithms for nonlinear filtering that use an approximation of conditional
probability densities using a set of points in the space of parameters to be estimated
have become very popular in recent years. The Unscented Kalman Filter
(UKF) uses the idea about the unscented transformation with the help of 2L + 1
sigma-points, where L is the dimension of the state vector [27]. Sigma-point means
a value of the vector of the estimated parameters obtained by a certain generation
law. Using the unscented transformation functions for F and H allows for a more
reliable estimation of the position of the maximum a posteriori probability density
for the vector of the estimated parameters compared with the use of the EKF.

The idea of the unscented transformation is that the approximation of the prob-
ability distribution density is simpler than the approximation of an arbitrary non-
linear transform function [28]. Suppose we have a random variable X = (x1, x2, …,
xn)

T with a known mean �X and covariance matrix Px undergoing a non-linear
transformation y = f(x). When using the UKF in the task of visual tracking coor-
dinates of the landmarks, a random variable means 3D coordinates of the landmark
in the space in order to estimate the mean �Y and covariance Py for the variable y. For
this set is formed from 2L + 1 sigma points so that their mean and covariance are �X
and Px, respectively (Fig. 4.12).

Then, each point i in this list undergoes the transformation yi = f(xi) and it
corresponds to a set of scalar weights provided by Eq. 4.19, where a is a coefficient
that characterizes the dispersion of the sigma-points around mean, b is a parameter
that determines the type of random variable distribution. Coefficient k is defined as
the a2(L + k) – L, where k regulates the spread of sigma points. The value b = 2
characterizes the normal distribution. A more detailed description of the
sigma-point transformation parameters can be found in [29].

Fig. 4.12 Transformation of
sigma-points for the case
L = 2
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W ðmÞ
0 ¼ k

ðLþ kÞ
W ðcÞ

0 ¼ k
ðLþ kÞ þ ð1� a2 þ bÞ

W ðcÞ
i ¼ W ðmÞ

i ¼ 1
2ðLþ kÞ

ð4:19Þ

Then, the mean is estimated on the basis of the transformed sigma points’ values:

�y ¼
X2L
i¼0

W ðmÞ
i yi ð4:20Þ

and the covariation

Py ¼
X2L
i¼0

W ðcÞ
i ½yi � �yi�½yi � �yi�T ð4:21Þ

for the random variable y.
Suppose that the state vector x has length n: x = (x1, x2, …, xn)

T. In addition, the
process noise vector has the form m = (m1, m2, …, mn)

T. The measurement and noise
vectors z and q have the length m: z = (z1, z2, …, zm)

T, q = (q1, q2, …, qm)
T. The

dynamics of the system is described by Eq. 4.22.

xk ¼ f ðxk�1; vk�1Þ
zk ¼ hðxk; qkÞ

ð4:22Þ

In the most general case, when it is known how the process and measurement
noises affect the dynamics of the system, the system state vector can be extended by
a respective noise. Then, the complete state vector with the number of components
2n + m will have a view of Eq. 4.23.

x0 ¼ ðx1; x2; . . .; xn; v1; v2; . . .; vn; q1; q2; . . .; qmÞ ¼ ðxT ; vT ; qTÞT ð4:23Þ

In this case, the equation for the transition of the state from the step k–1 to step
k can be represented as x0k ¼ Fðx0k�1Þ. Measurement prediction function for the
extended state vector x0k at step k can be described as z0k ¼ Hðx0kÞ: The covariance
matrix P0

k of the state vector takes the form of Eq. 4.24.

P0
k ¼

covðx; xÞk covðx; vÞk covðx; qÞk
covðv; xÞk covðv; vÞk covðv; qÞk
covðq; xÞk covðq; vÞk covðq; qÞk

2
4

3
5 ð4:24Þ
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However, generally, the amount of noise is not correlated, so taking into account
the covariance matrix of process Pv,k and measurement Pq,k the total covariance
matrix can be written as Eq. 4.25, where zero elements are the appropriate size zero
matrices.

P0
k ¼

Pk 0 0
0 Pv;k 0
0 0 Pq;k

2
4

3
5 ð4:25Þ

As classical Kalman filter implementation, the UKF comprises the prediction
and correction. Before the beginning the basic filter procedures, the main param-
eters of the algorithm are specified in the initialization step. Consider these steps:

• Initialization. At the step k = 0, the initial values for the mean and covariance
matrix are defined by Eqs. 4.26 and 4.27.

�x00 ¼ M½x00� ¼ M
x0
v0
q0

2
4

3
5 ¼

M½x0�
M½v0�
M½q0�

0
@

1
A ¼

M½x0�
0
0

0
@

1
A ð4:26Þ

P0
k ¼

Pk 0 0
0 Pv;k 0
0 0 Pq;k

2
4

3
5 ð4:27Þ

• Prediction. Unscented transformation is performed to estimate the mean of the
state vector in order to calculate the list with 2L + 1 sigma points v0k using
Eq. 4.28.

v0k;0 ¼ x0k

v0k;0 ¼ x0k þ cð
ffiffiffiffiffi
P0
k

q
Þi; i ¼ 1; . . .; L

v0k;0 ¼ x0k � cð
ffiffiffiffiffi
P0
k

q
Þi; i ¼ L; . . .; 2L

ð4:28Þ

For transformation of sigma points, the transfer function v0Tk;i ¼ Fðv0k;iÞ;
i ¼ 0; . . .; 2L, estimation the mean value �x0k ¼

P2L
i¼0 W

ðmÞ
i v0Tk;i, and covariation P

0T
k ¼P2L

i¼0 W
ðcÞ
i ½v0Tk;i � �x0k�½v0Tk;i � �x0k�T are used. Similarly, a list of predicted values is

created based on the set of transformed sigma points z0Tk;i ¼ Hðv0k;iÞ; i ¼ 0; . . .; 2L.
Estimation of the mutual covariance of the state and measurements is computed as

P0
xz;k ¼

P2L
i¼0 W

ðcÞ
i ½v0Tk;i � �x0k�½v0Tk;i � �zk�T.

88 A. Prozorov et al.



• Correction. The gain of the Kalman filter is calculated as Kk ¼ P0
xz;kP

0
z;k, the

optimal estimate is calculated basing on the new measurement zk as
x̂0k ¼ �x0k þKkðzk � �zkÞ. Also, the covariance matrix is updated in the form of
P0
k ¼ P0T

k � KkP0
z;kK

T
k .

To solve the problem of estimating the coordinates of landmarks, the movement
of which is characterized by highly nonlinear nature, the UKF has been imple-
mented on the C# language using Math.NET Numerics library to perform the
operations of linear algebra. In the problem of computing the covariance matrix,
Cholesky decomposition is used [3]. The vector of estimated parameters of land-
marks involves six variables including 3D coordinates of a landmark in the space,
and three projections of velocity.

Since the generation of the sigma-points has a constant computational com-
plexity, the total complexity of the FastSLAM algorithm for simultaneous local-
ization and mapping using the UKF is also determined by the number of particles,
and it depends linearly. Thus, the computational complexity of the algorithm is the
same as in the classical approach of the FastSLAM algorithm. Created UKF shows
about 6% worse performance regarding the implementation of the EKF that is
present in the OpenCV library. However, the results of such comparisons are not
representative enough, since, in fact, the speed of a software implementation
depends crucially on a variety of low-level optimizations are not produced in this
study. Analysis of a number of publications shows that the EKF and the UKF
performances are equal in most cases [26].

Testing was performed using the popular datasets [21]. Tests show that in the
case of strictly nonlinear nature of the tracking values, the use of the UKF can
significantly (in some cases, several orders of magnitude) reduce the mean square
error in comparison with the EKF. Figure 4.13 shows the plots of the average
estimation error depending on the number of detected feature points or landmarks.
The values are normalized to the maximum value of the error.

Table 4.3 shows the results of evaluation of full trajectory camera applying a
particle filter for the cases of the EKF and the UKF using during estimation of the
landmarks’ coordinates.

Thus, the greatest advantage of the UKF in the SLAM task is in the cases, where
a number of feature points in the images is small. This is typical in cases, where an
image has not enough high-contrast key features that can occur if the surrounding
space is filled with large flat areas. Also, it is typical for the visual SLAM systems,
where many landmarks may not contain the depth data if the object is outside the
working range of the depth map. Also, if a hardware and software of the system
meet the strict performance requirements, it can also result in the need to reduce the
number of the tracked landmarks.
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4.9 Depth Map Preprocessing

The actual conditions of the SLAM algorithm involve many aspects that lead to a
decrease in the accuracy of the camera localization and construction of the space
map. Depth map obtained at the output of the RGB-D camera is exposed to various
defects caused by a way of obtaining data about the distance, insufficient light
conditions, and materials of the scene objects (Fig. 4.14). Therefore, vision tasks in
most cases require the depth map preprocessing to minimize the impact of such
defects. Classical solution based on the EKF is typically used in the FastSLAM
algorithm that involves a linearization process during modeling landmarks move-
ment. This is the main reason that this approach may not be effective in the case of
strongly non-linear motion model.

The depth map obtained in the visual 3D SLAM system using an artificial light
texturing typically comprises a plurality of various distortions and defects. Among
several different factors that lead to such distortions are the following phenomena [30]:

1. Absorbing and reflecting surfaces give rise to defects in the depth map, which
are caused by the inability to determine the pattern at a given point of the scene.

2. Nonzero stereo base of the projection system results in overlapping objects in
images, so part of the projected pattern is out of the camera sight.

Fig. 4.13 Dependence of the error in estimating the camera motion based on the number of
detected points for the EKF and the UKF

Table 4.3 Comparison of the UKF and the EKF accuracy

Feature points number 10 20 50 100

Relative error (%) FastSLAM + EKF 25.6 20.8 12.7 10.5

FastSLAM + UKF 14.1 12.1 9.7 8.4
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3. Noises of the projector and camera lead to the error in detection of pattern points
and, consequently, to the depth map errors.

4. The triangulation method for distance calculation is characterized in that a depth
measurement error increases with the distance to objects in the scene.

5. Strong distortion of the projected pattern in the surfaces is oriented along the
optical axis of the camera or near this position.

Depending on the nature and causes of distortion, the defects can be classified
into three different groups:

• Randomly spaced areas in the object surfaces arising from the light pattern
recognition errors (Fig. 4.14a) due to the absorbing/reflecting the nature of the
object surfaces (see Fig. 4.14b).

• The areas on the borders of the objects that appear because of overlapping
projected template (Fig. 4.14c).

• Errors in the detection of the light pattern at a distance from the camera above
the limit of the resolution of the camera sensor (Fig. 4.14d).

Fig. 4.14 Various types of depth maps’ defects caused by: a light pattern recognition errors,
b absorbing/reflecting of surfaces, c overlapping projected template, d distance
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Due to these factors, the initial depth map in most cases is not applicable to
compute the vision algorithms without pretreatment.

Analysis of the research in this area shows that the main depth map preprocessing
algorithms are different interpolation methods based on the synthesis of textures,
search for similar blocks [31] (Exemplar Based Method (EBM) interpolation [32]),
and hybrid methods. As a rule, the existing solutions do not achieve an acceptable
quality of the reconstruction of depth maps, since they lead to the blurring of
brightness edges and distortion of objects borders (Fig. 4.15).

The proposed method of the depth maps’ preprocessing is based on the appli-
cation of the median filter for preprocessing of depth maps and modification of the
method of interpolation based on the search or similar blocks with the help of
combination of color images and depth maps from the RGB-D sensor. This suite of
solutions allows to remove the depth map defects without causing blur effect and
compensate the distortion at the edges of objects caused by interpolation based on
the search or similar blocks.

At the initial stage of depth map preprocessing, the random defects in the depth
maps are localized using a sliding window of a given radius. Depending on the
initial quality of the depth map window size may vary between 3 � 3 and 7 � 7
pixels. Found defects are removed using the median filtering. Figure 4.16 shows the
result of filtering at the stage of preprocessing.

Fig. 4.15 Borders distortion
that occurs, when
interpolation methods are
used: a color image in a view
of grayscale ones, b the initial
depth map, c method based on
texture synthesis, d method
based on similar blocks
analysis
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Such transformations do not add distortion to the original depth map and quite
simple in comparison with the interpolation methods. After median filtering, the
depth map is free from small random defects. The next step is to restore the defects
caused by the overlapping and light pattern recognition errors.

Consider the principle of image reconstruction using a method similar blocks.
Let the areas, in which depth values are absent, be denoted as X with boundary dX.
Point p is an element Ii, j of an image that has a neighborhood area Wp. This area is
restored usingWq unit of the field U, which serves as a source of information for the
region to repair. Figure 4.17 shows the principle of reconstruction, which is as
follows. For each area Wp, the most similar block Wq is searched using 2D least
squares method. Then, intensity values Wq are moved per-pixel to Wp (Fig. 4.17d).
Recovery order is determined by the intensity of the brightness fluctuations around
point p, quantity, and reliability of available data. Areas X are described as a depth
map areas with a zero-pixel intensity. The mask for the area intended for recovery is
shown in Fig. 4.18.

An important task here is to develop an algorithm deciding defects restore order.
The decisive effect should have those depths map areas, which belong to the border
of the known values, the accuracy of which is the highest. For each pixel p of the
border, a priority value P is calculated by Eq. 4.29, where Wp

�� �� is a square of the
known pixels in the window Wp.

P pð Þ ¼ rIp
1
Wp

�� ��
X

q2Wp \U

P qð Þ ð4:29Þ

The value determined by Eq. 4.29 decreases proportionally to the distance from
the original boundaries of the restored area to its center. The initial values are
initialized by ones in the known areas and zeros in the restored areas. Gradient
intensity rIp in the point p is determined by the convolution with the masks
provided by Eq. 4.30.

Fig. 4.16 Depth map preprocessing using median filter: a initial depth map, b the result of
preprocessing
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Fig. 4.17 The principle of a depth map reconstruction using similar blocks: a step 1, b step 2,
c step 3, d step 4

Fig. 4.18 Calculation of the defects mask: a initial depth map, b binary mask
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2
4

3
5 ð4:30Þ

Priority of the most authentic values of the defective area in the depth map can
reduce the probability of occurrence of artifacts at the boundaries of objects. Search
for the most similar block for the area with the highest priority is made by the
method of least squares. Thereafter, intensity values are copied pixel by pixel into
the restored area and priority values are recalculated. Thus, each work cycle
includes the highest priority point selection procedure and reconstruction phase.

However, the effectiveness of the interpolation method based on similar blocks
considerably limited, since the defects in the depth map is not always associated
with the outlines of objects in a scene. Distortion correction at the edges of objects
requires the use of methods based on a priori information about the correlation of
boundaries of objects in the color image and depth map (Fig. 4.19).

To solve this problem, we can use the refinement and partitioning the defective
areas using the boundaries of objects in the color image. At the beginning, it is
necessary to perform an adaptive thresholding of color images. The threshold value
is calculated by the average intensity of the image within the defect area. Then, the

Fig. 4.19 Errors of interpolation method: a initial image, b initial depth map, c defects’ mask,
d reconstructed depth map
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edges of objects are refined using the Canny edge detector [33]. This allows to
define areas of quasi-stationary, which are determined by the actual outlines of
objects in the scene.

The advantage of this approach is that the boundaries of objects in the color
image practically do not distorted compared with the boundaries in the depth map
that allows to restore the objects’ shapes in the depth map. Figure 4.20 shows the
results of interpolation algorithm with specifying the boundaries of defective areas.
To evaluate the effectiveness of this method, the comparative measurements of
visual odometry errors during a movement of the camera were performed using the
initial depth map without preprocessing and using the developed algorithm.

Numerical results show 9.8% increase in the accuracy of calculation of the
camera displacement between the successive frames (the average error of 5.98 cm
vs. 6.62 cm). The errors estimation of camera displacement during the calculating
the transformation matrix between frames before and after restoration the depth
map is depicted in Fig. 4.21. Thus, the restoration of the original depth map
increases the accuracy of the SLAM algorithm.

After pretreatment with the help of the proposed algorithm, the depth map is free
from defects caused by several factors of a different nature. Recovered region allow

Fig. 4.20 Interpolation algorithm with boundaries refinement: a initial depth map, b the result of
the thresholding, c objects borders, d reconstructed depth map
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to obtain the depth data for an additional number of landmarks that have not been
involved into the depth maps’ construction without pretreatment. This eliminates
the need to detect a greater number of feature points in their lack, which also
increases the performance of the algorithm.

4.10 Adaptive Particles Resampling

Particle filter is a modeling method for estimating the state of a noisy system that
stores the weighted normalized sample set of states called particles. In the con-
sidering problem, each particle represents by the estimated camera coordinates in
space together with the state vector of the observed landmarks. During each cycle of
the filter after the receipt of the vector of measurements, the new particles are
created, each of which is weighted according to the Markov model of observations.
After that, the weight is normalized for a new set of states.

One of the most important steps of particle filter, which has a strong impact on
the performance and accuracy of the filter, is the process of updating the vector of
particles. In this case, the problem is to replace the particles with smaller weights by
the particles with large weights, when some values are eliminated by a certain law.
In this chapter, we use a method called resampling wheel discussed in details in
researches [28, 34]. Moment of the filter cycle, in which we need to update a set of
particles, is determined by a quantity called effective sample size, which is defined
by Eq. 4.31, where N is an overall number of particles, ŵ½k� is a normalized weight
of kth particle.

Fig. 4.21 Errors estimation of the camera displacement
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Neff ¼ 1PN
k¼1 ŵ k½ �ð Þ2

ð4:31Þ

When the particles weights scatter about the mean increases, the parameter Neff

decreases. In the case, where the weight of the particles is the same (i.e.
ŵ½k� ¼ 1=N), the effective sample size will be equal to the number of particles. In
the opposite case, when only one particle has a non-zero weight, the effective size is
equal to one Neff = 1.

In most implementations, the need to update a set of particles is determined by
the rigidly predetermined threshold value t of relationship between Neff and total
number of particles N, at which resampling and new weights generation are per-
formed. In most studies, the threshold value is chosen at 50% [35]. This allows to
limit the growth of the filter error.

However, a fixed threshold value does not account for the evolution of the
process of changing the Neff value, which can lead to both over-complexity of the
algorithm and degeneration of the particles sample. We can look at an example of
such case, when the effective sample size is relatively small but its value oscillates
around a constant value, which leads to a good level of approximation of the
desired process. In this case, it is necessary to lower threshold to prevent a frequent
updating of the particles sample. Also, the average effective number of particles
within a specified time interval characterizes the quality of the approximation
process during this interval.

The need for an adaptive threshold is a setting to update the sample particles in
the characteristic of the improved SLAM algorithm, where the main method of
measuring the movement of the camera is a visual odometry. The accuracy of the
visual odometry algorithm depends on the number of landmarks that is constantly
changed depending on the nature of the scene and related conditions. Even if the
feature points’ detector allows to find enough landmarks, not all of them are in the
working range of the depth map. If a large object is too far or too close relative the
camera, the errors of the visual odometry algorithm increase significantly. In this
case, it is advisable to increase the threshold that defines the refresh rate for the
particles sample.

Consider Neff value change within the period s − 1. During this period, it reaches
the extreme values Nmin and Nmax, so that 1 < Nmin � Neff � Nmax < N. We
define a threshold value in the period s − 1 as ts�1. When calculating the new
value of the threshold ts, it must be considered how fast Neff value is changed
within the previous period, as well as the average number of effective particles
during this time. Let ks�1 be a number of filter iterations for a period s − 1 and
Neff ðtÞ be a number of effective particles at tth iteration. Then, the values mN and dN
characterize the average number of particles during the period and variance value
determined by Eq. 4.32.
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mN ¼ 1
Nkt

Xks�1�1

t¼1

Neff tþ 1ð ÞþNeff tð Þ
2

dN ¼ Neff ks�1ð Þ � Neff 1ð Þ�� ��
ks�1 � 1ð Þ N � Nminð Þ

ð4:32Þ

The threshold ts is determined by the coefficients c1 and c2, such that c1, c2 > 0,
c1 + c2 = 1, which can be set manually (Eq. 4.33).

ts ¼ c1 � mN þ c2 � dN
DN ¼ Nmax � Nmin

Nmean ¼ DN � mN þNmin

Nvar ¼ DN �
ffiffiffiffiffiffi
dN

DN
p

þNmin

ð4:33Þ

Thus, when mN tends to one, value Nmean increases linearly up to value Nmax.
Therefore, a value mN so close to one indicates that the value Neff is large relative to
the total number of particles N, and the threshold should be increased.

Nonlinear function Nvar characterizes variation of Neff. On the one hand, the
amount dN close to zero means the low oscillations of coefficient Neff, which
indicates a high quality of approximation and needs to update the sample of par-
ticles even at a relatively low value of Neff. On the other hand, if a value of dN is
significantly greater than zero, it indicates a strong oscillation of the effective
sample size. In this case, the sample update should happen more often to com-
pensate for the increased level of measurement error. The value Nvar is dependent
nonlinearly from value dN to make it the most sensitive near zero. Visual results for
the calculation of the threshold of the particle filter with a sample size of 10 at
different evolution Neff are shown in Figs. 4.22 and 4.23. The values of coefficients
are c1 = 0.7, c2 = 0.3.

To estimate the effectiveness of the developed method, the comparative mea-
surements of visual odometry errors were made in the process of movement of the
camera with a the rigidly predetermined threshold of 50% and with an adaptive
threshold calculation procedure (Table 4.4).

Adaptive threshold selection can significantly increase the accuracy of the
camera’s location. The average errors in calculating the displacement of the camera
between successive frames is about 24% less than in the case of the strict threshold
assignment (Table 4.4). Thus, the proposed adaptive threshold selection method
allows to increase the efficiency of the filter in terms of computing power con-
sumption and required evaluation accuracy. This method finds application for
estimating camera position in the SLAM algorithm based on the video stream
analysis, since the error of the measurement camera position in that case strongly
varies during movement that does not usually occur with the systems based on other
types of sensors, such as laser rangefinders or ultrasonic sensors.
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Fig. 4.22 Evolution of Neff value within the period s with oscillation factor 1.25 and the resulting
adaptive threshold

Fig. 4.23 Evolution of Neff value within the period s with oscillation factor 0.23 and the resulting
adaptive threshold

Table 4.4 Accuracy of the
algorithms with strict and
adaptive thresholds

Threshold Strict
threshold

Adapting threshold

50% c1 = 0.3
c2 = 0.7

c1 = 0.5
c2 = 0.5

c1 = 0.7
c2 = 0.3

RMSE
(cm)

6.62 6.59 6.22 5.03
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4.11 Conclusions

In this research, the classical FastSLAM algorithm was improved, i.e. the method of
landmarks observations filtering with the UKF was replaced by the nonlinear
models through the first order Taylor series expansion at the mean of the landmark
state. Investigations of detectors and descriptors of feature points used to track
spatial landmarks in RGB-D images showed the advantages of using the ORB
detector-SURF descriptor pair. It combines the high detection rate inherent in the
ORB method and the accuracy of the SURF descriptors. Numerical results show an
average of 6% worse camera path accuracy and 34% reduction in the processing
time for the ORB-SURF-pair-based algorithm in contrast to the case of using the
SURF. Thus, an ORB detector can become one of the solutions allowing to increase
the performance of the algorithm of visual SLAM algorithm, subject to some
decrease in the accuracy of the algorithm. The use of the UKF for tracking of
observing spatial landmarks has a significant advantage with respect to the EKF,
especially in the cases, where a number of feature points in the images is small or
for a large number of landmarks. The use of the UKF allows to reduce the
root-mean-square error an average of 40% in calculating the total trajectory of the
camera.

Also the chapter considers the adaptive threshold setting algorithm for updating
the particle filter selection, which allows to increase significantly the accuracy of the
camera localization. The accuracy of the visual odometry algorithm depends
directly on the number of detected spatial feature points. Even if the detector can
find a sufficient number of landmarks, not all of them are in the working range of
depth maps. If a large object is too far away or too close to the camera overlapping
most of the scene, the error in the visual odometry algorithm increases significantly.
In this case, it is advisable to increase the threshold specifying the refresh rate of the
particle sample. The use of adaptive threshold calculation algorithm shows that the
average error value is up to 24% less than in the case of a hard threshold setting.
Adaptive thresholding allows to increase the efficiency of the filter in terms of the
required computing power and accuracy of estimation of the camera motion.
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Chapter 5
Development of Fast Parallel Algorithms
Based on Visual and Audio Information
in Motion Control Systems of Mobile
Robots

Sn. Pleshkova and Al. Bekiarski

Abstract Decision making for movement is one of the essential activities in
motion control systems of mobile robots. It is based on methods and algorithms of
data processing obtained from the mobile robot sensors, usually video and audio
sensors, like video cameras and microphone arrays. After image processing,
information about the objects and persons including their current positions in area
of mobile robot observation can be obtained. The aim of methods and algorithms is
to achieve the appropriate precision and effectiveness of mobile robot’s visual
perception, as well as the detection and tracking of objects and persons applying the
mobile robot motion path planning. The precision in special cases of visual
speaking person’s detection and tracking can be augmented adding the information
of sound arrival in order to receive and execute the voice commands. There exist
algorithms using only visual perception and attention or also the joined audio
perception and attention. These algorithms are usually tested in the most cases as
simulations and cannot provide a real time tracking objects and people. Therefore,
the goal in this chapter is to develop and test the fast parallel algorithms for decision
making in the motion control systems of mobile robots. The depth analysis of the
existing methods and algorithms was conducted, which provided the main ways to
increase the speed of an algorithm, such as the optimization, simplification of
calculations, applying high level programming languages, special libraries for
image and audio signal processing based on the hybrid hardware and software
implementations, using processors like Digital Signal Processor (DSP) and
Field-Programmable Gate Array (FPGA). The high speed proposed algorithms
were implemented in the parallel computing multiprocessor hardware structure and
software platform using the well known NVIDIA GPU processor and GUDA
platform, respectively. The experimental results with different parallel structures
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confirm the real time execution of algorithms for the objects and speaking person’s
detection and tracking using the given mobile robot construction.

Keywords Visual and audio decision making � Mobile robot � Motion control
system � Visual and audio perception and attention � Parallel algorithm
GPU � CUDA

5.1 Introduction

Motion is one of the main functions of mobile robots [1]. Like the human motion,
every step of mobile robot motion depends from the goal of this motion. The human
motion is generally defined from the human desires, for example to walk along the
streets, in the rooms and corridors, to go to the work place, in the mountains, etc.
The mobile robot motion can be considered in the same way but the mobile robot
“desires” to go somewhere is more precise to define as the “goals”. These goals are
defined usually from the human and are embedded into control system of a mobile
robot as algorithms for the motion to the goal or task, which the mobile robot must
execute [2]. The main part of these algorithms is a decision making [3] as a mean to
predict and choose the right or simple motion robot step from its current to the next
position in order to prevent the crash with obstacles or go in a wrong direction. The
main information for preparing decision making is based on methods and algo-
rithms for data processing obtained from the mobile robot sensors, usually video
and audio sensors, like video cameras and microphone arrays, laser range finders,
etc. [4]. After processing of the images obtained from video camera and sounds
received from microphone array, information about the objects and persons (per-
haps, speaking to the robot) in area of mobile robot observation can be analyzed [5].
This information is used for a decision making in the motion control algorithms
executed by kinematic system of a mobile robot platform [6].

In the development of methods and algorithms for a decision making, it is
necessary to model and simulate the appropriate precision and effectiveness of
mobile robot’s audio visual perception [7] and attention [8] during the objects and
person’s detection and tracking, applying the mobile robot motion path planning
and execution. There exist some algorithms based on the visual perception and
attention [9]. Other methods can increase the precision using not only visual
information but also the joined audio perception and attention [10] as the special
cases of visual speaking person’s detection and tracking adding the information of
sound direction. The visual and audio information is used mainly in algorithms of
joined visual and audio perception and attention in mobile robots tasks for detecting
and tracking a speaking person, as well as receiving and execution the voice
commands [11]. These algorithms are usually tested in the most cases as simula-
tions and cannot provide a real time tracking objects and people. Therefore, the goal
in this chapter is to develop, describe, and test the fast parallel algorithms for a
decision making in the motion control systems of mobile robots. The simulated
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visual and joined audio mobile robot’s perception and attention algorithms permit
to achieve real time detection and tracking of the objects and speaking persons by a
mobile robot. The depth analysis of the existing methods and algorithms show that
the main ways to increase the speed of an algorithm deal with the optimization,
simplification of calculations, applying high level programming languages, special
libraries for image and audio signal processing based on the hybrid hardware and
software implementations, using processors like the DSP and the FPGA. Some of
the mentioned above options are applied for a comparison of high speed proposed
and tested algorithms. They implemented the parallel computing multiprocessor
hardware structure and software platform using the well known NVIDIA Graphics
Processing Unit (GPU) processor and Compute Unified Device Architecture
(CUDA) platform, respectively. The experimental results with different parallel
structures confirm the real time work of algorithms for objects and speaking per-
son’s detection and tracking using for concrete mobile robot model.

This chapter is organized as follows. Section 5.2 describes briefly the related
works. The development of fast parallel algorithms based on the audio and visual
information for the motion control systems of mobile robots is considered in
Sect. 5.3. The detailed experimental results are show in Sect. 5.4. Section 5.5
concluded the chapter.

5.2 Related Works

There are a lot of researches related to NVIDIA GPU processors and corresponding
GUDA programming platform. Some of them are directed to hardware of GPUs
and their internal architecture and specifications. Others consider the CUDA pro-
gramming platform as a powerful mean to develop the applications for essential
increasing of calculation speed and achieving a real time execution in the most
cases. These applications are mainly the implementations of the GPU processors
and CUDA programming platform with the time consuming mathematical opera-
tions in comparison to the same mathematical operations executed with a con-
ventional Central Processing Unit (CPU). In order to explain more precise the
related works and confirm the real time ability of GPU processors in the proposed
algorithms, the internal structure of GPUs, their specifications, and CUDA pro-
gramming platform capabilities to the developed mobile robot algorithms parallel
executed from NVIDIA GPUs are briefly discussed.

The popular parallel NVIDIA GPU processors were firstly applied in computer
games as the fast computing engines [12] and then became the serious motivation of
many researches to test the ability of these NVIDIA GPU parallel processors in a
combination with CUDA programming platform [13] in order to speed up the time
consuming calculations in wide areas of applications. The majority of these
researches and studies are directed to test and demonstrate the short time of exe-
cution of popular mathematical operations like, for example Fast Fourier Transform
(FFT) [14], convolution [15], and correlation [16] in comparison to the results
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obtained by parallel NVIDIA GPU processors and traditional universal host com-
puter CPU. The advantages of parallel NVIDIA GPU processors are connected with
their internal structure [17] shown in Fig. 5.1.

The key features of the internal structure of NVIDIA GPU processor shown in
Fig. 5.1 are the existence of many processors, memory, and interconnections. Two
types of processors, such as multiprocessors and thread processors are applied.
Each multiprocessor has a number of thread processors. For example, in a NVIDIA
a number of multiprocessors is thirty or more and each multiprocessor has eight or
more parallel thread processors that means total 240 or more thread processors. In
each clock of GPU, all thread processors give the results from execution of the
same operation or calculations but with different data (for example, video or audio
information). Therefore, it is possible to deliver in parallel (only in one GPU clock
period) the results for all different data (for example, video or audio information)
processed with the same (single) operation, i.e. the thread processors works as a
parallel computing structure of the type Single Instructions Multi Data (SIMD)
[18]. The operations in the thread processors are managed from Thread Execution
Control Unit. Two types of memory, such as Device Memory and Local Memory,

Fig. 5.1 General internal structure of NVIDIA GPU processors

108 Sn. Pleshkova and Al. Bekiarski



are included in the internal structure of NVIDIA GPU (Fig. 5.1). For example,
device memory can be 4 GB. Device memory is connected to Host Memory of the
computer. The data exchange between these two memories is arranged as Direct
Memory Access (DMA). The local memory is connected to each multiprocessor via
Special Function Unit, which is also connected to device memory. These inter-
connections allow to speed up the data exchanges between the device memory and
each of the local memories.

The capabilities of CUDA programming platform to developed mobile robot
algorithms parallel executed from NVIDIA GPUs can be described briefly using the
architecture of CUDA programming tools and facilities shown in Fig. 5.2 [19].
The CUDA architecture consists of the following several components shown in
Fig. 5.2:

• CUDA Parallel Compute Engines inside NVIDIA GPUs.
• CUDA Support in OS Kernel suitable for hardware initialization, configuration,

etc.
• CUDA Drivers and user-mode driver to provide a device-level API for

developers.
• Parallel Thread eXecution (PTX) Instruction Set Architecture (ISA) for parallel

computing kernels and functions.

These basic CUDA components can be used from developers via standard
Device-level APIs such as OpenCL™ and DirectX® Compute, and via Languages
integration of high level programming languages such as C/C++, Fortran, Java,

Fig. 5.2 The architecture of CUDA programming tools and facilities

5 Development of Fast Parallel Algorithms … 109



Python, and the Microsoft.NET Framework. The execution of CUDA program
composes of two parts [20]: the Host section and the Device section (Fig. 5.3). The
Host section is executed on computer CPU while the Device section is executed on
GPU. The execution of Device section on GPU is managed by kernel. The kernel
handles synchronization of executing threads. It is invoked by Device call for GPU.
The threads in GPU architecture can be grouped into blocks and grids as is shown
in Fig. 5.3.

In GPU, a grid is with group of thread blocks and a thread block comprises the
defined number of threads per block. In CUDA, the differentiation between the
unique threads, thread block, and grid may be done using a set of identifiers
threadIdx, blockIdx and gridIdx variables, respectively. Thread per block can
exchange information to synchronize with each other. Per block shared memory can
be used for communication between each thread within a thread block. However,
there is no direct interaction or synchronization possible between the threads of
different blocks.

The CUDA architecture and tools allow to develop the applications to process
data and information in wide areas and fields, such as images, audio, signals, and
natural resource exploration, and to achieve dramatic speedup of execution. Most of

Fig. 5.3 The execution of CUDA program composes of two parts: the Host section and the
Device section
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these applications are examples of algorithms containing the time consuming
mathematical operations. The benefit of the execution time using GPU processors
and GUDA programming platform in a comparison to the conventional CPU is
evident.

One of the popular mathematical operations widely used in methods and algo-
rithms for processing information in the images, audio and signals are a matrix
multiplication. There are a lot of articles [21–24], in which a matrix multiplication
is the subject of descriptions and tests as mathematical operation realized using
GPU processors and CUDA programming platform with the aims of demonstrate
the advantages of GPU processors in comparison to conventional CPU. The plots of
execution times for matrix multiplication as a function of matrix dimension using
CPU or GPU are depicted in Fig. 5.4 [25].

There are also other similar mathematical operations very useful in area of
methods and algorithms for processing information in the images, audio and signals
like the FFT, correlation, convolution, etc. The FFT as a frequently used trans-
formation in algorithms of images, audio, and other signal processing is a subject of
many test with GPUs applying high level programming languages, such as C/C++,
Fortran, Java, Python, Microsoft.NET Framework, and Matlab [26–28].

Some results published in NVIDIA documentation [29] for speed achieved,
when the FFT with different transform size is performed in GPUs applying high
level programming languages, for example C/C++ are represented in Fig. 5.5. The
operations correlation and convolution also are in area of methods and algorithms
for processing information in the images, audio, and signals. Many researches [30–
33] explain the implementation using GPU processors and GUDA programming
platform for testing the correlation or convolution operations and the ability to be
executed in real time.

Fig. 5.4 The advantages of matrix multiplication in GPU versus CPU [25]

5 Development of Fast Parallel Algorithms … 111



The briefly described GPUs internal structures, CUDA architecture, tools, and
examples of implementations of time consuming mathematical operations like
matrix multiplication, the FFT, correlation and convolution permit to predict the
promising results in the development of fast parallel algorithms based on the joined
visual and audio information for decision making in the motion control systems of
mobile robots.

5.3 Development of Fast Parallel Algorithm Using Audio
and Visual Information

General view of the mobile robot video and audio perception system suitable for
delivering to the mobile robot computer system the necessary environmental
information is represented in Sect. 5.3.1. Development of fast parallel algorithm for
decision making in the motion control systems of mobile robots based on the
computational analysis of the Simultaneous Localization and Mapping (SLAM)
method and mobile robot audio visual perception and attention is discussed in
Sect. 5.3.2, while a development of fast parallel algorithm managed by a speaking
person is provided by Sect. 5.3.3.

Fig. 5.5 Results published in NVIDIA documentation [29] for speed achieved, when the FFT
with different Transform size performed in GPUs applying high level programming languages, for
example C/C++
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5.3.1 General View of Mobile Robot Video and Audio
Perception System

Decision making for motion control and navigation of a mobile robot is based on
information from the environment, where the mobile robot moves. Before each step
of mobile robot motion, it is necessary to capture and analyze the current infor-
mation from the environment and make a decision for the right direction of motion,
to prepare all suitable command for mobile robot wheels and realizing the current
motion step. The possibilities of the mobile robots to capture information from the
environment are similar to a human ability of perceiving this environmental
information mainly like visual information and also as audio information. The
general view of the video and audio perception system of a mobile robot suitable
for delivering the necessary environmental information in the mobile robot com-
puter system is presented in Fig. 5.6.

As it is seen from Fig. 5.6, the mobile robot perceives visual and audio infor-
mation from its environment through a video camera and microphone array. Also a
possibility to use the supplementary information for distance through a laser ran-
gefinder is available. The presented in Fig. 5.6 Video Camera, Microphone Array,
and Laser Range Finder can be considered as mobile robot visual, audio, and depth

Fig. 5.6 The general view of the mobile robot video and audio perception system suitable for
delivering to the mobile robot computer system the necessary environmental information

5 Development of Fast Parallel Algorithms … 113



perceptual sensors, respectively. The practical implementation of mobile robot
visual and depth perceptual sensors is well-known and popular as RGB-D Depth
Camera [34]. The visual information from a visual sensor (output of Video Camera
in Fig. 5.6) enters in form of a continuous video stream as a sequence of video
frames VF

STR. The audio information obtained from an audio sensor (outputs of
Microphone Array in Fig. 5.6) consists of the audio signals s1M ; s

2
M ; . . .; s

N
M from the

microphones M1;M2; . . .;MN . The information from Laser Range Finder (Type
URG-04LX-UG01 [35] in Fig. 5.6) represent the measurements in direction define
by angle uLR of Depth or Distance Du

LR from the position of the mobile robot to the
objects, persons, or obstacles and perceived from mobile robot visual, audio, and
depth perceptual sensors. The information from outputs of visual, audio and laser
sensors is entered in the correspondent blocks of mobile robot computer system,
where it can be processed using traditional universal host computer CPU or with
parallel NVIDIA GPU processor.

The methods and algorithms for processing information received from visual,
audio and laser sensors are different but all of them are dedicated to satisfy the goal
of decision making for the motion control and navigation of a mobile robot based
on information from the environment, where the mobile robot moves. The general
method for processing visual information is implemented in the block Visual
Feature Extraction in Fig. 5.6, where the visual information in a form of continuous
video stream as a sequence of video frames VF

STR is entered from visual sensor and
the result from processing visual information is the visual features vector VF

Feat

continuous output for each visual frame VF
STR. The audio information from outputs

of microphone array in Fig. 5.6 as audio signals s1M ; s
2
M ; . . .; s

N
M from each of

microphones M1;M2; . . .;MN is entered in the corresponding block in Fig. 5.6,
where the operations based on the following methods of audio information pro-
cessing are prepared, i.e. Sound Source Localization and Voice Recognition of
Speaker Talking to the Mobile Robot.

The results from execution of the methods for audio information processing are
the outputs and they are presented in Fig. 5.6 as the following audio feature vectors:

estimated for each audio frame angle of sound source arrival ĥ
F
DOA or location of

sound source v̂Fs ¼ x̂Fs ; ŷ
F
s ; ẑ

F
s

� �
and recognized voice command from the speaker to

the mobile robot. The Laser Range Finder information as the measurements of
depth or distance Du

LR from the position of a mobile robot to the corresponding
objects, persons, or obstacles in direction define by angle uLR is processed and fed
on the corresponding block in Fig. 5.6 as laser feature vector LuD Du

LR;uLRð Þ.
All calculated visual features vector VF

Feat, audio feature vectors ĥ
F
DOA,

v̂Fs ¼ x̂Fs ; ŷ
F
s ; ẑ

F
s

� �
, and laser feature vector LuD Du

LR;uLRð Þ are the inputs of the last
block from Fig. 5.6. titled as “Decision Making for Mobile Robot Motion Control
Using Joined Visual, Audio Information”. This block presents clearly the final goal
to decide and prepare the right and suitable commands to mobile robot wheels,
using which a mobile robot can make the next current motion step.

114 Sn. Pleshkova and Al. Bekiarski



Following sections of this chapter present briefly the chosen methods to realize
the blocks shown in Fig. 5.6 for processing the information from visual, audio, and
laser sensors in order to calculate the visual features vector VF

Fea, audio feature

vectors ĥ
F
DOA, v̂Fs ¼ x̂Fs ; ŷ

F
s ; ẑ

F
s

� �
, and laser feature vector LuD Du

LR;uLRð Þ and to
implement these methods as algorithms by the traditional universal host computer
CPU and parallel NVIDIA GPU processor.

5.3.2 Development of Fast Parallel Algorithm Based
on Simultaneous Localization and Mapping Method
and Mobile Robot Audio Visual Perception
and Attention

There exist many different methods and algorithms applied in the decision making
tasks for motion control of mobile robots based on the visual information perceived
from mobile robot [36]. The SLAM method is one the actual and wide spread
method [37] based mainly on the visual mobile robot perception and attention [38],
using also information from the audio sensors (microphone array) [39] and laser
range finder mounted on a mobile robot platform [40]. In this chapter, the SLAM
method was chosen in sense of its ability to work not only as simulation but in real
time as parallel algorithms for decision making in motion control system of a
mobile robot using CUDA programming platform embedded into GPU devices.
Consider briefly the SLAM method in a view of the general mathematical equation.

The SLAM method is based on the continuous sequential probabilistic pro-
cessing and estimation of observations captured from mobile robot video, audio
sensors, laser distance measurement sensors, and mobile robot wheel motion sen-
sors [41]. The current information of observations from the mobile robot sensors
consist usually from the spatial positions of the objects, persons, and obstacles in a
mobile robot motion environment and also from natural defined or artificial added
“landmarks” suitable to compose and continuous update a map of area of obser-
vation leading to improve the precision of decision making for right prediction and
execution of each next motion step of mobile robot (Fig. 5.6). Therefore, for each
k time step of mobile robot motion the current information of observations from
mobile robot sensors are presented as the observation vector or matrix zkobs provided
by Eq. 5.1, where zkvo; z

k
ao; z

k
lo; z

k
mo are the corresponding vectors or matrices of

observations from video zkvo, audio zkao, and laser zklo sensors, and natural or artificial
defined “landmarks” zkmo taken in k time step of mobile robot motion, respectively.

zkobs ¼ zkvo; z
k
ao; z

k
lo; z

k
mo

� � ð5:1Þ
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Except of the presented with Eq. 5.1 observation vector or matrix zkobs in the
SLAM method, it is necessary to initiate, define, and use also the following
information in a form of vectors or matrices:

• The current mobile robot position as vector pkmr in area of observation in a form
of coordinates xkmr; y

k
mr; z

k
mr (Eq. 5.2).

pkmr ¼ xkmr; y
k
mr; z

k
mr

� � ð5:2Þ

• The current mobile robot control vector ckmr in area of observation containing
odometry information from mobile robot wheel motion sensors for the linear
vkmrl and angular vkmra current speed of mobile robot moving from previous
position pk�1

mr to current position pkmr (Eq. 5.3).

ckmr ¼ vkmrl; v
k
mra

� � ð5:3Þ

• Vector pnlm containing the true position for each n defined natural or artificial
landmark from the set of n ¼ 1; 2. . .;N landmark in area of mobile robot
observation supposing that the true position of all landmarks rest constant
(Eq. 5.4).

pnlm ¼ xnlm; y
n
lm; z

n
lm

� � ð5:4Þ

• The set of positions of all landmarks n ¼ 1; 2. . .;N forming the landmark map
Mlm in mobile robot environment (Eq. 5.5).

Mlm ¼ p1lm; p
2
lm; . . .; p

n
lm; . . .p

N
lm

� � ð5:5Þ

The simultaneous principle of the SLAM method require to collect and keep the
information for all previous 0, 1, 2, …, k − 1 steps of execution for a decision
making for a mobile robot. To satisfy this requirement, it is defined the following
vectors or matrices to hold the information for all previous 0, 1, 2, …, k − 1 steps
and the information for the current step k:

• The previous information of observations from mobile robot sensors Z0;k�1
obs and

the current observation vector zkobs using Eq. 5.1:

Z0;k
obs ¼ z0obs; z

1
obs; z

2
obs; . . .; z

k�1
obs ; z

k
obs

� � ¼ Z0;k�1
obs ; zkobs

n o
: ð5:6Þ

• The previous mobile robot positions p0;k�1
mr and the current position pkmr using

Eq. 5.2:
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P0;k
mr ¼ p0mr; p

1
mr; p

2
mr;. . .; p

k�1
mr ; pkmr

n o
¼ P0;k�1

mr ; pkmr
� �

: ð5:7Þ

• The previous of mobile robot control vector C0;k�1
mr and the current control

vector ckmr using Eq. 5.3:

C0;k
mr ¼ c0mr; c

1
mr; c

2
mr;. . .; c

k�1
mr ; ckmr

n o
¼ C0;k�1

mr ; ckmr
� �

: ð5:8Þ

The probabilistic representation of the SLAM method can be described with the
following definitions:

• The joint posterior density Pk
mr;lm between the mobile robot position pkmr in

k time step (Eq. 5.2) and positions of all landmarks defined in the landmark map
Mlm (Eqs. 5.4–5.5), depending from information of all observations Z0;k

obs

(Eq. 5.6), all collected mobile robot control vectors C0;k
mr (Eq. 5.8), and initial

mobile robot position p0mr derived from Eq. 5.6:

Pk
mr;lm ¼ P pkmr;MlmjZ0;k

obs;C
0;k
mr ; p

0
mr

� �
: ð5:9Þ

• The model of observation is presented as the probability Pk
obs in order to

accomplish the observation zkobs if the mobile robot position pkmr (Eq. 5.2) and
positions of all n ¼ 1; 2. . .;N landmark in the map Mlm (Eq. 5.5) are known:

Pk
obs ¼ P zkobsj; pkmr;Mlm

� 	
: ð5:10Þ

• The mobile robot model of motion presented as the probability distribution Pk
mt

of mobile robot motion to position pkmr if the previous position is pk�1
mr and the

current mobile robot control vector is ckmr:

Pk
mt ¼ P pkmrj; pk�1

mr ; ckmr
� 	

: ð5:11Þ

The represented with Eqs. 5.9–5.11 probabilistic model of the SLAM method is
suitable for implementation as an algorithm consisting from the following two
recursively executed operations:

• The calculations of the joint posterior density Pk
mr;lm (Eq. 5.9) as a time update

(tu) function Fk
tu in each new k time step using the model of mobile robot motion

presented as probability distribution Pk
mt (Eq. 5.11) and the joint posterior

density Pk
mr;lm (Eq. 5.9) from previous k − 1 time step is provided by Eq. 5.12.
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Pk
mr;lm ¼ Fk

tu P pkmrjpk�1
mr ; ckmr

� 	
; P pk�1

mr ;MlmjZ0;k�1
obs ;C0;k�1

mr ; p0mr
� �� �

ð5:12Þ

• The calculations of the joint posterior density Pk
mr;lm (Eq. 5.9) as a measurement

update (mu) function Fk
mu in each new k time step using the model of mobile

robot motion presented as probability distribution Pk
obs (Eq. 5.10) and the joint

posterior density Pk
mr;lm (Eq. 5.9) from previous k − 1 time step is represented by

Eq. 5.13.

Pk
mr;lm ¼ Fk

mu P zkobsjpkmr;Mlm
� 	

;P pkmr;MlmjZ0;k�1
obs ;C0;k

mr ; p
0
mr

� �
;P zkobsjZ0;k�1

obs ;C0;k
mr

� �� �
ð5:13Þ

From Eqs. 5.12–5.13 one can conclude about the following two possible
solutions:

• The building the map Mlm calculating the conditional density Plm under
assumption that the current mobile robot position as vector pkmr is known
(Eq. 5.14).

Plm ¼ P MlmjP0;k
mr ;Z

0;k
obs;C

0;k
mr

� �
ð5:14Þ

• The detection of the mobile robot position pkmr calculating the conditional
density Pmr under assumption that the landmark locations in the map Mlm are
known (Eq. 5.15).

Pk
lm ¼ P pkmrjZ0;k

obs;C
0;k
mr ;Mlm

� �
ð5:15Þ

Equations 5.9–5.15 describe the SLAM method as general probabilistic model.
There are many possible solutions to realize this general probabilistic model as the
working algorithm applying Bayesian filters particle filters, the Extended Kalman
Filter SLAM (EKF SLAM), etc. [42]. The EKF SLAM method is the most popular
method from these listed solutions. There exist realizations of the EKF SLAM
method as concrete algorithm in motion control using the perceived audio visual
perception and attention information from mobile robot audio and visual sensors [7,
8].

The EKF SLAM algorithm is presented in Table 5.1 (as the Algorithm 1) and
described briefly only to prepare the necessary computational analysis in order to
define a possibility of its realization as a fast parallel algorithm based on mobile
robot visual perception and attention using NVIDIA GPU processor and CUDA
platform for decision making in motion control system of a mobile robot. The
Algorithm 1 shown in Table 5.1 begins with a definition of initial position p0mr if a
mobile robot is placed in an unknown environment (Step 1, Table 5.1). This
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algorithm is usually executed from a host CPU of computer system of a mobile
robot.

After definition of initial position p0mr, the mobile robot begin to execute the
main part of the EKF SLAM algorithm (Step 2 from Table 5.1) as a sequence of
operations executed from mobile robot computer system. First, it is necessary to
input the current information of observations from the mobile robot audio, visual,
and laser sensors (Step 3 from Table 5.1) presented as the observation vector or
matrix zkobs (Eq. 5.1) in each k time step of mobile robot motion. Second, the next
steps are for concurrently build the map Mlm of mobile robot surrounding envi-
ronment while localizing the mobile robot current position pkmr within these envi-
ronments performing the SLAM method. The presented above general probabilistic
definition of the SLAM method needs at each discrete k time step to calculate the
joint posterior density of the robot state and the landmark locations having the
distribution provided by Eq. 5.16.

P pkmr;Mlm zkobs; c
k
mr



� 	 ð5:16Þ

Table 5.1 The necessary steps of the EKF SLAM algorithm for motion control using the
perceived audio visual perception and attention information from the mobile robot audio and
visual sensors (Algorithm 1)

Step Step description Execution by
CPU or GPU

1. Begin with definition of initial position p0mr , when a mobile
robot is placed in an unknown environment

CPU

2. Begin recursive execution of the EKF SLAM algorithm in each
current discrete k time step

CPU

3. Input in each k time step of mobile robot motion the current
information of observations from mobile robot sensors presented
as the observation vector or matrix zkobs (Eq. 5.1)

CPU or GPU

4. State estimation or prediction in the current discrete k time step CPU or GPU

4.1. Estimate state vector pkmr and covariance matrix
P

k

(Eqs. 5.18, 5.21–5.23)
CPU or GPU

4.2. Update for correction the observation vector zkobs (Eq. 5.1)
using extracted in each k time step of mobile robot motion the
observed information as the following observation features
(Fig. 5.6):

– The audio features as an angle of sound source arrival ĥ
F
DOA or

location of sound source v̂Fs ¼ x̂Fs ; ŷ
F
s ; ẑ

F
s

� �
– The visual features as a vector VF

Fea
– The laser range finder features as a laser feature vector
including depth or distance Du

LR in direction define by angle uLR
from the position of the mobile robot to the corresponding
objects, persons, or obstacles

CPU or GPU

5. Go to Step 2 or Stop execution of algorithm CPU
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In Eq. 5.16, the control information obtained from mobile robot wheel motion
sensors described by vector ckmr (Eq. 5.3) and also a set of observations from mobile
robot video, audio, and laser sensors, i.e. the current observation vector zkobs from
Eq. 5.1 are considered. If it is used the Bayesian rule, then the posterior distribution
from Eq. 5.16 can be written in a view of Eq. 5.17.

P pkmr;Mlm zkobs; c
k
mr



� 	 ¼ gP zkobs p
k
mr;Mlm



� 	
P pkmr;Mlm zk�1

obs ; c
k
mr



� 	 ð5:17Þ

The common popular and wide spread estimation of the posterior distribution
(Eqs. 5.16–5.17) in the SLAM method is the EKF [43]. The EKF represents the
posterior distribution in the SLAM method as a high-dimensional, multivariate
Gaussian parameterized by a mean lk

p;m
and a covariance matrix

P k
p;m [4, 5] of

mobile robot system state in the current discrete k time step (Eq. 5.18).

lkp;m ¼ lkp
lkm

� � Xk
p;m

¼
P k

p

P k
p;mP k

m;p

P k
m

" #
ð5:18Þ

The mobile robot position pkmr in the current discrete k time step can be repre-
sented as a non-linear motion model, in which wk is the zero-mean Gaussian system
noise with the covariance Qk (Eq. 5.19).

pkmr ¼ f pk�1
mr ; ckmr

� 	þwk ð5:19Þ

The mobile robot observations zkobs in the current discrete k time step can be
represented as a model, in which rk is defined by the Gaussian measurement errors
from visual, audio, and laser mobile robot sensors with the covariance Rk

(Eq. 5.20).

zkobs ¼ h pk�1
mr

� 	þ rk Rk ¼ r2r 0
0 r2u

� �
ð5:20Þ

The nonlinear models of mobile robot position pkmr and observations zkobs pre-
sented by Eqs. 5.19–5.20 can be approximated as linear around the most likely
system state lk

p;m
, using Taylor expansion: g � gþ g0 where g0 is the Jacobian [44]

of the function with respect to its variables.
With the above presented assumptions, the EKF-SLAM algorithm is executed as

a recursive algorithm (Step 4 from Table 5.1) divided into two main steps: state
estimation or prediction and state update or correction.

In the estimation or prediction state (Step 4.1 from Table 5.1) of the EKF-SLAM
algorithm, the following operation are included and executed (choosing host CPU
or GPU of mobile robot computer system): the estimated state vector �pkmr and
covariance matrix calculated from the previous state and covariance and the control
input

P
k (Step 4.1 in Table 5.1):
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�pkmr ¼ f pk�1
mr ; ckmr

� 	 X
k

¼ Fp;k

X
k�1

FT
p;k þFc;kQkFT

c;k; ð5:21Þ

where

Fp;k ¼ @f
@lk�1

p;m
ð5:22Þ

is the Jacobian of the state transition function f with respect to the mobile robot state
model (Eq. 5.18), assuming that the estimated and updated map features regarding
to the world reference frame are the same and the only time variant part of the
mobile robot state is the robot state, i.e. Eq. 5.18 can be simplified as:

lkp;m ¼ �lkm
X
p;mk

¼
X
mk

: ð5:23Þ

In the state update or correction (Step 4.2 from Table 5.1) of the EKF-SLAM
algorithm, the operations for processing the input in Step 3 of Table 5.1 are
included and executed (choosing host CPU or GPU of mobile robot computer
system). These operations include current information about the observations from
audio, visual, and laser sensors presented as the observation vector or matrix zkobs
(Eq. 5.1). Depending on the specifics of each of the audio, visual and laser sensors,
the observed information is a subject of different processing methods. Nevertheless,
the results of all them are intended to extract, estimate, and update for correction in
each k time step (Step 4.2 from Table 5.1) and represented the following obser-
vation features (Fig. 5.6):

• The audio features as an angle of sound source arrival ĥ
F
DOA or location of a

sound source v̂Fs ¼ x̂Fs ; ŷ
F
s ; ẑ

F
s

� �
.

• The visual features as vector VF
Fea.

• The laser range finder features as laser feature vector including depth or distance
Du

LR in direction defined by angle uLR from the position of the mobile robot to
the corresponding objects, persons, or obstacles.

After execution the Step 4.1 and Step 4.2 for estimation and correction mobile
robot motion state as two main steps of the EKF-SLAM algorithm it is necessary to
execute the final Step 5 in Algorithm 1 in Table 5.1 with two possibilities: to go on
Step 2 for in loop or recursive execution the each next time step or to Stop algo-
rithm execution.

The Algorithm 1 presented in Table 5.1 is the general description of the pro-
posed fast parallel algorithm for decision making in the motion control systems of
the mobile robots based on a computational analysis of the SLAM method. Each
step of Algorithm 1 is analyzed for computational difficulties in order to decide,
whether it is more convenient to execute the operations in corresponding step by
CPU or GPU of mobile robot computer system (the last column on Table 5.1). Two
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possibilities for execution shown in the last column in Table 5.1, such as the
execution only with CPU (without using GPU) or execution using GPU, are applied
in the experiments in order to test and compare the execution of the developed fast
algorithm for decision making in motion control system of a mobile robot based on
audio visual information and using in calculations only with CPU or also
NIVIDA GPU and CUDA platform.

5.3.3 Development of Fast Parallel Algorithm Based
on Mobile Robot Audio Perception and Attention
Managed by Speaking Person

In the Step 3 of Algorithm 1 (Table 5.1) for each k time step of mobile robot
motion, the current information of observations obtained from mobile robot sensors
and presented as the observation vector or matrix zkobs (Eq. 5.1) is used. One of the
current observation from vector or matrix zkobs is the audio information described as
a vector zkao. This information is very important for decision making in motion
control system of a mobile robot especially in mobile robot navigation under the
voice commands from a speaking person. Therefore, this section presents the
description of developed fast parallel algorithm based on the mobile robot audio
perception and attention for a decision making in motion control system managed
by a speaking person. This algorithm can be considered as a special case of pro-
cessing the observed in the Step 3 of Algorithm 1. The current audio features as an

angle of sound source arrival ĥ
F
DOA or location of sound source v̂Fs ¼ x̂Fs ; ŷ

F
s ; ẑ

F
s

� �
extracted in Step 4.2 of Algorithm 1 is necessary for the developed fast decision
making algorithm.

The decision making in the motion control systems of mobile robots using the
audio perception and attention can be considered as a very simple and raw model of
human audio perception and attention [8]. The main principle in mobile robot audio
perception and attention is based on calculation of sound directions of arrivals from
the audio sensors or microphone arrays mounted on mobile robot moving platform
[10]. First, the information of sound perception is analyzed. Second, the mobile
robot audio attention is concentrated in the determined direction of a sound arrival,
for example to follow the voice commands send from a person to the robot [11].
Therefore, the development an efficient real time working algorithm of mobile robot
audio perception and attention requires to consider and to analyze the time con-
suming calculations mainly of the algorithms for precise determination of direction
of sound arrival or sound source localization.

The methods and algorithms directing the sound arrival or sound source local-
ization include Direction Of Arrival (DOA) [45], Time Delay Estimation
(TDE) [46] also called Time Difference Of Arrival (TDOA) [47] or Inter aural Time
Difference (ITD) [48], Generalized Cross Correlation (GCC) [49], and Generalized
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Cross Correlation with PHAse Transform (GCC-PHAT) [50]. These methods are
the subject of intensive research and applications not only in area of mobile robot
audio perception and attention but also in other wide spread applications like audio
visual conference systems, sound enhancements, sound recognition and identifi-
cation, and sound masking. Their characteristics, especially their precision and
accuracy in the determination of a direction of arrival or sound source localization,
are studied and tested with the appropriate algorithms and simulations in all of the
above mentioned applications including in mobile robot perception, attention and
mobile robot motion control and navigation. The goal is to choose and analyze
some of these methods in sense of their ability to work not only as simulation but in
real time as parallel working algorithms for a decision making in mobile robot
motion control using CUDA programming platform embedded in GPU devices.
From the numerous listed methods, the most popular GCC and its modification
called as the Steered Response Power (SRP)-PHAT [51] using the inverse Fourier
transform of the cross-power spectral density function multiplied by a proper
weighting were chosen. The description of the chosen for analysis and test the
SRP-PHAT method is presented briefly. Let sM1 ; s

M
2 ; . . .; s

M
i ; . . .s

M
N be the input audio

signals from N numbers of microphones M1, M2, …, Mi, …, MN included in a
microphone array and served as mobile robot audio sensors mounted on a mobile
robot platform (Fig. 5.7).

Fig. 5.7 Microphone array consisting from M1, M2, …, Mi, …, MN microphones as the mobile
robot audio sensors mounted on a mobile robot platform
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In each time interval TF, the input audio signals sM1 ; s
M
2 ; . . .; s

M
i ; . . .s

M
N are sepa-

rated in the nfth current frames sF1 nfð Þ; sF2 nfð Þ; . . .; sFi nfð Þ. . .:sFN nfð Þ. For each of

these nfth current frames for a given point with spatial coordinates as vector vFp ¼
xFp ; y

F
p ; z

F
p

h i
in area of mobile robot observation, the SRP PSR

nf ðvFp Þ can be deter-

mined using Eq. 5.24, where wF
i is the weight suitable chosen for the corresponding

sFi nfð Þ frame from input audio signal sMi , s vFp ; i
� �

is an arrival time of the sound

waves direct from point vFp ¼ xFp ; y
F
p ; z

F
p

h i
to the microphone Mi.

PSR
nf vFp
� �

¼
Zðnf þ 1ÞT

nfT

XN
i¼1

wF
i s

F
i nfð Þ t � s vFp ; i

� �� �


 


2dt





 ð5:24Þ

Equation 5.24 can be simplified by Eq. 5.25, where sk;i vFp
� �

is an arrival time

difference, Rk;i sk;i vFp
� �� �

is the GCC determined for the time lag s ¼ sk;i vFp
� �

.

PSR
nf vFp
� �

¼
XN
i¼1

XN
k¼iþ 1

Rk;i sk;i vFp
� �� �

ð5:25Þ

The term sk;i vFp
� �

defines the arrival time difference (with the speed of sound

c = 384.2 m/s in air) or delay between each pair of the microphones Mk and Mi in
microphone array of the sound waves emitted from a sound source (for example,

the person speaking to the robot) positioned at point vFp ¼ xFp ; y
F
p ; z

F
p

h i
in area of

mobile robot observation and estimated by Eq. 5.26.

sk;iðvFp Þ ¼
vFp � vFk




 


� vFp � vFi



 




c
ð5:26Þ

The term Rk;i sk;i vFp
� �� �

is the GCC determined for the time lag s ¼ sk;i vFp
� �

between the corresponding frames sFk nfð Þ and sFi nfð Þ from input audio signals sMk
and sMi , respectively, [52] and evaluated by Eq. 5.27, where SFk xð Þ and SFi xð Þ are
the corresponding frequency transformations of current frames sFk nfð Þ and sFi nfð Þ of
input audio signals sMk and sMi received from microphones Mk and Mi in a micro-
phone array mounted on mobile robot platform, UF

k;i xð Þ is the PHAse Transform
(PHAT) weighting function.
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Rk;i sð Þ ¼
Zþ1

�1
UF

k;i xð ÞSFk xð Þ SFi xð Þ� 	�
ejxsdx ð5:27Þ

The PHAT weighting function is very effective for time delay estimation in
sound source localization algorithms based on the GCC if in the area of mobile
robot observation, when the reflected sound waves and reverberations exist.
The PHAT weighting function is defined in frequency domain by Eq. 5.28.

UF
k;i xð Þ ¼ 1

SFk xð Þ SFi xð Þð Þ�

 

 ð5:28Þ

The calculated from Eq. 5.25 the SRP PSR
nf vFp
� �

is used to determine a possible

or approximately sound source location v_
F
s ¼ x_

F
s ; y

_F
s ; z

_F
s

h i
as the maximum value of

PSR
nf vFp
� �

for the current time interval TF provided by Eq. 5.29.

v_
F
s ¼ argmax PSR

nf vFp
� �� �

ð5:29Þ

Equation 5.29 is useful information for possible absolute spatial coordinates

v_
F
s ¼ x_

F
s ; y

_F
s ; z

_F
s

h i
of sound source located on the corresponding distance from a

mobile robot but more often the purpose of sound source localization is to deter-
mine only the direction, from which the sound from the source arrives to the robot.
Therefore, in these cases, it is sufficient (instead of sound source absolute position

v_
F
s ¼ x_

F
s ; y

_F
s ; z

_F
s

h i
) to determine only a vector of spatial angle hFs to this position,

representing a direction from a sound source of arrival and consisting from two
components: angle of azimuth hFs;az and angle of elevation hFs;el:

hFs ¼ hFs;az; h
F
s;el

h i
: ð5:30Þ

Therefore, instead of definition a given point with the spatial coordinates as
vector vFp ¼ ½xFp ; yFp ; zFp � in area of mobile robot observation it is possible to consider

only the direction from mobile robot place to this given point vFp ¼ ½xFp ; yFp ; zFp � as a
vector of the spatial angle hFp composed from two components: angle of azimuth

hFp;az and angle of elevation hFp;el and define it using Eq. 5.31.

hFp ¼ hFp;az; h
F
p;el

h i
ð5:31Þ
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Using a definition of a given point with spatial coordinates as vector vFp ¼
xFp ; y

F
p ; z

F
p

h i
in area of mobile robot observation provided by Eq. 5.31 as a vector

hFp , it is necessary to modify the defined with the Eq. 5.26 delay sk;i vFp
� �

between

each pair of the microphones Mk and Mi in microphone array in a view of Eq. 5.32.

sk;iðhFp Þ ¼
ðvFk � vFi Þ

c
hFp ð5:32Þ

This leads also to modification of Eq. 5.25 for the SRP PSR
nf vFp
� �

in the way

provided by Eq. 5.33.

PSR
nf hFp
� �

¼
XN
i¼1

XN
k¼iþ 1

Rk;i sk;i hFp
� �� �

ð5:33Þ

The calculation the SRP as PSR
nf hFp
� �

(Eq. 5.33) instead of PSR
nf vFp
� �

(Eq. 5.17)

require to change a determination of possible sound source location

v_
F
s ¼ x_

F
s ; y

_F
s ; z

_F
s

h i
. Such sound source location ought to be calculated as the

maximum value of PSR
nf hFp
� �

for a possible spatial angle h
_F

s , indicating only a

direction of a sound source arrival from the place of sound source to the mobile
robot position, using Eq. 5.34.

h
_F

s ¼ argmax PSR
nf hFp

� �� �
ð5:34Þ

The mentioned above Eqs. 5.24–5.34 describe briefly the method SRP-PHAT.
These equations are used to development the appropriate sound source localization
algorithm as a real time execution with GPU processor and GUDA platform.

As it is seen from Fig. 5.7 this algorithm is implemented in computer system of
mobile robot, which receive the input audio signals sM1 ; s

M
2 ; . . .; s

M
i ; . . .s

M
N from

N numbers of microphones M1, M2, …, Mi, …, MN included in microphone array
mounted on a mobile robot platform. The actual description of the proposed sound
source localization algorithm, its analysis and test for real time execution with GPU
processor andGUDAplatformmust be preceded by some necessary general and usual
steps as input, manipulations, and output audio signals and also results from sound
source localization. These necessary steps are presented in Table 5.2 (Algorithm 2).

In Table 5.2, the proposition from the analysis how to estimate the advisability
and effectiveness of the execution of the corresponding steps of algorithm by CPU
or GPU is also presented. Therefore, Algorithm 2 helps to increase the speed of
algorithm and achieve of source localization in a real time. From the presented in
Algorithm 2 results, one can be concluded that the Step 5 is the basic operation in a
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Table 5.2 The necessary general and usual steps as input, manipulations and output audio signals
and also results from sound source localization (Algorithm 2)

Step Step description Execution by
CPU or GPU

1. Initialize geometrical characteristics of microphone array
mounted on mobile robot platform and served as mobile robot
audio sensors (Fig. 5.7):
– type of microphone array (linear, circular, spherical, etc.);
– number of microphones N in microphone array; distance di,j
between microphones Mi and Mj;

– local coordinate system of microphone array with origin OM

as vector OM ¼ xoM ; y
o
M ; z

o
M

� �

CPU

2. Initialize time interval TF defined as time duration of the audio
frames separate from each of input audio signals
sM1 ; s

M
2 ; . . .; s

M
i ; . . .s

M
N captured from M1, M2, …, Mi, …, MN

microphones and processed as frame sequence to calculate the
current direction of arrival of sound from a person speaking to a
mobile robot

CPU

3. Input continuous and synchronously in computer system of
mobile robot (Fig. 5.1) all audio signals sM1 ; s

M
2 ; . . .; s

M
i ; . . .s

M
N

from M1, M2, …, Mi, …, MN microphones of microphone array

CPU

4. Separate in each time interval TF the current nfth frame
sF1 nfð Þ; sF2 nfð Þ; . . .; sFi nfð Þ; . . .; sFN nfð Þ from each of the input
audio signals sM1 ; s

M
2 ; . . .; s

M
i ; . . .s

M
N with the length of each frame

LF = TF/TS, where TS is the sample time TS = 1/FS and FS is
sample frequency of input audio signals

CPU

5. Calculate nfth current direction of a sound arrival to a mobile
robot (possible sound source location as spatial coordinates

v_
F
s ¼ x_

F
s ; y

_F
s ; z

_F
s

h i
or spatial angle h

_F

DOA) as the result of

processing (with GPU or with CPU algorithm) the
corresponding current nfth frames
sF1 nfð Þ; sF2 nfð Þ; . . .; sFi nfð Þ; . . .; sFN nfð Þ separated from input
audio signals sM1 ; s

M
2 ; . . .; s

M
i ; . . .s

M
N captured from

M1, M2, …, Mi, …, MN microphones of microphone array

CPU or GPU

6. Output and Save the results from calculation of nfth current
direction of a sound arrival to the mobile robot (possible sound

source location as the spatial coordinates v_
F
s ¼ x_

F
s ; y

_F
s ; z

_F
s

h i
or

spatial angle h
_F

DOA) to analyze the real time capability and also
use these results as suitable audio information in decision
making algorithm based on the joined visual and audio
perception and attention in mobile robots tasks for detecting and
tracking speaking person, as well as receiving and execution the
voice commands

CPU

7. Go to Step 4 or Stop execution of algorithm CPU
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sound source localization. It is significantly more computing power consuming,
therefore it is relevant and appropriate to execute and test using GPU and to
compare with the execution time using CPU. The other steps (initializations, audio
signals input, segmentations and output) are closely related with the CPU of mobile
robot computer system and the microphone array connecter to CPU, therefore their
execution is more appropriate by CPU. In the developed Algorithm 3 (Table 5.3),
more precise the operations needed for realizing the Step 5 from Algorithm 2
(Table 5.2) are presented. These operations correspond to the interpretation in
Algorithm 3 (Table 5.3) of the described briefly the method SRP-PHAT using the
Eqs. 5.24–5.34.

The developed algorithms, such as Algorithms 1 EKF SLAM algorithm for
motion control using the perceived audio visual perception and attention infor-
mation from mobile robot audio and visual sensors, Algorithms 2 for sound source
localization, and Algorithms 3 realizing the SRP-PHAT method for sound source
localization, that are presented in Tables 5.1 and 5.3, respectively, are the subject of
experiments as a practical realization and execution in two ways in mobile robot
computer system: only with CPU, without using GPU, or using GPU of corre-
sponding operations.

5.4 Experimental Results

The main goal of the developed Algorithm 1, Algorithm 2, and Algorithm 3 is to
realize the task of decision making in mobile robot motion control with the corre-
sponding precision using audio visual information. This goal is a subject of the
previous researches [7, 8]. Therefore, the experimental results from these researches
mainly as the precision of decision making in mobile robot motion control using
audio and visual information are not presented here. These results are used in this
chapter only as the base in the goal to increase the speed developing the fast variants
of these algorithms applying NVIDIA GPU’s and CUDA programming platform.
The experiments in this chapter are directed to test and analyze the speed of the
developed fast variants of Algorithm 1, Algorithm 2, and Algorithm 3 for the tasks of
decision making in motion control system of a mobile robot using audio visual
information applying only CPU or GPU’s and CUDA programming platform.

The experiments are based on the presented in Fig. 5.6 the mobile robot video
and audio perception system suitable for delivering the necessary environmental
information to the mobile robot computer system. For experiments, the mobile robot
platform of type Surveyor SRV-1 [53], which is equipped with the Blackfin camera
[54] used as visual sensor, microphone evaluation board STEVAL-MKI126V2
based on STA321MPL and MP34DB01 microphones fromMEMS type [55] used as
audio sensor, and Hokuyo URG-04LX-UG01 scanning laser rangefinder [56] were
utilized. Some of the experiments, requiring the general mobile robot algorithms, are
based on the previous research and developments [7, 8, 11]. Also, two types of GPU
processors, such as NVIDIA GeForce GTX560 [57] and NVIDIA GeForce
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GTX920 M [58], are applied. The GPU programming platform is based on the latest
version CUDA Toolkit v8.0 [59].

The program implementation of the developed fast variants of Algorithm 1,
Algorithm 2, and Algorithm 3 is based on programming language Microsoft Visual
Studio Professional Version 2015 [60] and Matlab Release 2016b programming
system [61]. The CUDA v8.0 programming model is completed with the software
environment that allows to use C or C++ high-level programming language [62] or
MATLAB GPU Computing Support for NVIDIA CUDA-Enabled GPUs [63]
included in Parallel Computing Toolbox [64].

The experiments include the speed analysis of the developed fast variants of
Algorithm 1, Algorithm 2, and Algorithm 3. For such analysis, a suitable
methodology of estimating the execution time based on a comparison the compu-
tational costs was developed. This methodology provides a decision making in
motion control system of mobile robot using audio visual information applying
only CPU of mobile robot computer system or GPU’s and CUDA programming
platform. The proposed methodology includes all three developed Algorithm 1,
Algorithm 2, and Algorithm 3 but for the briefness it is demonstrated only for the
Algorithm 2 and Algorithm 3 in the following way.

From Eqs. 5.24–5.34 Algorithm 2 (Table 5.2) and Algorithm 3 (Table 5.3) one

can see that a computation of a sound source location as position vFp ¼ xFp ; y
F
p ; z

F
p

h i
or as angle h

_F

s using direction of arrival requires to process the pairs of the audio
signals from the microphones in mobile robot microphone array. If the number of
microphones in a microphone array is N, then the number of microphone pairs NMP

between each Mk, Mi microphone is estimated by Eq. 5.35.

NMP ¼ 1
2
NðN � 1Þ ð5:35Þ

In the Step 2 of Algorithm 3 (Table 5.3), the spectrums SFk xð Þ and SFi xð Þ of all
current frames sFk nfð Þ and sFi nfð Þ applying the FFT to the appropriate CPU or GPU
arrays sCPUmem nfð Þ and sGPUmem nfð Þ are calculated and the results are put in CPU or GPU
arrays SCPUmem nfð Þ and SGPUmem nfð Þ, respectively. For number of microphones N in a
microphone array, the arrays sCPUmem nfð Þ and sGPUmem nfð Þ contain N current frames,
respectively, and, therefore, it is necessary to apply N number of the FFT to the
current frames in the arrays sCPUmem nfð Þ and sGPUmem nfð Þ. For the FFT of single frames
sFk nfð Þ or sFi nfð Þ with the length of each frame LF = TF/TS, where TS is the sample
time, T = 1/FS, FS is a sample frequency of input audio signals, the number of
arithmetic operations NSF

FFT are usually calculated using Eq. 5.36.

NSF
FFT ¼ 5LF log2 LF ð5:36Þ
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This means that the FFT for all frames sFk nfð Þ or sFi ðnf Þ in the arrays sCPUmem nfð Þ
and sGPUmem nfð Þ requires the number of arithmetic operations NALLF

FFT provided by
Eq. 5.37.

NALLF
FFT ¼ NNSF

FFT ¼ N5LF log2 LF ð5:37Þ

The execution of the GCC Rk;i sð Þ in the Step 5 of Algorithm 3 (Table 5.3) using

time lag s ¼ sk;i vFp
� �

or s ¼ sk;i hFp
� �

is required for NMP pairs spectrums SFk xð Þ
and SFi xð Þ of corresponding NMP pairs of current frames sFk nfð Þ and sFi nfð Þ of input
audio signals from NMP pairs between each Mk, Mi microphones. Let us denote this
parameter as NALLP

GCC arithmetic operations under assumption that for the GCC Rk;i sð Þ
of a single frame pair the NSP

GCC ¼ 6LF arithmetic operations are necessary:

NALLP
GCC ¼ NMPN

SP
GCC ¼ NMP6LF : ð5:38Þ

The calculation of the PHAT weighting function UF
k;i xð Þ in CPU or GPU arrays

SCPUmem nfð Þ and SGPUmem nfð Þ is pair wise operation related with the number of pairs NMP

between eachMk, Mi microphones in a microphone array and also depends from the
length of each frame LF. Therefore, the number NALL

PHAT for all pair’s wise operations
of the PHAT weighting function UF

k;i xð Þ can be calculated using Eq. 5.39.

NALL
PHAT ¼ NMPLF ð5:39Þ

The transformation of the GCC Rk;i sð Þ from frequency to time domain using the
IFFT is prepared for NMP number of pairs and in this case each pair requires the
following NSF

IFFT arithmetic operations like the number of arithmetic operation NSF
FFT

for the FFT defined with Eq. 5.36:

NSF
IFFT ¼ 5LF log2 LF : ð5:40Þ

Therefore, for the IFFT of all number of pairs NMP the number of arithmetic
operations NALLF

IFFT can be calculated by Eq. 5.41.

NALLF
IFFT ¼ NMPN

SF
IFFT ¼ NMP5LF log2 LF ð5:41Þ

It can be determined that for calculation of a single value of vFp or hFp applied in
Eq. 5.29 or Eq. 5.34, respectively, for calculations of the arrival time difference or

delay sk;i vFp
� �

or sk;i hFp
� �

using Eq. 5.26 or Eq. 5.32, respectively, it is necessary

NSV
PT ¼ 20 arithmetic operations. The number of calculations NALLV

PT for all values of
vFp or hFp depends from the number of microphones N and can be defined by
Eq. 5.42.
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NALL
PT ¼ NSV

PTN ¼ 20N: ð5:42Þ

If the calculation of values vFp or hFp in Eq. 5.29 or Eq. 5.34 for computing one

single arrival time difference or delay sk;i vFp
� �

or sk;i hFp
� �

requires NSV
TD ¼ 2

arithmetic operations, then for all NMP microphone pairs a total number of arith-
metic operations can be estimated using Eq. 5.43.

NALLV
TD ¼ NSV

TDNMP ¼ 20NMP ð5:43Þ

The number of arithmetic operations for a single SRP using Eq. 5.25 equals
NSV
SR ¼ 5. Therefore, for all NMP microphone pairs the required number of arith-

metic operations can be calculated by Eq. 5.44.

NALLV
SR ¼ NSV

SR NMP ¼ 5NMP ð5:44Þ

Using Eqs. 5.35–5.44, it is possible to calculate the total number of arithmetic
operation NT

SL as a sum of all arithmetic operations for sound source location using
Algorithm 2 (Table 5.2) and Algorithm 3 (Table 5.3) provided by Eqs. 5.45–5.46.

NT
SL ¼ NALLF

FFT þNALLP
GCC þNALL

PHAT þNALLF
IFFT þNALLV

PT þNALLV
TD þNALLV

SR ð5:45Þ

NT
SL ¼ N5LF log2 LF þNMP6LF þNMPLF þNMP5LF log2 LF

þ 20N þ 2NMP þ 5NMP
ð5:46Þ

Equations 5.45 and 5.46 are used as a mean of calculating the number of
arithmetic operations in practical implementation of the proposed Algorithm 2
(Table 5.2) and Algorithm 3 (Table 5.3) in sound source localization for mobile
robot decision making. In a similar way, the equations (not presented here for
briefness) for calculating the number of arithmetic operations in practical imple-
mentation of the proposed Algorithm 1 (Table 5.1) EKF SLAM for motion control
using the perceived audio visual perception and attention information from mobile
robot audio and visual sensors are obtained. The results from these calculations are
used in comparison of effectiveness in real time implementation of these algorithms
using GPU and CUDA platform instead of CPU.

The results achieved from the numerous experiments testing fast variants of
Algorithm 1, Algorithm 2, and Algorithm 3 are summarized and briefly presented in
this chapter in a comparative form (Tables 5.4 and 5.5) to demonstrate the effec-
tiveness of using NIVIDA GPU and CUDA platform in time consuming operations
of the developed fast algorithms.

It is seen from Tables 5.4 and 5.5 that the achieved in the experiments values for
the execution time of Algorithm 1, Algorithm 2, and Algorithm 3 demonstrate
clearly the advantages and real time execution of using NIVIDA GPU and CUDA
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platform instead of CPU in the developed fast algorithm for decision making in
mobile robot motion control based on audio visual information.

5.5 Conclusions

The precise analysis of the measured execution time of Algorithm 1, Algorithm 2,
and Algorithm 3 in the proposed and developed fast parallel algorithm based on
mobile robot audio visual perception and attention using NVIDIA GPU processor
and CUDA platform in decision making for mobile robot motion control leads to
the following conclusions:

• The execution time of Algorithm 1, Algorithm 2, and Algorithm 3 using
NIVIDA GPU and CUDA platform is less than the execution time using CPU of
mobile robot system.

• The execution time of Algorithm 1, Algorithm 2, and Algorithm 3 applying C++
programming language in NIVIDA GPU and CUDA platform is less than the
execution time using the ability of Matlab programming system to work with
NIVIDA GPU and CUDA platform.

• The execution time of Algorithm 1, Algorithm 2, and Algorithm 3 using
GeForce GTX920 M NIVIDA GPU and CUDA platform is less than the exe-
cution time if the GeForce GTX560 NIVIDA GPU and CUDA platform is
applied.

• For Algorithm 1 (which include the execution also of the Algorithm 2 and
Algorithm 3) in Table 5.4, the values of execution time TGPU

ecex ¼ 0:0060 s using

Table 5.4 The execution time comparison of Algorithm 1, Algorithm 2, and Algorithm 3 using
NIVIDA GPU and CUDA platform or only using CPU of mobile robot computer system and
applying C++ programming language

Execution
time, s

Using
CPU

Using GPU GeForce
GTX560

Using GPU GeForce
GTX920 M

Algorithm 1 0.0380 0.0060 0.0045

Algorithm 2 0.0157 0.0028 0.0024

Algorithm 3 0.0128 0.0021 0.0016

Table 5.5 The execution time comparison of Algorithm 1, Algorithm 2 and Algorithm 3 using
NIVIDA GPU and CUDA platform or only using CPU of mobile robot computer system and
applying Matlab programming system

Execution time, s Using CPU Using GPU
GeForce GTX560

Using GPU
GeForce GTX920 M

Algorithm 1 2.580 0.8560 0.6045

Algorithm 2 1.2318 0.4670 0.3590

Algorithm 3 1.0610 0.3789 0.2213
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GeForce GTX560 NIVIDA GPU and TGPU
exec ¼ 0:0045 s using GeForce

GTX920 M NIVIDA GPU are less than the standard time TF
im of an image frame

provided by Eq. 5.47.

Texec\TF
im ð5:47Þ

• Equation 5.47 indicates the ability of real time execution of Algorithm 1,
Algorithm 2, and Algorithm 3, when NIVIDA GPU’s and CUDA platform are
used.

Considering the summarized in Tables 5.4 and 5.5 experimental results, one can
concluded that the achieved in the experiments values for the execution time
Algorithm 1, Algorithm 2, and Algorithm 3 demonstrate clearly the advantages and
real time execution of using NIVIDA GPU and CUDA platform instead of CPU in
the developed fast algorithm for a decision making in motion control system of a
mobile robot based on audio visual information.

The future research can be directed to improve the achieved effectiveness and
possibility of real time execution of NIVIDA GPU and CUDA platform in the
developed fast algorithm for a decision making in motion control system of a
mobile robot based on audio visual information by the optimization of proposed
algorithms and applying new autonomous and more suitable for mobile robot
applications NVIDIA GPU and also new releases of CUDA programming with the
extended facilities.
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Chapter 6
Methods and Algorithms of Audio-Video
Signal Processing for Analysis of Indoor
Human Activity

Irina V. Vatamaniuk, Victor Yu Budkov, Irina S. Kipyatkova
and Alexey A. Karpov

Abstract In this chapter, the methods and algorithms of audio and video signal
processing for analysis of indoor human activity are presented. The concept of
ambient intelligent space and several implementations are discussed. The main idea
is the development of proactive information services based on the analysis of user
behavior and environment. The methods of image processing, such as illumination
normalization and blur estimation based on focus estimation methods and image
quality assessment, are described afterwards. A short overview of face recognition
methods including the principal component analysis, Fisher linear discriminate
analysis, and local binary patterns is presented. Their efficiency was subjected to
comparative analysis both in terms of the processing speed and precision under
several variants of the area selected for image analysis, including the procedure
seeking face in the image and limitation of the size of the zone of interest. Several
approaches to audiovisual monitoring of meeting room participants are discussed.
The main goal of the described system is to identify events in the smart conference
room, such as the time, when a new user enters the room, a speech begins, or an
audience member is given the floor. The participant registration system including
face recognition accuracy assessment and recording system involving assessment
results of the pointing of the camera, when photographing participants are
presented.
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6.1 Introduction

Proactive information management services based on the analysis of user behavior
and environment is the main idea of the concept of ambient intelligence. One
example of such a smart space is an intelligent meeting room, which is equipped
with a network of software modules, activation devices, and multimedia and
audiovisual sensors. Awareness of the conference room about the spatial position of
the participants, their current activities, the role of this event, and their preferences
are provided by intelligent control of the integrated equipment. In practice, such
smart conference rooms often operate in automatic mode with the support of expert
operators. The mathematical and software support of the processing of audiovisual
data during the monitoring of events in the conference room makes it possible to
determine the current position of the participants during their presentations and
stages of events, as well as to automate the personalized recording (journaling) of
multimedia data.

One of the goals of audiovisual monitoring is to determine the time points
(events), when the state of the participants of activities (their position in space and
behavior) changes. These changes can occur, when a new participant enters the
meeting room, the presentation begins, and the audience is given the floor. For
small meetings, when all the participants are at the same table, personal or
panoramic cameras are effective, but an increase in the number of participants leads
to the expansion of space and increase of the cost of the equipment needed to carry
out monitoring. Another goal of audiovisual monitoring is the automatic recording
and analysis of audiovisual data reflecting events taking place in the room in order
to determine the current situation in the intelligent meeting room. The automatic
analysis of multimodal data collected is complicated by the fact that the participants
may randomly change the position of their bodies, heads, and directions of their
gaze. In order to ensure the capture and tracking of participants of the activities,
Pan/Tilt/Zoom (PTZ) cameras and arrays of cameras and microphones are used.
The location of the sound source using a microphone array is effective only in small
lecture or conference rooms. Personal microphones for all participants or a system
of microphone arrays distributed throughout the audience are used for recording in
large rooms. The joint analysis of audio and video data recorded during monitoring
in the conference room meetings is being studied in a number of current Russian
and international research projects.

Section 6.2 briefly reviews the existing technologies and their implementations
in various meeting rooms. Also, a basic sketch of the intelligent meeting room is
provided. Section 6.3 presents modern technologies of digital signal processing and
pattern recognition. We consider in more detail the problem of image blur and the

140 I.V. Vatamaniuk et al.



methods enabling one to determine the quality reduction due to the image blur.
Section 6.4 describes approaches to audiovisual monitoring of meeting room par-
ticipants. The experiment results are presented in Sect. 6.5. Section 6.6 concludes
the chapter.

6.2 Technologies and Frameworks of Smart Meeting
Rooms

The research work of recent years in the development of prototypes of intelligent
spaces (in most cases, intelligent meeting rooms) for scientific projects listed in
Table 6.1 has been analyzed. Consider the functionality of these prototypes of
intelligent meeting rooms. By functionality, we understand their equipment and
methods for the realization of information support services and the automation of
the support of activities. The sensory equipment of the intelligent meeting room can
be divided into two types: the primary equipment for the recording of events in the
entire space of the conference room and supporting equipment for a more detailed
analysis of specific areas of interest identified by the primary equipment. A ceiling
panoramic camera and a microphone array are usually used in intelligent meeting
rooms as primary sensory equipment for audiovisual monitoring.

Auxiliary equipment includes a separate microphone and a high-resolution
camera, covering different areas of the room, a PTZ camera used for keeping track

Table 6.1 List of organizations that are investigating prototypes of intelligent meeting rooms

No. Organization City, country Abbreviation URL

1 Polytechnic University of
Catalonia

Barcelona,
Spain

UPC http://imatge.upc.edu/
web/?q=node/106

2 University of Trento Trento, Italy ITC http://www.fbk.eu/

3 Netherlands Organisation for
Applied Scientific Research

Delft, The
Netherlands

TNO http://www.amiproject.
org/

4 Information Technology
Services Center of the
University of Hong Kong

Hong Kong,
China

ITSC http://www.ust.hk/itsc/

5 Idiap Research Institute Martigny,
Switzerland

Idiap http://www.idiap.ch/
scientificresearch/
smartmeetingroom

6 National Institute of
Standards and Technology

Gaithersburg,
United States

NIST http://www.nist.gov/
smartspace

7 Petrozavodsk State University Petrozavodsk,
Russia

PetrSU http://petrsu.ru/

8 St. Petersburg Institute for
Informatics and Automation
of the Russian Academy of
Sciences

St. Petersburg,
Russia

SPIIRAS http://www.spiiras.nw.
ru/
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of faces of certain participants in the room and recording of their talks, the built-in
microphone of the personal web camera mounted on the conference table, etc. Only
a single item of each of the above types of equipment is listed to show the necessary
minimum configuration of the audiovisual monitoring system of the intelligent
meeting room. The scalability of hardware and software makes it possible to adjust
the entire range of equipment under specific operating conditions in the case of
rooms of larger sizes, greater numbers of participants and observation areas, and
higher requirements for the recording of activities.

Most intelligent meeting rooms are equipped with audio and video recording
equipment, as well as with advanced I/O multimedia devices. Methods of image
analysis (the recognition and identification of faces, detection and tracking of
participants, and identification of positions), sound analysis (voice activity detec-
tion, localization and separation of sound sources, identification of speakers, and
recognition of speech and non-speech acoustic events), and combined methods
(estimation of the position and orientation of the speaker’s head and multimodal
recognition of emotions) are used in order to process the audiovisual signals
recorded by equipment located inside the room. Now let us consider the equipment
of rooms with some examples.

In UPC, ITC, and NIST [1, 2] two different types of cameras (fixed and PTZ
cameras) are installed. In a UPC intelligent meeting room an optional ceiling
panoramic camera is mounted. In addition, the listed rooms are equipped with the
personal microphones and two different microphone arrays, namely T-shaped and
Mark III [3]. TNO and Idiap intelligent meeting rooms are equipped with the
stationary cameras and circular microphone arrays. The software based on the
methods of identification of text notes on the board, as well as the identification and
annotating of activities of participants and recognition of gestures and emotions of
participants are used [2, 4]. The ITSC room is intended for the educational activ-
ities. There is only one stationary camera, and the methods for determining and
tracking changes on the projection screen, identification and tracking of the
movement of the lecturer, and the identification of their face are applied [5].
A prototype of the intelligent meeting room of the Petrozavodsk State University
has been under development since 2012. Currently, it has equipment for presen-
tations, audio and video recording, and climate sensors. Methods of personalized
service for participants in research and education activities, who can use their
mobile devices to control presentation equipment, are used [6, 7].

A multimodal database PROMETHEUS, containing data from heterogeneous
sensors, is presented in [8]. It serves for human behavior analysis (both indoor and
outdoor), contains multi-person scenarios and group interaction, and can be applied
in the smart meeting room development.

When designing the intelligent meeting room, ergonomic aspects of the location
of the multimedia, audio, and video recording equipment were taken into account in
order to provide coverage and service for the largest possible number of partici-
pants. The sensory equipment of the SPIIRAS intelligent meeting room (Fig. 6.1)
consists of four types of video cameras (two fixed cameras, two PTZ cameras, one
ceiling panoramic camera, and ten personal webcams) and two types of audio
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recording equipment (two separate ceiling microphones and three microphone
arrays with T-shape configuration). The system for monitoring participants in the
intelligent meeting room was implemented based on the distributed processing of
audiovisual signals. Both existing methods of digital data processing (image seg-
mentation, calculation and comparison of color distribution histograms, etc.) and
new methods developed by the authors were used, in particular, a method for the
registration of participants in activities and a method for the audiovisual recording
of their presentations [9]. The parameters of the video monitoring system of the
SPIIRAS intelligent meeting room are presented in Table 6.2.

The method of the automation of the registration of participants using a multi-
stage bimodal analysis of room areas makes it possible to detect the participants and
obtain the audiovisual data necessary to identify those present. The method of
audiovisual recording of the presentations of participants in the intelligent meeting
room uses a bimodal approach (for audio and video) for the detection of the active
speaker, which provides timely automatic capture and synchronization of audio and
video data streams from the speaker. A software system for audiovisual monitoring
and assessment of the situation in the room was developed based on the proposed
methods. The method provides the processing of audiovisual data streams from a
set of network cameras and microphone arrays for the detection and tracking of
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Fig. 6.1 Scheme of the smart room with an arrangement of cameras
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movements of participants, their registration, and a recording of presentations
during the activities in the intelligent meeting room.

The following Sect. 6.3 describes some state-of-the-art image processing tech-
niques for analysis of indoor human activity.

6.3 Image Processing Methods for Analysis of Indoor
Human Activity

Image processing methods for analysis of indoor human activity include the image
normalization methods presented in Sect. 6.3.1 and face recognition methods dis-
cussed in Sect. 6.3.2.

6.3.1 Image Normalization Methods

The automatic image processing usually lies in the frame preprocessing, including
removal of low-quality frames, illumination normalization, cleaning of digital
noise, etc. and extraction of image characteristics, segmentation and recognition of
the images that are of interest in the given applied field. A need often occurs to
select from a set of images the best frames meeting the requirements of a particular
technical problem. This job makes no problem for an expert, but if the volume of
data is great, then at the stage of preprocessing it is advisable to computerize the

Table 6.2 Parameters of the video monitoring system of the intelligent meeting room

Conditions and limitations Implemented in intelligent meeting room model

Number of cameras Five cameras

Camera calibration Present for stationary unidirectional cameras

Camera mobility Two cameras with alteration of angles of inclination
and rotation, as well as scaling

Range of electromagnetic radiation Optical and infrared

Image resolution (640 � 480) − (1280 � 1024)

Image contrast Dynamic (varies depending on the room illumination
and on the parameters of the used display)

Processing mode Real time (online)

Number of monitoring targets Limited to a maximum number of seats for the
participants (42 in the current implementation)

Number of fixed projections of the
observed object

Unlimited

Motion dynamics Movement of people and other objects in the room

Background complexity Background can be complex with moving elements

Scene complexity Movement in the scene can be multilayered
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process of image quality estimation and screening of frames carrying no reliable
data.

The methods for increasing image contrast, which improve the visual discerni-
bility of the fragments by transforming the brightness scale and using the adaptive
techniques of parameter adjustment, and application of these methods in the sys-
tems of digital processing of video information were analyzed in [10]. The methods
of a priori estimation of image blur were proposed in [11]. The blur window is
estimated for the case of Gaussian and uniform blur of the original monochromatic
gray-scale image.

Three image components, such as contour, gradient, and texture ones, which are
semantically valuable for perception by the human visual system, are considered in
[12]. Consideration is also given to the image defects, such as blur of the light and
color boundaries, presence of foreign patterns in the form of moire fringes caused
by the noise of spatial discretization, presence of false contours due to an insuffi-
cient number of the quantization levels, and so on. The method of image restoration
[12] relies on increasing sharpness on the boundaries and areas of the gradient
variation of the intensity and noise filtration in the gradient areas. The algorithms to
estimate the image quality are required practically in all fields of use of the com-
puter vision technologies, such as the system of photo and video observation and
registration, process control systems (industrial robots, self-sufficient transportation
facilities), systems modeling objects and environment, systems of man-computer
interaction, and so on [10, 13, 14].

Human perceives any image integrally, but judges its quality by the main
Parameters, such as the brightness, contrast, prevailing tone, sharpness, and nois-
iness. In the case of computer-aided image processing, these parameters can be
estimated either separately or integrally.

In the cases, where an array of similar images arrives to the input,—for example,
at photo registration—not all quality indices are varied. At photographing moving
objects by a fixed camera, the brightness, contrast, and noisiness may vary
insignificantly, whereas estimation of the image sharpness comes to the foreground.
Variations of sharpness may result from the errors of both the recording and
translation hardware and the software for digital image processing. Image sharpness
can be enhanced by focusing the camera on the object and using additional methods
of digital processing of the original image. High-quality video hardware must
reproduce the maximum-contrast brightness transition without distortions.

Image blur results from the diffuse mixture of two contrast colors. Human
perceives and estimates sharpness by the presence of the contour of contrast
brightness or tone transition between the neighboring areas in the image. If during
photographing the camera was focused incorrectly or the object was moving, then
the resulting image is partially or completely blurred.

The paper [15] presents a framework for solving the illumination problem in the
face recognition tasks. Features extracted from face images may be divided into two
categories: small-scale and large-scale; features may also be called as small and
large intrinsic details, respectively. The first aim in [16] was the decomposition of
face image into two features images by implementation of Logarithm Total
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Variation (LTV) method with interpoint Second-Order Cone Program (SOCP)
algorithm for approximate estimation of the LTV model [17]. The second aim was
processing of decomposed face image elements for smoothing of small-scale and
illumination normalization of large-scale features. For illumination normalization,
the methods of Non-Point Light Quotient Image (NPL-QI) relighting and truncating
Discrete Cosine Transform coefficients in logarithm domain (LOG-DCT) were
separately employed and estimated [15]. All processed features are used for the
reconstruction of a normalized face image. It shows [18] that implementation of the
NPL-QI allows one to extend the illumination estimation from single light source to
any type illumination conditions and simulate face images under arbitrary condi-
tions. The LOG-DCT is not suitable for image normalization because it loses some
low-frequency information during image restoration.

The paper [16] presents a method of Illumination Transition of an Image
(ITI) for illumination estimation and image re-rendering. This method is based on
the calculation of face similarity factor: the comparison of a more similar image
with pre-referenced personal face image having a larger weight allows generating a
person-specific reference face Tx,z:

Tx;z ¼
P

i kiAizþ eP
i kiAixþ e

; ð6:1Þ

where k = (k1, k2,…, kN)
T is the weight coefficient, Ai is an array of images of

subject i, x and z are current and expected illumination parameters, respectively, e is
a small constant (e = 1), which is used in the case of being divided by zero [16].

The experimental results [16] show that current method may be used for illu-
mination normalization of facial images as preprocessing in face recognition
methods.

In continuation of works [15, 16, 18], the paper [19] presents the implementation
of Empirical Mode Decomposition (EMD) [20] for illumination preprocessing of
facial images. This method can adaptively decompose a complex signal into
Intrinsic Mode Functions (IMFs), which are relevant to intrinsic physical signifi-
cances. A face image may be represented as Lambertian reflectance assumption
[15]:

I x; yð Þ ¼ R x; yð ÞL x; yð Þ; ð6:2Þ

where x, y are the coordinates of pixels in the image, I(x, y) is the observed
intensity, R(x, y) is the reflectance (albedo), L(x, y) is the shading or illumination
component.

The right side of Eq. 6.2 is multiplicative and the EMD decomposes signal into
the IMFs in an additive form. Thus, a factorization in the logarithm domain of the
EMD (LEMD) was used in [16] for conversion of multiplicative model into
additive:
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f ¼ log I ¼ logRþ log L: ð6:3Þ

Because the EMD can decompose a signal into a set of the IMFs with different
frequencies, the R and L components may be estimated according to Eq. 6.4, where
dk are the IMFs with different frequencies k, r is residue, K is the number of
frequencies, K0 is a settable parameter, in [19] K0 = 2.

R ¼ exp
XK0

k¼1

dk

 !
L ¼ exp

XK
k¼K0

dk þ r

 !
ð6:4Þ

The complete algorithm for illumination normalization in facial images pre-
sented in [19] is mentioned below:

1. Computation of the logarithm of image.
2. Perform the 1-D EMD of gathered logarithm (experiment result in [19] shows

that 1-D EMD method has better recognition performances).
3. Detection of shadow regions. In this stage, each IMF has been analyzed. There

is shadow in a IMF if D � em2
IMF [ h1 is satisfied the binarization operator with

threshold h1 ¼ mIMF=2 is applied to analyzed IMF or residue, where D and
mIMF are variance and mean pixel values recently, as well as the threshold
h1 = 0.1 [19], and then each connected black area is marked as a shadow region.

4. Grayscale adjustment. Gray level substitution of each detected region by aver-
age gray level (with the use of Gaussian weighting) of its neighboring region.

5. Restoration of the image, using processed IMFs and residue, and its conversion
to original image space.

For experiments, only frontal-face images from same databases as in work [18]
were carried out.

The limited resolution of the forming system, defocusing, distorting environment
(atmosphere, for example), motion of camera relative to the registered object, and
so on are the main causes of the distortions leading to reduced sharpness [21]. The
mathematical model of image formation is given by Eq. 6.5, where z(x, y) is the
output of the linear system of image generation, n(x, y) is the two-dimensional
additive noise.

s x; yð Þ ¼ z x; yð Þþ n x; yð Þ ð6:5Þ

The image obtained by linear distortion of the original image in the absence of
noise obeys the integral of the convolution:

z x; yð Þ ¼ h x; yð Þ � u x; yð Þ ¼
ZZ
t;v

h x� t; y� vð Þu t; vð Þdt dv; ð6:6Þ

where * is the symbol of 2D convolution, h(x, y) is the two-dimensional pulse
characteristic or Point Dissipation Function (PDF) of the linear distorting system.
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Therefore, the value of the brightness function u(t, m) of the original image at the
point with the coordinates (t, m) is “smeared” depending on the form of the PDF h
(x, y) and distorted by the additive noise.

Reproduction of minor details characterizes the image sharpness, which is
defined by the resolution of the forming system. At defocusing, a point is repro-
duced as a spot, and in the observed image two neighboring points merge into a
single point. The blur value depends on the objective’s focal distance, as well as on
the distances from the objective to the object and the plane of the formed image.
The discrete image is sharp (focused) if the blur diameter does not exceed the step
of discretization of the observed image. Otherwise, the linear distortions become
noticeable [21].

Therefore, one can judge the image blur by estimating its focus. Additionally,
the complex quality estimation also enables one to reveal the blurred images. To
estimate the blur, it is advisable to transform the color images into the achromatic
ones and consider the rectangular matrix of the values of brightness of the image
pixels. The size of this matrix can coincide with the image size in pixels or cor-
respond to the size of the extracted image area.

The methods for image focus estimation can be categorized as follows [22]:

1. Methods based on the gradient estimation, where the gradient or the first image
derivative characterizes the sharper brightness transitions at the boundaries of
the objects in the image.

2. Methods based on Laplacian estimation, where the Laplacian or the second
image derivative can be used to determine the number of sharp boundaries in the
image.

3. Methods based on the wavelet transformations, where variation of the coeffi-
cients of the discrete wavelet transformation is used to describe the frequency
and spatial image areas.

4. Methods based on considering the statistical image characteristics and esti-
mating blur as a deviation from the normal distribution followed usually by the
undistorted images.

5. Methods based on the discrete cosine transformations, where the coefficients of
the discrete cosine transformation that are similar to the wavelet transformations
estimate the image focus in the frequency domain.

6. Methods of integral estimation.

The aforementioned types of methods are distinguished for their complexity and
image processing time. Therefore, the optimal method for image processing is
selected depending on the knowledge domain and allocated computing resources
and time. Now briefly consider four of the above methods, which have demon-
strated the best experimental results at estimation of image blur and enable real time
processing.

The Tenengrad method [23, 24] belongs to the category, where the image gra-
dient is estimated. It relies on the estimation of the mean square of the brightness
gradient of the pixels of a monochrome image carried out by the Sobel operator
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determining at each point an approximate vector of the brightness gradient [25].
The approximate values of the derivatives at each point are calculated using con-
volution of two rotation masks, orthogonal 3 � 3 matrices with the initial image in
horizontal and vertical position, provided by Eq. 6.7, where A(x, y) is the original
image, Gx(x, y) and Gy(x, y) are the masks based on the Sobel operator and * is the
symbol of 2D convolution.

Gx x; yð Þ ¼
1 0 �1
2 0 �2
1 0 �1

2
4

3
5 � A x; yð Þ Gy x; yð Þ ¼

1 2 1
0 0 0
�1 �2 �1

2
4

3
5 � A x; yð Þ:

ð6:7Þ

The approximate values of the mean value of the squared gradient GTENG over
the processed image are given by Eq. 6.8.

GTENG ¼
XX

Gx x; yð Þ2 þGy x; yð Þ2
� �

ð6:8Þ

Increased mean value of the gradient square implies that there are sharp
brightness transitions in the image and, consequently, higher sharpness of the
boundaries. Relatively small amount of computations and high processing speed
deserve mentioning among the advantages of the present method. It works best over
a small image area where contrast transitions exist.

Now consider the method of image blur estimation based on measuring the local
brightness contrast [26]. This measurement is carried out by calculating the ratio of
intensity of each pixel of the monochrome image to the mean level of grey in the
neighborhood of the given pixel provided by Eq. 6.9, where I(x, y) is the considered
pixel and l(x, y) is the mean value of intensity of the pixels in its neighborhood.

R x; yð Þ ¼
l x;yð Þ
I x;yð Þ I x; yð Þ� l x; yð Þ
I x;yð Þ
l x;yð Þ I x; yð Þ[ l x; yð Þ

(
ð6:9Þ

The size to the considered neighborhood centered at the point (x, y) is deter-
mined heuristically. The blur coefficient is equal to the sum of values of R(x, y) over
the entire image or over the considered image area.

Now briefly consider a method based on measuring blur by the curvature [26,
27]. The brightness matrix of the pixels of the monochrome image is represented as
a 3D second-order surface, each point of which has two coordinates of the corre-
sponding pixel and the value of its brightness. The curvature of this surface cor-
responds to the brightness transitions between the pixels and is approximated by
Eq. 6.10.

6 Methods and Algorithms of Audio-Video Signal Processing … 149



f x; yð Þ ¼ axþ byþ cx2 þ dy2 ð6:10Þ

The higher the value of curvature of the 3D surface, the more focused is the
image under consideration. The coefficients a, b, c, and d are calculated approxi-
mately by the least-squares method through convolution of the original image with
the matricesM1 andM2 provided by Eq. 6.11, whereM′1 andM′2 are the transposed
matrices M1 and M2, I is the initial image.

M1 ¼
�1 0 1

�1 0 1

�1 0 1

0
B@

1
CA M2 ¼

1 0 1

1 0 1

1 0 1

0
B@

1
CA

a ¼ M1 � I
6

b ¼ M0
1 � I
6

c ¼ 3
10

M2 � I � 1
5
M0

2 � I d ¼ 3
10

M0
2 � I �

1
5
M2 � I

ð6:11Þ

The sum of the magnitudes of the coefficients estimates the image blur by
Eq. 6.12.

Gc x; yð Þ ¼ aj j þ bj j þ cj j þ dj j ð6:12Þ

This method is not suited for uniform images with smooth transitions of
brightness such as cloudless sky because in this case the curvature of the 3D surface
varies insignificantly and cannot be an adequate mark of blur.

The last method is the Natural Image Quality Evaluator (NIQE) [28]. It is based
on the statistical study of the natural images. By the natural are meant the images
obtained with the use of photography, frame capture from video, and so on, that is,
images that are not generated artificially and distorted by artificial noise. In the
natural monochrome images, the matrix of normalized pixel brightness coefficients
tends to the normal distribution. Any noise, blur including, leads to a deviation from
the normal distribution. The concept underlying the method lies in comparing two
multidimensional Gaussian models of attributes, the model of the considered image
and that constructed on the basis of a set of images prepared in advance.

To calculate the attributes necessary to construct the model, the image pixel
brightness coefficients are normalized by subtracting the local mean from the initial
matrix of the brightness coefficients of the monochrome image followed by the
division by the Root-Mean-Square Deviation (RMSD) in a view of Eq. 6.13, where
x 2 {1, 2,…, M} and y 2 {1, 2,…, N} are the spatial indices, M and N are the
image dimensions, l(x, y) is the expectation, r(x, y) is the RMSD.

Î x; yð Þ ¼ I x; yð Þ � l x; yð Þ
r x; yð Þþ 1

ð6:13Þ
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The unit constant is introduced in the denominator to avoid the division by zero
at zero value of the RMSD. The expectation and the RMSD are given by Eq. 6.14,
where w = {wk,l|k = −K,…, K, l = −L,…, L} is the 2D circularly symmetric weight
function, which is the discrete representation of the 2D Gauss function equal to
K = L = 3 in the case at hand [25].

l x; yð Þ ¼
XK
k¼�K

XL
l¼�L

wk:lI xþ k; yþ lð Þ

r x; yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXK

k¼�K

XL

l¼�L
wk:l I xþ k; yþ lð Þ � l x; yð Þ½ �2

r ð6:14Þ

This normalization allows one to reduce substantially the dependence between the
brightness coefficients of the neighboring pixels by reducing them to a form conve-
nient for construction of the multidimensional Gaussian model. Since the clearness of
the entire image is often limited by the hardware focus depth, it is advisable to
decompose the considered image into areas ofP � P pixels and then, upon estimating
the local sharpness of each area b, choose the sharpest ones for further analysis. The
local sharpness can be calculated in terms of the variance r(x, y):

d bð Þ ¼
X
i

X
j

r x; yð Þ: ð6:15Þ

Experts determine the threshold of sharpness, with respect to which the local
sharpness of the area is estimated. The selected areas overcoming the threshold are
described by the generalized normal distribution with zero mean provided by
Eq. 6.16:

f x; a; bð Þ ¼ a
2bC 1=að Þ exp � xj j

b

� �a� �
; ð6:16Þ

where C(�) is the gamma function

C að Þ ¼
Z1
0

ta�1e�tdt a[ 0: ð6:17Þ

The parameters a and b can be estimated using the method of moments
described in [29].

The deviation of the image model from the generalized normal distribution can
be revealed by analyzing the products of pairs of neighboring coefficients of the
normalized pixel brightness Î(x, y)Î(x, y + 1), Î(x, y)Î(x + 1, y), Î(x, y)Î(x + 1,
y + 1), Î(x, y)Î(x + 1, y − 1), where x 2 {1, 2,…, M}, y 2 {1, 2,…, N}, along four
directions—horizontal, vertical, and main and secondary diagonals. These param-
eters obey the generalized asymmetrical normal distribution provided by Eq. 6.18.
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f x; c; bl; brð Þ ¼
c

bl þbrð ÞC 1
cð Þ exp � �x

bl

� �c� �
8x\0

c
bl þbrð ÞC 1

cð Þ exp � x
br

� �c� �
8x� 0

8><
>: ð6:18Þ

The parameter c controls the form of the distribution curve, bl and br are the
parameters controlling the left and right scatters, respectively, the coefficients c, bl,
and br can be estimated efficiently using the method of moments. The mean value
of distribution is also one of the attributes allowed for at model construction pro-
vided by Eq. 6.19.

g ¼ br � blð Þ
C 2

c

� �
C 1

c

� � ð6:19Þ

As a result of the above computations, we obtain a set of attributes that is
compared with the multidimensional Gaussian model based on a set of different
images of a certain quality in a view of Eq. 6.20, where (x1,…, xk) is a set of
computed attribute, v and R are the mean value and covariation of the matrix of the
multidimensional Gaussian model calculated by the maximum likelihood method.

f x1; . . .; xkð Þ ¼ 1

2pð Þk=2 Rj jk=2
exp � 1

2
x� vð Þ0R�1 x� vð Þ

� �
ð6:20Þ

The image quality coefficient D(�) is given by Eq. 6.21, where v1 and v2 are the
vectors of the mean values of the multidimensional reference Gaussian model and
the model constructed for the tested image, respectively, R1 and R2 are the
respective covariance matrices of these models.

D v1v2;R1;R2ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v1 � v2ð ÞT R1 þR2

2

� ��1

v1 � v2ð Þ
s

ð6:21Þ

The coefficient D(�) indicates the mismatch between the models. The smaller D(�)
the closer the distribution of the image at hand to the normal one; otherwise, there
exists noise pollution of the image, which can be blur as well.

6.3.2 Face Recognition Methods

The majority of the face recognition methods include two basic steps, such as the
determination of the position of user face in the image with simple or complex
background [30] and analysis of the facial features enabling one to identify the user.
The availability and position of the user face are determined by analyzing the pixel

152 I.V. Vatamaniuk et al.



membership to the image foreground (area of face) and background [31].
Determination of the face area presents no difficulties with the images having pure
background that means a uniform and single-color background. However, if the
image consists of more than one layer with other objects, then the problem com-
plicates. The face area is usually determined using methods based on determining
the key face points, such as the eyes, nose, lips, or analyzing the image color space,
as well as the methods using other characteristic facial features.

Segmentation of the face area is followed by the parameter normalization in the
sizes, orientation, illumination, and other characteristics. To carry out normaliza-
tion, it is important to determine the key face points, with respect to which
parameters are corrected. The procedure of feature calculation and generation of the
biometrical personal pattern to be stored in the face database can be executed only
upon completion of the normalization procedure.

An interesting approach to face recognition is discussed in [32]. It represents an
improvement of the non-negative matrix factorization method [33] by deriving a
model preserving the local topology structure. This information serves to reveal
latent manifold structure of face patterns. The main disadvantage of this approach is
the computation complexity and high computing time. Despite the topology pre-
serving, the non-negative matrix factorization method of face recognition is of some
interest. However, it will not be discussed in the experimental part due to the fact
that it cannot be applied in the real-time applications.

The Principal Components Analysis (PCA) [34], Linear Discriminant Analysis
(LDA) [35], and Local Binary Pattern (LBP) analysis [36] represent the most
popular current methods of face recognition. Now consider in more detail all three
mentioned above methods.

The purpose of face recognition system is the division of the input signals (image
files) into several classes (users) [37]. The application of such systems is relevant
for a wide range of tasks: images and movies processing, human-computer inter-
action, identification of criminals, etc. Input signals may contain a lot of noise due
to various Conditions, such as lighting, users pose, their emotions, different hair-
styles. However, the input signals are not completely random and even more
common features are partly present in each incoming signal. Among the common
features in input data the following objects can be observed: the eyes, mouth, nose,
and the relative distances between these objects. Such common features in the fields
of research on face recognition are called eigenfaces [34] or principal components.
The subspace of eigen features in the image is calculated according to Eq. 6.22,
where Ф is an input image arranged as a vector, wi are weight functions, ui are
eigenfaces.

W ¼
XK
i¼1

wiui wi ¼ uTi U
� � ð6:22Þ

After that, the resulting matrix W is converted into the eigenvectors of the
covariance matrix C corresponding to the original face images:
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X ¼

w1

w2

. . .

wn

2
6664

3
7775 C ¼ 1

M

XM
n¼1

UnU
T
n : ð6:23Þ

Further the Mahalanobis distance is calculated according to Eq. 6.24, where k is
the number of used eigenfaces, k is a scalar of eigenvalues.

er ¼ X� Xk ¼
XM
i¼1

1
ki

wi � wk
i

� �2 ð6:24Þ

After the calculation of er value, its comparison with the pre-selected threshold
Tr is performed for the belongingness definition of the analyzed face to users’ faces,
which are added to the training database. For more details see [34].

The main idea of the LDA is to find such a linear transformation to separate the
features into clusters after transformation [38], which is achieved due to the scat-
tered matrix analysis [39]. For the problem of M-class scatter matrix Sb and Sw
between-classes and within-classes are defined by Eq. 6.25:

Sb ¼
XM
i¼1

Pr Cið Þ li � lð Þ li � lð ÞT¼UbU
T
b ;

Sw ¼
XM
i¼1

Pr Cið ÞRi ¼UwU
T
w;

ð6:25Þ

where Pr(Ci) is the priori probability of class Ci, which takes the value 1/M with the
assumption of equal priori probabilities, l is the overall average vector, Ri is an
average scatter of sample vectors of different classes Ci around their representation
in the form of the mean vector li:

X
i

¼ E x� lið Þ x� lið ÞT C ¼ Ccj j
h i

: ð6:26Þ

Distribution of class features can be calculated using a ratio of the scatter
matrices Sb and Sw determinants provided by Eq. 6.27, where A is a matrix with size
m � n, m � n.

J Að Þ ¼ argmax
A

ASbATj j
ASwATj j ð6:27Þ

For optimization of Eq. 6.27, the approach described in the paper [40] is used.
Thus, Eq. 6.27 becomes Eq. 6.28 [38].
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SbA
� ¼ kSwA

� ð6:28Þ

Solution of the aforementioned Eq. 6.28 is to calculate the inverse matrix Sw.
Solution of the eigenvalue problem for the matrix Sw

−1Sb is described in [40].
However, this method is numerically unstable since it performs a direct appeal to
the high dimension matrix of probabilities. In practice, the most commonly used
LDA algorithm is based on finding matrix A, which can simultaneously diagonalize
matrix Sb and Sw in a view of Eq. 6.29, where K is a diagonal matrix with elements
sorted in descending order.

ASwA
T ¼ I ASbA

T ¼ K ð6:29Þ

For the classification problem, linear discriminate functions look as Eq. 6.30.

Di Xð Þ ¼ AT X � lið Þ i ¼ 1; 2; . . .;m; ð6:30Þ

More details are presented in [38].
Consider the application of local binary patterns in the face recognition problem

[36]. The original LBP operator described in the paper [41] is intended to describe
the structures due to marking the image pixels, which is based on the analysis of
neighboring pixels relative to central pixel in 3 � 3 region size and presenting the
analysis result of the region as a binary number. At the end of processing the whole
image, a histogram can be formed on resulting mask, which is further used to
describe the texture. Later the operator was extended to use neighborhoods of
different sizes [42]. The application of neighborhoods with a circular shapes and
bilinear interpolation of pixel values allows using any value of the radius R and the
number of pixels P in the neighborhood (P, R) [36]. The histogram of image mask
fl(x, y) can be calculated according to Eq. 6.31:

Hi ¼
X
x;y

I fl x; yð Þ ¼ if g i ¼ 0; . . .; n� 1; ð6:31Þ

where n is the number of different markers obtained during the application of the
operator LBP, and

I Af g ¼ 1 A is true,
0 A is false:

	
ð6:32Þ

This histogram contains information about the local micro patterns, such as the
edges, spots, and plane over the whole image. For effective face representation, a
spatial information is used. For this, image is divided into regions R0, R1, …, Rm−1

and the resulting histogram is defined by Eq. 6.33.
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Hi;j ¼
X
x;y

I fl x; yð Þ ¼ if gI x; yð Þ 2 Rj

 �

i ¼ 0; . . .; n� 1 j ¼ 0; . . .;m� 1

ð6:33Þ

During the separation of the image, the analysis of information is performed,
which is contained in each of the resultant field [43, 44], and in consequence of that,
each area is assigned a weight; in this case, the chi-square [36] is calculated using
Eq. 6.34, where wj is weight value of region j.

X2
w S;Mð Þ ¼

X
i;j

wj
Si;j �Mi;j
� �2
Si;j þMi;j

ð6:34Þ

For more details see [36].

6.4 Approaches to Audiovisual Monitoring of Meeting
Room Participants

In this Sect. 6.4, the method of participant localization, tracking, and registration
(Sect. 6.4.1) and the method of audiovisual recording of participant activity
(Sect. 6.4.2) are discussed in order to provide an audiovisual monitoring of meeting
room participants.

6.4.1 Method of Participant Localization, Tracking,
and Registration

Consider the method of the automation of registration of participants of activities
Mpre rec

auto , in which three cameras (Cam1, Cam3, Cam4) are connected in series for
the processing of each sitting participant (Fig. 6.1). Cameras Cam2 and Cam5 are
intended for a speaker’s image processing and are not involved in the registration
process. There are three stages of the registration algorithm shown in Fig. 6.2. This
method includes a plurality of video stream processing methods.

In the operation of the method of determining occupied chairs Mm_c the fol-
lowing methods are involved: the method of cropping the frame area Mcut, method
of the creation of color distribution histograms Mh_cre, and method of comparing
histograms Mh_comp in the form of Eq. 6.35.

Mpar reg
auto ¼ Mcut;Mh cre;Mh comp

� 

: ð6:35Þ
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At the beginning of the first stage, a frame from the ceiling panoramic camera
Cam1 is read out, then in a circuit according to the number of chairs in the
conference room the chair area Droi

v c with predetermined sizes and coordinates is
cropped from the frame Dfrm

v c of the video signal Dm_c using the method Mcut. After
that, the method Mh_cre creates the color distribution histogram Dhist

v c by the
obtained field of the frame Droi

v c. Next, using the method Mh_comp, the created
histogram Dhist

v c is compared with the prearranged reference histogram Dhist temp
v c for

the considered chair with the calculation of the correlation coefficient r provided by

Eq. 6.36, where H0
k ið Þ ¼ Hk ið Þ � 1=Qð Þ P

j Hk jð Þ
� �

, Q is the number of histogram

cells, k is the serial number of the compared histogram, i and j are numbers of the
line and column of the histogram.

r ¼ Mh comp H1 ¼ Dhist
v c;H2 ¼ Dhist temp

v c

� � ¼ P
i H

0
1 ið Þ � H0

2 ið ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i H

02
1 ið Þ �Pi H

02
2 ið Þ

p ð6:36Þ

At the second stage, after the processing of all chairs is finished, the frame is
read from the high resolution camera Cam4, in which using the method Mzpf

v h the
faces of participants are searched for in the areas of possible occurrence of faces
Mroi

v h corresponding to occupied chairs and the list of numbers of chairs Mzpf
v h is
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Fig. 6.2 Diagram of the participant registration automation
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generated, in which the faces of the participants were detected, as well as a set of
control instructions Cp

v , which are then used in the method of photographing Mreg
v p

for pointing the camera at the faces of the participants.
Further, the intelligent camera Cam3 is pointed at the face of each participant in

a close up Dreg
v p. After checking whether there is a human face in the frame, a file

with the photograph of a participant and the number of their chair is transmitted in
the multimodal system of room control. If the face is not found, the chair number of
this user enters the queue of unregistered users. The photo is stored in the regis-
tration database only after the detection of a graphical object in it with the
parameters that satisfy the face model. If the face is not found, the participant enters
standby mode until all other participants are photographed. Then the camera is
repointed, and the frames are captured and processed again even for unregistered
users.

6.4.2 Method of Audiovisual Recording of Participant
Activity

Consider the generation of audiovisual records containing presentations and
statements of active participants in the discussion. As a result of the operation of the
system of audiovisual monitoring of meetings, six databases are created that contain
audio and video data of the event and its participants at the conference table, who
are seated in rows of chairs arranged in the intelligent meeting room. The resulting
databases are used for logging of the progress of activities and generation of
multimedia content from the web system of teleconferencing support [45].

Next, consider an algorithm for pointing a camera at a current speaker or an
active participant and the subsequent recording of their presentation. This algorithm
uses a Multifunction System of Video Monitoring (MSVM) and a Multichannel
System of Audio Localization (MSAL) that detects the position of the sound source
based on the evaluation of the phase difference of signals recorded by pairs of
microphones from four arrays [14, 46]. The MSVM searches for participants and
tracks their movements inside the conference room. It also determines occupied
chairs. Based on these data, the MSAL can assume that active participants are in
these chairs during the discussions. During the activities in the intelligent meeting
room, the MSAL and the MSVM systems work together. The diagram of inter-
action of multichannel audiovisual processing systems for recording of speeches of
participants, who are sitting in the audience, is shown in Fig. 6.3.

When audio appears in the chair area, a detection of the position of the sound
source is initiated, and a request for the verification of the presence of the partic-
ipant in the chair closest to the coordinates of the detected sound source is sent to
the MSVM (event E1). If the chair is occupied, then the appropriate response is sent
to the MSAL. At the same time, a unit for participant detection points the camera
that serves the chair area at the active participant. If two persons are speaking
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simultaneously, the preference is given to the speaker recording. If there is no
speaker, the preference is given to the person, who began to speak earlier.

In order to avoid missing participant statements, the audio signal is checked for
speech every 20 ms. Short phrases and noise less than half a second are not con-
sidered. Thus, false statements are eliminated. The camera that records speech from
the chair area has a recording speed of up to 30 frames per second. Frames from the
camera are recorded in bmp files. The camera positioning takes a few seconds that
are necessary to stabilize images after mechanical changes of the inclination,
rotation, and scaling parameters. Therefore, frames are recorded in bmp files only
after the camera is pointed properly. For this reason, in most cases the video
recording of the presentation starts with a certain delay with respect to the audio
signal. An example of the synchronization of audiovisual streams is presented in
Fig. 6.4.

At the same time, the MSAL records the speech of the participant into a wav file
if speech boundaries are defined and there is a positive response from the module
that determines the presence of the participants that there is a participant in this
chair (event E2). After the wav file is created, a message containing the name of its
location is sent to the MSVM (event E3). Then the system reverts to the step of
determining the position of the sound source.

If there are pauses in the speech of the participant, then the audio localization
system will detect and record them in separate wav files for each statement. As a
result, the MSAL can record multiple audio files containing speech from the same
user. More precisely, the audio files will contain a signal coming from the chair
assigned to a certain participant. The audio file name contains the number of chair,
from which the speech signal was recorded.

The creation of the avi file begins five seconds after the statement or, more often,
after the detection of a new active speaker in another chair, either at the conference
table or in the presentation area. The main difficulty of avi file recording is to
synchronize the audio and video files.

The multichannel 
system of audio 

localization

Sound source 
localization

Determination of 
speech boundaries 

in audiosignal

Recording of bmp
files

Recording of 
participants voice 
to the wav  file

Pointing the camera 
at the speaker

Detection and tracking 
of objectsE 1

E
2

E 3
Synchronization of 

streams and 
recording of avi  file

The multifunctional video 
monitoring system

Fig. 6.3 Diagram of
interaction of multichannel
audiovisual processing
systems in speech recording
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In order to achieve a standard frame rate of 25 frames per second, images
corresponding to specific time intervals are reproduced. The avi file is edited during
the batch processing of bmp files created in a time interval of one second. The data
package consists of the recording time of bmp files, the number of the first frame,
and the total number of frames in the package. The analysis of the structure is
necessary in order to eliminate the asynchronous behavior that occurs when
recording audio and video, since it makes it possible to calculate the number of
additional frames. After the processing of all bmp and wav files selected and the
addition of the multiplied images to the avi file, audio files are added as well.

After the event, all the presentations of the participants identified by the system
are held in avi files. The described algorithm is used to record the presentations of
the participants sitting in the chair area, which has 32 chairs and is located on the
right side of the conference room. A similar algorithm is used to track the speaker in
the presentation area. The method of recording the activity of the participants sitting
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at a conference table and the logical temporal model that merges multimedia
content were developed in order to support teleconferences and to provide remote
participants with multimedia content [46].

6.5 Experiments

During experiments, the assessments of the participant registration system
(Sect. 6.5.1) and recording system (Sect. 6.5.2) were obtained.

6.5.1 Participant Registration System Assessment

The developed automatic participant registration system has two levels of face
capture with different quality. At the first level, the rapid procedure of face
recognition is used. It is based on a capture of one photo, which includes the view
of all participants with low resolution and following face recognition. At this stage
the image patches with participant faces have a resolution of around of 30 � 30
pixels. The faces unrecognized during the first level of processing are further
separately captured by pan-tilt-zoom camera with a high resolution at the second
level of registration system work. At that the captured face region has a resolution
higher than 200 � 200 pixels.

There are two algorithms for image capturing and processing. In the first
algorithm, a high-resolution image (1280 � 1024 pixels), which is a group photo of
participants sitting in chairs, is processed for finding their faces by a face detection
procedure [47] provided by Eq. 6.37, where ht is a set of features t = 1, 2,…, T,
which are used in the Haar cascades, at is the features weight coefficient, I is an
input image.

Droi
v h

1
PT
t¼1

atht Ið Þ� 1
2

PT
t¼1

at

0 otherwice

8<
: ð6:37Þ

To reduce image processing time, (k) the region of the possible appearance of a
participant’s face was determined for each chair. Due to the fact that chairs have a
static position, this procedure is performed once for the selected configuration of the
chairs as follows.
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{The beginning of the first algorithm}
for (k=0; k < Number_of_Chairs; k++)

FaceRecognition[k] = FaceDetection(area[k]);
if (FaceRegion[k])

FaceRecognition(FaceRegion);
SaveImage(FaceRegion);

end if
end for
{The beginning of the second algorithm}
for (i=0; i < Number_of_Unregistered_Participants; i++)

FaceRegion = FaceDetection(InputImage);
if (FaceRegion)

blurriness estimation(InputImage(FaceRegion));
{the blurriness estimation procedure}

if (FaceRegion not blurred)
FaceRecognition(FaceRegion);
SaveImage(InputImage)

end if
end if

end for

Each founded region is processed by face recognition function, which allows
identifying all participants with low charge of computational resource and time,
because the average size of such region is around of 30 � 30 pixels. The second
algorithm is aimed to identify unregistered participants, whose faces have not been
recognized by the previous algorithm. The first step of this algorithm is capturing a
close-up photo of a participant with a resolution of 704 � 576 pixels. Then the
received photo is processed using face detection procedure. If the face region has
been found, it needs to be estimated by blurriness criteria. For such estimation, the
Natural Image Quality Assessment (NIQE) [28] method was implemented. The
blurriness estimation procedure allows executing blurred photos from future pro-
cessing. Such blurriness happens, when the participant moves in photographing
moment or particularly closed by another participant, or when the camera, from
which algorithm receives image, is not focused. If a face region is not blurred, then
it is being processed using the face recognition procedure. If the participant has not
been identified, then procedure for registration of a new participant starts, where
his/her photo is used for focusing attention on audiovisual speech synthesis system.

Introduction of the blur estimation procedure as preliminary stage of photo
processing allows the registration system to exclude 22% of photos with a high
resolution but insufficient quality from face recognition stage, as a result the speed
of the whole system is significantly increased. Implementation of blur estimation
procedure at the first level of the processing of photos with a resolution of around
30 � 30 pixels has not shown positive results because such a low resolution is
insufficient to make a decision about image blurriness.

For the experimental evaluation of a method of automatic registration of par-
ticipants during the events in the intelligent room, the photos of participants were
accumulated only at the second stage of the method. Thus, the number of
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accumulated photos was more than 40,000 for 36 participants. The training data-
base contains 20 photos for each participant.

At the preparatory stage of experiments, it was decided to determine the
threshold for the three face recognition methods, such as the PCA, the LDA, and the
LBP. During this experiment, a threshold was calculated for each participant added
to the recognition model; a maximum value of a correct recognition hypothesis for
the LBP ranged from 60 to 100, for the PCA from 1656 to 3576, for the LDA from
281 to 858. As a consequence, for further experiments minimum threshold values
like 60, 1656 and 281 were selected for these methods, respectively. Table 6.3
presents average values of face recognition accuracy, as well as first (False Alarm
(FA) rate) and second (Miss Rate (MR)) errors type for each selected method.

The second experiment was performed to test the hypothesis about the necessity
to use images with different participant’s head orientations relative to the camera.
The participants were photographed while sitting in chairs equidistant from the
camera. As a result, photos of 16 participants have been added to the database for
training face recognition models. In addition, the testing database expanded to
55,920 images. Average result values of the second experiment are shown in
Table 6.4.

The high value of false positives and miss rate errors is due to the fact that the
photos were stored in the course of actual of events without a prepared scenario and
participants’ focusing on a single object. Thus, at the time of photographing the
participants can move freely, so their faces in the photos can be blurred or partially
hidden.

To estimate the influence of a change of participant’s face image size on
recognition rate, it was decided to divide the participant’s face images into several
groups. Figure 6.5a shows distribution of participants’ images by differences in the
face sizes in ranges from 0 to 10, from 10 to 20, and so on. Most of participants
have differences between minimum and maximum face sizes in a range from 30 to
40 pixels. Figure 6.5b shows a distribution of recognition rate for three methods for
groups of participants.

Figure 6.5b shows that with increasing of the participant’s face size in the image,
the difference in the recognition accuracy gradually decreases. This is due to the

Table 6.3 Average values of
face recognition accuracy, FA
and MR for selected methods

Method FA (%) MR (%) Accuracy (%)

LBPH 10.3 10.3 79.4

PCA 0.8 24.5 74.7

LDA 9.8 15.6 74.6

Table 6.4 Average values of
face recognition accuracy, FA
and MR for selected methods

Method FA (%) MR (%) Accuracy (%)

LBPH 12.0 8.5 79.5

PCA 1.3 23.5 75.2

LDA 19.2 7.8 73.0
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fact that at the normalization of images to a uniform size distortion in the certain
facial features like the eyes, nose, mouth, and etc. may occur.

Considering experimental conditions (different distances from the camera to a
participant, lighting, mobility of participants while being photographed), which
influence the quality and quantity of facial features extracted from the image, and
consequently the recognition accuracy and occurrence of false positives, we can
conclude that the method LBP 79.5% has shown the best results.

6.5.2 Recording System Assessment

The complexity of the video monitoring system depends on the conditions and
restrictions imposed by the specifics of the applied problem and geometrical
characteristics of the monitored area, as well as by signal quality. Table 6.5 shows
several parameters proposed in [48] and adapted to the problem of designing a
video monitoring system of the intelligent meeting room. These parameters directly
influence the choice of methods of video signal processing used in monitoring
systems.

For the experimental assessment of the video monitoring system in the course of
the activities in the intelligent meeting room, photographs of the participants taken
during the registration process were collected, and experiments were conducted to
assess the generation of audiovisual records containing the presentations and
statements of active participants in the discussion.

During tests of the method of registration of participants of the activities in the
intelligent meeting room, 21,584 photographs were made. After manual inspection,
1,749 photographs were found, in which there were no faces or faces were iden-
tified incorrectly. The main reason for the errors is the movement of the partici-
pant’s head during photographing. The rest of the photographs were used to
determine the speed (time) and quality of the camera pointing. Table 6.6 shows the
performance evaluations of video monitoring system during the registration of
participants. In order to evaluate the quality and speed of automatic photographing
the relative S and absolute A face areas, as well as the time of registration (pho-
tographing) of the participant T, were calculated. In addition, two indicators were

Fig. 6.5 Distribution of participants and recognition rate by differences in their face sizes
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assessed: the accuracy of the camera towards the face and the size of the resulting
photograph. At each stage of processing the displacement D of the center of the face
from the center of the frame was calculated using the face detection algorithm. In
order to avoid zoom influence, the displacement value was determined as a per-
centage of the frame size. When calculating the displacement D and size R of the
faces in the frame, the formulas, described in [49], are used.

Based on obtained data, it is possible to say that automatic registration is not
inferior in quality and is superior in speed than manual registration. In addition, the
presence of the operator while taking pictures distracts participants from the
activities and faces in such photographs are often overly formal. In the case of
automatic registration, the photographs are taken discreetly to enhance the quality
of the photographs in aesthetic terms and make it possible for participants to
concentrate on the activities.

In evaluating the performance of the method of audiovisual recording of pre-
sentations, the following indicators were used. The initial video stream delay with
respect to the audio signal Lb_d, which is calculated as the difference between the
time of the creation of Tw1_b of the first wav file and the time of creation of bmp
Tb1_1 file of the corresponding time Tw1_b:

Table 6.5 List of quantitative indicators of the system performance evaluation

Indicator Description

Ap is the accuracy of detection of
participants in the conference room

Ap = (Np − NFA_p – NMR_p)/Np, where Np is
the maximum number of participants at the
same time in the conference room, NFA_p is the
total number of mistakenly detected
participants, NMR_p is the number of missed
participants

Ao_ch is the accuracy of the chair occupancy
determination

Ao_ch = (Nch – NFA_ch – NMR_s_p)/Nch, where
Nch is the number of chairs in the conference
room, NFA_ch is the number of wrong
determinations of chair occupancy, NMR_s_p is
the number of chairs with sitting participants
missed by the system

As_p is the accuracy of detection of
participants sitting in the chair area

As_p = (Nch – NFA_p_f – NMR_p_f)/Nch, where
NFA_p_f is the number of mistakenly detected
faces of participants sitting in the chair area,
NMR_p_f is the number of faces of participants
sitting in the chair area missed by the system

Am is the accuracy of the operating mode
determination

Am = N′m/Nm, where Nm is the number of mode
switches detected during the activity, N′m is the
number of correctly determined modes

Am_s is the accuracy of the pointing of the
camera at the speaker in the presentation
area

Am_s = N′m_s/Nm_s, where Nm_s is the total
number of frames taken while taking
photographs of the speakers in the presentation
area, N′m_s is the number of the frames in
which speaker can be detected
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Lb d ¼ Tw1 b � Tb1 1j j: ð6:38Þ

The duration of the recorded avi file La is calculated by summing the lengths of
all wav files of the presentation:

La ¼
XN
i¼1

Twie � Twibð Þ: ð6:39Þ

The number of multiplied frames is equal to the sum Lb_d and all further mul-
tiplied images in data packets Pi provided by Eq. 6.40.

Nf d ¼ Lb d

40
þ
XN
i¼1

Pi Pi ¼ PAF i þPRF i PAF i ¼ PFN i � PF ið Þ
PF i

PRF i ¼ PFN i � PF ið Þ%PF i PNF i ¼ FD � TbN i � Tb1 ið Þ
1000

ð6:40Þ

The average frame rate Fa in the video buffer is equal to the sum of data packet
size divided by the number of packets:

Fa ¼
PN

i¼1 Fi

N
: ð6:41Þ

The software system developed is regularly used during workshops and lectures.
Expert reviews were made on 16 activities based on the results of the method of
audiovisual recording of the participants’ presentations in the intelligent meeting
room, which created 212 recordings in the automatic mode, of which 93% con-
tained statements from participants sitting in the audience. The results of the
evaluation of files with presentations of participants are presented in Table 6.7.

Experimental results showed that the average recorded avi file consists of 137
frames, 59 of which are added optionally, and has a total length of about 5 s. The
calculated average frame rate in the video buffer is 24 frames per second. This is
due to the rounding of values, when calculating the required number of additional
frames in the data packets. The number of multiplied frames also includes initial
delay between audio and video streams. In addition, this number of additional
frames is associated with varying frequency of reading of frames from cameras as a
result of interference in the network equipment, as well as the limited speed of data
recording on storage devices. The database of photographs of faces of participants

Table 6.7 Assessment results of performance of the algorithm for determining and recording a
current speaker

Lb_d, ms La, ms Nf_d, frames

Min Max Mean Min Max Mean Min Max Mean

80 2440 724 5312 6432 5608 32 104 59
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and their presentations obtained by the system of audiovisual monitoring in the
intelligent meeting room are the basis of the multimedia report of the activities.

Experimental data on the participants were collected in the course of the sim-
ulation of activities, where users held a meeting according to a given scenario, as
well as during real research and education activities, when the participants were
informed of audiovisual recording of their behavior but it did not affect their
planned activities in an intelligent meeting room. For the simulation of activities
according to a given scenario, a group of people was selected. The number of
people in the group ranged from 5 to 10 people depending on the activity. The plan
of artificial activities consisted of two stages. In the first phase of the experiment,
the participants were asked to take any chair, and then an additional participant
entered the intelligent meeting room, acting as the lecturer. The “lecturer”
sequentially asked the audience ten questions without assigning a specific person to
answer them. Areas of knowledge known to participants were taken into account in
the selection of questions. Furthermore, the question was worded in such a way that
any participant was able to answer it. Thus, a possibility of the absence of activity
due to ignorance was excluded. After answering all the questions, the participants
of the experiment exited the intelligent meeting room.

In the second phase of the simulated activities, the participants were asked to sit
on any other chair, on which they had not yet sat. The remaining part of the
experiment was similar to the first stage. The main objective of this experiment was
to identify the places that users with the highest level of audio activity took during
the event. Figure 6.6 shows a diagram of an intelligent meeting room with colored
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Fig. 6.6 Diagram of the intelligent meeting room with indications of audio activity of participants
in the process of discussion
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chairs indicating the participants, who were most active in answering questions.
Chairs that were empty in the course of event were marked with white.

The second category includes activities conducted without the scenario and the
list of questions for the participants. Another feature of actual activities is the high
level of audio noise in the conference room, statements that do not relate to the
subject, and overlapping speech in the audio signal simultaneously uttered by
several active participants and/or the speaker. All these factors can affect the
accuracy of the sound source positioning system and detection of false sound
sources.

In automatic mode, 212 audio activities were recorded and analyzed. Expert
inspection found that 15 of them contain extraneous noise or the speech of the
speaker (e.g. lecturer). Thus, in order to obtain the results, only 197 speech signals
with statements of participants sitting in the conference room were analyzed. As a
result, it was found that almost half of the chairs with participants did not exhibit
activity. A maximum density of activity was found in the center of the left half of
the rows of chairs. In connection with the conducted investigation, we can plot the
priorities of the initial position of the camera that records an active participant in the
discussion given the current situation and the presence of the participants in the
chairs.

Intelligent technologies for supporting activities and recording, archiving, and
retrieving of data by created multimedia archives have been under development for
over 25 years. One of the first research projects devoted to solving this problem was
Nick [50], in which the requirements for intelligent technologies that are necessary
to create an intelligent meeting room were first analyzed.

Based on the analysis of systems described in detail in [51], the following
conclusions, useful in the design of conference automation systems, can be made.
First, the recording should be unobtrusive for speakers and listeners. Second, the
recording and processing should be in real time, so that information on the current
situation in the audience can be transmitted to remote participants with a minimum
delay. Third, the record should contain at least presentation slides and statements of
all the speakers. Fourth, since the number and composition of activity participants is
constantly changing, and this affects the behavior of speakers and listeners, the type
of audience and people in it can help to create a convenient environment for remote
participants. Fifth, during technical pauses in the speaker’s presentation information
about the lecture, its participants, or the general view of the audience in a multi-
media report can be displayed. It is also possible to use the rules from cine-
matography that describe methods of camera arrangement in the room, tracking of
objects, and composition of images from the cameras, as well as other rules, to
make a video that meets artistic style requirements [52].

The software system of audiovisual monitoring and determination of the situa-
tion in the intelligent meeting room discussed in Sect. 6.2 meets the first five
characteristics mentioned above. In addition, software automation means of
recording and processing of audiovisual data are aimed at reducing the resources
required for the organization, carrying out, and recording of the activities, for
example, meeting, lecture, seminar, meeting of the Academic Council, and a round
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table in the conference room. The developed software and hardware system of the
audiovisual processing can reduce the workload of secretaries and videographers
and focus participants on the considered issues by automating the control of sensor
and multimedia equipment. In addition, the use of the synchronization algorithm of
audiovisual data streams in the developed software system eliminates the problems
associated with the changing frequency of reading of frames from the cameras that
arise as a result of interference in the network equipment, as well as with the limited
speed of recording of information on storage devices.

At the next stages of research, methods and software should also be developed
for the automation of processes of meetings in intelligent meeting rooms charac-
terized by the use of the automatic identification of participants in activities based
on the analysis of multichannel signals with an integrated background, as well as
the detection and recognition of faces of participants that would reduce the cog-
nitive load on participants and allow the use of these resources for activities.

6.6 Conclusions

The problem of realizing the support of event services on the basis of natural and
unobtrusive user interaction and the intelligent space is topical for the development
of the intelligent conference room. The technologies of biometrical identification on
the basis of face recognition methods enables automation of the processes of reg-
istration of meeting participants. Preliminary estimation of the image blur allows
one to disregard the low-quality images carrying useless information, thus relieving
the burden of the automatic computer vision systems. The blur arising because of
the poor photography conditions is due to incorrect focusing of the equipment or
unexpected motion of the object. It can be estimated by different methods, among
which one can emphasize the study of the brightness gradient of the image pixels,
the ratio of brightness of pixels over a certain area, and statistical analysis of the
pixel brightness coefficients.

The considered methods enable a numerical estimation of the blur, which is one
of the image quality criteria. They are suitable for modeling and application in
various algorithms to process visual information. Preliminary isolation of the face
area in an image and estimation of its blur were used to advantage for selection of
distorted frames in the problem of automatic registration of conference participants
in the intelligent room.
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Chapter 7
Improving Audience Analysis System
Using Face Image Quality Assessment

Vladimir Khryashchev, Alexander Ganin, Ilya Nenakhov
and Andrey Priorov

Abstract Video surveillance has a wide variety of applications for indoor and
outdoor scene analysis. The requirements of real-time implementation with the
desired degree of recognition accuracy are the main practical criteria for most
vision-based systems. When a person is observed by a surveillance camera, usually
it is possible to acquire multiple face images of a single person. Most of these
images are useless due to the problems like the motion blur, poor illumination,
small size of the face region, 3D face rotation, compression artifacts, and defo-
cusing. Such problems are even more important in modern surveillance systems,
where users may be uncooperative and the environment is uncontrolled. For most
biometric applications, several of the best images are sufficient to obtain the
accurate results. Therefore, there is a task for develop a low complexity algorithm,
which can choose the best image from a sequence in terms of a quality. Automatic
face quality assessment can be used to monitor image quality for different appli-
cations, such as video surveillance, access control, entertainment, video-based face
classification, and person identification and verification. In practical situation, the
normalized images at the output of face detection algorithm are post-processed and
their quality is evaluated. Low quality images are discarded and only images with
acceptable qualities are received for further analysis. There are several algorithms
for face quality assessment that are based on estimating facial properties, such as
the estimating the pose, calculating the asymmetry of the face, and non-frontal
illumination to quantify the degradation of a quality. Several investigations show
that application of a quality assessment component in video-based face identifica-
tion system can significantly improve its performance. Another possible application
of face quality assessment algorithm is to process the images with different qualities
in different ways. Proposed face quality assessment method has been applied as a
quality assessment component in video-based audience analysis system. Using the
proposed quality measure to sort the input sequence and taking only high quality
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face images, we successfully demonstrated that it not only increases the recognition
accuracy but also reduces the computational complexity.

Keywords Face image quality assessment � Face recognition
Gender recognition � Audience measurement system � Video surveillance

7.1 Introduction

Usually, when a person is in front of surveillance video camera, several images of
his/her face are saved to storage. Most of them are useless for the biometric
identification system due to several reasons: the human’s movement leads to
blurring, a person can be in the low-light conditions, or only a part of the face or
significantly turned face may be recorded. Human identification algorithms com-
putationally are complex enough, so recognition of the entire sequence of images
can slow down the work of video surveillance systems [1, 2]. Thus, the problem of
choice of the best quality images from all received images, by which an identifi-
cation of a person will be performed, is important.

There are several standards that determine the face image quality—ISO/IEC
19794-5 and ICAO 9303 [3, 4]. They contain a description of the characteristics
that provide a decision of the image suitability in the automatic recognition systems.
All standardized characteristics are grouped into two classes: the textural features
(sharpness, contrast, light intensity, compression ratio, and other distortions) and
characteristics directly related to the face features (symmetry, position, rotation,
eyes visibility, and the presence of glare or shadows on the face). For their auto-
matic detection, the methods analyzed the determination of posture [3, 5], illumi-
nation, and rotation [6, 7] are described in literature.

Unfortunately in practical applications, such as video surveillance or audience
analysis system, it is impossible to satisfy the requirements in the ISO/IEC and
ICAO standards. The lightning conditions, face posture, compression algorithm,
and choice of camera type depend on concrete application. Nevertheless, the task of
selection the best quality face image form a video sequence in this case is important
too and must be solved in a short period of time. To solve it, various modifications
of image quality assessment algorithms are used.

The problem is commonly touched in modern scientific literature [5–16]. One of
the first approaches to solve this problem is a method based on the application of
clustering algorithm according to K-means approach [8]. Practical experiments
have shown that it has low accuracy, when there are many low quality faces in the
obtained sequence. A totally different approach searches the best quality images for
face recognition by making quality evaluation of all images [2, 9]. Typical
recognition system with face image quality evaluation module schema is shown in
Fig. 7.1.

The quality of face images is estimated at the pre-processing stage. Depending
on the algorithm used in concrete application one (Top1) or three (Top3) best
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quality images are selected. Further, they are used for gender classification in
audience analysis system or for face verification/identification in video surveillance
systems. Low quality images are removed or archived, then the recognition applies
only to high-quality images. It is shown in [2] that the use of face image quality
evaluation module increases throughput of the surveillance system.

There is a group of face image quality assessment algorithms that uses the
objective methods to determine the standardized facial quality characteristics.
Overall facial image quality is obtained by combining the results of these methods.
This group of algorithms is called the metric fusion algorithms. The metric fusion
can be done by thresholding each of characteristic values. In this case, a residual
quality would be a number of characteristics above threshold. Another approach of
a metric fusion assigns a weight to every measured standardized characteristic [10].
Machine learning methods are widely used to determine the metrics weights. It
should be noted that the metric fusion algorithms are tied to a specific database of

Fig. 7.1 Recognition system with face image quality evaluation module
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training images, as well as to a specific recognition system. To solve this problem, a
fundamentally different approach for measuring facial image quality without using
standardized facial quality characteristics (for example, the statistical method based
on a face model [9] or method based on the learning to rank [11]) was created.

In none of the available papers, the expert evaluation of face image quality was
used. At the same time, the expert opinions are widely applied in the analysis of
images and video sequences quality [17–19]. It should be noted that a human could
easily identify the most of standardized facial image quality characteristics.

Face quality assessment metrics described in this chapter could be divided into
three groups as it is shown in Fig. 7.2.

Our main contribution deals with a set of no-reference image quality assessment
algorithms based on the analysis of texture and landmark points’ symmetry of facial
images. We evaluate the performance of the proposed algorithms employing
standard LIVE and TID2013 image database in several practical situations,
including the biometrical verification and identification using the facial images.
Performance results show that the proposed algorithms are highly competitive for
audience analysis systems and, moreover, have very low computational complexity
making it well suited for real-time applications.

We begin with the texture-based metrics (Sect. 7.2) analyzing only a texture of
facial image and noticing the presence of various types of possible distortions:
noise, compression artifacts, and blur. These metrics are widely used in the digital
image processing area. In Sect. 7.3, a symmetry-based metrics analyzing the rela-
tive locations of facial landmark points at the image to understand the face posture
(frontal or not) are described. Further in Sect. 7.4, the universal metric based on the
machine learning theory is represented. Sections 7.5 and 7.6 contain the experi-
mental results of applying these metrics to select the best quality faces (Top1 and
Top3) in the gender classification task (the audience analysis system) and face
verification/identification task (video surveillance systems), respectively. Insights
and recommendations are given in the conclusions (Sect. 7.7).

Fig. 7.2 Face quality assessment metrics classification
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7.2 Texture-Based Metrics

The goal of texture-based metrics is to detect if an image is distorted or not. Typical
image distortions are the compression artifacts, blur, and various types of noise.
Usually no-reference image quality assessment algorithms are used as texture-based
metrics [17, 19]. To use such algorithm in a face quality assessment task, we need to
ensure that this algorithm is fast enough to perform in pseudo real-time mode. There
are possible candidates for doing this described below: No-Reference image Quality
Local Binary Pattern (NRQ LBP) (Sect. 7.2.1), Blind/Referenceless Image Spatial
Quality Evaluator (BRISQUE) [19] (Sect. 7.2.2), and sharpness metric (Sect. 7.2.3).

7.2.1 No-Reference Image Quality Assessment Algorithm
(NRQ LBP)

Modern no-reference quality assessment algorithms are built according to the fol-
lowing scheme: feature extraction ! machine learning algorithm ! quality score.
A lot of features’ types is used in no-reference algorithms, among them are
Scale-Invariant Feature Transform (SIFT) descriptors [20], entropy and phase
congruency [21], various natural scene statistics [19]. However, the insufficient
attention is paid to local binary patterns, which are computational effective and
widely used in computer vision area. A Local Binary Pattern (LBP) is a binary
code, which describes the pixel’s neighborhood. Parameter r is a neighborhood
radius. Parameter P is a number of pixels in a neighborhood (Fig. 7.3).

Consider the image I and let gc be a luminance value of the central pixel with
(x, y) coordinates. The central pixel is a pixel, for which the LBP binary code is
computed. Equations 7.1–7.3 are used to select the pixels from a neighborhood,
where gp is a luminance value of the neighborhood pixel, xp and yp are the coor-
dinates of a neighborhood pixel.

gp ¼ I xp; yp
� �

p ¼ 0; . . .;P� 1 ð7:1Þ

Fig. 7.3 The circular neighborhoods with appropriate (P, r) values (8, 1), (12, 2), (16, 4)
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xp ¼ xþR cos
2pp
P

� �
ð7:2Þ

yp ¼ y� R sin
2pp
P

� �
ð7:3Þ

A bilinear interpolation is used, when a sampling point is not in the center of a
pixel. A luminance value of the central pixel is the threshold. If a luminance value
of a pixel from a neighborhood is more than the threshold value, then 1 is set in the
appropriate place of the binary code; otherwise, 0 is set. Formally, the LBP can be
described by Eqs. 7.4–7.5, where tc is a luminance value of the central pixel, ti is a
luminance value of the neighborhood pixel, P is a number of the neighborhood
pixels.

LBPP;r ¼
XP�1

p¼0

S ti � tcð Þ2p ð7:4Þ

S tð Þ ¼ 1 t� 0
0 t\0

�
ð7:5Þ

The output of the LBP function is a binary code, which describes a pixel’s
neighborhood.

Local binary pattern is called “uniform” if it contains a number of bitwise
transitions from 0 to 1 and, vise versa, less than 2, for example patterns 00000011,
00111000 are uniform and pattern 01010010 is not uniform. In average 90%, all
calculated patterns are uniform [22]. In the case of uniform LBP, there is a separate
output label for each uniform pattern and all non-uniform patterns are assigned to a
single label. The number of different uniform patterns for a code with length p is
p (p + 1) + 3, while the number of non-uniform patterns is 2p, thus we can save a
recourses working only with uniform patterns.

The rotation of image leads to the changes in local binary patterns statistics. To
eliminate this issue, the special algorithm of assigning binary codes to patterns
exists. Every binary code is circularly shifted to its minimum value in a view of
Eq. 7.6, where SHIFT(binary code, i) denotes a circular bitwise right rotation of
input binary code by i steps.

LBPuri
P;r ¼ min

i
SHIFT LBPu

P;r x; yð Þ; i
� �

ð7:6Þ

For example, all binary codes 00110000, 11000000, 00001100 map to
00000011. The addition of “rotation invariance” to the uniform patterns results in
more compact image representation. A number of the rotation invariant local binary
patters equals (P + 1). Binary code (P + 2) is reserved for all non-uniform patterns.

180 V. Khryashchev et al.



In research [22], it is shown that the LBP with r = 1 is not robust against the
local changes in the texture. More robust local binary patterns statistics could be
obtained by enlarging spatial support area of the LBP operator, in other words by
increasing r parameter. On the other hand, the use of the larger r values (>3) causes
the sharp decrease of the texture classification accuracy. Multi-scale LBP is a
rescue: it was shown [23] that the highest accuracy achieved, when the LBP is
simultaneously calculated for multiple parameters sets: (r = 1, P = 8), (r = 2,
P = 16), (r = 3, P = 24). It is worth noting that the multi-scale LBPs can be
computed in liner time.

The histogram of rotation invariant local binary patterns H is built using
Eqs. 7.7–7.8, where k is a number of patterns [22].

H kð Þ ¼
XM
m¼1

XN
n¼1

f LBPuri
P;r m; nð Þ; k

� �
k 2 0;K½ � ð7:7Þ

f x; yð Þ ¼ 1 x ¼ y
0 x 6¼ y

�
ð7:8Þ

The histograms of the rotation invariant local binary patterns calculated for
standard test image from LIVE dataset [24] are depicted in Figs. 7.4 and 7.5. This
image is affected by five distortion types one at a time: jpeg, jpeg2000, blur, bit
errors, and white noise. Decimal numbers on histogram plots correspond to binary
code values. It can be seen that a white noise causes the dip in the center of the
histogram and a lot of local binary patterns fall into a 9th bin (a bin for all
non-uniform patterns). On the contrary, the blur and jpeg2000 distortion types
cause the rise in central part of the histogram. When an image is distorted by the
compression artifacts of the JPEG codec, the histogram would contains a lot of
patterns in the 8th bin. These binary patterns correspond to pixels inside block
artifacts, which can be visually detected in Fig. 7.4b. We repeated this experiment
for other images from LIVE dataset and obtained the similar results. Thus, we can
conclude that the histogram of rotation invariant local binary patterns contains the
information about the image quality.

We performed the experiment to choose the machine learning algorithm for
mapping bins of the LBP histogram to quality score (Tables 7.1 and 7.2, where the
best values are denoted by Bold). It can be seen that the most accurate no-reference
image quality assessment algorithm based on the LBPs should be built with Extra
trees regressor [25].

As a result, we have obtained a scheme presented in Fig. 7.6 for no-reference
image quality assessment algorithm based on the LBP statistics features (NRQ
LBP). The accuracy of this algorithm was tested on the LIVE dataset. We have
found that the NRQ LBP is as accurate as the best reference algorithm Mean
Structural SIMilarity (MSSIM) [26].
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Fig. 7.4 Images with different distortions types: a reference image, b jpeg, c jpeg2000, d blur,
e bit errors, f white noise
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Fig. 7.5 Histogram of uniform rotation invariant local binary patterns (r = 1, P = 8): a reference
image, b jpeg, c jpeg2000, d blur, e bit errors, f white noise

Table 7.1 Pearson correlation coefficient for NRQ LBP algorithm with different classifier types

Distortion type JPEG JPEG 2000 White noise Blur Bit errors All

Classifier

AdaBoost 0.923 0.943 0.950 0.945 0.886 0.924

SVM 0.809 0.884 −0.484 0.933 0.797 0.618

Gradient boosting 0.962 0.962 0.981 0.967 0.931 0.959

Extra trees regressor 0.970 0.968 0.987 0.971 0.936 0.965
Bold denotes the best values
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7.2.2 Blind/Referenceless Image Spatial Quality Evaluator
Algorithm (BRISQUE)

The BRISQUE is an algorithm for no-reference image quality assessment in a
spatial domain. It contains two main stages, including the feature extraction and
mapping. The output from the first stage is a feature vector, which is mapped to
subjective quality score in a view of Differential Mean Opinion Score (DMOS)
during the second stage. This mapping is achieved by solving a regression task.
This part is generic enough allowing the use of any regressor to solve it. In original
implementation, a support vector machine regressor is used.

The BRISQUE algorithm uses the fact that Mean Subtracted Contrast
Normalized (MSCN) coefficients strongly tend towards a unit normal Gaussian
characteristic. It is shown [19] that each distortion modifies the statistics of the
MSCN coefficients in its own way and there are the regularities between the dis-
tortion type and statistics variation. For example, a blur creates more Laplacian
appearance, while a white-noise distortion appears to reduce the weight of the tail of
the histogram.

Generalized Gaussian Distribution (GGD) can be used to effectively capture a
broader spectrum of distorted image statistics provided by Eqs. 7.9–7.11, where a
controls a shape, r2 controls a variance.

f x; a;r2� � ¼ a
2bC 1=að Þ exp � xj ja

b

� �� �
ð7:9Þ

b ¼ r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C 1=að Þ
C 3=að Þ

s
ð7:10Þ

Table 7.2 Spearman correlation coefficient for NRQ LBP algorithm with different classifier types

Distortion type JPEG JPEG 2000 White noise Blur Bit errors All

Classifier

AdaBoost 0.901 0.932 0.967 0.942 0.926 0.926

SVM 0.854 0.883 −0.364 0.931 0.796 0.567

Gradient boosting 0.937 0.945 0.964 0.945 0.904 0.947

Extra trees regressor 0.952 0.957 0.974 0.955 0.912 0.956
Bold denotes the best values

Fig. 7.6 NRQ LBP algorithm scheme
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C að Þ ¼
Z1
0

ta�1e�tdt a[ 0 ð7:11Þ

Values of (a, r2) are estimated for the tested image and form the first feature set
of the BRISQUE algorithm. The second feature set is generated from pairwise
products of neighboring MSCN coefficients along four orientations—horizontal,
vertical, main-diagonal and secondary diagonal.

Pairwise MSCN products for distorted images obey the asymmetric generalized
Gaussian distribution:

f x; t;r2
l ;r

2
r

� � ¼ t
bl þbrð ÞC 1=tð Þ exp � �x

bl

� �t� �
x\0

t
bl þbrð ÞC 1=tð Þ exp � �x

br

� �t� �
x� 0

8<
: ð7:12Þ

bl ¼ rl

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C 1=tð Þ
C 3=tð Þ

s
ð7:13Þ

br ¼ rr

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C 1=tð Þ
C 3=tð Þ

s
ð7:14Þ

The BRISQUE second feature set contains values of l; t;r2
r ;r

2
l

� �
, where t

controls a shape of the distribution, r2
r and r2

l are the scale parameters that control
the spread on each side of the mode, respectively. The first parameter from the
second feature set is calculated using Eq. 7.15.

g ¼ br � blð ÞC
2
t

� �
C 1

t

� � ð7:15Þ

All features are extracted in two scales, such as the original image scale and
reduced scale (low pass filtered and down sampled by a factor of 2). Thus, a total 36
features are extracted for a tested image.

7.2.3 Sharpness

In real life situations, the objects in front of the surveillance camera are not static.
That is why the captured images of these objects may be blurred. The task of
defining of the blur degree is one of the most important challenges in quality
assessment of face images. The high values of this measure should be assigned to
images without blur. Discrete Laplace operator is used to calculate sharpness
measure for the image:
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@y2










 ð7:16Þ

The discrete second derivatives may be computed as a convolution with the
following kernels: (1, −2, 1) and (1, −2, 1)T. Sharpness metric value is the mean of
the output from these convolutions. It is worth noting that the sharpness estimation
is made directly inside a face area.

7.3 Symmetry-Based Metrics

Persons in front surveillance camera are not static in the most practical cases. It
leads to the presence in the recorded video stream face images with different poses.
Standards ISO/IEC 19794-5 and ICAO 9303 contain the requirements about the
maximum acceptable head rotation angles for recognition. The goal of
symmetry-based metrics is to determine if image is frontal or not. The output of this
metrics is a real number showing how the current face pose differs from frontal. It
worth noting that metrics from this group use facial landmarks. Thus, the accuracies
depend on the landmark detector accuracy. Symmetry of landmarks points is dis-
cussed in Sect. 7.3.1, while the symmetry metric is represented in Sect. 7.3.2.

7.3.1 Symmetry of Landmarks Points

Coordinates of the landmarks points obtained by the detector described in [27] are
used to determine the face symmetry in an image. Each landmark point is numbered
from 1 to 68 (Fig. 7.7). Only 22 landmarks points with the numbers 9, 31, 32, 36–
49, 52, 55, 58, 63, 67 are used. It allows to increase a productivity of the proposed
algorithm.

Straight line through the points 9 and 31 is used to determine a degree of
deviation from the front face position. Then, the distance w between points 37 and
46 is computed. The resulting measure S is calculated according to Eq. 7.17, where
di is a distance between the point i and straight line described above.

S ¼ d32 � d36j j þ d40 � d43j j þ d37 � d46j j þ d49 � d55j j þ d52 þ d67
w

ð7:17Þ
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7.3.2 Symmetry Metric

Symmetry metric is an assessment of how much the person’s current posture is
different from frontal and how much the heterogeneous lighting takes place. The
symmetry metric is calculated as the intersection of directed Histograms of Oriented
Gradients (HOG) descriptors in symmetric landmarks points of a face [10] provided
by Eqs. 7.18–7.19, where HL

i ið Þ is a calculated function of the oriented gradients
histogram in a landmark point with index i, Sym is a value of the considered
symmetry metrics, N is a number of pairs of landmarks facial points.

d ið Þ ¼
X
i

min HL
i ið Þ;HR

i ið Þ� � ð7:18Þ

Sym ¼ 1
N

XN
i¼1

d ið Þ ð7:19Þ

Symmetrically located landmarks points have the same value i, thus HL
i ið Þ is

calculated for the ith point of the left (Fig. 7.8).

Fig. 7.7 Landmarks points’ location diagram
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7.4 Universal Metrics

The disadvantage of the methods described in [2, 9, 13] is the fact that they do not
take into account possible differences in recognition algorithms. For example, a
recognition algorithm can accurately recognize faces even if part of the face cov-
ered by another object, for example, by a hand. Such algorithm faces with occlusion
must not have a poor quality, whereas an algorithm, which does not work accu-
rately for faces with occlusion, it should be the opposite. Considering the draw-
backs of the existing solutions, the algorithm based on a method of learning to rank
is proposed. This algorithm consists of two stages: normalization (with more or less
typical) and quality control.

Assume that the face recognition algorithm is tested on the databases A and B,
and algorithm based on database A has a higher accuracy than the one based on
database B. In other words, the images from the database A are of better quality than
the images from the database B for current recognition algorithm. Let us write it in
the form A > B. Two images Ii and Ij are selected from A and B, respectively. The
function f(�), which input is an image and the output is a feature vector, describes an
image. Define a linear function of image quality as S Ið Þ ¼ wTf Ið Þ. The goal is to
find a vector w that would meet conditions (Eqs. 7.20–7.22) as much as possible,
and we should consider that images from one database have the same quality image.

wTf Iið Þ[wTf Ij
� � 8Ii 2 A 8Ij 2 B ð7:20Þ

wTf Iið Þ[wTf Ij
� � 8Ii 2 A 8Ij 2 A ð7:21Þ

wTf Iið Þ[wTf Ij
� � 8Ii 2 B 8Ij 2 B ð7:22Þ

Fig. 7.8 Symmetry metric calculation
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The description above matches with the formulas from paper [7], and it may be
represented in the following terms ni;j � 0;gi;j [ 0; ci;j � 0, respectively (Eq. 7.23).

minimize wT
�� ��2

2 þ k1
X

n2i;j þ k2
X

g2
i;j þ k3

X
c2i;j

� �
wT f Iið Þ � f Ij

� �� �� 1� ni;j 8Ii 2 A 8Ij 2 B

wT f Iið Þ � f Ij
� �� ��gi;j 8Ii 2 A 8Ij 2 A

wT f Iið Þ � f Ij
� �� �� ci;j 8Ii 2 B 8Ij 2 B

ni;j � 0 gi;j [ 0 ci;j � 0

ð7:23Þ

This approach can be extended to a larger number of databases and features. If a
mixture of signs is used, then two level strategies should be used. Assume that m
different feature vectors could be extracted from the image I. For ith vector, the
quality will be calculated according to the formula Si Ið Þ ¼ wT

i fi Ið Þ; i ¼ 1; 2; . . .;m.
In the first phase of learning, the vector weights wi are calculated according to

Eq. 7.23 for all of the various features. Expression S
!¼ S1 Ið Þ; S2 Ið Þ. . .Sm Ið Þ½ �T is a

column vector containing various quality ratings for each attribute, respectively. In
the author’s implementation, m = 5 is used. Define a face image quality in second

step as Sk Ið Þ ¼ wkf/ S
!� �

, where f/ is a polynomial function, which is represented

by Eq. 7.24.
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7.5 Face Verification/Identification

Face recognition is the hot topic in computer science and area of active research [1].
It can be used in a variety of applications: surveillance system, human-computer
interfaces, and audience analysis. Face recognition task can be divided into two
separate tasks: identification and verification. During first task, we try to answer a
question “Who is this person?” During a verification task we validate the claimed
identity based on the facial image (one-one matching). In this section, Openface
facial detector is considered in Sect. 7.5.1. Experimental results are included in
Sect. 7.5.2.
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7.5.1 Openface Facial Detector

There are a lot of huge companies, which are investing a lot of efforts into the face
recognition systems: Facebook, Microsoft, NTechLab. However, today such sys-
tems are available for everyone with help of Openface software library [28] that
contains all parts of typical facial recognition system, such as the detection, nor-
malization, representation, and classification.

Openface facial detector is made using the histogram of oriented gradients
features combined with a linear classifier. The image pyramid and sliding window
detection scheme are used. This functionality is implemented in dlib library, which
is used by Openface. Face detector output is the set of bounding boxes around a
face. A bounding box with the biggest square is returned as a face detection result.

The variance between the detected face and faces from a database causes an
accuracy decline. One way to solve this issue is to collect a larger database but this is
costly and impossible, sometimes. Another way of doing this is a face normalization.
Face normalization is a process of a transformation of the input image in suchway that
all facial landmarks are placed in predefined locations. There are multiple ways of
doing this, for instance a normalized face is obtained by constructing its 3Dmodel in a
DeepFace algorithm [29]. More computational effective method based on the affine
transform is used in Openface. It requires the facial landmarks as an input. Method is
used for facial landmarks detection [30]. Coordinates of eyes and nose on the nor-
malized image are calculated as amean from the appropriate coordinates from faces in
a database. In addition, an image is cropped to the size 96 � 96 pixels.

Normalized facial images are transformed to the compact vector representations
with 128 dimensions by a deep neural network. The architecture of this network is
presented in Table 7.3 and described in details in [31].

Table 7.3 Deep neural net
architecture used in openface

Layer Output size

Conv (7 � 7 � 3) 112 � 112 � 64

Max pooling + normalization 56 � 56 � 64

Inception (2) 56 � 56 � 192

Max pooling + normalization 28 � 28 � 192

Inception (3a) 28 � 28 � 256

Inception (3b) 28 � 28 � 320

Inception (3c) 14 � 14 � 640

Inception (4a) 14 � 14 � 640

Inception (4b) 14 � 14 � 640

Inception (4c) 14 � 14 � 640

Inception (4d) 14 � 14 � 640

Inception (4e) 7 � 7 � 1024

Inception (5a) 7 � 7 � 1024

Inception (5b) 7 � 7 � 1024

Average pooling 1 � 1 � 1024

Fully connected 1 � 1 � 128

L2 normalization 1 � 1 � 128
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The neural network was trained on two large publicly available datasets
FaceScrub [32] and CASIA-WebFace [33]. Stochastic gradient decent was used as
an optimization algorithm. Loss function was chosen in a view of Eq. 7.25, where
xai is an input image of person i, xpi is an image of the same person from a training
database, xni is an image of other person. The a value was selected during training
process and was equal to 0.2.

L ¼
XN
i

f xai
� �� f xpið Þ22�f xai

� �� f xni
� �2

2 þ a ð7:25Þ

Person identity from training database is found during the classification
step. Openface does not provide any classification functionality but simple classifier
can be build without any external libraries by measuring Euclidian distance
between facial image representations obtained in the previous step.

7.5.2 Experimental Results

Two test databases were collected for experiments: Khryashchev Face Comparison
Database (KFCD) and 60 Person Face Comparison Database (60PFCD). First
database contains 10 test video sequences for every person recorded at different
illuminance conditions under 20 lx, 50 lx, 75 lx, 130 lx, 180 lx, and 500 lx. Not
every frame from the recorded videos was placed in the database. Two methods for
image extraction are used: manual (made by the experts) and automatic extraction
(every 25th frame). The samples of such images are presented in Figs. 7.9 and 7.10.
Standard face detector [34] was used to detect the faces. The following measures
were calculated for every detected face: the image resolution, sharpness, symmetry,
measure of symmetry of landmarks points S, quality measure K (based on learning
to rank [11]), and two no-reference image quality metrics NRQ LBP and
BRISQUE. In addition, the expert quality assessment had been conducted for each
image with values ranging from 1 (the worst quality) to 10 (the best quality).

Fig. 7.9 Test images from KFCD dataset with different distortions: a face rotation, b blur, c low
resolution of face image

7 Improving Audience Analysis System Using Face … 191



The Spearman rank correlation coefficient was used as a similarity score between
expert rank and rank for each measure for images with the same illuminance. The
resulting values of the Spearman rank correlation coefficient for test images
extracted by the experts are presented in Table 7.4, where the best values are
denoted by Bold. The greater value of the correlation coefficient corresponds to the
best correlation between the measure and the expert ratings.

The simulation results show that at normal and high illuminance levels (>130 lx)
the proposed measure based on symmetry of landmarks points S outperforms other
quality measures. Low values of correlation coefficient obtained on some test
images (50 lx and 180 lx) can be explained by the fact that the efficiency of
symmetry determining algorithms depends on accuracy rate of detector of land-
marks points, which decreases with significant face rotation or blur caused by the
movement of a person.

The values of correlation coefficient forKmeasure are low inmost cases. The values
of Kmeasure often fall within a narrow range of values, for example, a range of values
for the test set with the illuminance of 75 lx is equal to 15 units between the worst and
the best image quality, although the entire range of measure values is 100 units.

In addition, we measure Top3 accuracy for each investigated metric. Top3
accuracy is a number of matches between 3 top quality images chosen by the
experts and objective metrics. Top1 accuracy is measured similarly. Results pre-
sented in Table 7.5 show that the better choice of high-quality images is made
based on learning to rank K metric. The second position belongs to the proposed
symmetry of landmarks points metric S. This result can be explained by the fact that
both subjective assessment and S metric are performed in the spatial domain. The

Fig. 7.10 Test images KFCD dataset extracted automatically (every 25th frame is extracted)

Table 7.4 Rank correlation for different facial image quality metrics (KFCD dataset)

Illuminance,
lx

NRQ
LBP

BRISQUE Sharpness S Sym-metry K Resolution

20 0.25 0.33 −0.17 −0.05 0.02 0.02 0.40

50 −0.13 −0.23 0.03 0.05 0.15 0.36 −0.03

75 −0.004 −0.28 −0.06 −0.15 0.23 −0.37 −0.09

130 0.33 0.73 −0.1 0.45 0.28 0.1 0.36

180 0.1 −0.25 −0.21 0.06 0.05 −0.03 −0.09

500 0.79 −0.06 −0.30 0.28 0.22 0.10 −0.15

Bold denotes the best values
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accuracy of the no-reference NRQ LBP metric depends on the luminance level. It
performs well, when illuminance is more than 100 lx. Results for Top1 metric are
presented in Table 7.6.

The second database contains facial images of 60 persons (60 Person Face
Comparison Database—60PFCD) obtained in real-life situation at low lighting
conditions (<100 lx). There are 10 images for each person (Fig. 7.11). A group of
10 experts defined the best quality image (Top1) and the best 3 quality images for
each 60 persons. To obtain a mean value, we weighted the expert results—every
image from Top1 got a weight of 3, while other images from Top3 got a weight of 2

Table 7.5 Top3 accuracy of facial image quality metrics (KFCD dataset)

Illuminance,
lx

Presence
of glasses

NRQ
LBP

BRISQUE Sharpness S Symmetry K Resolution

20 − 0 0 1 1 1 1 1

20 + 0 2 2 1 2 2 0

50 − 0 0 1 0 1 1 1

50 + 0 1 0 2 2 3 0

75 − 0 1 0 2 0 1 1

75 + 2 1 1 1 0 2 1

130 − 1 0 1 1 0 2 1

180 − 1 0 1 2 1 3 0

180 + 1 1 0 1 1 0 0

500 + 1 0 0 1 1 2 0

Total 6 6 7 12 9 17 5

Table 7.6 Top1 accuracy of facial image quality metrics (KFCD dataset)

K Resolution Symmetry Sharpness S NRQ–LBP BRISQUE

3 0 0 0 4 2 0

Fig. 7.11 Facial images from 60PFCD dataset
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(no difference between second and third quality images). Like in previous experi-
ments, we computed the investigated facial quality metrics scores for each image in
the dataset. Tables 7.7 and 7.8 contain Top1 accuracy and Top3 accuracy results for
objective face quality metrics. It is clear that metric K is more accurate than other
investigated metrics.

We used 60PFCD database to measure the accuracy of face recognition system
described above. By accuracy we mean a number of correctly classified images
divided by a total number of the classified images. At the classification step, we
used a classifier based on so-called “anchor” images. An anchor image is a single
image, which was chosen from a person image sequence (Figs. 7.12 and 7.13).
There were three anchor selection schemes:

• The anchor image is chosen as the highest quality image by the Mean Opinion
Score (MOS) metric value.

• The anchor image is chosen as the first image in a sequence.
• The anchor image is chosen as the highest quality image by learning to rank

metric value.

Table 7.7 Top1 accuracy of facial image quality metrics (60PFCD dataset)

NRQ LBP BRISQUE Sharpness S Symmetry K Resolution

4 7 7 7 10 20 6

Table 7.8 Top3 accuracy of facial image quality metrics (60PFCD dataset)

NRQ LBP BRISQUE Sharpness S Symmetry K Resolution

49 52 60 73 68 99 65

Fig. 7.12 Anchor and Top3 illustration
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For each anchor image, we saved its vector representation to classifier memory.
To classify some test image, we measured the Euclidian distance between its vector
representation and the anchors vector representation. We chose the anchor repre-
sentation, which had the smallest distance, and assign the test image an appropriate
person id. To collect test images, we selected a pair of images from each person
images (the anchor image cannot be in this pair). This pair was selected randomly
or from Top3 images chosen by the MOS metric.

Figure 7.14a plots the accuracy results for two classifiers based on the “anchor”
images. For the first classifier, the anchors are the highest quality images by the
MOS metric. For the second classifier, the anchors are the highest quality images by
the learning to rank metric. Test images were chosen from Top3 quality image by
the MOS metric. It can be seen for results that classifier with anchors based on the
MOS metric is a little more accurate that the classifier with anchors based on
learning to rank metric. These results are confirmed by Fig. 7.14b, when test images
were chosen randomly.

Figure 7.15 shows the experimental results for a classifier that uses first image as
an anchor and a classifier, which uses the highest quality image based on learning to
rank metric. Test images are selected randomly in this case. It can be seen from the
results that the second classifier is more accurate. It means that facial image quality
assessment could be used in a face recognition systems with dynamic database (new
person is added during a system operation) to select the person images for storage.

Fig. 7.13 Top3 images chosen by: a MOS metric, b K metric, c Symmetry of landmarks points
metric, d–f Sharpness metrics
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Fig. 7.14 Accuracy of a face recognition system with different classifiers (First classifier uses the
highest quality image by the MOS metric as anchors. Second classifier uses the highest quality
images by learning to rank metric): a test images are chosen from Top3 images, b test images are
chosen randomly

Fig. 7.15 Accuracy of a face recognition system with different classifiers. First classifier uses the
first person image as anchors. Second classifier uses the highest quality images by learning to rank
metric. Test images are chosen randomly
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7.6 Gender Recognition

Gender recognition, for example, can be used to collect and estimate the demographic
indicators [35–41]. Besides, it can be an important pre-processing step, while solving
a problem of person identification. The gender recognition allows to reduce a number
of candidates for analysis (in case of identical number of men and women in a
database) by 2 times, and thus allows to accelerate the identification process.

Gender recognition is a fundamental task for human beings, as many social
functions critically depend on the correct gender perception. Automatic gender
classification has many important applications, for example, the intelligent user
interfaces, visual surveillance, and demographic statistics gathering for marketing
purposes. Human faces provide important visual information for gender perception.
Gender classification from face images has received much research interest in the
last two decades. The proposed gender classification algorithm is discussed in
Sect. 7.6.1. The experimental results are represented in Sect. 7.6.2.

7.6.1 Gender Classification Algorithm

We propose new gender classification algorithm based on non-linear SVM classifier
that has several types of features calculations shortly described below.

The Scale-Invariant Feature Transform. The feature implemented in the vlfeat
library. Histogram computation size is 4 and the descriptor step is 16. For each
block, the horizontal and vertical window descriptors with sizes 16 � 16 pixels are
calculated with step 16.

Histogram of Oriented Gradients. The image is divided into 4 equal parts. In
each part of the histogram, 16 lines and formed bins in opposite directions are
calculated. Thus, it turns 8 destinations in 4 parts of the unit or 32 factors. The result
is 8 destinations in 4 parts of the unit or 32 factors.

Gabor filters. This approach has been implemented to reduce the running time.
The algorithm uses a filter with an aperture of 19 � 19 pixels. The convolution is
performed via a Fourier transform. After receipt of the Gabor filter coefficients, the
decimation occurs. The value is converted block size from 2 � 2 to 6 � 6,
depending on the block size. When calculating, the Gabor filter is performed linear
decimation by 2 in both directions. Further decimation occurs from 1 � 1 nearest
neighbor to a 3 � 3 sizes depending on the block.

Pre-selection of blocks. Blocks are the parts of an image, where features are
selected. Parts are selected randomly. In the next step, the selected blocks suitable
for recognition by the AdaBoost algorithm are formed [42].

For learning the algorithm, 500 blocks was selected with each area 800 pixels.
These blocks are used to calculate the characteristics of the type ofHOG andGABOR.
300 blocks with each area 1200 pixels were selected for the SIFT features.
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For each pair of features the feature vector f is calculated. Vector f forms a
matrix F for the entire training sample, where a line number corresponds to an
image number of the training sample. The vector y has 1 if the image class is “male”
and −1, when the class is “female”. The regression between the matrix F and vector
y provides this information. To account for the displacement to the matrix F, the
right column of the 1st class (F1 = [F, 1] is added. Vector of the regression coef-
ficients is a solution of Eq. 7.26.

F0
1 � F1

� � � a ¼ F0
1 � y ð7:26Þ

Pseudo-code of proposed algorithm is represented in Fig. 7.16.

Fig. 7.16 Pseudo-code of proposed algorithm
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Vector x can be counted for each block and features, which is nearing y and
equals x = F1*a. Each pair feature & block on the test set will match its vector, a
number of test samples in a sample length. A set of vector column is an input of
RealAdaBoost learning algorithm [42].

During the next step, we need to select the partition of {−1, 1} in intervals. Each
element of the training sample x will correspond to a certain interval. Further, we
know that the ith test image belongs to the jth interval if x(i) is included in this
interval. In this embodiment, the interval is selected in 32 parts. It was observed that
as a number of intervals over 16 significantly increases a quality of the model but
slows the learning process.

To improve the classification, we use different approaches for pre-processing
facial area. In this experiment, we used an approach Difference Of Gaussian
(DOG) filter [37]. This filter allows to select the most important information from
an image. The principle of the algorithm involves a subtraction of one blurred
version of an original image from another image, less blurred version of the original
image. In the simple case of grayscale images, the blurred images are obtained by
convolving the original grayscale images with Gaussian kernels having different
standard deviations. Blurring an image using a Gaussian kernel suppresses only
high-frequency spatial information. The most important parameters for this algo-
rithm are two versions of the radius. They are the easiest to specify looking at
viewer. It should be remembered that the increase in short-range leads to wide
borders and a decrease in long-range increases the limit, on which is determined by
the border or not. In the most cases, the best results are obtained, when the first
radius smaller than the second radius. The resulting image is a blurred version of
the original image.

As a result, the selected 25 features are presented in pairs & block type vectors
and 25 are input to the linear support vector machine. For recognition of the input
image, it is necessary to extract 25 features of the image. Each feature is a scalar of
each on its own vector of regression coefficients. The SVM for gender recognition
works using the 25 received features. Out model works with the histogram WP for
the elements of the vector x, which corresponding “male” in the interval (−1..0.1)
with a step 2/(N b). The similar histogramWM is a histogram only for the “women”.

7.6.2 Experimental Results

We performed the gender recognition experiment at the 60PFCD database and
measured how accuracy (a number of correctly recognized images divided by a
total number of tested images) depends on a quality of tested images (Fig. 7.17). At
first, we measured an accuracy of gender recognition for all dataset (“all” bin), after
that used only the high quality images for accuracy testing (Top1, Top3 by the
MOS metric). In addition, we used more practical decision making scheme, when a
decision about actual gender is made using not only a single image but all Top3
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images (top3-vote). Final gender would be the gender that recognized more often in
the particular sequence.

For example, assume that for sequence from three images results of gender
recognition are “female”, ”male”, ”female”. Thus, we see that “female” is more
often and “female” would be the result. It could be seen from the results that percent
of all correctly classified image is only 65%. This can be explained by the difference
in train (LFW [43]) and test (60PFCD) databases for gender recognition algorithm.
Images in these databases differ with resolutions, person poses, and lightning
conditions. When we used Top1 and Top3 images sample overall recognition
accuracy slightly increases. A drastic increase in gender recognition accuracy was
obtained, when we used Top3 images sample with voting decision making scheme.
In this case, the increase is equal 15% and overall accuracy is equal 80%.

7.7 Conclusions

A set of face image quality metrics was investigated in relation to the problem of
selecting the best images for gender classification problem and biometric identifi-
cation by facial images. The use of only the highest quality faces in a recognition
process leads to accuracy improving and savings in computational resources. We
obtained 15% accuracy increase in gender recognition, while using only three top
quality Images, and 15–18% in face recognition. Also, the simulation results show
that at normal and high illuminance levels the proposed measure based on sym-
metry of landmarks points outperforms other quality measures. In the experiment
on a choice of three best images, the measure based on learning to rank shows the
best result. The accuracy of the proposed no-reference NRQ LBP metric in face
quality assessment task depends on the illuminance level. It performs well, when

Fig. 7.17 Gender recognition accuracy on 60PFCD database
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the illuminance is more than 100 lx. The results will be useful to engineers in
building video surveillance and biometric identification using the facial images.

Acknowledgements This work was supported by Russian Foundation for Basic Research grants
(№ 15-07-08674 and № 15-08-99639).

References

1. Zhao, W., Chellappa, R., Phillips, P., Rosenfeld, A.: Face recognition: a literature survey.
ACM Comput. Surv. (CSUR) 35(4), 399–458 (2003)

2. Ozay, N., Tong, Y., Frederick, W., Liu, X.: Improving face recognition with a quality-based
probabilistic framework. In: International Conference on Computer Vision Pattern
Recognition (CVPR’2009) Biometrics Workshop, pp. 134–141 (2009)

3. ISO/IEC 19794-5 (published version). Information technology—biometric data interchange
formats (2005)

4. Machine readable travel documents. International Civil Aviation Organization. Available
from: http://www.passport.go.kr/img/download/vol2.pdf (2006). Accessed 12 June 2017

5. Yang, Z., Ai, H., Wu, B., Lao, S., Cai, L.: Face pose estimation and its application in video
shot selection. In: International Conference on Pattern Recognition (ICPR’2004), pp 322–325
(2004)

6. Sang, J., Lei, Z., Li, S.Z.: Face image quality evaluation for ISO/IEC standards 19794-5 and
29794-5. In: Tistarelli, M., Nixon, M.S. (eds.) Advances in Biometrics, LNCS, vol. 5558,
pp. 229–238 (2009)

7. Zhang, G., Wang, Y.: Asymmetry-based quality assessment of face images. In: Bebis, G.,
Boyle Parvin, B., Koracin, D., Kuno, Y., Wang, J., Pajarola, R., Lindstrom, P., Hinkenjann,
A., Encarnação, M.L., Silva, C.T., Coming, D. (eds.) Advances in Visual Computing, LNCS,
vol. 5876, pp. 499–508 (2009)

8. Berrani, S., Garcia, C.: Enhancing face recognition from video sequences using robust
statistics. In: IEEE International Conference on Video and Signal Based Surveillance
(AVSS’2005), pp. 324–329 (2005)

9. Wong, Y., Chen, S., Mau, S., Sanderson, C., Lovell, B.C.: Patch-based probabilistic image
quality assessment for face selection and improved video-based face recognition. In:
Computer Vision and Pattern Recognition (CVPR’2011), pp. 74–81 (2011)

10. Nikitin, M., Konushin, A., Konushin, V.: Face quality assessment for face verification in
video. GraphiCon’2014, pp. 111–114 (2014)

11. Chen, J., Deng, Y., Bai, G., Su, G.: Face image quality assessment based on learning to rank.
IEEE Sig. Process. Lett. 22(1), 90–94 (2015)

12. Zhu, X., Ramanan, D.: Face detection, pose estimation and landmark localization in the wild.
In: IEEE Conference on Computer Vision and Pattern Recognition (CVPR’2012), pp. 2879–
2886 (2012)

13. Gao, X., Li, S.Z., Liu, R., Zhang, P.: Standardization of face image sample quality. In:
International Conference on Biometrics, pp. 242–251 (2007)

14. Nasrollahi, K., Moeslund, T.B.: Face quality assessment system in video sequences. In:
Schouten, B., Juul, N.C., Drygajlo, A., Tistarelli, M. (eds.) Biometrics and Identity
Management, LNCS, vol. 5372, pp. 10–18 (2008)

15. Chen, J., Yang, C., Deng, Y., Zhang, G., Su, G.: Exploring facial asymmetry using optical
flow. IEEE Sig. Process. Lett. 21(7), 792–795 (2014)

16. Hadid, A., Pietikainen, M.: From still image to video-based face recognition: an experimental
analysis. In: Automatic Face and Gesture Recognition (AFGR’2004), pp. 813–818 (2004)

7 Improving Audience Analysis System Using Face … 201

http://www.passport.go.kr/img/download/vol2.pdf


17. Nenakhov, I., Khryashchev, V., Priorov, A.: No-reference image quality assessment based on
local binary patterns. In: 14th IEEE East-West Design & Test Symposium, pp. 529–532
(2016)

18. Zhang, M., Xie, J., Zhou, X., Fujita, H.: No reference image quality assessment based on local
binary pattern statistics. In: Visual Communication Image Processing (VCIP’2013), pp. 1–6
(2013)

19. Mittal, A., Moorthy, A., Bovik, A.: No-reference image quality assessment in the spatial
domain. IEEE Trans. Image Process. 7(12), 4695–4708 (2012)

20. Sun, T., Ding, S., Xu, X.: No-reference image quality assessment through SIFT intensity.
Appl. Math. Inf. Sci. 4, 1925–1934 (2014)

21. Li, C., Bovik, A., Wu, X.: Blind image quality assessment using a general regression neural
network. IEEE Trans. Neural Networks 22, 793–799 (2011)

22. Pietikainen, M., Hadid, A., Zhao, G., Ahonen, T.: Computer vision using local binary
patterns. Springer, London Dordrecht Heidelberg New York (2011)

23. Ojala, T., Pietikainen, M., Maenpaa, T.: Multiresolution gray-scale and rotation invariant
texture classification with local binary patterns. IEEE Trans. Pattern Anal. Mach. Intell. 24(7),
971–987 (2002)

24. Sheikh, H., Wang, Z., Cormack, L., Bovik, A.: LIVE image quality assessment database
release 2. Available from: http://www.citeulike.org/user/luisette/article/11534666 (2006).
Accessed 12 June 2017

25. Geurts, P., Ernst, D., Wehenkel, L.: Extremely randomized trees. Mach. Learn. 36(1), 3–42
(2006)

26. Wang, Z., Simoncelli, E., Bovik, A.: Multi-scale structural similarity for image quality
assessment. In: IEEE Asilomar Conference on Signals, Systems, and Computers, pp. 1398–
1402 (2003)

27. Feng, Z., Huber, P., Kittler, J., Christmas, W., Wu, X.J.: Random cascaded-regression copse
for robust facial landmark detection. IEEE Sig. Process. Lett. 22(1), 76–80 (2015)

28. Amos, B., Ludwiczuk, B., Mahadev, S.: Openface: a general-purpose face recognition library
with mobile applications. CMU-CS-16-118, CMU Sch. Comput. Sci., Tech Rep (2016)

29. Taigman, Y., Yang, M., Ranzato, M., Wolf, L.: DeepFace: closing the gap to human-level
performance in face verification. In: IEEE Conference on Computer Vision Pattern
Recognition (CVPR’2014), pp. 1701–1708 (2014)

30. King, D.: Dlib-ml: a machine learning toolkit. J Mach. Learn. Res. 10, 1755–1758 (2009)
31. Schroff, F., Kalenichenko, D., Philbin, J.: FaceNet: a unified embedding for face recognition

and clustering. arXiv preprint arXiv:1503.03832 (2015). Accessed 12 June 2017
32. Ng, H., Winkler, S.: A data-driven approach to cleaning large face datasets. In: IEEE

International Conference on Image Processing (ICIP’2014), pp. 343–347 (2014)
33. Yi, D., Lei, Z., Liao, S., Li, S.: Learning face representation from scratch. arXiv preprint

arXiv:1411.7923 (2014). Accessed 12 June 2017
34. Howse, J.: OpenCV Computer Vision with Python. Packt Publishing Ltd, Birmingem (2013)
35. Makinen, E., Raisamo, R.: An experimental comparison of gender classification methods.

Pattern Recogn. Lett. 29(10), 1544–1556 (2008)
36. Khryashchev, V., Priorov, A., Shmaglit, L., Golubev, M.: Gender Recognition via Face Area

Analysis, pp. 645–649. World Congress on Engineering and Computer Science, Berkeley,
USA (2012)

37. Khryashchev, V., Ganin, A., Golubev, M., Shmaglit, L.: Audience analysis system on the
basis of face detection, tracking and classification techniques. In: International
MultiConference of Engineers and Computer Scientists Hong Kong, LNECS, pp. 446–450
(2013)

38. Tamura, S., Kawai, H., Mitsumoto, H.: Male/female identification from 8 to 6 very low
resolution face images by neural network. Pattern Recogn. Lett. 29(2), 331–335 (1996)

39. Moghaddam, B., Yang, M.H.: Learning gender with support faces. IEEE Trans. Pattern Anal.
Mach. Intell. 24(5), 707–711 (2002)

202 V. Khryashchev et al.

http://www.citeulike.org/user/luisette/article/11534666


40. Toews, M., Arbel, T.: Detection, localization, and sex classification of faces from arbitrary
viewpoints and under occlusion. IEEE Trans. Pattern Anal. Mach. Intell. 31(9), 1567–1581
(2009)

41. Gutta, S., Wechsler, H., Phillips, P.J.: Gender and ethnic classification. In: IEEE International
Conference on Automatic Face and Gesture Recognition (AFGR’1998), pp. 194–199 (1998)

42. Alpaydin, E.: Introduction to machine learning. The MIT Press (2010)
43. Learned-Miller, E., Huang, G.B., RoyChowdhury, A., Li, H., Hua, G.: Labeled faces in the

wild: a survey. In: Celebi, M.E., Smolka, B. (eds.) Kawulok M, pp. 189–248. Advances in
Face Detection and Facial Image Analysis, Springer (2016)

7 Improving Audience Analysis System Using Face … 203



Chapter 8
Real Time Eye Blink Detection Method
for Android Device Controlling

Suzan Anwar, Mariofanna Milanova and Daniah Al-Nadawi

Abstract Designing systems to detect the human gestures and movements is an
important area in computer vision. In this chapter, a method to detect human eye
blink patterns is proposed. Our system detects the user’s eye blink patterns in real
time and responds with an action on a mobile device, such as the phone call, text
message, and/or an alarm. In this chapter, several image processing techniques are
used for detecting human eye blinks. To examine the state of the eyelid, whether it’s
opened or closed, the eye state value is used by computing the minimum threshold.
The system is able to track the blinking of the eyes efficiently and accurately from
the video using the proposed method. This system is user-friendly and easy to
operate. The experiment was performed under different conditions by changing the
distance from the camera and light in the room. The experimental results showed
that the overall detection rate for eye blink is 98%. The proposed method takes only
8 ms as the average execution time for each frame, which makes it work more
efficiently in real time applications.
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8.1 Introduction

The demand of Human Computer Interaction (HCI) or Mobile Computer
Interaction (MCI) increased rapidly in the recent years. Detection of the closing and
opening of the eyelid, known as eye blinking, is an important area of research
across different domains. Some of these domains are human mobile interaction,
computer interaction, driving safety, and health care. For instance, people with
disabilities can use eye blinks to interact with computer. Another example is using
eye blink detection to detect a driver’s drowsiness and consciousness [1].

Also eye blink detection is important to monitor a human operator’s vigilance,
where a user is staring for a long time at a screen without blinking [2]. Detecting
eye blink is used in face recognition system to prevent anti-spoofing [3]. There are
two types of existing systems. The first type is reliable but needs an expensive
hardware, such as the infrared cameras and glasses with cameras to observe the
eyes. The second type is also reliable but uses standard camera only. Before starting
to detect the eye blink, we have to go through some steps as shown in Fig. 8.1.

The analysis of eye blink consists of four stages, including the face detection,
eye detection, eye tracking, and eye blink detection. The system starts with cap-
turing a video from the front camera of any Android device, such as the smart
phone or tablet. As a pre-processing, frames will be created from the input videos,
each frame will be converted to grayscale frame using OpenCV conversion pro-
cedures. For face detection, Haar classifier is used. As for eye detection and
tracking, AdaBoost and Haar feature algorithms are trained and implemented. To
detect the eye blink, the minimum threshold that indicates to the binary image
should be found after applying median blur filtering. Finally, the device will make
an action as a response to the eye blinking. The objectives of this chapter are
mentioned below:

• The overview of the recent eye tracking, face detection, eye detection, and
mobile technologies.

• The implementation of designed application for an eye tracking system that
detects the motion of a human eye in real time.

• The control of some mobiles device’s activities and actions with human mobile
interaction directly without the need of hands.

Fig. 8.1 Block diagram for eye blink detection
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• The study of the effect of light and distance between the eyes and the mobile
device for evaluating the accuracy detection and overall accuracy.

The interaction between a human and a mobile device can be seen in Sect. 8.2.
More details about eye tracking are explained in Sect. 8.3. Some famous OpenCV
algorithms and Android devices growth are described in Sect. 8.4. In Sect. 8.5, the
recent literature review related to detecting face, eye, and blink is presented.
Section 8.6 provides details about the proposed method for eye blink detection to
control any Android device. Performance and results evaluation are discussed in
Sect. 8.7. Finally, Sect. 8.8 presents the conclusions and future work.

8.2 Human Mobile Interaction

Mobile interactions played a huge role in customer’s daily lives. These human
mobile interactions freed customers from having use a stationary personal com-
puter. Designing successful human mobile interactions requires a good under-
standing of the overlapping areas of connection or context, in which the interaction
takes place. To that end, constructing a connection or context for human mobile
interaction has been designed. Figure 8.2 shows how the user accompanies his/her
mobile device throughout the day doing multiple tasks. Unlike home desktop,
stationary work, or even laptop that cannot always be easily be taken to every
places, such as appointments, meetings, schools, and airports even though they are

Fig. 8.2 Mobile interaction
tasks
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needed, the phones can travel with people in all the outdoor as well as indoor
activities.

For successful human mobile interactions, the following heuristics are used. The
heuristics are concluded from human computer interaction theory and practice:

• Mobile interaction is highly user-driven. According to the high and strong
personal nature of mobile devices, high relevance is essential.

• The competition between new mobile experiences and old user patterns. Along
with the expansion of mobile services the design of the new mobile take into
account user’s reliance on patterns and samples that come from prior mobile
technologies.

• The main goal is ease of use. Ease of use on web can be achieved by reducing
choice and guiding navigation. For mobile phone, ease of use can be accom-
plished by making affordances for the confusion, background noise, and
hindering.

• The new technology should be calm. People valued the calm technology over
discomfort or disruptions. For most of the day, the mobile device is in closer
proximity to users more than the computer; the mobile device competes with
other devices demands on the user’s interest [4].

8.3 Eye Tracking Technology

Using eye tracking as a form of interaction with a Graphical User Interface
(GUI) beside mouse and keyboard, presented the fastest non-invasive method of
measuring user attention. Therefore, improving the cost and accuracy of eye
tracking systems stand ready to face and contend for this role [5]. The best defi-
nition of eye tracking can be the estimation of user gaze’s direction. The gaze
direction indicates the identification of the target, upon which the gaze or stare falls.

The coordinates on a standard computer device’s screen identify the target or the
object of the gaze. In 3D virtual world, interpretation of gaze direction for eye
tracking is very difficult especially, when interacting with the real world. The
degree of tracking freedom for eye trackers is different. Some eye tracker systems,
which rely on and are mounted on to the head, can detect and track only the
direction of the gaze relatively to the head position. While other systems require a
head fixation and they are mounted on a fixed position of the eyeball. More
sophisticated systems allow the head to move freely in front of a specific device,
such as the computer or mobile. These systems perform the head tracking or head
estimation implicitly along with eye tracking. System, such as wearable eye tracker,
should detect and track the direction of gaze in space and not only relatively to the
head [6].

Eye tracking is a technique that measure movements of an individual’s eye in
order for scientists to know, where an individual is looking at and at the same time
they know the sequence, in which the eyes are shifted from one location to another.
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Eye tracking is a technique, where an individual’s eye movements are measured so
that the researcher can be able to tell, where a person is looking at any given time as
well as the range, in which their eyes are strolling or shifting from one location to
another. The advantage of eye tracking system is to help human computer inter-
action researchers understand the process of visualizing and displaying information
and the factors that may impact upon the system interfaces usability.

In this way, the registers or records of eye movement can provide an impartial
source of interface estimation data that can report and estimate the design of the
interface. A major advantage of capturing or detecting eye tracking is to use it as
control signals to help people, with special need for instance, to interact with
interfaces without the need of using any input device, such as the keyboard or
mouse [7].

Tracking the human eye movements and estimating the direction have already
been completed. Android would use the exact implementation by dealing with the
measurement, estimating, recording as well as analyzing information about the
position and movements of the human eyeballs. The newest version of Android
smart phones allows people to use their eyes to interact with the mobile device [8].

8.4 Face and Eye Detection Based on OpenCV Algorithms

Since the human face is considered as a dynamic object with different shapes and
colors, face detection is challenging. Facial recognition is not possible if the face is
not isolated from the background. To improve human computer interaction, the
approaches for gaze estimation, emotion recognition, and gesture detection could be
used. These approaches require the facial feature detection, tracking, and recogni-
tion. There are many existing approaches that detect the human face, with each
approach having strengths and weaknesses. For face detection, some methods use
the contours, templates, skin tones, or neural networks.

The problem that all these algorithms share is that they are costly in terms of
computation. An image consists of a matrix of values that represent a light intensity
called pixels. For face detection, these pixels should be analyzed, which analyzing
pixels is a time consuming process and is even very difficult to accomplish. To do
so, these pixels should be reanalyzed for both accuracy and scaling. An algorithm
for object detecting, such as detecting human faces, based on the Haar classifiers
had been devised by Viola and Jones. They used AdaBoost to classifier cascade
rather than pixels [9]. The Haar-like features is the heart of Haar classifier. Haar-like
features use the variance between neighbor groups of pixels instead of the intensity
values of a pixel. The use of the variances between the pixel groups are to dis-
tinguish between the light and dark areas. Figure 8.3 shows how to form Hass-like
features using two or three adjacent groups with a relative variance and finally
detecting an image [10].

Scaling Haar features can easily be done by decreasing or increasing the size of
examined pixel groups. This scaling process allows using features to detect objects
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of different sizes. Training Haar classifier cascade is required before detecting
human facial features, such as the eye, mouth, and nose. In order to train the Haar
classifiers cascade, the implementation of both Haar feature and AdaBoost algo-
rithms should be taking place. Fortunately, an open source library developed by
Intel is devoted to help the execution of some programs related to computer vision
called Open Computer Vision Library (OpenCV). Applications that are related to
areas of robotics, HCI, biometric, image processing and others employ often
OpenCV library that trained and detected objects using Haar classifier cascade. The
training of Haar classifier cascade is needed in negative images, which are referred
to a group of images that contain scenes without the object. Also the training
process is needed in another group of images that contain the visual objects, and
this group is called positive images.

Image name, height, and width of the object are used to specify the position of
the objects within the positive group of images. Around 5000 images from the
negative group along with at least a mega-pixel resolution are involved for training
facial features. The selected trained images were a set of everyday objects, such as
natural scenery, paperclips, and many photographs of woods and mountains. For
robust facial feature detection production, the original group of positive images
must be represented of the variance among people with different race, age, and
gender.

National Institute of Standards and Technology’s (NIST) Facial Recognition
Technology (FERET) database are the best and most used resources for these
training images. This database includes more than 10,000 images of over 1000
people under different poses, lighting conditions, expressions, and angles. Around
1500 images are used for facial feature training. These training images were taken
from frontal view and the angles were ranging from 0° to 45°. This angle ranging is
important to provide the desire variance needed to allow object features detection,
when the head is moving slightly. Classifiers for the eyes, mouth, and nose were
trained separately. After training the classifier, the facial feature is detected within a
different set of images from the FERET dataset using Haar classifier cascade.
Table 8.1 shows the results of calculated accuracy of the classifier. As shown in
Table 8.1, the classifiers have a best performance, when detecting the eye and the

Fig. 8.3 Common Haar features [5]: a edge features, b center-surround features, c line features
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nose features but not the mouth [9]. Some famous algorithms for face and eye
detection is listed in Sect. 8.6.

More than 190 countries around the world are using Android devices, such as the
phones and tablets. Android is considered as the largest installed base among all
available mobile platforms in the world and it is growing very fast and everyday
millions of people turn on their Android devices and look for a new apps, games, as
well as services to install. Android presents a world-class platform that allows for
creating games and apps for the users of Android everywhere [11]. Figure 8.4
shows the growth of Android platform.

8.5 Literature Review

There are many researchers that propose different methods for the face detection,
eye detection, eye tracking, and eye blink detection, and these researches represent
the background for this chapter. In Sects. 8.5.1–8.5.3, several famous and well
known algorithms for the face detection, eye detection, and eye blink are reviewed,
respectively.

Table 8.1 The accuracy of classifiers [9]

Facial feature Positive hit rate (%) Negative hit rate (%)

Eyes 93 23

Nose 100 29

Mouth 67 28

Fig. 8.4 The growth of Android device
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8.5.1 Face Detection

The series list of Haar classifier and single feature filters are implemented to identify
sub-region image using a fast computation of integral image technique performed
very well in real time [12]. The cascade of boosted classifiers based on Haar-like
features was built by two training data sets, positive samples and negative samples.
A learning algorithm, Adaptive Boost, is used to construct a strong classifier from
the weak classifiers [13].

An improved algorithm for detecting facial features such as the eye, mouth, and
nose in an image is presented. To reduce the consuming time, a skin color detection
technique is used but the proposed algorithm lacks in accuracy [14]. An Active
Shape Model (ASM) is used for detecting and tracking of triangulation points. In
order to identify the triangulation points in an image, the location of the face is
detected with an overall face detector, such as Viola-Jones algorithm [15].

8.5.2 Eye Detection and Eye Tracking

Deformable templates are used for the eye extraction method. In order to prevent
over shrinking, the eye corner detector is introduced and has improved both the
speed and accuracy [16]. Composite vectors, including several pixels, are used for
eye detection method with a new Biased Discriminate Analysis (BDA) [17].
A study of a new eye tracking paradigm is worked very well on continuous eye
movement, analysis, as well as monitoring. The proposed method provides the
context aware computing, HCI, and eye tracking techniques to discuss the classical
eye tracking techniques [18].

The design and implementation of an eye tracking system on a tablet PC is
discussed in [5]. This method used a neural network eye tracker for eye tracking.

In order to prevent computer vision Syndrome, an artificial system using eye
movement analysis is proposed. An ElectroOculoGram (EOG) signal acquisition
system is developed to record the ocular, while Daubechies order four mother
wavelet is used as a signal for eye features to obtain the wavelet detail coefficients.
A special hard-ware like electrodes placed on the scalp is needed to measure EOG
[19].

8.5.3 Eye Blink

A method uses an image flow analysis and deterministic finite state machine is
proposed for eye tracking and finding eyelid state. The blink detection, such as the
blink rate, blink count, and transitional statistics, play a big role in the HCI across a
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wide range of disciplines [20]. Method for the face, mouth, and eye detection within
the specific segments of the image was introduced to determine the drowsiness by
monitoring the eye action, such as blinking [21]. The output was produced
accordingly, and all activities had been considered. The proposed method consid-
ered driver’s attention as well.

Doppler sensor is used for detecting eye blinking, where a unique Doppler
signature can be obtained from the reflected wave of the blinking eye [22]. The
classification of a close or open eye state and using Doppler sensor to set the
threshold for each user was proposed. The proposed method handled the head
rotation efficiently [23]. A pair of parameterized parabolic curves was used to
model the shape of eyes and fit each frame to maximize the total likelihood of eye
areas. The proposed system tracked the face movement and eyelid reliably in real
time [24]. Use of histograms in similar way to the spirit of using pixel intensities
rather than projections was introduced in [25]. Several methods yielding the tem-
plate based matching to detect eye blink are presented in works [26–28].

The residual movement of the eyelid is captured by subtracting and distin-
guishing the movement of a whole face [29]. The idea proposed is assuming that
the magnitude and orientation during head movement for all motion vectors of each
pixel are similar. On the other hand, the motion vectors for eye blink are different
[29]. Another idea proposed is that detecting eyelid state to be closed for two or
three seconds is considered as drowsiness [30]. Detecting the eye contour using the
ASM is also represented. To obtain new eye shape, the model trains the appearance
surrounding each landmark and matches it in the original frame. The proposed in
[31] method estimated the position of each landmark, extracted the Eye Aspect
Ratio (EAR), and use Support Vector Machine (SVM) as a classifier.

Observers claim that the world just entered an era called the “post-pc”, that very
few people use their laptops to access the Internet, and that people are rather surfing
the internet almost exclusively on their smart phones. It is hard to argue with how
important those smart phones have become to our daily lives. All above methods
developed a system using a PC for eye blinking. In this chapter, a new method for
detecting eye blink is proposed for Android mobile and can work efficiently in
real-time mobile applications. It is designed to detect eye blink in order to control
Android mobile device actions, such as the making a cell phone call, sending an
SMS, and setting an alarm device.

8.6 Proposed Method

The proposed method consists of five main parts including the mobile camera
processing, face detection, eye detection, eye tracking, and blink detection.
Figure 8.1 depicts the general steps of the proposed method. Consider the main
steps of the proposed method.

Mobile camera processing. In this step, a video will be captured from the front
camera of any Android device. A frame will be created from the input video; each
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frame will be converted to grayscale frame using OpenCV conversion procedures
that works on extracting only the luminance component from each frame. Samsung
mobile is used to capture video for volunteers facing the front camera, which
focuses on their face. The input video is a collection of color frame, which is
extracted from the input video. The resulted frames will be stored in special mobile
folder to be used later for face detection step.

Face detection. An image is known as a collection of color and/or light intensity
values represented by pixels, and these pixels use them. This analyzing procedure is
considered to be time consuming and difficult because of the wide variations of
color and shape within the human face. For face detection, Haar classifier is used
for some reasons as the pixels often need to be reanalyzed for precision and scaling
as shown in Fig. 8.5. Based on facial detected features, Haar classifier detects faces,
and then the area of the image should be regionalized to the location of the facial
features with the highest probability. Finally, the detected face will be marked with
colored rectangle and work in the next step (eye detection) to find an axis of the
eye. Figure 8.6 shows the result of using Haar cascade classifier for face detection.

Eye detection. Before detecting the eye, the Haar cascade classifier should be
trained by implementing AdaBoost and Haar feature algorithms. A set of negative
scene images is used to detect the facial features. This set of images is referred to as
the negative images. Another set of images is needed and called the positive
images, which contain one or more instances of the object. The eyes detection is
implemented by tacking the advantage of the relation between the human’s facial
axes and his/her eyes that the eye axes, which connect both right and left eye, is
symmetric and perpendicular with human’s facial axes.

Eye tracking. The most important eye features that have been used in the pro-
posed method are the corneal reflection and pupil center. These two features helped

Fig. 8.5 Steps of face detection

Fig. 8.6 Detecting human’s
face using Haar cascade
classifier
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to track the movement of the eye by finding the center of the pupil and position of
the cornea reflection. In order to do that, the vector between the eye’s pupil and
corneal is computed and measured, then the Region Of Interest (ROI) is found with
further trigonometric calculations.

Figure 8.7 shows the result of using the cascade of boosted classifier based on
Haar-like features to detect the eye. At the same time, Fig. 8.7 shows the success of
the proposed method to make both eye’s pupil (represented by P1 and P2) and
human face (represented by X) move synchronously. The code below used to
implement the operation of detecting X, P1, and P2, where faces are objects that
will store the rectangles that bound the faces in the frame:

Rect[] facesArray = faces.toArray(); // Each rectangle in the faces array is a face
for (int i = 0; i < facesArray.length; i++){
P1 = facesArray[i].tl(); // Group the detections by the top-left corner
P2 = facesArray[i].br(); // Group the detections by the bottom-right corner
}

Eye blink detection. A few approaches and techniques are discovered to detect
eye blinking and movement. These techniques used in active scene, where the
camera and the human face can move in every direction independently and the eyes
move freely. Since the human’s eye by nature moves as combination of involuntary
cognitive process, in this case care should be taken. The proposed algorithm aims to
find the minimum threshold that indicates to the binary image, which has at least
one black pixel after applying median blur filtering.

The eye’s grayscale frames that were detected from the eye detection step and
show only the eye and eyebrow picture will be used in this step to decide, whether
the eye is open or closed. For the first 15 frames, the proposed algorithm will
initialize them with threshold 70, which found by experiments as a best threshold
value to start with. After initializing the frames a binary threshold will be applied on
them, using Eq. 8.1 to decide the threshold for each frame.

Fig. 8.7 Example result of
eye detection results using the
cascade of boosted classifiers
based on Haar-like features
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newP x; yð Þ ¼ MAX P x; yð Þ[ threshold
0 otherwise

�
ð8:1Þ

According to Eq. 8.1, each pixel P(x, y) with threshold higher than threshold its
intensity will be set to MAX, otherwise it should be set to zero. As a result, each
black color pixel in the frame represented by 1, while each gray or white color pixel
will be represented by 0. To find the eye state the length L and width W of area

Fig. 8.8 Flow chart of proposed method to find eye state
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under the eyebrows will be determined, and the number of gray pixel will be
increased if the result of multiplying the x coordinate of the pixel by the W and
adding the result to the pixel’s y coordinate is zero. Otherwise, the number of black
pixel will be increased. After that, the median blur filter is applied to replace each
pixel with the median of neighboring pixel. The threshold will be increased and the
same process is repeated if there is no black pixel, otherwise the eye state will get
the threshold value.

Finally, by counting the number of black and white pixel we can decide whether
the eye state is open or closed. Figure 8.8 shows the flow chart of finding eye state
using the proposed method. An example of finding open eye state is depicted in
Fig. 8.9.

Mobile Controlling with Eye Blinking. The mobile activity can be controlled in
case the eye blinks by several ways, such as the sending a text message, turning on
the alarm system, opening a web browser or making a phone call. The proposed
method used ACTION_Message/ACTION_SET_ALARM/ACTION_CALL/
ACTION_VIEW actions to control the functionality for Android device as
shown in Fig. 8.10. A simple code is used to create an intent with ACTION_CALL
action and to make a phone call at a given number for instance (xxxx-xxxxxxx),
where the method specify tel: as URI using setData() method. Figure 8.11 shows
the interface of the proposed method on Samsung note 3 phone.

The user will select the wanted action by clicking on a corresponding button
(Calling, Alarm, Open Browser, or Send SMS) and if the proposed method detects
an eye blink, the action will take place.

Intent phoneIntent = new Intent(Intent.ACTION_CALL);
CallIntent.setData(Uri.parse(“tel:xxxxxxxxxxx”))

Fig. 8.9 Example of finding open eye state
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8.7 Performance and Results Evaluation

To evaluate the performance of the proposed method, two parameters are used for
this purpose. First parameter is the distance between the individual’s eye and the
device’s screen. In the experiments, different distances are used: 15, 20, 25, 30, 35,
40, and 45 cm. The second parameter is the lightning condition of testing location,
like indoor and outdoor experiments.

The result has been compared among all of the experiments according to the
results of both overall accuracy detection and accuracy detection. The overall
detection accuracy as well as the detection accuracy of the eye blinking detection
are computed using Eqs. 8.2 and 8.3, respectively, where TP is a number of Blink
Detected by program, FP is a number of Blink Detected, but they are not Blink, FN

Fig. 8.10 Android mobile controlling

Fig. 8.11 Proposed method’s interface using Samsung note 3 phone
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is a number of Blink Not Detected by program, TN is a number of Not Blink
Detected by program.

Overall Accuracy ¼ TPþ TNð Þ= TPþFPþFN þ TNð Þð Þ � 100% ð8:2Þ

Detection Accuracy ¼ TP= TPþFNð Þð Þ � 100% ð8:3Þ

Some results of testing the performance of the proposed algorithm is shown in
Fig. 8.12. The result of eye status either closed or open (eye blinks or not) is
displayed in the top left part of Android device (Samsung phone) screen.
Figure 8.13 shows the result of testing the algorithm, the outcomes was very sat-
isfy, accurate, and shows that the method has high response to the eye, face, and
head movements. Table 8.2 shows the best test result with specific parameters. The
best results of overall and detection’s accuracy was 98% when the test is hold with
distance 35 cm during indoor experiment.

The test is conducted by using Intel(R) Core(TM) i7-4500U CPU with1.80 GHz,
64 Bit processer with 8.00 GB of RAM. The simulation program is compiled using
Eclipse Platform Mars.2 that support both Java code, C++ code, and Windows
applications, which benefits from its features to design a user interface for Android
mobile application. The mobile that held the tests is Samsung Galaxy note 3 that
has Android version 5 with model number SAMSUNG-SM-N900A. Finally, the

Fig. 8.12 The result of detecting eye status
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software executed under Windows 10 as the operating system. The test has been
conducted by a number of subjects as seen in Fig. 8.12.

The subjects were asked to hold the mobile and start the application for specific
amount of time. During the test, the subjects did a normal eye blinking.

8.8 Conclusions and Future Work

Detecting the eye blink to control the activity of any device, such as mobile
Android device in real time, is a challenge. Two important factors in detecting eye
movements are the light condition and the distance from the device’s camera. In this
chapter, the proposed method computes and classifies the value of the eyelid state
being open or closed. To evaluate the performance of the proposed method, the
experiment included a human using Samsung note 3 mobile screen. The overall and
detection accuracy had reached 98%. For each frame, the average execution time
was 12.30 ms, which indicates that the proposed method works efficiently for all
real time applications.

Fig. 8.13 The accuracy results of the proposed algorithm

Table 8.2 The result of
detecting the eye blinks in
normal room lightning and
using a median filter

Distance (cm) TP FP FN TN

15 5 0 1 10

20 374 102 0 1913

25 836 77 32 1266

30 574 85 0 842

35 666 33 0 896

40 757 155 0 660

45 4 1 0 22

220 S. Anwar et al.



Future work will include using infra-red or multispectral camera to improve the
captured images. Additional techniques for the preprocessing stage, such as his-
togram equalization or gamma correlation, will also be included. Furthermore,
using other techniques in detecting additional facial features, such as eyebrows,
may enhance the accuracy of detecting eye blinking in the future.
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Chapter 9
Techniques for Medical Images Processing
Using Shearlet Transform and Color
Coding

Alexander Zotin, Konstantin Simonov, Fedor Kapsargin,
Tatyana Cherepanova, Alexey Kruglyakov and Luis Cadena

Abstract Image processing techniques play an important role in the diagnostics
and detection of diseases and monitoring the patients having these diseases. The
chapter presents the medical image processing and morphological analysis in the
solution of urology and plastic surgery (hernioplasty) problems. Novel methodol-
ogy for processing medical images using a color coding of contour representation
obtained by Digital Shearlet Transform (DST) has been presented. The object
contours in the medical urology images are obtained using the conventional filters,
and then results are compared. Since medical images can contain some noise, it
makes sense to suppress the noise at the preprocessing step. For this purpose, the
optimized in implementation algorithms of the most frequently used filters, such as
the mean filter, Gaussian filter, median filter, and 2D cleaner filter, had been
developed. A comparison of the optimized and ordinary implementations of noise
reduction filter shows great speed improvement of the optimized implementations
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(around 3–20 times). Additionally, the parallel implementation gives 2–3.5 times
performance boost. The proposed methodology allows to improve the accuracy and
decrease the error of the sought parameters and characteristics by 10–20% on
average without a lack of significant details in the structural features of the
examined objects. The results of the experimental study show an error decrease in
data representation for the plastic surgery (hernioplasty) by 15–25%.

Keywords Medical image processing � Edge detection � Shearlet transform �
Mean filter � Median filter � Gaussian filter � 2D cleaner filter � Parallel
programming

9.1 Introduction

Image processing techniques play an important role in the diagnostics and detection
of diseases and monitoring the patients having these diseases. Digital image pro-
cessing consists of algorithmic processes that transform one image into another, in
which certain information of interest is highlighted and/or information irrelevant to
the application is attenuated or eliminated.

In recent years, more sophisticated means are used in the experimental and
clinical medical researches that are associated with urology and plastic surgery.
However, the known algorithms do not fully meet the requirements of the com-
putational speed and quality of visual data, which are recorded with the recently
designed devices [1–4]. Many papers, as it is emphasized in [5–11], describe
various options for automation of medical image processing. Moreover, as shown in
[6, 7] the obtained results do not always meet the requirements of the modern
clinical practice. In [8], a wide range of calculation tools is given for automating the
solution of the segmentation, image extraction, and noise suppression. The tradi-
tional papers on medical image processing [9–11] are also worth to mention.

Low quality image is an obstacle for the effective feature extraction, analysis,
recognition, and quantitative measurements. Medical images are often contami-
nated by additive, impulsive, or multiplicative noise due to a number of various
impacts. Therefore, there is a fundamental need of the noise reduction in medical
images. Image processing techniques are used in many medical applications, such
as Magnetic Resonance Imaging (MRI), ultrasound imaging, and X-ray images.
The choice of filtering is often determined by the nature of physical processes, as
well as the type and behavior of input data. Noise, dynamic range, color accuracy,
optical artifacts, and many other details affect on the outcome of the filtering
results.

In order to increase the preprocessing speed of medical images, the parallel
processing at the software level is suggested. Parallel processing is a process used to
accelerate the execution time of a program by dividing it into multiple fragments
that are executed on the own processors or cores at the same time. The main reason
for creating and using parallel computing is that parallelism is one of the best ways
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to bridge the bottleneck problem, which signifies the speed of a single-core
processor.

One of the actual tasks in medical visual processing is the geometrical analysis
of medical images. Until recently, the X-ray method of investigation has been the
main one in the diagnosis of urolithiasis. However, the introduction of modern
technologies of treatment cannot be only based on the insufficient possibilities of
X-ray diagnostics, resulting in misleading conclusions. At present, it is necessary
not only to identify the localization of the calculus but also to determine the density
and configuration of the calculus and evaluate the functional state of the urinary
tract above and below the obstruction. Nowadays, the Multi-Slice Computed
Tomography (MSCT) with multi-planar reconstruction can accurately determine
the location of a stone by the X-ray technique without using contrast agents even
for those urolithiasis patients, for whom it was impossible during the initial survey.

Efficient methods for diagnostics and morphological analysis are presented in [1,
2, 12–14]. The quantitative morphological analysis is made, when urgent clinical
experimental problems in the field of plastic surgery (hernioplasty) are solved [3, 4,
15]. The application of various calculation means for the solution of the above
mentioned urgent problems are presented in [16–19]. However, the application of
the algorithms of the DST in combination with the suggested technique of color
coding (color contrast enhancement) is a novel approach in the given field.

One of the main parts of medical image analysis is the object evaluation based
on the contour. The contour of an object can be described by the edge, which (in
digital image processing) is defined as transitions between two regions of signifi-
cantly different intensity levels. Most edge detection techniques employ the local
operators based on the discrete approximations of the first and second derivatives of
the grayscale images. Some of these techniques are Sobel, Prewitt, Roberts, Level
of Gradients (LoG), Canny methods [20–24], as well as some transforms, for
example the DST. The idea of the DST is based on the well-developed theory of
wavelet analysis. Thus, the shearlet parameters are not only the bias and scale factor
but the shear as well [25–31].

We believe that the use of the MSCT in combination with the DST and additional
image processing allows to identify the radiological features of the changes [32].
Additionally, a use of laser in ureteritis and presence of granulation makes it possible
to produce their coagulation that increases a quality of the calculus visualization.
Thus, for more effective solutions in urology and plastic surgery (hernioplasty) we
have suggested a modified method of geometrical analysis of visual data using the
developed image color coding algorithm, which is applied after the edge detection
based on theDST. This improves the accuracy of the allocation of linear structures and
visual quality of the studied medical images [25, 26].

The remainder of this chapter is organized as follows. In Sect. 9.2, the related
works are analyzed. Section 9.3 presents the proposed method for analysis of
medical images. Section 9.4 includes a description of the experimental research and
obtained results. The conclusions are given in Sect. 9.5.
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9.2 Related Works

The computational schemes in urology and plastic surgery are described in several
papers and reviews [33–37]. Currently, the clinical experimental material is sub-
jected to histological study by the standard procedure [1, 2]. Usually, in these
clinical studies the microscopic examination and photographing are carried out
using a light microscope with an adapted digital camera. Morphometry is performed
using the JMicroVision program. The investigation results are determined at the
qualitative level through the morphological and morphometric parameters and
indicators, such as the vessels, collagen fibers, and elastic fibers [38–41].

The initial step of the medical image processing is the noise suppression. Thus,
many different studies in this field are being conducted. In [42], different medical
images like the MRI, cancer, X-ray, and brain images were studied. The authors
tried out various median-base filtering techniques to suppress the salt and pepper
noise in the MRI and X-ray images. Sudha et al. [43] recommended a thresholding
algorithm for denoising speckle noise in ultrasound images using wavelets. An
improved adaptive median filtering method for denoising impulse noise was used
by Mamta et al. [44]. The Hybrid Max filter, which performs significantly better
than many other existing techniques for removing speckle noise, was shown by
Gnanambal et al. [45]. Arin et al. [46] studied different filters, such as average
(mean), Gaussian, median, etc., for a noise reduction in medical images. This paper
showed the ability of restoring an image affected by different types of undesired
noises. However, a universal solution has not been found yet. Based on the applied
data, the authors believe that the Gaussian filter has higher ability to remove noises
than other filters [46].

Many authors used different type of segmentation to detect the stone region in
urology medical images [12, 14–17]. Thus, Kalannagari and Gunasundari [12]
proposed segmentation in two steps for getting better results, i.e., first, to segment
kidney portion and, second, to segment the stone portion. Tamilselvi and Thangaraj
[14] proposed to conduct a contour processing after identifying most interested
pixel (to find the calculi from the renal images) of preprocessed image by the
k-means clustering. Subsequently, the pixel matching and sequence of thresholding
process are performed to find the calculi. The thresholding play an important role in
some other works [14, 16–19]. To solve the problem of the geometric image
analysis, i.e. the allocation of linear and non-linear features (edges, borders, and
contours of the objects), the methods such as Sobel, Prewitt, Roberts, Canny, LoG
[20–24], and shearlet transform [25–31] can be used.

Recently, much attention has been paid to the problem of finding patterns in the
visual data and image separation into morphologically different components based
on the DST due to its importance for various actual applications [25–31, 47–55].
Donoho and Kutyniok [47] developed a mathematical basis, where the concept of
successful separation is strictly determined and can be mathematically proved in the
case of separating point and curved structures called as the geometric separation.
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9.3 Proposed Method of Medical Images Analysis

Since the results of medical image analysis may be exposed to distortion due to the
presence of noise, the following procedure to process the medical images are
suggested (Fig. 9.1).

Step 1 Applying a noise reduction filter.
Step 2 Forming a contour representation.
Step 3 Color coding in contour representation.
Step 4 Conducting a data analysis.

In a view of the proposed method, the data analysis depends on the images and
tasks. Thus, when solving the problems of analyzing urological images, the analysis
includes the detection and segmentation of the texture inhomogeneity and esti-
mation of objects’ location, contours, and sizes. The analysis of the plastic surgery
data (images) consists in revealing the geometric features of the texture, extracting
fibers and vessels of different types and their quantifying, as well as the segmen-
tation and contouring amorphous formations with the estimation of their sizes and
shapes.

Fig. 9.1 Block diagram of the proposed method for medical images analysis
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Sections 9.3.1 and 9.3.2 provide a preprocessing step of the proposed method.
Section 9.3.1 briefly describes classic variant of noise reduction filter algorithms,
while Sect. 9.3.2 contains information of possible optimizations. The next two
sections describe steps of forming a contour representation using conventional
methods (Sect. 9.3.3) and the DST (Sect. 9.3.4). A final step before data analysis
(color coding of objects) is described in Sect. 9.3.5.

9.3.1 Noise Reduction Filter

The primary purpose of filters in this task is a noise reduction. However, a filter can
also be used to emphasize the certain features of an image or remove other features.
Almost all contemporary image processing involves a discrete or sampled signal
processing. Most image processing filters can be divided into two main categories
[21, 55–57]: linear and nonlinear filters. The linear filters are enough simple in their
structure. The nonlinear filters include the order statistic and adaptive filters.

One of the simplest linear filters is a filter, which calculates the arithmetic mean
value of a discrete spectrum. The arithmetic mean filter is defined as the average of
all pixels within a local region of an image. The pixels included in the averaging
operation are specified by a mask (kernel). The kernel size can be different and
depends on the task. The arithmetic mean filter removes short tailed noise from an
image, such as the uniform and Gaussian noise at the expense of blurring the image.
Mathematically, the mean filter can be described by Eq. 9.1 where Cnew and Cold

are the new and old values of the image pixels spectrum, respectively, RH and RW
are the constants, defining the rank of the filter vertically and horizontally,
respectively, (x, y) are the coordinates of a central pixel, dx and dy define the sizes
of local region.

Cnew x; yð Þ ¼ 1
RH � 2þ 1ð Þ � RW � 2þ 1ð Þ

XRH
dy¼�RH

XRW
dx¼�RW

Cold xþ dx; yþ dyð Þ

ð9:1Þ

The pixels included in the averaging operation are specified by a kernel. The
larger the filtering kernel becomes, the more predominant the blurring gets and the
fewer high spatial frequency details remain in an image. In the case of using a form
of the convolution filter, Eq. 9.1 can be rewritten in a view of Eq. 9.2, where A is
the filter kernel, KHs is a vertical kernel size (KHs = RH � 2 + 1), KWs is a hori-
zontal kernel size (KWs = RW � 2 + 1).

Cnew x; yð Þ ¼
XRH

dy¼�RH

XRW
dx¼�RW

AdxþRW ;dyþRH � Cold xþ dx; yþ dyð Þ ð9:2Þ
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The kernel coefficients of the mean filter are calculated according to Eq. 9.3.

Ai;j ¼ 1
KHs � KWs

ð9:3Þ

The Gaussian filter (also known as the Gaussian blur) is a smoothing filter,
which is used to blur the images and remove details and noise. In this sense, it is
similar to the mean filter but uses a different kernel. The Gaussian filter applies the
Gaussian function (which also expresses the normal distribution) for each pixel in
an image. The 1D Gaussian function is expressed by Eq. 9.4, while 2D Gaussian
function is a product of two Gaussians (Eq. 9.5), where x is a distance from the
origin in the horizontal axis, y is a distance from the origin in the vertical axis, r is a
standard deviation of the Gaussian distribution.

G xð Þ ¼ 1ffiffiffiffiffiffi
2p

p � r e�
x2

2r2 ð9:4Þ

G x; yð Þ ¼ 1
2p � r2 e

�x2 þ y2

2r2 ð9:5Þ

Since an image is represented as a collection of discrete pixels, it is necessary to
produce a discrete approximation to the Gaussian function before performing the
convolution. Depending on the kernel size and deviation r, some coefficients can
be out of a kernel range. Theoretically, the Gaussian distribution is a non-zero
everywhere, which requires an infinitely large convolution kernel. In practice, it is
effectively zero, more than about three standard deviations from the mean. Thus, it
is possible to truncate the kernel size at this point. Sometimes, the kernel size is
truncated even more. Thus, after the computation of the Gaussian kernel, the
coefficients must be corrected so that the sum of all the coefficients is equal to 1.
Once a suitable kernel has been calculated, then the Gaussian smoothing can be
performed using standard convolution methods.

The best-known order-statistics filter is a median filter, which, as its title implies,
replaces a value of the pixel spectrum by the median of the spectrum levels in the
neighborhood of this pixel in the form of Eq. 9.6, where Kxy is a kernel window
with the dimensions KHs � KWs centered at coordinates (x, y).

Cnew x; yð Þ ¼ med
kx;kyð Þ2Kxy

Cold kx; kyð Þf g ð9:6Þ

The original pixel value is included in the computation of a median. Median
filters are quite popular because for certain types of random noise they provide
excellent noise-reduction capabilities with considerably less blurring than a linear
smoothing filters of a similar size. Median filters are particularly effective in the
presence of both bipolar and unipolar impulse noise. It is particularly useful in
removing the speckle and salt and pepper noise. The pattern of the neighbors is
defined by the kernel called a “window”, which slides, entry by entry, over the
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entire signal. Usually the kernel size of a median filter has an odd number of entries
because it is simple to define. It is just the middle value after all entries in the kernel
sorted numerically.

One of the adaptive filters for noise reduction is 2D cleaner filter proposed by
Casaburi [58]. It is often used in video processing. The main idea of this filter is to
calculate the arithmetic mean value in each color channel s 2 {Red, Green, Blue} if
a deviation from central pixel is less than a threshold. 2D cleaner filter is imple-
mented by Eq. 9.7, where Svs(i, j, TS) is a spectrum cut-off function of the threshold
value (Eq. 9.8) and Ccs(i, j, TS) is a function indicating the suitability of the
spectrum according to the threshold value (Eq. 9.9). In Eqs. 9.8 and 9.9, parameter
Svs(i, j) is a value of the spectrum considered a color channel s 2 {Red, Green,
Blue}, Ts is a threshold value.

Cnew s; x; y; Tsð Þ ¼
PRH

dy¼�RH

PRW
dx¼�RW Svs xþ dx; yþ dy; Tsð ÞPRH

dy¼�RH

PRW
dx¼�RW Ccs xþ dx; yþ dy; Tsð Þ ð9:7Þ

Svs i; j; Tsð Þ ¼ svs i; jð Þ if svs i; jð Þ � svs 0; 0ð Þj j � Ts
0 if svs i; jð Þ � svs 0; 0ð Þj j[ Ts

�
ð9:8Þ

Ccs i; j; Tsð Þ ¼ 1 if svs i; jð Þ � svs 0; 0ð Þj j � Ts
0 if svs i; jð Þ � svs 0; 0ð Þj j[ Ts

�
ð9:9Þ

The pseudo code for 2D cleaner filter by Casaburi is mentioned below.

for (int y = 0; y < Image_Height; y++)

for (int x = 0; x < Image_Width; x++)

{

GetRGB(source_pixel_InImg(y,x), r, g, b);

tot_r = tot_g = tot_b = 0;

count_r = count_g = count_b = 0;

for (int dy = -RH; dy <= RH; dy++)

for (int x = -RW; dx <= RW; dx++)

{

GetRGB(neighbour_pixel_InImg(y,x,dy,dx), r1, g1, b1);

if (abs(r1-r) < Threshold) { tot_r += r1; count_r++;}

if (abs(g1-g) < Threshold) { tot_g += g1; count_g++;}

if (abs(b1-b) < Threshold) { tot_b += b1; count_b++;}

}

destination_pixel(y,x) = RGB

(tot_r/count_r, tot_g/count_g , tot_b/count_b);

}
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9.3.2 Optimization of Noise Reduction Filters

Ordinary implementation of filters, such as the arithmetic mean filter, Gaussian
filter, and median filter, has a relatively high computational cost. The use of a speed
optimized implementation to perform the preprocessing of medical images has been
suggested.

Due to the arithmetic mean filter property to use the equal weights, it can be
implemented applying a much simpler accumulation algorithm, which is signifi-
cantly faster than a sliding window algorithm. Thus, the accumulation of the
neighborhood of pixel P(y, x) shares a lot of pixels with the accumulation for pixel P
(y, x + 1). This means that there is no need to compute a whole kernel for all the
pixels except only for the first pixel in each row [59]. Successive pixel filter response
values can be obtained with just the addition and subtraction of previous response
values of filter. Thus, the filter computation can be conducted according Eq. 9.10.

Cnew x; yð Þ ¼

1
KHs�KWs

PRH
dy¼�RH

PRW
dx¼�RW

Cold xþ dx; yþ dyð Þ if x ¼ 0

Cnew x� 1; yð Þ � 1
KHs

PRH
dy¼�RH

Cold x� RW � 1; yþ dyð Þ otherwise

þ 1
KHs

PRH
dy¼�RH

Cold xþRW ; yþ dyð Þ

8>>>>>>><>>>>>>>:
ð9:10Þ

The pseudo code of the optimized version of the mean filter is mentioned below:

Kernel_size = (RH�2+1)�(RW�2+1)

Weight = 1/Kernel_size;

for (int y = 0; y < Image_Height; y++)

{

x = 0; tot_r = tot_g = tot_b = 0;

for (int dy = -RH; dy <= RH; dy++)

for (int x = -RW; dx <= RW; dx++)

{

GetRGB(neighbour_pixel_InImg(y,x,dy,dx), r1, g1, b1);

tot_r += r1�Weight; tot_g += g1�Weight;

tot_b += b1�Weight;

}

destination_pixel(y,x) = RGB (tot_r, tot_g, tot_b);

for (int x = 1; x < Image_Width; x++)

{

for (int dy= -RH; dy <= RH; dy++)

{

dx = -RW-1
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GetRGB(neighbour_pixel_InImg(y,x,0,dx), r1, g1, b1);

tot_r -= r1�Weight; tot_g -= g1�Weight;

tot_b -= b1�Weight;

dx = RW;

GetRGB(neighbour_pixel_InImg(y,x,0,dx), r1, g1, b1);

tot_r += r1�Weight; tot_g += g1�Weight;

tot_b += b1�Weight;

}

destination_pixel(y,x) = RGB(tot_r, tot_g, tot_b);

}

}

We can optimize a performance of the Gaussian filter. The convolution can in
fact be performed fairly quickly, since the equation for 2D isotropic Gaussian is
separable into y and x components [60]. In some cases, the approximation of the
Gaussian filter can be used instead of the ordinary version [61, 62]. The pseudo
code of Gaussian 2D filter in double 1D interpretations is the following:

Cf1D_1[]=GaussianCoef1D(RW,sigma);

Cf1D_2[]=GaussianCoef1D(RH,sigma);

TMP_Image[][] is transposed version of the input image

for (int y = 0; y < Image_Height; y++)

for (int x = 0; x < Image_Width; x++)

{

tot_r = tot_g = tot_b = 0;

for (int dx = -RW; dx <= RW; dx++)

{

rx = dx + RW;

GetRGB(neighbour_pixel_InImg(y,x,0,dx), r1, g1, b1);

tot_r += r1�Cf1D_1[rx]; tot_g += g1�Cf1D_1[rx];

tot_b += b1�Cf1D_1[rx];

}

Temp_IMG(x,y) = RGB(tot_r, tot_g, tot_b);

}

for (int y = 0; y < TempIMG_Height; y++)

for (int x = 0; x < TempIMG_Width; x++)

{

tot_r = tot_g = tot_b = 0;

for(int dx = -RH; dx <= RH; dx++)

{
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rx = dx + RW;

GetRGB(neighbour_pixel_TmpIMG(y,x,0,dx), r1, g1, b1);

tot_r += r1�Cf1D_2[rx]; tot_g += g1�Cf1D_2[rx];

tot_b += b1�Cf1D_2[rx];

}

destination_pixel(x,y)= RGB(tot_r, tot_g, tot_b);

}

In median filter, the computational costs are spent to calculate a median of the
kernel. Since this filter processes every pixel in an image, the efficiency of this
median calculation for large images is a critical factor in determining how fast the
algorithm can run. The ordinary implementation involves sorting out every entry in
the kernel to find the median. However, since only the middle value in the list of the
numbers is required, much more efficient selection algorithms can be used [63].
Furthermore, the spectrum histogram in the median calculation can be far more
efficient because it is simple to update the histogram from window to window and
finding a median of the histogram is not particularly onerous [64–66]. The pseudo
code of the optimized median filter based on the histogram is provided below:

Kernel_size = (RH�2+1)�(RW�2+1)

Median= Kernel_size/2;

HistR[0.0.255], HistG[0.0.255], HistB[0.0.255];

for (int y = 0; y < Image_Height; y++)

{

Clear_histograms_data(HistR, HistG, HistB)

medR = medG = medB = 0

deltaR = deltaG = deltaB =0;

for (int dy = -RH; dy < =RH; dy++)

for (int x=-RW; dx<= RW; dx++)

{

GetRGB(neighbour_pixel_InIMG(y,x,dy,dx), r1, g1, b1);

HistR[r1]++; HistG[g1]++; HistB[b1]++;

}

medR = median(HistR);

medG = median(HistG);

medB = median(HistB);

for (int x = 1; x < Image_Width; x++)

{

ind=0;

for (int dy = -RH; dy <= RH; dy++)

{

dx=-RW-1;

GetRGB(neighbour_pixel(y,x,dy,dx), r1, g1, b1);

HistR[r1]--;

9 Techniques for Medical Images Processing Using Shearlet … 233



If (r1 < medR) deltaR --;

else If (r1 > medR) then deltaR ++;

HistG[g1]--;

If (g1< medG) then deltaG--;

else If (g1 > medG) then deltaG ++;

HistB[b1]--;

If (b1< medB) then deltaB--;

else If (b1 > medB) then deltaB ++;

dx=RW;

GetRGB(neighbour_pixel(y,x,dy,dx), r1, g1, b1);

HistR[r1]++;

If (r1 < medR) then deltaR++;

else If (r1 > medR) then deltaR--;

HistG[g1] ++;

If (g1 < medG) then deltaG++;

else If (g1 > medG) then deltaG--

HistB[b1] ++;

If (b1 < medB) then deltaB++;

else If (b1 > medB) then deltaB--;

}

medR = median_Correction(HistR, deltaR);

medG = median_Correction(HistG, deltaG);

medB = median_Correction(HistB, deltaB);

destination_pixel(y,x) = RGB(medR, medG, medB);

}

Also it is possible to use a parallel computing in order to get additional per-
formance gains in image filtering. In image processing, the following types of code
parallelization can be used [67]:

• Data parallelism. It corresponds to the task, which includes the repeated exe-
cution of the same algorithm with different initial data. Such calculations can be
performed in parallel in the case of the division into data fragments and each
fragment is send to an independent processing core.

• Algorithmic parallelism. This type of parallelization is performed in the algo-
rithm by revealing the fragments, which can be executed in parallel (algorithmic
decomposition). When an algorithmic decomposition is used, it should seek to
partition tasks for large and rarely interacting branches. If it is possible, it should
be provided with a uniform data distribution along the branches of the parallel
algorithm.

• Functional parallelism. Parallelization is performed by a functional decompo-
sition. For example, the Gaussian filter function can be decomposed into the
following steps: the initial data input, kernel formation, processing, and output
of the results. Parallelism is achieved with the parallel implementation of these
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substeps and a creation of a “conveyor” (serial or serial-parallel) between them.
Moreover, in each step data parallelism can be used.

The difference of the algorithmic parallelism from the functional one is that the
functional parallelism involves pooling only functionally similar algorithm opera-
tors, while the algorithmic parallelism ignores the proximity of the functional
operators.

For implementation of the parallel algorithms, the OpenMP standard for the
parallelization of programs in the languages C, C++, and Fortran is widely spread
[68, 69]. The parallelization according to the OpenMP standard is performed by
inserting the special directives into the program, as well as calling the support
functions. The OpenMP standard implements a parallel processing using multi-
threading. Thus, the “main” thread creates a set of subordinate threads with the task
being distributed among them. A program is executed with a sequential code. At
first, one process (thread) runs. At the entrance in the parallel fragment, the multiple
threads are generated with the workload being distributed in the following code. If a
forked thread completes its work before any other forked thread, it blocks. Once all
the forked threads complete their work, the master thread resumes the execution. At
the end of the parallel fragment, all threads except the “main” are terminated and
following sequential fragment of a program starts. The OpenMP standard also
supports the embedding of parallel fragments.

In order to improve a performance of image processing, it is expedient to carry
out parallelization for external loops (the image height)—loop level parallelism. To
do this, the OpenMP directive can be used:

#pragma omp parallel for

It offers a simple way to achieve a loop-level parallelism (data parallelism). The
parallelization of loops is the most common application of OpenMP. Consider the
following code, which represents the basis of any filter:

for (int y = 0; y < Image_Height; y++)

for (int x = 0; x < Image_Width; x++)

{

// do some processing

}

With OpenMP, this code can be parallelized according to the data parallelism in
a simple way:
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#pragma omp parallel for

for (int y = 0; y < Image_Height; y++)

for (int x = 0; x < Image_Width; x++)

{

// do some processing

}

Here, the directive instructs the compiler that the next loop is to be parallelized.
The compiler will then distribute the work in a set of the forked threads. Thus, we
can divide the image into lines, which are processed independently.

9.3.3 Forming a Contour Representation

Contour representation can be generated using different algorithms. We can use
simple conventional methods, such as Roberts, Prewitt, Sobel, and more complex
ones, for example LoG and Canny [1–5]. The Roberts cross operator provides a
simple approximation of the gradient magnitude. It uses a 2 � 2 kernel. The
method using the Sobel or Prewitt operators computes the gradients’ approximation
of intensity function along the horizontal OX and vertical OY directions (2D
spatial) in each pixel and highlights the regions corresponding to the edges. It
computes the approximations of the derivatives using two 3 � 3 kernels (masks) in
order to find the localized orientation. The difference between the Prewitt and Sobel
kernel is in the kernel coefficients. The LoG may be implemented in the following
way: blurring the image using Gaussian, performing the Laplacian in this blurred
image, finding the zero crossings of the Laplacian, and comparing the local variance
in this point with the threshold. If a threshold value is exceeded, an edge is declared.
Since both the Gaussian and Laplacian kernels are usually much smaller than a
whole image, we can use the precalculated LoG kernel, which requires far fewer
arithmetic operations. The 2D LoG function centered at zero and with the Gaussian
standard deviation r has the form of Eq. 9.11.

LoG x; yð Þ ¼ � 1
p � r2 1� x2 þ y2

2r2

� �
e�

x2 þ y2

2r2 ð9:11Þ

Canny algorithm for the contour detection uses the following steps: the image
smoothing, searching gradients, suppression of “false” peaks, double threshold
filtering (potential contours defined by the thresholds), and tracing the area of
ambiguity.
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9.3.4 Shearlet Transform for Contour Detection

Directional multiscale representation of images to address the curved singularities
has received much attention in harmonic analysis during last 25 years. Concepts
related to shearlet transform are studied in the works [25–31]. Shearlets possess a
uniform construction for both the continuous and discrete setting. They further
stand out since they stem from a square-integrable group representation and have
the corresponding useful mathematical properties. The continuous shearlet trans-
form can proceed to the DST by constructing a discrete shearlet system. To do this,
it is necessary to divide the shearlets parameters in a finite set of discrete values and
build a system that will have an ability to maintain the properties of a continuous
system including the ability to provide the inverse transform.

The shearlets produce an optimally sparse approximation in the class of piece-
wise smooth functions with C2 singularity curves provided by Eq. 9.12, where fN is
a nonlinear shearlet approximation of function f obtained by taking the N largest
shearlet coefficients in absolute values.

f � fNk k2L2 �CN�2 logNð Þ3 N ! 1 ð9:12Þ

The continuous shearlet transform uses the dilation matrix Aa and shear matrix Ss
(Eq. 9.13) with the parameters d = 2 and c = 1/2.

Aa ¼ a 0
0

ffiffiffi
a

p
� �

a 2 Rþ Ss ¼ 1 s
0 1

� �
s 2 R ð9:13Þ

The shearlets wa,s,t emerge by dilation, shear, and translation of a function
w 2 L2(R

2) [25].

wa;s;t xð Þ ¼ a�
3
4w A�1

a S�1
s x� tð Þ� 	 ¼ a�

3
4w

1
a � s

a

0 1ffiffi
a

p

 !
x� tð Þ

 !
ð9:14Þ

Assume that ŵ can be written as Eq. 9.15.

bw x1;x2ð Þ ¼ bw1 x1ð Þbw2
x2

x1

� �
ð9:15Þ

Consequently, Eq. 9.16 obtains for the Fourier transform.
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bw xð Þ ¼ a�
3
4F w

1
a � s
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0 1ffiffi
a

p
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� � tð Þ

 ! !
xð Þ

¼ a�
3
4e�2pi x;tð ÞF w

1
a � s

a

0 1ffiffi
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 !
�

 ! !
xð Þ
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3
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 �bw a 0

s
ffiffiffi
a

p ffiffiffi
a

p
� �

x

� �
¼ a

3
4e�2pi x;tð Þbw ax1;

ffiffiffi
a

p
sx1 þx2ð Þ� 	

¼ a
3
4e�2pi x;tð Þbw1 ax1ð Þbw2 a�

1
2

x2

x1
þ s

� �� �
ð9:16Þ

The shearlet transform SHw(f) of f 2 L2(R) is given as Eq. 9.17.

SHw fð Þ a; s; tð Þ ¼ f ;wa;s;t

� 
 ¼ f̂ ; bwa;s;t

D E
¼
Z
R2

f xð Þ bwa;s;t xð Þ dx

¼ a
3
4

Z
R2

f̂ xð Þbw1 ax1ð Þ bw2 a�
1
2

x2

x1
þ s

� �� �
e2 pi x;tð Þdx

¼ a
3
4F�1 f̂ xð Þ bw1 ax1ð Þbw2 a�

1
2

x2

x1
þ s

� �� �� �
tð Þ

ð9:17Þ

The same formula is derived by interpreting the shearlet transform as a con-
volution with function wa;s xð Þ ¼ w �A�1

a S�1
s x

� 	
using the convolution theorem.

The shearlet transform is invertible if function w fulfills the admissibility
property (Eq. 9.18).

Z
R2

bw v1; v2ð Þ
��� ���

v21
dv1 dv2\1 ð9:18Þ

For the calculations, two implementations of the shearlet transform are used in
the chapter. In [25, 26], an algorithm referred to as Fast Finite Shearlet Transform
(FFST) is presented. It is based on the discrete fast direct and inverse Fourier
transformation. The Meyer wavelet is used for the present implementation as the
mother wavelet.

For finite discrete shearlets, digital images in RM�N are considered as functions
sampled on the grid m1

M ; m2
N

� 	
: m1;m2ð Þ 2 G

� �
with G = {(m1, m2): m1 = 0,…,

M – 1, m2 = 0,…, N – 1} and assumed a periodic continuation over the boundary.
The DST does not only discretize the involved parameters a, s, and t but also
considers only a finite number of discrete translations t. Additionally, the translation
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parameter t, which is independent from the dilation and shear parameters, is dis-
cretized on a rectangular grid.

In order to obtain the DST, let us denote the number of considered scales as
j0 ¼ 1

2 log2 max M;Nf g� �
. Then, the dilation, shear, and translation parameters are

discretized according to Eqs. 9.19–9.21.

aj ¼ 2�2j ¼ 1
4 j

j ¼ 0; . . .; j0 � 1 ð9:19Þ

sj:k ¼ k2�j � 2 j � k� 2 j ð9:20Þ

tm ¼ m1

M
;
m2

N


 �
m 2 G ð9:21Þ

With these notations, the shearlet becomes Eq. 9.22.

wj;k;m xð Þ ¼ waj;sj;k ;tm xð Þ ¼ w A�1
aj;12

S�1
aj;k x� tmð Þ


 �
ð9:22Þ

An alternative approach to calculating the shearlet transform referred as
ShearLab is described in [53]. The given implementation is based on the discrete
fast Fourier transformation. However, it interprets the frequency range in a some-
what differently. Study of the FFST algorithm shows that the object contours can be
obtained as a sum of the coefficients of the DST for the fixed scale and all possible
values of the shift and bias parameters. We suggested to use this peculiarity in solve
the given approximation problem.

The objects’ contours can be obtained as a sum of the coefficients of the DST
with fixed parameter values shown in Eq. 9.23, where shw is a shearlet coefficient
for a scale j* cornering the orientation k and displacement m, kmax is a maximum
number of turns, mmax is a maximum number of displacement.

fcont ¼
Xkmax

k¼0

Xmmax

m¼0

shw f j�; k;mð Þð Þ ð9:23Þ

The mean execution time of these is chosen as a quantitative parameter for
evaluating the algorithm performance efficiency. For comparison, the calculations
were carried out for the images of different size (Table 9.1).

One can see from Table 9.1 that the ShearLab algorithm is executed faster than
the FFST algorithm for the images with bigger resolution. However, the FFST

Table 9.1 Mean time of the algorithm execution (s)

Algorithm Image size, pixels

64 � 64 128 � 128 256 � 256 512 � 512

FFST 0.0781 0.2969 1.2969 6.8281

ShearLab 0.2969 0.3906 1.1875 3.5781
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algorithm has a slight advantage in the execution time for the images with small
resolution.

9.3.5 Color Coding of Objects in Contour Representation

Some propositions of the color coding are mentioned below:

• Transformations are performed element by element in order to extract the details
of interest in the medical object under study.

• Some insignificant peculiarities are excluded from the image (i.e. background).
• The image is transformed into a type, which is convenient for the visual

interpretation and further analysis.
• The sought parameters are estimated relative to the contour extraction and fil-

tering for noise suppression.

Note that the algorithmic procedure of color coding—color selection and density
distribution of the isolines in an image corresponds to the known technique of
building elastic maps using the spatial data [70]. According to [70], consider the
algorithm provision for the color coding of the objects under study. Let the ana-
lyzed object be a limited 2D manifold enclosed into a set of the observation data so
that the shape and location of the manifold reflect the main peculiarities of the point
distribution of the initial data in an image.

Consider 2D rectangular grid of nodes, where there are p nodes horizontally and
q vertically. Enumerate the nodes of the grid using two indices yi,j, i = 1,…,p, j = 1,
…,q. The constructed grid is located in the set of the data points so that each point is
associated with the nearest node on the grid. The data points have the form tij(x,y,
M), where (x, y) are their relative coordinates, M is an intensity (color) character-
izing the peculiarities of the object under study.

Such method allows to partition a set of data into pq subsets of Ki,j, with the
subset points being closer to yi,j than to any other node. Let Ki,j be as Eq. 9.24.

Ki;j ¼ t t 2 Pk; yi;j � t
�� ��2 � e

���n o
ð9:24Þ

Generally, the grid can be deformed in two ways—stretching it lengthwise and
bending crosswise. In the former case, it tends to keep its length, while in the latter
it saves its flat form. Therefore, the grid possesses the following properties (the
functional D): the stretching property (which provides the grid uniformity),
smoothness property, and property of proximity to the data points.

In order to save these properties, it is necessary to add in the criterion of
minimization such measures as the total stretching, total smoothness, and total
aggregate measure of proximity. By adding together all three of these measures, the
general criterion can be obtained, by which the grid will be attracted to the data
points and aimed to minimize their stretching by taking maximum smooth shape.
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Thus, the functional D (quality functional) is represented by Eq. 9.25, where the
|Pk| is a number of points in cell, k and l are the elasticity coefficients responsible
for the tension and curvature of the grid, respectively, k is a number of iterations
made, D1, D2, D3 are the terms that are responsible for the properties of the grid.

D ¼ D1

Pkj j þ k
D2

pq
þ l

D3

pq
! min ð9:25Þ

Value of the square of the distance from the point to the nearest grid point was
selected as a measure of a grid proximity to the data point (D1) (Eq. 9.26).

D1 ¼
X
i:j

X
tn2Ki;j

tn � yi;j
�� ��2 ð9:26Þ

The greater the length of an edge, the more grid is “stretched”. Thus, the functional
D includes the difference between the positions of neighboring nodes, i.e. measure of
stretching, which is defined by Eq. 9.27. Note that the summation boundaries are
chosen in such way that in the functional D2 one edge is not included twice.

D2 ¼
Xp
i¼1

Xq�1

j¼1

yi;j � yi;jþ 1
�� ��2 þ Xp�1

i¼1

Xq
j¼1

yi;j � yiþ 1;j
�� ��2 ð9:27Þ

The measure of a grid smoothness (D3) is determined by estimating the mag-
nitude of the second derivative (Eq. 9.28).

D3 ¼
Xp
i¼1

Xq�1

j¼2

2yi;j � yi;j�1 � yi;jþ 1
�� ��2 þ Xp�1

i¼2

Xq
j¼1

2yi;j � yi�1;j � yiþ 1;j
�� ��2 ð9:28Þ

Let metric be the Euclidean one. In this case, the functional D is quadratic in the
position of the nodes yi,j. This means that with the given set of data points parti-
tioned into taxa it is necessary to solve the system of linear equations pq � pq for
its minimization. Consequently, an efficient method to minimize the functional
D appears to be the following algorithm:

Step 0. The grid nodes are anyway located in the data space.
Step 1 Given the positions of the grid nodes, the data set is partitioned into

taxa—subsets Ki,j.
Step 2. With the given partition of the set of data points into taxa, the functional D

is minimized.
Step 3. Steps 1 and 2 are repeated until the functional D stops sensibly changing.

Method of constructing the elastic grid based on the mentioned above steps was
proposed. It takes into account the input values of the physical aspects of the data
for a study. The essence of the method consists in that the object of interest in a
medical image is represented as the initial (central) part of the construction of the
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grid. It should be noted that implementation of the computational scheme takes into
account a flat image character, so the functionals D2 and D3 in the following
calculations are not used.

Implementation of the color coding method within the grid setup includes an
initial approximation, which uses a contour approximation of object R0(x, y) built
by an expert in a conventional way. The base of color coding (M) is determined by
the expected accuracy (z) and evaluation of texture smoothness (s). Schematically, a
process of color coding is represented in Fig. 9.2.

Possible applications of the proposed method for processing of complicated
medical images, in particular, in urology and plastic surgery are given in Sect. 9.4.

9.4 Experimental Research

For our experimental study, we used 120 medical images that were divided into two
main categories: the urology images and plastic surgery ones (implants). The
objects of interest in the urology images are the renal parenchyma and its

Fig. 9.2 Flow chart of the color coding method
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inhomogeneity degree as well as the features of its contour, pyelocaliceal system
and its features, location, sizes, shape, and density. The objects of interest in the
plastic surgery (hernioplasty) images are the vessels, collagen fibers, and elastic
fibers.

The experimental investigation was performed as follows. The given urology
images were used to find out, in what extent the methods for forming the contour
representations allow to extract the object of interest (A—contours and parameters
of renal parenchyma, B—contours and parameters of calculus). For comparison, the
following methods of contour representations were chosen: Roberts, Sobel, Prewitt,
Canny, LoG, and the DST.

Further studies were performed on urology data to determine how a prepro-
cessing affects the accuracy of feature extraction of the object of interest. For the
step of noise reduction (preprocessing), we selected the following filters: mean,
median, Gaussian and 2D cleaner filters. Before the experimental investigation, the
reference images containing the urology data of interest were acquired with the help
of medical experts.

In addition to the examination of the original images, the experiments were also
performed with the artificial noise. In order to simulate a noise, which may occur in
the equipment, the following noise characteristics were used. In the total noise map,
the impulse noise part amounts to 30%, while the additive noise part is 70% with
the value of the additive noise component being 15% of the dynamic range of the
experimental data. The evidence concerning the extent, to which the objects of
interest can be seen, i.e. their contours (as the percentage of the reference image),
was used as an indicator, as well as the information about the assignment of an
image fragment to the object of interest (false selection). The obtained experimental
results are described in Sect. 9.4.1.

For medical data in plastic surgery (hernioplasty), the calculation accuracy was
estimated for the vessels, collagen fibers, and elastic fibers in comparison with the
conventional method employed in the clinical laboratory. The estimations of
medical experts, as well as the experimental results based on the proposed tech-
niques, are presented in Sect. 9.4.2. Section 9.4.3 demonstrates the experimental
data of preprocessing filters optimization. The efficiency evaluation of the proposed
method from a viewpoint of medical experts is presented in Sect. 9.4.4.

9.4.1 Application of Proposed Techniques in Urology

The database of medical images is a collection of urological images with a variety
of urological disturbances. The computed tomography images of a kidney are
represented in Fig. 9.3. Kidney parenchyma, the inhomogeneous one with clear
even contour, is depicted in Fig. 9.3a. The enlarged calyces-pelvis system is given
in Fig. 9.3b (pelvis is up to 4.3 cm, calices is up to 2.5 cm, inhomogeneous par-
enchyma is up to 0.5 cm in thickness in some parts, in the lumen of a/3 right ureter
a shadow of calculus with the size of 1.5 cm and the density of 1163 HU).
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The examples of the image processing using conventional methods are presented
below in comparison with the DST. Figure 9.4 shows the results of the obtained
contour using Sobel, Prewitt, Roberts, Canny and LoG methods. In Fig. 9.5, one
can see the obtained contour processed by the DST. The presented peculiarities of
color detection of the studied medical objects are subject to the given task.

Fig. 9.3 Examples of the computed tomography images in urology: a inhomogeneous kidney
parenchyma with clear contours, b inhomogeneous kidney parenchyma with enlarged
calyces-pelvis system

Fig. 9.4 Results of the obtained contours: a original image, b Sobel mask, c Prewitt mask,
d Roberts mask, e Canny detector, f LoG detector
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The analysis of the methods reveals that the Sobel and Prewitt methods provide
better results in the separation characteristics of the contours in comparison to the
Roberts, Canny and LoG methods. At the same time, the general approach to the
image analysis using the FFST algorithm combined with color coding of the objects
of interest gives better results relative to the specialized algorithms.

The homogeneity level, contour features (clear, even ones), and peculiarities of
the calices-pelvis system of the kidney parenchyma, are analyzed as the objects of
interest. Possible calculi are detected and their size and density are estimated.
Visual results of modified geometric analysis based on the DST combined with
color coding are depicted in Fig. 9.6. Table 9.2 contains the error variations’ values
of the objects A and B without/with color coding.

Fig. 9.5 Example of the medical image processed using the FFST algorithm: a with the edges in
shades of gray, b edges in color (applying color coding)

Fig. 9.6 Modified geometric analysis based on the DST combined with color coding: a color
coding of original image from Fig. 9.6b, b the detailed color coding of left part, c the detailed
color coding of right part
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For estimation of the accuracy and noise influence, the following technique was
used. The noise with the distribution being 5, 10, 15, 20, and 30%, was added in the
selected medical images. Then, the noise suppression algorithms with different
characteristics were applied to the obtained images. Subsequently, the contour
representations were formed based on the DST. For the images with the extracted
contours, the color coding method was used and the obtained results were esti-
mated. The evaluation of the results concerning the extraction of the objects of
interest (as to their similarity to the noise-free images and reference images) is
presented in percentage. The results of numerical experiments based on the
developed method of medical image processing are presented in Table 9.3.
Example of the urology image with noise level 20% processing is shown in
Fig. 9.7.

The required filter selection at the preprocessing step and application of the DST
in combination with a technique of color coding of the contours eventually increase
the accuracy and decrease the error of the sought parameters and characteristics in
the average by 15–20% almost without loss of essential details in the structural
peculiarities of the kidney under examination lacking.

Table 9.2 Error variations of the objects A, B without/with color coding method

Object of interest Error variation (%)

Without color coding With color coding

Object A (kidney) 4.5–5.5 3.5–4.5

Object B (calculus) 5.0–6.5 4.0–5.5

Table 9.3 Accuracy estimation of the extracted objects A, B (%)

Object of interest Filter Noise level (%)

0 5 10 15 20

Object A Mean filter optimized 99.75 98.63 94.82 93.57 92.35

Gaussian filter 1Dx2 99.84 99.72 96.45 95.23 94.26

Median filter optimized 99.95 99.91 98.93 98.16 97.42

2D cleaner filter 99.86 99.75 96.47 95.35 94.31

Object B Mean filter optimized 99.64 98.51 94.72 93.43 91.15

Gaussian filter 1Dx2 99.83 99.63 96.17 95.17 94.08

Median filter optimized 99.91 99.87 98.46 98.12 97.19

2D cleaner filter 99.82 99.64 96.34 95.29 94.11
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9.4.2 Processing of Plastic Surgery (Hernioplasty) Images

One of the priorities is the modern technique of anterior abdominal wall recon-
struction using biocompatible hyper-elastic mesh implants from titanium nickelide
[39, 40]. The new technique was developed and substantiated based on a series of
experimental studies on chinchilla rabbits. As a result, a great amount of experi-
mental material as a subject for histological examination was obtained. The results
were evaluated based on the morphological and morphometric parameters [38].

In the course of the field studies in the first part of the experiment, an explant
was implanted into animals, which was removed on the specified day. In order to
evaluate the transplant suitability and study the morphogenesis of reparative
regeneration processes in connective-tissue defects after the replacement with the
“grown” material by titanium nickelide, the second part of the experiments was
performed. An anterior abdominal wall defect was artificially induced in animals,
then a grown implant was placed, which had been taken from the posterior hind
limb of an animal at specified terms. The obtained material was subjected to the
histological examination and the results were estimated regard to the morphological
and morphometric parameters. Figure 9.8 demonstrates the results obtained in the
first part of the experiment, after implantation of the titanium nickelide mesh in a
rabbit thigh. The original images are presented in the left column, the middle
column presents the results of the DST, and the results after applying color coding
are given in the right column of Fig. 9.8.

The results of the morphological analysis of images using the developed tech-
nique (and the corresponding estimates) show that the amount of collagen fibers
increased and by the 10th day of the implant exposition in the thigh it was almost
two times as high as that as compared to the 5th day of the experiment. The results
of the second part of the experiment in the transformed images are presented below.
The dynamics of the morphometric parameters of the connective tissue after
growing the implant in the experimental thigh and further implantation in the

Fig. 9.7 Example of medical image processing using median filtering, the FFST algorithm, and
color coding with different kernel of median filter: a kernel size 3 � 3, b kernel size 5 � 5,
c kernel size 7 � 7
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anterior abdominal wall defects are presented in Fig. 9.9. These images show the
data of the histological pattern obtained in different periods after the material
implantation into the anterior abdominal wall defects “grown during” 7 days. The
left column in Fig. 9.9 shows the original images, in the middle column the results
of the DST are presented, and the results after applying color coding are depicted in
the right column. The characteristic variations of the corresponding parameters are
given in Table 9.4.

Fig. 9.8 Results of the clinical experiment data processing: a, d, g, j the original images on the
1st day, the 5th day, the 7th day, and 10th day after the implantation, respectively, b, e, h, k the
results of the DST processing on the1st day, the 5th day, the 7th day, and 10th day after the
implantation, respectively, c, f, i, l the results after color coding on the 1st day, the 5th day, the 7th
day, and 10th day after the implantation, respectively
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Fig. 9.9 Example of the processing results of the second part of the clinical experiment: a, d, g, j,
m, p the original images on the 5th day, the 10th day, the 21th day, the 42th day, the 56th day and
208th day after the implantation, respectively, b, e, h, k, n, q the results of the DST processing on
the 5th day, the 10th day, the 21th day, the 42th day, the 56th day and 208th day after the
implantation, respectively, c, f, i, l, o, r the results after color coding on the 5th day, the 10th day,
the 21th day, the 42th day, the 56th day and 208th day after the implantation, respectively
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Table 9.4 shows the evaluation data of the morphometric parameters for the
calculation error for the key indicators. These data were obtained on the basis of the
procedures used in the form of the analysis of the histological pattern in different
days after the material implantation into the anterior abdominal wall defects “grown
during” 7 days according to the following parameters: the vessels, collagen fibers,
and elastic fibers.

Table 9.5 presents the estimation of the error variation range in the morpho-
metric analysis data for one valuable indicator (collagen fibers) based on the con-
ventional methods of analysis of the histological image in different time moments
after the material implantation into the anterior abdominal wall defects “grown
during” 7 days and the image processing based on the proposed method.

Table 9.4 Error estimation of the morphometric parameters in different time moments

Time period
(days)

Conventional calculation technique Calculation with color coding

Vessels
(%)

Collagen
fibers (%)

Elastic
fibers (%)

Vessels
(%)

Collagen
fibers (%)

Elastic
fibers (%)

7 8.1 2.9 10.6 6.9 2.5 9.1

14 10.9 2.3 8.3 9.0 1.9 6.9

21 13.9 3.8 14.9 11.1 3.0 11.9

28 14.0 1.9 13.6 10.6 1.4 10.3

56 7.8 1.3 8.7 5.9 0.98 6.5

Table 9.5 Estimation of error variation for indicator “collagen fibers”

Time period
(days)

Conventional calculation
technique (units)

Calculation with color
coding (units)

Error
decreasing (%)

7 0.63 0.54 14

14 0.77 0.64 17

21 1.51 1.21 20

28 0.91 0.69 24

56 0.55 0.41 25

Fig. 9.9 (continued)
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In order to determine the influence of noise, we performed a study allowing to
determine how a noise affects on the resultant accuracy. For these purposes, the
additive noise, being the most distinctive in digital cameras, is superimposed in the
original image (histological pattern on the 21th day after the material implantation
into the anterior abdominal wall defects “grown during” 7 days). The obtained data
of the error variation for the indicators of morphometric analysis is shown in
Table 9.6.

Figure 9.10 shows an example of processing the histological pattern on the 21th
day after the material implantation into the anterior abdominal wall defects “grown
during” 7 days using the proposed method, when the applied noise amounts to 5
and 10%.

Table 9.7 presents the evaluation of preprocessing results using different filters
(the most significant) of the indicators “collagen fibers”. Table 9.7 shows the
averaged data for the additive noise of 5 and 10% with the magnitude of the noise
characteristics being 13% of the dynamic range. During the experimental research,
50 noisy images were generated from a single reference image.

The experimental study reveals that in most cases the best results are achieved,
when preprocessing is performed using the median filter. In the case of small noise
(3–7%) and low noise magnitude (5–10% of the dynamic range), the 2D cleaner
filter also shows good results.

Fig. 9.10 Example of processing by the proposed method: a original image, b processed image
with the 5% noise, c processed image with the 10% noise

Table 9.6 Estimation of error variation for the indicators depending on the noise level

Noise level (%) Error variation (units)

Vessels Collagen fibers Elastic fibers

0 1.14–1.72 1.48–2.21 0.39–0.58

5 1.04–1.27 1.09–1.63 0.29–0.43

10 1.14–1.39 1.19–1.79 0.32–0.47

15 1.19–1.45 1.26–1.87 0.33–0.49

20 1.25–1.52 1.32–1.96 0.34–0.52

30 1.28–1.55 1.35–2.01 0.35–0.53
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9.4.3 Experimental Research of Preprocessing Filters

The comparison of the filters was made using a laptop with Intel core i5 3.1 GHz
8 GB RAM. The estimations of the processing time for the filtering algorithms like
the mean filter, median filter, Gaussian filter (in both conventional and optimized
implementations) and 2D cleaner filter for different kernel size are shown in
Table 9.8. The data were obtained for 20 different images with the size
512 � 512 pixels. One can clearly see the advantages of the optimized algorithms.
Thus, the optimized implementation of the filters is less dependent on the kernel size.

The comparison of time taken for the image processing using the selected filters
with the kernel size 5 � 5 (RH = 2, RW = 2) is shown in Table 9.9. For the
experimental study, the images with different sizes (from 512 � 512 pixels to
1920 � 1080 pixels) were taken. Thus, this study demonstrates that the time of
image processing is proportional to the image size. Additionally, we evaluated the
acceleration of processing using OpenMP for different kernel sizes with two, three
and four threads (Table 9.10).

Table 9.7 Estimation of error variation for indicator “collagen fibers”

Noise level (%) Filter Error decrease (%)

5 Mean filter optimized 14

Gaussian filter 1Dx2 20

Median filter optimized 26

2D cleaner filter 21

10 Mean filter optimized 7

Gaussian filter 1Dx2 14

Median filter optimized 19

2D cleaner filter 15

Table 9.8 Processing time of different filter implementations for images with the size
512 � 512 pixels (ms)

Filter Kernel size, pixels

3 � 3 5 � 5 7 � 7 9 � 9 11 � 11

Conventional mean filter 19.26 41.11 75.29 119.36 143.10

Optimized mean filter 13.73 19.01 24.49 28.36 30.54

Conventional Gaussian filter 22.78 51.97 98.74 152.87 184.85

Gaussian filter 1D�2 17.83 24.42 31.41 37.01 41.64

Conventional median filter 147.83 427.18 917.77 1669.57 2089.21

Optimized median filter 37.74 51.72 65.36 76.56 80.30

2D cleaner filter 43.61 110.78 205.61 332.51 491.80
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The experimental results show that the increase in the processing speed for
different kernel sizes is almost the same. Some stability is observed in the accel-
eration for two threads, as well as one can see the increase of the acceleration
coefficient in the case with more than two threads having the kernel size larger than
5 � 5. The increase in the computation speed using the optimized filter algorithms
utilizing the OpenMP technology in comparison to the ordinary sequential imple-
mentations is presented in Table 9.11.

The experiments revealing the advantages of the optimized parallel implemen-
tation in comparison to the conventional algorithms were made in the medical
images with size 512 � 512 pixels. The highest increase in the processing speed

Table 9.10 Evaluation of the acceleration stability (acceleration coefficient)

Filter Threads Kernel size, pixels

3 � 3 5 � 5 7 � 7 9 � 9 11 � 11

Mean filter optimized 2 1.94 1.94 1.93 1.95 1.96

3 2.36 2.46 2.43 2.59 2.62

4 2.36 2.52 2.55 2.84 3.13

Gaussian filter 1Dx2 2 1.87 1.86 1.88 1.89 1.86

3 2.25 2.33 2.55 2.66 2.66

4 2.29 2.59 2.58 3.11 3.07

Median filter optimized 2 1.94 1.94 1.93 1.96 1.96

3 2.02 2.04 2.33 2.47 2.52

4 2.29 2.38 2.62 2.99 3.02

2D cleaner filter 2 2.31 2.30 2.30 2.33 2.39

3 3.00 2.98 3.03 3.12 3.17

4 3.13 3.26 3.37 3.53 3.63

Table 9.11 Evaluation of the acceleration in processing using the optimized algorithms

Filter Threads Kernel size, pixels

3 � 3 5 � 5 7 � 7 9 � 9 11 � 11

Median filter 1 3.92 8.26 14.04 20.72 27.37

2 7.61 16.05 27.16 40.57 53.74

3 7.90 16.88 32.69 51.27 69.06

4 8.95 19.62 36.80 61.94 82.72

2D Gaussian filter 1 1.28 2.13 3.14 4.02 4.96

2 2.38 3.95 5.90 7.60 9.22

3 2.87 4.97 8.01 10.72 12.32

4 3.03 5.51 8.11 12.92 14.28

Mean filter 1 1.40 2.16 3.07 3.93 4.74

2 2.72 4.19 5.87 7.68 9.29

3 3.15 5.32 7.46 10.18 12.49

4 3.42 5.86 8.62 11.17 14.95
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was achieved for the median filter. Thus, for the small kernel 3 � 3 the acceleration
is about 8 times and for the large kernel 11 � 11 is around 70 times. The optimized
versions of mean filter and Gaussian filter provide the acceleration of about 3 times
for the small kernel 3 � 3 and about 13 times for the large kernel 11 � 11.

9.4.4 Efficiency Evaluation of the Proposed Method

The application of the developed method for visual data processing based on the
DST in combination with the color coding technique significantly improved the
results of the diagnostics and treatment of the urolithic patients. This is due to
the clarification of the prognosis criteria (the localization, size, structure, stone
density, and functional state of the upper urinary tract) in pre-operation period. The
developed calculation instrumentation allows to improve the accuracy and decrease
the error of the sought parameters and characteristics by 10–20% in the average
without loss of significant details in the structural features of the examined object of
interest.

The proposed technique in plastic surgery (hernioplasty) allows to increase the
accuracy of extracting quasi-round structures (formations) and linear structures
(fibers), as well as to improve a visual quality of the examined clinical objects using
the image color coding for adequate qualitative estimation of its main character-
istics (the length, width, and area). Estimation of errors decreased by 10–25% on
average.

9.5 Conclusions

In this chapter, it was shown that the digital filters like Sobel, Prewitt, Roberts,
Canny, LoG and the DST provide good contour results in medical urology
images. The color coding method based on the technique of elastic maps building
was proposed. For noise reduction, a preprocessing by the mean, Gaussian,
median and 2D cleaner filters was investigated. In order to increase a prepro-
cessing speed, the optimized implementations of filters were suggested. The
parallel implementation of the optimized algorithms, using OpenMP and resulting
in the performance being almost two times higher for 2 threads and nearly
3 times for 3 and 4 threads, had been performed. The highest increase of the
processing speed has been achieved for the median filter. Thus, for the small
kernel 3 � 3 the acceleration of about 8 times and for the large kernel 11 � 11
of 70 times is observed. The optimized versions of the mean filter and Gaussian
filter give the acceleration of about 3 times for the small kernel 3 � 3 and nearly
13 times for the large kernel 11 � 11.

The image accuracy of estimates in urology and plastic surgery (hernioplasty)
has increased up 10–25% on averaged. In urology, the proposed color coding
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method increased accuracy, especially in complex cases of multiple stones in the
kidney. In hernioplasty, the color coding allows to conduct more efficient analysis
of the tissue regeneration by controlling the variability of texture with improved
accuracy.
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Chapter 10
Image Analysis in Clinical Decision
Support System

Natalia Obukhova and Alexandr Motyko

Abstract In this chapter, the methods of medical image processing and analysis in
Clinical Decision Support Systems (CDSS) are discussed. The main principles of
image analysis with the aim of differential diagnostics in the CDSS are determined.
The implementation is given through the method of multispectral images automatic
processing and analysis for TV system of cervix oncological changes diagnostics.
The method provides differential diagnostics of the following changes in cervical
tissues as Norm, Chronic Nonspecific Inflammation (CNI), Cervical Intraepithelial
Neoplasia in various types of oncological changes (CIN I, CIN II, CIN III). In
proposed method, images of different type (fluorescent images and images obtained
in white light illumination) are analyzed. The decision rules in the classification task
are based on data mining methods. For the border CIN/CNI sensitivity 87% and
specificity 75% are achieved. The detail description of main steps is given in the
chapter.

Keywords Medical images processing � Clinical decision support system
Multispectral images processing � Image color analysis � Texture analysis
Classification

10.1 Introduction

The modern trend of medical video systems development is the transition from
tools, providing the possibility of examining the organ under investigation by a
physician, as well as from systems, operating on the principle of a binary solution
“Norm (there is no pathology)/Pathology (there is pathology)” in the CDSS.
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Systems of this type realize the integration of automatic image analysis results with
the results obtained by the physician and also use the information of system
database. This integration allows the sensitivity and specificity of the diagnosis to
be higher than in the case of diagnosis by the physician alone or independently by
the system.

The medical images automatic analysis in the CDSS is required to implement
differential diagnostics with the degree of pathology corresponding (estimation of
pathology degree must be in interval from zero up to one), which is based on
multi-class analysis in conditions of fuzzy borders between classes and high vari-
ability of the original data. This determines the following principles of image
analysis:

• The decision of rule construction ought to be based on the methods, which are
typical for artificial intelligence systems, such as fuzzy sets theory and fuzzy
logic, data mining methods, machine learning methods, and methods of pattern
recognition.

• The feature vector for classification ought to include the features with different
properties and different origins.

In particular, this approach has shown its effectiveness in the multispectral TV
system for cervix oncological changes diagnosis. The system realizes differential
diagnostics of the following changes in cervical tissues as Norm, CNI, CIN I,
CIN II, CIN III (cervical intraepithelial neoplasia in various types of oncological
changes). The main methods of multispectral images automatic processing and
analysis for the differential diagnostics realization that were implemented in the
CDSS are described and analyzed in this chapter. The main task of image analysis
in multispectral TV system is to help a physician at the stage of colposcopic
examination. This stage is the central stage in modern medicine scheme of cervical
cancer diagnosis. The aim of a colposcopic examination is to identify and rank the
severity of lesions, so that biopsies representing the highest-grade abnormality can
be taken, if it is necessary. During colposcopy, 3–5% acetic acid solution is applied
to the cervix, and areas with abnormal epithelium turn white. The colposcopic
examination is used to direct biopsies of the abnormal white areas. Additional
lesion characteristics, such as margin shape, color or opacity, blood vessel, inter-
capillary spacing, and distribution, are considered by the physicians to derive the
clinical diagnosis.

The accuracy of colposcopy is highly dependent on the physician’s individual
skills. In expert hands, colposcopy has been reported to have a high sensitivity
(96%) and a low specificity (48%) when differentiating abnormal tissues. Because
of the low specificity, a biopsy is required to confirm disease. These avoidable
biopsies cause an increased risk of infection, patient discomfort, delayed treatment,
and substantially increased costs. There is a need for more objective, specific, and
cost-effective screening and diagnostic techniques that could improve the accuracy
of colposcopic examination, particularly in the hands of less-experienced practi-
tioners. This leads to a requirement to develop new diagnostic systems on
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colposcopic stage. Image processing and computer vision technology are one of the
key technologies to segment colposcopic images and detect cervical neoplasias.

In this chapter, new automatic method of multispectral colposcopic images
analysis based on data mining technologies is introduced. Method demonstrated the
high diagnostic characteristics during clinical investigation. This chapter is orga-
nized as follows. Related works are presented in Sect. 10.2. The main five steps of
the proposed method, such as the image preprocessing in white light and fluores-
cence light, analysis of the fluorescent images, detection of areas corresponding to
the effect of AcetoWhite (AW), as well as areas with high level of tissue hetero-
geneity in images obtained in white light, creation of the differential pathology map
(image of the cervix, broken into areas with a definite diagnosis of Norm-CNI-CIN
(I, II, III)), and creation of the biopsy map (image with markers at points, where a
biopsy specimen is required for histological analysis) are discussed in Sects. 10.3–
10.6, respectively. The clinical investigation description and results are represented
in Sect. 10.7. Section 10.8 is concluded the chapter.

10.2 Related Works

Various image processing methods and algorithms have been developed to detect
different colposcopic features. They can be divided into two large groups: imple-
menting analysis and processing of image obtained in white light [1–13] and
fluorescent images [14–16].

In the first group, Yang et al. [10] developed a segmentation algorithm to detect
the AcetoWhite (AW) epithelium using a statistical optimization scheme for
accurate clustering to track the boundaries of the AW regions. Xiong et al. [6]
detected the AW regions on the base of chromaticity with watershed algorithm.
Huang et al. [7] decided the task of the AW region detecting with color and
brightness feature estimated in color spaces Lab and HSV. Gordon et al. [11]
developed a segmentation algorithm for three tissue types in cervical imagery
(original squamous, columnar, and the AW epithelium) based on color and texture
information. The set of regions in the images was represented by a Gaussian
mixture model, while an Expectation-Maximization algorithm was used to deter-
mine the maximum likelihood parameters of the statistical model in the feature
space. As a result, the labeling of a pixel could be affiliated with the most probable
Gaussian cluster according to Bayes rule. Ji et al. [12] presented a generalized
texture analysis algorithm for classifying the vascular patterns from colposcopic
images. They investigated six characteristic pathological vascular patterns including
the network capillaries, hairpin capillaries, two types of punctation vessels, and two
types of mosaic vessels. Furthermore, several approaches for tissue classification
have been developed, for example a rule-based medical decision support system for
detecting different stages of cervical cancer based on the signs and symptoms from
physical examination and multivariate stochastic training algorithms [13].
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The multi-spectral diagnostic systems are concerned to the second
group. Methods of multi-spectral digital colposcope are developed at the University
of Texas (USA) by the team of researchers led by Richards-Kortum [14–16]. Thus,
the analysis of modern works in the field of colposcopic images automatic analysis
shows:

• The most part of proposed method is devoted to automatic analysis of images
obtained in white light in order to select image regions with the AW effect or for
the purpose of analyzing vascular structures [1–13].

• The number of works aimed at developing fluorescent diagnostics is very small.
The most significant are the works of Richards-Kortum [14–16].

• For classification, the supervised learning is used in all works. Most often, the
following approaches are used in constructing the classifier: Mahalonobis dis-
tance [7, 16], Gaussian mixture model [2], Markov random fields [8, 9, 15], and
support vector machine [1]. These are rather simple classifiers that allow per-
forming “Norm/Pathology” analysis with a rigid boundary between classes. The
need to eliminate the rigid boundary between classes, as well as the high degree
of variability in the source data (medical images, in particular colposcopic ones,
have significant differences for different patients due to the age, menopause, and
other features of the women physical condition) causes the necessity of using
more complex classification strategies.

• The authors did not find work that implements simultaneous analysis of images
obtained in white light and fluorescence light, while the complexity of differ-
ential diagnostics in the CDSS task requires a multi-features analysis of different
types’ images.

It makes actual and relevance the proposed automatic method for the colpo-
scopic images analysis. The main features of proposed method are:

• Simultaneous analysis of images of different types, such as the images captured
in white light and fluorescent images obtained with wavelength excitation 360
and 390 nm. The use of fluorescent images increases the sensitivity and
specificity of the diagnosis. Fluorescent images contain additional diagnostic
information based on changes in the concentration and restructuring of
endogenous fluorophores, such as Nicotinamide Adenine Dinucleotide
Hydrogenase (NADH), Flavin Adenine Dinucleotide (FAD), collagen, keratin,
and Protoporphyrin IX (PpIX).

• Application of the set of pathology features, such as the brightness, color, and
texture changes with a quantitative evaluation calculated on the base of images
of different types.

• The construction of methods and algorithms for automatic colposcopic images
classification based on data mining technologies, which take into account the
high variability of the initial data and the unclearness of class boundaries in the
analysis.

In following sections, the main steps of the proposed methods are discussing.
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10.3 Image Preprocessing for Automatic Analysis

The efficient analysis of any medical images is strongly connected with their pre-
processing. The preprocessing includes the ordinary procedures to improve a
quality of the images, such as noise reduction, contrast enhancement, etc.
(Sect. 10.3.1) and special medical imaging procedures, such as the matching
medical images taken under different lighting conditions, automatic segmentation of
regions of interest, the image part of which is necessary to conduct the further
analysis, and removal of highlights in the images (Sect. 10.3.2).

10.3.1 Shift Compensation Algorithm

The processing of multispectral images and their analysis in a combination with the
images in white light require to make a matching between different images. The
goal of matching is to eliminate the shifts (discrepancy in the coordinates) between
images from different modes. Large shifts between images can noticeably confuse
the classifier, because the real coordinates of a single biopsy point may vary in
different modes and due to this fact there could be errors in calculation of the
features vector of biopsy point. Thus, the compensation of the shifts between
images in different modes is an important procedure for classification.

The task of shift compensation is more or less well studied and there are many
approaches described in literature. Many of them are based on the detection of

motion vectors according to the optical flow equation, Eq. 10.1, where V ¼
dx
dt ;

dy
dt

� �
is an optical flow vector,rL ¼ ð@L@x ; @L@yÞ is a brightness gradient vector

(spatial domain), Lt ¼ @L
@t is a brightness derivative with respect to time.

hrL;VTiþ Lt ¼ 0 ð10:1Þ

The optical flow equation has an assumption that the brightness of a point (pixel)
is constant during the motion along the trajectory provided by Eq. 10.2, where L (x,
y, t) is a brightness of a pixel (x, y) at the moment t.

Lðx; y; tÞ � Lðxþ dx; yþ dy; tþ dtÞ ð10:2Þ

This condition with a number of assumptions can be satisfactory, when the
images that should be combined are in white light but unattainable in the case of
combination of the multispectral images. Multispectral images differ from each
other, both in color and brightness features, so it is impossible to use the dis-
placement vector to match the images. An additional feature of the images is low
detail presence. It leads to difficulties in vertical and horizontal brightness deriva-
tives calculation and follows to errors in the definition of motion vectors. Thus, for
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combining the multispectral images with each other and with images obtained in
white light, it is proposed to use an approach based on a phase correlation.

The method is based on the shifts property of the Fourier transform, which
consists in the fact that a time shift of the signal s(t) by t0 changes the phase
response of the spectrum S(x) by an amount of ±xt0. In this case, the
amplitude-frequency characteristic of the spectrum (i.e. the spectral density module)
does not change. Therefore, in the case of 2D signals, if an image gbðx; yÞ with the
size [M, N] is the shifted copy of the image gaðx; yÞ, then the Fourier images differ
only in phase (Eq. 10.3).

Gbðu; vÞ ¼ Gaðu; vÞ e�2pi uDx
M þ vDy

Nð Þ ð10:3Þ

For the definition of the difference in phase, the cross-power spectrum is
computed:

Rðu; vÞ ¼ GaG�
b

GaG�
b

�� �� ¼
GaG�

ae
�2pi uDx

M þ vDy
Nð Þ

GaG�
ae

�2pi uDx
M þ vDy

Nð Þ���
���
¼ GaG�

ae
�2pi uDx

M þ vDy
Nð Þ

GaG�
a � 1

�� �� ð10:4Þ

The phase of GaG�
b is zero, then:

Rðu; vÞ ¼ e�2pi uDx
M þ vDy

Nð Þ ð10:5Þ

The inverse Fourier transform of a complex exponential is the so called
Kronecker delta (Eq. 10.6).

rðx; yÞ ¼ F�1ðRðu; vÞÞ ¼ dðxþDx; yþDyÞ ð10:6Þ

Defining the maximum of r means, the evaluation of the shift between images
(Dx, Dy) can be estimated by Eq. 10.7.

Dx;Dy ¼ max
x;y

ðrÞ ð10:7Þ

The algorithm for shifts compensation includes the following steps for each
mode:

• Convert the image to grayscale mode (the YCrCb color space).
• Process the image by a median filter for the high frequency noise reduction.
• Threshold the image for binarization. The adaptive threshold value for point (x,

y) is calculated as the convolution of the image signal in the neighborhood of
point (x, y) with the Gaussian function.

• Get the spectrums of the analyzing and reference images with the Discrete
Fourier Transform (DFT).

• Compute the cross-power spectrum for the analyzing and reference images
provided by Eq. 10.8, where Ga is a result of the DFT for analyzing image, Gb
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is a result of the DFT for the reference image, sign “°” means the Adamar matrix
multiplication.

R ¼ Ga �G�
b

GaG�
b

�� �� ð10:8Þ

• Calculate the cross-correlation function of images using the inverse DFT and
find its maximum. The maximum of cross-correlation function determines the
spatial displacement.

The results of the algorithm are represented in Fig. 10.1. The first and second
columns show the initial images obtained in different modes (390, 430, 360, and
360 nm with laser illumination 650 nm). The initial images have offsets from each
other. To demonstrate this fact, the initial positions of the centers of each image are
connected by a white line. The third and fourth columns include the image after
displacement calculation and compensation.

The main advantage of the proposed approach in comparing with the modern
algorithms operating in the signal domain is a possibility of matching the images,
which have significantly different from each other in brightness and color, as well as
resistance to noise, occlusion, and similar negative factors of medical images.

Fig. 10.1 Visual results of shift compensation algorithm: a initial images, b processed images
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10.3.2 Segmentation of Regions of Interest

In real medical image, the image of cervix takes only about 70%. The rest part of
image may include other tissue, medical instruments, and various artifacts. The
presence of irrelevant information makes difficult the further data processing and
analysis, so it is necessary to select only the image area corresponded to cervix as
the region of interest. For automatic region of interest segmentation, the following
algorithm is proposed:

• Image processing with Gauss filter Gr for the high frequency noise reduction
using Eq. 10.9, where sign “*” is a convolution, L2(x, y) is a brightness of pixel
in the processed image, L1(x, y) is a brightness of pixel in the initial image.

L2 x; yð Þ ¼ L1 x; yð Þ �Gr Gr ¼ 1
2 pr2 e

� x2 þ y2ð Þ
2r2 ð10:9Þ

• Conversion to Lab color space and extraction of chromaticity component a.
• K-means clustering to select areas with similar features.
• Morphological filtration for edges refinement using Eq. 10.10, where A is a

matrix of binary image, B is a matrix of structure element, sign “+” is a mor-
phological operation dilatation, sign “–” is a morphological operation erosion.

A � B ¼ AþBð Þ � B ð10:10Þ

• The largest area choosing is a Region Of Interest (ROI).
• Image cropping according to the obtained ROI mask.

The main steps results of the proposed algorithm are given in Fig. 10.2.
During experimental tests, the algorithm was implemented on the 167 series of

images obtained in clinical trials of the system LuxCol. Series is the set of images
taken from the same patient in different lighting conditions (modes). The experi-
ments showed the region of interest is selected correctly for 95% of the images
(some examples are given in Fig. 10.3). The compensation of image shift is solved
correctly for 93% of the images.

10.4 Automatic Analysis of Fluorescent Images

The main part of image processing for fluorescent images automatic analysis for
differential diagnostic is the classification task. It includes the steps mentioned
below:
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Fig. 10.2 The main steps of the ROI selection algorithm: a initial image, b image in Lab color
space, c the result of clustering, d the result of edges refinement procedure, e the biggest area
selection, f cropped image

Fig. 10.3 Results of ROI selection
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• Identify the features that give a possibility to classify the cervix image in three
classes: norm, CNI (chronic nonspecific inflammation—inflammation), and
CIN I, II, III (cervical intraepithelial neoplasia—cancer changes of different
severity).

• Estimate the effectiveness of fluorescent images obtained with different wave-
length excitation.

• Select the most appropriate strategy for the classification task.
• Train the classifier and estimate its main characteristics, such as the sensitivity,

specificity, and accuracy.
• Design the numeric estimation called as the coefficient of pathology degree

showing the belonging of particular part of image to pathology. The coefficient
of pathology degree should be continuous in the range of 0–1.

The issues of features calculation and estimation of fluorescent images are dis-
cussed in Sect. 10.4.1. Section 10.4.2 provides the algorithm of color calibration,
while the selection of classification rules is considered in Sect. 10.4.3.

10.4.1 Features Calculation and Estimation of Fluorescent
Images Effectiveness

There are three groups of pathology features in the cervix image: brightness and
color characteristics, morphological features, and texture feature. For fluorescent
images analysis, we used the brightness and color features of image. To quantify the
brightness and initial color features R, G, B, the ratios G/R and G/B and the (r g b),
the XYZ, the YCrCb, the Lab, and the HSV color spaces have been used. To reduce
a noise, all features were calculated for the local fragments with block sizes
20 � 20 pixels. Further, these average values were used.

For the most effective for differential diagnostic and the pathology map con-
struction features and fluorescent images type selection, we used filter model based
on the Fischer Distance between the CIN and the CNI classes provided by
Eq. 10.11, where �x;�y are means and s2x ; s

2
y are variances of feature under investi-

gation for the CIN class and the CNI class, respectively.

KD ¼ �x� �yð Þ
s2x þ s2y

2

ð10:11Þ

According the Fischer Distance between the CIN and the CNI classes, the fol-
lowing results were obtained:

• The most informative is an image obtained with the exciting wavelength of
360 nm.

• The most effective features in 360 mode are the components Cr, Cb from the
YCrCb color space and component b from Lab color space.
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• The additional mode for improving classification is 390 mode.
• The most effective features in 390 mode are the components Cr, Cb from the

YCrCb color space and component b from the Lab color space.
• The worst results were obtained for 430 mode.

In this research, the database of real colposcopic images obtained during the
special clinical investigation was used. More information about database creation
and properties are given in Sect. 10.7.2.

10.4.2 Color Calibration

Color is one of the main image characteristic. This feature is commonly used in
different special TV systems, especially in the systems for medical applications. In
classification task, a color is the feature that allows to make a decision if the image
part belongs to the particular class. The use of color as a basic feature in the images
analysis requires to provide the comparability of colors quantitative estimates for
the images obtained by different sensors or in different conditions of observation.
This requirement determines the need of special color calibration procedure.

Implementation in this case the standard correction procedure, which refers to
minimizing color errors caused by the difference between the spectral sensitivity
curves of real sensor and the curves of color mixing for “ideal” sensor, is not
effective. Suppose, there is a sensor A and sensor B, the procedure of color cor-
rection is realized for both ones. It means that the color errors for each sensor are
minimized, but it does not guarantee that the colors in image obtained by sensor A
will be identical with a certain tolerance to colors in image obtained by sensor B. It
is necessary to minimize error between colors in images obtained by these two
sensors, i.e. to calibrate the sensor B according to the sensor A. Only then we can
use the images obtained by sensors A and B all together for classification task.

The proposed calibration procedure is based on recalculation the color space of
sensor B in color space of sensor A using a linear transformation matrix. This
approach assumes that the image O generated by the sensor A is taken as a ref-
erence and the components of colors from the image P obtained by sensor B are
recalculated, so that they differ from reference colors of the image O is minimal.

Let the original image O have N color samples, with each color sample being
represented using red (R), green (G), and blue (B) intensities. Organize these
original color samples into a matrix represented by Eq. 10.12.

O ¼
O R1 O G1 O B1

O R2 O G2 O B2
O RN O GN O BN

2
4

3
5 ð10:12Þ

Let the processed image P also have N color samples that correspond to those in
the original image:
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P ¼
P R1 P G1 P B1

P R2 P G2 P B2
P RN P GN P BN

2
4

3
5 ð10:13Þ

Then we seek the optimal linear transformation matrix A12 (4 rows � 3 col-
umns) that maps the processed color samples P into the corresponding original
color samples O in the best manner:

O � Ô ¼ 1 P½ �A12 ð10:14Þ

In Eq. 10.14, 1 is a column vector of N ones that provides a Direct Current
(DC) offset or shift in the brightness level.

If a number of independent color components in the reference image exceeds
twelve, then for the matrix A12 coefficients identification it is possible to use the
method of least square using Eq. 10.15.

A12 ¼ 1 P½ �T 1 P½ �� ��1
1 P½ �TO ð10:15Þ

Equation 10.15 is the basic equation for estimating calibration matrix coeffi-
cients. The significant errors in determining of the calibration coefficients can be
made by the colors having significant difference between RGB-components in the
reference and calibrated images, so called “outliers”. In this case, it is advisable to
use the iterative method of least squares with weights to minimize the effect of
“outliers” [17].

The iterative method for estimating the matrix A12 coefficients includes the
following main steps:

Step 1. Use the normal least-squares solution from Eq. 10.3 to generate an initial
estimate of the color correction matrix A12.

Step 2. Generate an error vector E, where each element Ei is equal to the Euclidean
distance between the RGB-components of color space from image O and
the RGB-components of the fitted processed color:

Ei ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
O Ri � Ô Ri
� �2 þ O Gi � Ô Gi

� �2 þ O Bi � Ô Bi
� �2q

ð10:16Þ

Step 3. Generate a cost vector C that is the element-by-element reciprocal of the
error vector E from Step 2 plus a small epsilon e:

Ci ¼ 1
Ei þ e

ð10:17Þ
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The e prevents division by zero and sets the relative weight of a point that is on
the fitted line versus the weight of a point that is off the fitted line. A value e = 0.1 is
recommended.

Step 4. Normalize the cost vector C for unity norm (i.e. each element of C is
divided by the square root of the sum of the squares of all the elements of
C).

Step 5. Generate the cost vector C2 that is the element-by-element square of the
cost vector C from Step 4.

Step 6. Generate an N � N diagonal cost matrix (C2) that contains the cost vec-
tor’s elements (C2) arranged on the diagonal with zeros everywhere else.

Step 7. Using the diagonal cost matrix (C2) from Step 6, perform the
cost-weighted least-squares fitting to determine the next estimate of the
color correction matrix A12:

A12 ¼ 1 P½ �TC2 1P½ �� ��1
1 P½ �TC2O ð10:18Þ

Step 8. Repeat Steps 2–7 until the elements of the correction matrix A12 converge
to four decimal places.

The essential feature of the procedure is to choose a set of colors for calibration.
It determines the accuracy of color calibration, in general, and accuracy the next
image analysis procedures. As a base, it is advisable to use a set of colors for a
typical color correction–ColorChecker. For medical TV systems, this calibration set
must be changed because the medical images contain a limited number of colors but
especially for them the errors of colors components should be taken into account as
much as possible.

In calibration procedure realized in method of the multispectral image analysis
for differential cervical cancer diagnostic, the special colors set based on the
standard ColorChecker was formed allowing to minimize the errors in blue and
yellow colors. These colors are present on colposcopic fluorescent images obtained
by exciting with wavelength 360 nm, and these colors are the basis for the clas-
sification. Formed color set includes nine colors. The implementation of calibration
procedure with special ColorChecker (Fig. 10.4) provides a possibility to use
images obtained by sensors with different spectral sensitivity characteristics in the
classification task.

For example, during the clinical investigation of proposed method of multi-
spectral image analysis, the colposcopic fluorescent images were obtained by two
sensors. One part was got by CCD 285 sensor, another by CMOS 236 sensor. The
spectral sensitivity characteristics of these sensors have significant differences in the
green channel (Fig. 10.5). This led to the fact that the images obtained by CMOS
236 sensor have not got well expressed color features, which are the basis of
classification, for example, there practically have no change in the color component
b for fluorescent images (Fig. 10.6).
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To realize a possibility to use the classifier based on the color component b and
include in processing all images as from CCD 285 sensor and from CMOS 236
sensor, we applied the proposed calibration procedure. Estimation of the proposed

Fig. 10.4 Color palette for multispectral system calibration: a standard ColorChecker, b special
ColorChecker

Fig. 10.5 The spectral sensitivity characteristics of reference sensor CCD 285 (dotted line) and
calibrated sensor CMOS 236 (solid line)

Fig. 10.6 Component b in the cervix images obtained by: a the reference sensor A, b the sensor B
before calibration, c the sensor B after the calibration procedure. Note that images from sensor A
and sensor B were obtained from different patients but both the images of sensor B from one
patient
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procedure effectiveness was carried out according to the criteria: the estimation of
the color component b recovery effectiveness and degree of ensuring the correct
solutions in the classification task for recalculated fluorescent colposcopic images.
Calibration procedure provides the effective color component b recovery (Fig. 10.6)
and increases the probability of correct classification on 20% (in comparing with
classification accuracy without calibration procedure).

10.4.3 Selection of Classification Rules

For selection the most appropriate strategy for the classification task, the following
set of classifiers was used:

• Classification based on Mahalanobis metric (Linear Discriminate Analysis
(LDA) and Quadratic Discriminate Analysis (QDA)).

• Classification based on regression model (linear multinomial regression and log
regression).

• Support vector machines.
• Principle Component Analysis (PCA) with classification by Soft Independent

Modeling of Class Analogy (SIMCA).
• Random Decision Forest (RDF).
• ADABoost.
• Neural networks.
• Classification based on fuzzy logic.

For classifier training and testing, we used approach called as Leave-one-out
cross-validation. Leave-one-out cross-validation involves using a single data point
from the original set as the validation data and the remaining points as the training
set. This is repeated such that each point in the set is used once as the validation
data.

For estimation the classifier validation and effectiveness, we applied basic per-
formance measures based on the confusion matrix. The confusion matrix is a
visualization tool commonly used to present performances of classifiers in classi-
fication tasks. It is used to show the relationships between real class attributes and
that of predicted classes.

The level classification in the validation and effectiveness model is calculated
with a number of correct and incorrect classifications in each possible value of the
variables being classified in the confusion matrix. The confusion matrix is used to
compute True Positives (TP), False Positives (FP), True Negatives (TN), and False
Negatives (FN). There are three commonly used performance measurements
including the accuracy, sensitivity, and specificity. The accuracy of classifiers is the
percentage of correctness outcomes among the test sets exploited in the study
provided by Eq. 10.19.
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accuracy ¼ TPþ TN
TPþFPþ TN þFN

ð10:19Þ

The sensitivity is referred as the true positive rate and the specificity as the true
negative rate provided by Eq. 10.20.

sensitivity ¼ TP
TPþFP

specificity ¼ TN
TN þFN

ð10:20Þ

For classification strategy selection we carried out the following investigation.
The special software was designed for solving the classification problems in tasks
of diagnostics cervix cancer. It provides some tools for data analyzing and
implements a set of classification algorithms described above. As an input data, the
program uses the so called database of biopsy—a set of vectors of features (points
of biopsy) with known diagnosis. Each vector of features was calculated for image
block (32 � 32 elements) with known diagnosis according to the biopsy result. The
quantity samples in input data was 270. In details, a process of the obtained samples
is given in Sect. 7.2 and demonstrated in Fig. 10.15.

The software realizes the following functions: the data input, features selection
according to Fisher distance, selection of classification strategy, setting parameters
of classification strategy, classifier training, classifier testing (cross validation), and
matrices of error for main classifier parameters estimation. The main windows of
software realization are given in Fig. 10.7.

Fig. 10.7 Main windows of special software tool
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Each classification strategy was realized by means the described software
training, testing and estimating the sensitivity and specificity. We obtained the
results, which gives us a possibility to select the RDF as a base for further inves-
tigation. For example, we obtained the sensitivity and specificity for the border
NORM/CIN: LDA 094/074, SIMCA (a number of principle components is equal 6)
0.94/0.71, RDF 0.95/0.90. On the border CNI/CIN (it is more complete classifi-
cation task), the RDF strategy also gave the best result.

Our investigation shows that the best specificity, sensitivity, and accuracy are
obtained using the RDF strategy. This result is connected with the high degree of
initial images variability (medical images, in particular, colposcopic images from
different patients have significant differences not only due to pathology but also due
to differences in the age, menopause, and other features of woman physical con-
dition). Thus, the medical images demand the methods oriented on non-determined
data—methods of data mining and artificial intelligence.

The classification results for the border CNI/CIN is 0.85 for the sensitivity, the
specificity is 0.78. On the border Norm/CNI the sensitivity is 0.95, the specificity is
0.90. More detailed description is given in Sect. 10.8. Thus, the technique of the
RDF was applied as the base for the task of differential diagnostic.

The RDF is one of the most successful ensemble learning techniques, which
have been proven to be very popular and powerful techniques in the pattern
recognition and machine learning for high-dimensional classification and skewed
problems [18]. These studies are used the RDF to construct a collection of indi-
vidual decision tree classifiers, which utilize the Classification And Regression
Trees (CART) algorithms. The CART is a rule-based method that generates a
binary tree through a binary recursive partitioning process that splits a node based
on the “yes” and “no” answers of the predictors. The rule generated at each step
maximizes the class purity within the two resulting subsets. Each subset is split
further based on the independent rules. The CART algorithms use the Gini index to
measure the impurity of a data partition or set of training instances. Although the
aim of the CART is to maximize the difference of heterogeneity, in the real world
data sets the overfitting problem that causes the classifier to have a high error of
prediction in the unseen data set often encounters. Therefore, the bagging mecha-
nism in the RDF can enable the algorithm to create the classifiers for high
dimensional data very quickly. The accuracy of the classification decision is
obtained by voting from the individual classifiers in the ensemble.

In our task, the three-class RDF classifier was used to separate the Norm, CNI,
and CIN. We use the components Cr, Cb from the YCrCb color space and b from
Lab color space for modes 360 and 390. The three-class RDF classifier means that
we have three training samples with examples of all classes. For each one, the RDF
response is a vector of probabilities of belonging to each class. According to our
goal we use these probabilities to define for the current example as the membership
degree to each class PNORM, PCNI, PCIN. Thus, for differential diagnostics the
classification was performed in mode 360 and 390 on the components Cr, Cb in the
YCrCb color space and component b in Lab color space. The classification strategy
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is the three-class RDF. The main steps of algorithm for determining the member-
ship degree for each image fragment includes the following ones:

Step 1. Split the source images into local fragments like blocks (20 � 20 elements).
Step 2. Define each block the features vector consisting of:

– the mean value of the components Cr, Cb (the YCrCb color space) and com-
ponent b (Lab color space) calculated in the block of the fluorescent image
obtained with the exciting wavelength 360 nm;

– the mean value of the components of Cr, Cb (the YCrCb color space) and
component b (the Lab color space) calculated in the block of the fluorescent
image obtained with the exciting wavelength 390 nm;

– the average value of the components a, b (the Lab color space) calculated in the
image block obtained in white light.

Step 3. Preliminary classification of image blocks in order to select the zone of
squamous epithelium for further analysis and remove the zones of the columnar
epithelium, as well as the incision and the entrance to the cervical canal. The
classification strategy is the RDF. The vector of features for classification is the
average values of the components a and b (the Lab color space) in blocks of images
obtained in white light and fluorescence light with the exciting wavelength 360 nm.
Step 4. For each block corresponding to the squamous epithelium, the classification
task with three classes is solved: Class 1—tissues without pathology; Class 2—tissue
withCNI; Class 3—tissuewithCIN. The classification strategy is theRDF. The vector
offeatures for classification is themean values of componentsCr,Cb (theYCrCb color
space) and component b (the Lab color space) in the image blocks obtained in the
fluorescence light with the excitation wavelength of 360 and 390 nm. The result of
classification is the image block belonging degree to each classPNORM,PCNI, andPCIN

determined on the basis of the number of individual trees that voted for this class.

10.5 Automatic Analysis of Images Obtained in White
Light Illumination

The analysis of colposcopic images obtained in white light illumination includes the
AW region segmentation and texture analysis. The AW region segmentation sup-
poses a detection part of cervix image, where changes of color for tissue with
pathology after effect of acetic acid took place. Texture analysis supposes that the
tissue with pathology have more inhomogeneous structure. In an image, these areas
can be selected as areas with significant level of high frequency energy. Both types
of analysis give us additional information, which will be used for pathology map
creation together with fluorescent differential diagnostics results.

The AW region segmentation is discussed in Sect. 10.5.1. Some comments
about texture analysis are involved in Sect. 10.5.2. Section 10.5.3 includes the
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estimation of detailed level quantity of image regions. Binary classification based
on the texture feature is considered in Sect. 10.5.4.

10.5.1 The AcetoWhite Region Segmentation

The AW segmentation begins from some preprocessing procedures including the
correction of non-uniform illumination, detection of the ROI that cropped the cervix
area, and highlights detection with following removal. After preprocessing the AW
segmentation can be realized.

The approaches for the AW segmentation might be divided in two groups. First
group includes the segmentation based on the pure image processing procedures
(mathematical morphology, linear filtering, etc.), while second group consists of
various methods based on the supervised classification. On the base of implemented
experiments, it is stated that the methods from first group provide weak results in
our case. The main reasons are low contrast of the AW features and wide variability
of the AW representation in our data (Fig. 10.8).

Therefore, the designed algorithm is based on classification method. As a result
of the special research, the two-class RDF classifier was chosen for classification.
The classes represented “Acetowhite” class and “Other” class. The features for
classification are the components L, a, b in the Lab color space. In our task, we
worked with image blocks 20 � 20 elements as in the task of fluorescent diag-
nostics. The training set included over 350 patterns of “Other” class and over 250
patterns of “Acetowhite” picked from 50 images with different cases of the AW
manifestation (Fig. 10.9).

After training, the predictions f̂ for unseen samples x′ can be made by averaging
the predictions f̂b from all the individual regression trees on x′:

f̂ ¼ 1
B

XB
b¼1

f̂b x0ð Þ ð10:21Þ

Fig. 10.8 Various representation of the AW in clinical images
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or by taking the majority vote in the case of decision trees.
For further investigation, the predication f̂ as the membership degree of current

image block to class “Acetowhite” PW was found.

10.5.2 Texture Analysis

The tissue with pathology has more inhomogeneous structure. These areas can be
selected in an image as areas with significant level of high frequency energy
(Fig. 10.10).

The algorithm of image classification based on texture feature includes three
main steps. The first step supposes a preprocessing for highlights removing from
the analyzing image. It is very important step because the image regions with

Fig. 10.9 Different patterns with of “Acetowhite” class

Fig. 10.10 Images of tissue with and without pathology
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highlights also have significant level of high frequency energy and it can give
mistakes in further image classification based on the texture feature. The second
step is a creating the quantity estimation of texture feature and the last step includes
a classification rule construction.

10.5.3 Estimation of Detail Level Quantity of Image
Regions

To quantify the texture, the measure of Rosenfeld–Troy was used. Its definition
involves the image preprocessing in order to stress high frequency energy and
counting the intensity of the brightness differences in the local image fragment and
expressed by Eq. 10.22, where K(x, y) is a brightness of a pixel in the image after
preprocessing, xk, yl are the coordinates of block left top corner; k, l are the block
numbers in horizontal and vertical direction, N, M are the block sizes.

D xk; yið Þ ¼ ð
XM
j¼1

XN
i¼1

Kðxk þ i; yl þ jÞÞ=ðN �MÞ ð10:22Þ

The image preprocessing to stress high frequency energy may be realized in
various methods of the following groups: linear and non-linear processing, mor-
phological processing, and wavelet-transform. The most effective way in current
task according our investigation is a morphological processing with multiscale
morphological gradient using Eq. 10.23, where the signs “ 	” and “H” are the
morphological operations dilation and erosion, Si is a group of structural square
elements.

MGðLÞ ¼ 1
3

X3
i¼1

L	 Sið Þ � LH Sið Þð ÞHSi�1½ � ð10:23Þ

According to expression for multiscale Morphological Gradient (MG), the
gradients are calculated three times using three structural elements of different
dimension and then add up the results. It is important to point that before stressing
high frequency in image it is useful to apply any filter for reducing noise influence.
For this purpose, the median filter was used. The main idea of the median filter is to
replace the signal by the median of neighboring entries. Thus, the step of image
preprocessing for quantity texture estimation includes the median filtration and
morphological multiscale gradient.

The quantity estimation of texture feature based on the measure of Rosenfield–
Troy is depended from a noise level in an image. In order to reduce a noise
influence, the estimation of texture in block caused by noise Dmin is defined as
moda in a distribution of the obtained texture estimations using Eq. 10.24, where
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K and L are the quantity of blocks in analyzing image in the horizontal and vertical
directions, respectively.

Dmin ¼ moda D xk; ylð Þf g k ¼ 1. . .K l ¼ 1. . .L ð10:24Þ

Thus, the main steps of algorithm for quantity texture estimation obtaining are
the following:

• Image preprocessing with purpose to underline the high frequency energy with
morphological multiscale gradient after median filter.

• Splitting image into the square units (blocks).
• Definition the detailed estimation for each block according to measure of

Rosenfield–Troy (Eq. 10.22).
• Estimation Dmin as moda in a distribution of the obtained texture estimations.
• Definition the modified estimation for each block in the analyzing image using

Eq. 10.25.

DM ¼ D xk; ylð Þ=Dmin ð10:25Þ

The maps for estimation of different levels’ texture are shown in Fig. 10.11. The
analysis of this result gives us a possibility to make a conclusion that the obtained
quantity estimation of texture feature can be used for binary classification task.

Fig. 10.11 Maps of high frequency energy level
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10.5.4 Binary Classification Based on Texture Feature

The texture feature gives a possibility to select the areas with significant level of high
frequency energy. However, it is not enough for differential diagnostic because it
gives a possibility only to detect the suspect areas. In this case, the texture analysis is
binary classification task, for which rather simple classification strategy—the
Mahalanobis distance can be used. The use for classification the Mahalanobis dis-
tance assumes f finding such a linear combination of variables, which separates two
classes in the best way. The classification rule of the LDA is very simple: the new
object belongs to the class k (k = “Texture”, “Non-Texture”), to which it is closer by
the Mahalanobis metric provided by Eq. 10.26, where x is a vector of features, l is a
vector of mean values, R is a covariance matrix

Lk ¼ x� lmð ÞR�1 x� lmð Þt ð10:26Þ

The result of classification according to the Mahalonobis distance gives us a
possibility to define the membership degrees of current image block to class
“Texture” PT according to Eq. 10.27, where LT is the Mahalonobis distance up to
class “Texture” for analyzing block, LNT is the Mahalonobis distance up to class
“Non-Texture” for analyzing block.

PT ¼ LT
LT þ LNT

ð10:27Þ

The obtained estimations of the membership degrees of current image block to
class “Texture” PT and the membership degree of current image block to class
“Acetowhite” PW will be used as the result of image obtained in white light illu-
mination analysis. Both estimations will be used in pathology map creation.

10.6 Creation of Differential Pathology Map

The differential pathology map is an image of the cervix divided into areas with a
definite diagnosis: Norm-CNI-CIN (I, II, III). For its creation, the results of
fluorescent images and images obtained in white light analysis were used. The
algorithm is designed according to the rules of the fuzzy logic theory. The concept
of fuzzy sets is based on the notion that the elements composing a given set,
possessing a common property, can possess this property in different degrees and,
consequently, belong to a given set with different degrees.

A fuzzy set ~A on a universal set U is a set of pairs (ηA(u), u), where ηA(u) is a
degree of membership of an element u 2 U to a fuzzy set ~A. The degree of
membership is a number from the interval [0, 1]. The degree of membership shows
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for any element of the universal set the degree of it corresponding to the properties
of the fuzzy set.

Let U be a universal set that includes all image blocks to be analyzed. Three
fuzzy sets may be created in the universal set U. The first fuzzy set Sflur is a set of
blocks with changes in the fluorescence. The degree of membership of any image
block to this set is determined by estimation PCIN obtained as the result of
fluorescent images analysis. The second fuzzy set SW includes blocks corresponding
to the AW effect. The degree of membership of any image block to this set is
determined by the estimation PW. The third set ST involves blocks corresponding to
tissues with heterogeneity (texture changes). The degree of membership of any
image block to this set is determined by the estimation PT.

The blocks belonging to the pathology region must correspond to two features:
the AW effect and texture changes. Thus, the analysis result of image obtained in
white light can be found as intersection of the two fuzzy sets SW and ST. The fuzzy
set obtained as a result of the intersection is SADD. The degree of membership of any
image block in this set can be calculated according to the product T-norm:
PADD = PW * PT.

Based on the fuzzy sets Sflur (analysis result of fluorescent image) and SADD (the
analysis result of image obtained in white light), it is necessary to get the fuzzy set
SCIN of image blocks corresponding to the pathology CIN according to analysis
result of all images types. The degree of membership of any image block in this set
is PM

CIN . The estimation PM
CIN for each block is the goal of analysis, it shows

corresponding degree of any block to the pathology CIN and it can be used for
pathology map construction.

In the first step, for the fuzzy set Sflur an alpha-cut is formed at the level of 0.75.
This is a set of blocks with a very high level of fluorescent changes, which allows
them to be referred to the pathology area without additional information. In this
case PM

CIN ¼ PCIN . For the remaining blocks of the fuzzy set Sflur, the degree of
membership any block in the set SCIN is formed taking into account the results of
the analysis in white light (the set SADD). It is necessary to increase the specificity of
the fluorescent analysis. For the remaining blocks of the fuzzy set Sflur, the next
operations are realized:

• The unification operation with the alpha-cut at the level 0.5 of fuzzy set SADD
according to product S-norm PM

CIN ¼ PADD þPCIN � PADD � PCIN .
• The intersection operation with blocks that are not included in the alpha-cut of

fuzzy set SADD according to product T-norm PM
CIN ¼ PADD � PCIN .

The algorithm for determining the degree of pathology PM
CIN is shown in

Fig. 10.12.
The results of fluorescent analysis are three membership degrees of current block

to each class: PNORM, PCNI, and PCIN. The results of acetowhite detection are the
membership degree of current block to acetowhite PW. The result of texture analysis
is the membership degree of current block to area with high texture changes PT. Our
research has shown that the analysis of fluorescent images provides very high
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sensitivity with moderate specificity. Therefore, the estimates of PNORM, PCNI, and
PCIN should be used as a basis for the formation of severity of pathology, and PW

and PT as additional information to improve the characteristics of specificity. The
algorithm for determining the color for displaying the analyzed image block
visualization in the pathology map in accordance with the found degrees PNORM,
PCNI, and PM

CIN is shown in Fig. 10.13.

Fig. 10.12 The scheme for pathology map creation

Input data Each block has a triplet of belonging degree to each class (PNORM, PCNI, PCIN)

First test:  

find maxi-

mum in 

triplet

Result:

PNORM = maximum
PCNI =  

maximum
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Second test:  

define addi-

tional value

Result:

PCIN

> 0.75

0.75 > 

PCIN

> 0.5

PCIN

< 0.5

PNORM

> 0.75

0.75 > 

PNORM

> 0.5

PNORM > 

0.5

Color of the 
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map

Color 1 Color 2 Color 3 Color 4 Color 5 Color 6 Color 7

Fig. 10.13 The scheme for color definition for pathology map
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10.7 Clinical Investigations of Proposed Method
and Algorithms

This section includes a discussion about the multispectral digital colposcope
(Sect. 10.7.1), clinical data (Sect. 10.7.2), and experimental research methodology
and experimental results (Sect. 10.7.3).

10.7.1 Multispectral Digital Colposcope

The Multispectral Digital Colposcope consists of illuminator, multispectral image–
recorder unit, software and computer (Fig. 10.14). The registration unit includes the
projection lens, set of detector filter, and digital video camera. Lens focal length is
100 mm and relative aperture F/2,8. Digital video camera is based on the CCD
detector (format 2/3 inch) with progressive scan (ICX285AQ, SONY). Maximum
frame rate of the camera is 15 Hz at resolution 1280 � 1024 elements. Its own
noise is about 10e-, non-linearity characteristics of the light signal at differences of
light are 100 times less than 3.5%. Signals received from the camera transmit to the
computer by the serial high-speed working according USB-2.0 protocol.

Illuminator is separated into three parts: the mercury lamp, halogen lamp, and
635 nm laser. Values of excitation power density (mw/cm2) are 26 (360 nm), 69
(390 nm), 73 (430 nm), 170 (635 nm), respectively, in the view field of 20.8 � 26
(V � H) mm and the working distance of 220 mm.

Fig. 10.14 Device LuxCol
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10.7.2 Clinical Data. Database of Verified Images
and Records

For experimental testing of the proposed methods and algorithms, the real images
obtained from three hospitals of South Korea were used. Eligible patients were at
least 18 year old, not pregnant, were referred to the colposcopy clinic with an
abnormal Pap-smear or with positive HPV. Written informed consent was obtained
from each participant. For all patients we have results of Pap-smear, results of HPV
test and HPV genotyping. For researches, two sets of images for each patient were
obtained. The first set of images was acquired with the device LuxCol from each
patient at baseline. The second set of images was acquired following the application
of acetic acid 6% on the cervix for 2–3 min. Finally, the diagnose of colposcopist,
cervix image with marked points, where biopsy was taken and results of biopsy,
were obtained for each patient.

Thus, the input data for investigation were the following:

• The sets of images including the images obtained in white light and fluorescent
images obtained with exciting wavelength 360 and 390 nm.

• The results of Pap-smear and HPV test.
• The diagnose of colposcopist.
• The cervix images with marked points of biopsy and result of biopsy for these

points.

The short description of these images called the verified images is given in
Table 10.1.

These verified images from hospitals were used for creating the special database
of records, which is necessary for classifier training. According to verified images
we put markers in the images received by LuxCol with white light illumination and
with the assistant of special program RSS Colpo calculated the vector of color and
brightness features for block of 20 � 20 elements around the marker. This process
is illustrated in Fig. 10.15. Each such image block and its corresponding features
vector we called as a record in database. In this way, we obtained database
including records corresponded to the Norm, the CNI, and the CIN for further
investigation.

Note that this special database of records was used in the algorithms of pre-
processing checking and also for the most effective mode and features selection,

Table 10.1 The proposed training and testing image database parameters

Clinic Image quantity Histology

CNI CIN

Total CIN1 CIN2 CIN3 CIS

Clinic 1 48 31 17 8 3 4 2

Clinic 2 60 40 20 6 5 5 4

Clinic3 43 18 25 10 6 5 4

10 Image Analysis in Clinical Decision Support System 287



classifier training, estimation of main characteristics of the proposed algorithm,
such as the specificity, sensitivity, and accuracy, and pathology map creation.

10.7.3 Experimental Research Methodology
and Experimental Results

The experimental research includes two parts, such as the estimation of the
specificity and sensitivity of proposed method for fluorescent image analysis and
estimation of the correctness of the pathology map. Pathology map is an image
shattered in the areas with the definite measure based on the fluorescents, ace-
towhite, and texture changes.

The results of fluorescent analysis for the border CNI/CIN obtained from the
database of records with validation approach Leave–one-out-cross provide the
sensitivity 0.85 and specificity 0.78. Additionally, we estimate the specificity and
sensitivity on the border Norm/CNI. The results for the border Norm/CIN are the
following: the sensitivity is 0.95 and specificity is 0.90. However, the main task of
investigation is to estimate a quality of the obtained pathology map.

Fig. 10.15 The feature extraction and estimation (image in the left top corner is verified by
biopsy results, image in right bottom corner is obtained with LuxCol). The points for classification
training are marked
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For estimation of pathology map correctness, the methodology mentioned below
was used:

Step 1. According the database of records with Leave–one-out–cross approach, the
classifier training was realized. In such way, we realized the training classifier in the
fluorescent analysis, acetowhite analysis, and texture analysis. As one can see from
Table 10.1, the quantity of images in group CIN I, group CIN II, and group CIN III
is rather small and we had to join them in one common group CIN for classifier
training. Thus, at current stage of investigation the classifier training was realized
only for three classes Norm, CNI, and CIN.
Step 2. The pathology map indicates three classes Norm, CNI and CIN. In the
pathology map, the cervix areas belonging to Norm have green color, the areas with
CNI have yellow color, and the areas with CIN have red color. If area of cervix has
intermediate state, for example between Norm and CNI, it color is mix of pure
colors corresponded this diagnosis. So, in our example Norm/CNI area will have
color including green and yellow. If state of tissue is intermediate between CNI and
CIN, then a color of area in the pathology map will be mix of red and yellow
(Fig. 10.16).
Step 3. The obtained pathology map was checked according the biopsy results for
particular points. We matched the points of biopsy (obtained from clinics) with
known results with areas in the obtained pathology map. This process is illustrated
in Figs. 10.16 and 10.17. One can see from Figs. 10.16 and 10.17 that the arrows
show the correspondences in the obtained pathology maps and images with biopsy
points obtained from clinics. Analysis of the obtained pathology maps and clinics
results gives a possibility to calculate the sensitivity and specificity.

Fig. 10.16 Examples of pathology map with 3 classes Norm, CNI and CIN
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Steps 1–3 were repeated for all images under investigation and according to
results the main classifier characteristics were estimated.

According to the obtained values TP, TN, FP, and FN, the main characteristics,
such as the accuracy, sensitivity, and specificity, were calculated. First of all, the
specificity, sensitivity, and accuracy on the border CIN/CNI were calculated
because the most interest and the most difficult for design task is the task of

Fig. 10.17 Corresponding of biopsy points with diagnose CIN II to red areas of pathology map
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classification the CNI and the CIN. This task is also the most actual in physician
practice. The task of classification CIN/Norm is rather simple and it is not important
for medical practice. The results of pathology map investigation are given in
Table 10.2. From Table 10.2, one can see that the accuracy of proposed method on
the border CNI/CIN is 0.8.

Multiple examples of the obtained pathology map are given in Figs. 10.17,
10.18, 10.19, 10.20, 10.21, 10.22 and 10.23. Figures 10.17 and 10.18 demonstrate

Table 10.2 Results of pathology map investigation

Clinic Image
quantity

Histology LuxCol Characteristics of
LuxCol

CNI CIN CNI CIN Border Norm+
CNI/CIN

Total CIN1 CIN2 CIN3 CIS True Total True Total Sen. Sp. Acc.

Clinic
1

48 31 17 8 3 4 2 21 31 15 17 0.88 0.67 0.75

Clinic
2

60 40 20 6 5 5 4 30 40 17 20 0.85 0.75 0.78

Clinic
3

43 18 25 10 6 5 4 13 18 22 25 0.88 0.72 0.81

Fig. 10.18 Obtained pathology map and the biopsy result. The results of automatic analysis are
matched with the result of histological analysis
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that the points with biopsy result CIN are corresponded to red areas in the obtained
pathology map. Also we gave all clinical information about these patients (cytology
diagnosis, HPV, and so on). Figure 10.19 shows the analysis results for images
with biopsy result CNI. One can see that in this case the pathology map has not red
areas, but there are yellow blocks corresponding to the CNI and green for norm
tissue. Figures 10.18, 10.19 and 10.20 are obtained from Severance Clinic,
Figs. 10.20 and 10.21 include examples of pathology maps for images obtained

Fig. 10.19 Examples of the pathology map and corresponding results of biopsy CNI (Severance
hospital)
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from Catholic clinic, and Figs. 10.22 and 10.23 includes the examples of pathology
maps using the images obtained from Asan clinic. One can see that the pathology
maps have good correspondence with the biopsy results. Red and orange areas
present only in images with CIN and in the case of CNI we have the pathology
maps consisting from yellow and green colors. Thus, the pathology maps are well
agreed with the biopsy results and can be useful in medical practice.

Additionally, we estimate the specificity and sensitivity on the border N/CNI.
The algorithm of estimation was the same as the algorithm described above. The
achieved results are the following: the sensitivity is 0.95 and specificity is 0.98.

Fig. 10.20 Examples of pathology map corresponding results of biopsy CNI (Catholic Hospital)
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10.8 Conclusions

The proposed method of image analysis allows to detect the following states of
cervix tissues, such as the Norm, the CNI, and the CIN. For the border CIN/CNI,
we got sensitivity 83% and specificity 72%, while for the border CIN/Norm we got
sensitivity 95% and specificity 98%. These results correspond to the estimates of
the sensitivity and specificity for colposcopic examination conducted by an expe-
rienced physician and exceed the characteristics of inexperienced physician, where
the sensitivity and specificity have been reported to range from 87 to 96% and 48 to

Fig. 10.21 Examples of pathology map corresponding results of biopsy CIN (Catholic Hospital)
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85%, respectively. The core of the developed algorithms is the pathology maps
obtaining. In these maps, the degree of pathology confirming is obtained for each
area of cervix image. Maps are based on three main classes, such as the Norm, the
CNI, and the CIN. It is important that the classification border CIN/CNI is realized
because it is the most difficult in the medical practice. Proposed algorithms provide
a possibility to obtain the correct differential pathology map with probability 0.8.
The obtained results demonstrated a possibility of practical application of the
pathology maps for colposcopist examination directly.

Fig. 10.22 Examples of pathology map corresponding results of biopsy CNI (Asan Hospital)
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Chapter 11
A Novel Foot Progression Angle
Detection Method

Jeffery Young, Milena Simic and Milan Simic

Abstract Foot Progression Angle (FPA) detection is an important measurement in
clinical gait analysis. Currently, the FPA can only be computed, while walking in a
laboratory with a marker-based or Initial Measure Unit (IMU) based motion capture
systems. A novel Visual Feature Matching (VFM) method is presented here,
measuring the FPA by comparing the shoe orientation with the progression, i.e. the
walking direction. Both the foot orientation and progression direction are detected
by image processing methods in rectified digital images. Differential FPA (DFPA)
algorithm is developed to provide accurate FPA measurement. The hardware of this
system combines only one wearable sensor, a chest or torso mounted smart phone
camera, and a laptop on the same Wi-Fi network. There is no other prerequisite
hardware installation or other specialized set up. This method is a solution for
long-term gait self-monitoring in a home or community like environments. Our
novel approach leads to simple and persistent, real time remote gait FPA moni-
toring, and it is a core of new bio-feedback medical procedure.

Keywords Gait monitoring � Foot progression angle � Differential foot
progression angle � Progression direction � Monocular camera
Image processing � Image rectification
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11.1 Introduction

This chapter introduces a new implementation of feature detection in measuring
foot progression angle. The FPA is an important parameter in the treatment of the
people with medial knee osteoarthritis. Abnormal FPA is a clinical indicator of gait
monitoring and retraining [1]. The FPA alternation is presented as a possible
solution for reducing the knee loading and knee pain for individuals with knee
osteoarthritis. In addition to that, changes in the FPA have been correlated with
changes in the foot eversion moment [2], knee adduction moment [3], hip joint
moment [4], foot pressure distribution [5], and foot medial loading [6, 7].
A comprehensive review of gait modification strategies for altering medial knee
joint load is given in [8]. The importance of exercise, gait retraining, and also
footwear and insoles for knee osteoarthritis treatment, is also highlighted in the
literature [9, 10].

Currently, the FPA can only be computed, while walking in a laboratory
equipped with marker-based or the IMU based motion capture systems. Specialized
cameras or sensors are required to be installed by technicians in both methods.
Those methods are too complex and not appropriate for long term non-clinical
based FPA monitoring and walking habits retaining.

In our initial investigation we have considered applications of various wearable
sensors, such as the accelerometers and gyroscopes. In addition to that, the touch
sensors were considered for flat foot phase detection. All off those should be
installed and used in non-clinical environments. As such, we present a different
approach in this study.

First of all, let us explain what the positions are that our body takes, while we are
walking naturally in a straight line. We go through the sequence of Gate Cycles.
Each Gate Cycle has two phases: Stance Phase, which takes about 60% of the time
and Swing Phase with 40% of the Gate Cycle time. During the Stance Phase one leg
and foot is bearing the body weight, while during the Swing Phase the feet are not
touching the ground. In this study, only Stance Phase is considered, since the FPA
can be measured only when a foot is on the ground (see Fig. 11.1).

Fig. 11.1 Stance Phase is 60% of the gate cycle, which consists of four stages: a heel strike,
b early flat foot, c late flat foot (mid stance), d toe off (push off)
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Since in the Swing Phase a foot is off the ground, we cannot perform our
measurements. We propose the VFM system to estimate the FPA using a
monocular camera as a sole sensor in the model. The FPA is calculated as the angle
between the foot vector, line joining the heel point center and the second metatarsal
head, and the forward Progression Direction (PD) visualized as a pair of parallel
lines in transverse plane. Measurements are conducted during foot flat phase of
walking. The average time duration available for the FPA measurements is between
15 and 50% of stance [11]. The VFM method, for the first time is proposed for
measuring the FPA via a chest mounted smart phone in non-clinical scenarios.
The VFM model detects the FPA without installing any devices inside or outside of
the shoes and keeps the intrusive and technician intervention to the minimum. In
addition, the problem of matching the feature of shoe is addressed in this study. An
image rectification is performed to remove the distortion caused by the monocular
camera. The VFM modeling results are validated through comparison to the results
from Digital Inclinometer Measurement (DIM).

This chapter includes following information. Experiment scenarios and system
setup are described in Sect. 11.2. Image calibration and rectification are discussed
in Sect. 11.3. Section 11.4 includes the VFM algorithm modules. Validation and
results are represented in Sect. 11.5. Conclusions are given in Sect. 11.6.

11.2 Experiment Scenarios and Setup

The research presented here is approved by the Institutional Ethics Committee and
all participants have provided written informed consent. In order to achieve Data
AcQuisition (DAQ) goal, while still maintaining the low intrusion, low mainte-
nance, high portable, and accessibility at this stage of research, the mobile phone is
turned into a webcam via standard vision applications. Laptop is used for image
processing. Mobile phone and laptop are on the same Wi-Fi network so that they
can communicate. Currently, the VFM model of the FPA analysis is running on
MATLAB 2014a environment using a laptop computer. Personal computer plat-
form could, also, be used to analyze and present the gait data. The system is
implemented entirely on mobile phone platform in the later stages of the research
and biofeedback medical procedure is developed on mobile phone platform as well.

During the proceeding with computer vision and image processing, the optimal
system setup became important. Mounting the camera downward on the torso
(Fig. 11.2a, b) has a few advantages. First, the torso is just above the foot, which is
the best angle to detect the FPA. Second, camera can monitor two feet with closed
range, which is better than a vision range obtained from the head and ceiling
mounting positions. Third, the position is close to the body weight center with high
accessibility and stability. It is better than what can be obtained with other body
mounting solutions. The chest mounted camera has similar property like torso one
and is applied as an alternative solution.
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Figure 11.2c shows a camera mounted on a walking aid. This approach is a
subject of a separate investigation devoted to the people that need any kind of
walking aid. The downward facing camera is mounted on torso via a harness shown
in Fig. 11.2a, b. The camera axis does not have to be orthogonal to the plane of
motion.

Experimental system is designed to be applied on the track, hallway, and tiles
covered floor or any floors with visible straight lines or edges (see Fig. 11.3).
Assume that the PD is the same as the direction defined by those parallel lines,
which must be shown in camera’s image acquired for the purpose of image recti-
fication and lines detection. A smart phone camera is the only the DAQ hardware
needed for the VFM model.

Fig. 11.2 Monitoring system: a front view, b top view of chest mounted camera and harness,
c walking aid as platform

Fig. 11.3 Experimental environments with straight lines used for reference direction: a floor mat,
b hall way, c tracks
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11.3 Image Calibration and Rectification

The VFM method of the FPA estimation is composed of seven modules, as shown
in Fig. 11.4. The module 1 “Baseline data collection” is the starting module of the
whole model. It is only executed once in each walking test. We will now analyze
the initial data collection, while all other modules and the whole algorithm will be
explained later. Onboard camera captures sequences of images that carry a large

Fig. 11.4 The flow chart of
VFM model. Module 1
collects baseline data likes
FPAref, VFref. Module 2
extracts visual features from
current frame of image.
Module 3 matches VFnew and
VFref. Module 4 aligns shoes
of two successive images into
same orientation. Module 5
detects the PD in Imnew and
Imref. Module 6 measures
PDdif in aligned image.
Module 7 calculate PDdif and
FPAnew
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amount of geometrical information, such as the PD and the FPA. There are also two
types of distortions: lens distortion and perspective distortion caused by the optical
lens and position of the camera relative to the subject [12]. Image calibration and
rectification are the tools used to eliminate those two types of distortion resound-
ingly. After removing the distortion in perspective image, the FPA is detectable by
calculating the angle between foot line and the PD.

Lens distortion can often be corrected by applying suitable algorithmic trans-
formations to the digital photograph [13, 14]. Using those transformations, the lens
distortions can be corrected in retrospect and the measurement error can be elim-
inated. In starting module, the calibration was conducted above the calibration
pattern before each experiment.

Camera calibration is the process of estimating parameters of the camera using
images of a special calibration pattern, as shown in Fig. 11.5. Camera parameters,
including the intrinsics, extrinsics and distortion coefficients, are extracted by the
flexible calibration method [15]. They are shown in Fig. 11.5.

During a calibration, the photo shots from different angles and positions were
collected by onboard camera in front of the calibration pattern board. The visualiza-
tion results are shown in Fig. 11.6. The left column plots the locations of the cali-
bration pattern in the camera’s coordinate system and the right column plots the
locations of the camera in the pattern’s coordinate system. Based on that, 3D info
matrix is built up and the camera’s extrinsic parameters were calculated. The mea-
surements were accurate within 0.2 mm when 10 images are collected. When more
pictures are analyzed, high accuracy can be achieved, as given in literature [15].

The imaging geometry and perspective projection were already investigated
comprehensively for the computer vision applications [16]. Under perspective

Fig. 11.5 Calibration images and 3D camera position rebuild
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image, a plane is mapped to the image by a plane projective transformation [12].
This transformation is used in many computer vision applications, including planar
object recognition [17, 18]. The projective transformation is determined uniquely if
Euclidean world coordinates of four or more image points are known [19].

Once the transformation is determined, the Euclidean measurements, such as
lengths and angles, can be calculated on the world plane directly. In this research,
only planar angle measurement is studied, which needs a pair of parallel lines on
ground to rectify images (Fig. 11.7a, c). While walking along the parallel lines of
track, hall way, or tile defined direction, the parallel lines are detectable by Hough
transformation [20, 21]. The Hough transformation is applied in the module 5
“Detect PD line”. The PD lines are shown in Fig. 11.7 before and after the Hough
transformation. Those detected parallel lines are used as the reference lines to
transfer the prospective image into the rectified image with metric angle informa-
tion. The rectified image, as shown in Fig. 11.7b, d, allows the metric properties,
such as planar angles to be measured on the world plane from those perspective
images [19, 22].

Fig. 11.6 Visualization results of camera calibration
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In the Planar Angle Measurement (PAM) demonstration, two paper strips were
placed upon a same plane and rotated constantly. The relative angle of two strips
was calculated in the real time by the PAM method (Fig. 11.8a, b). In the demo, the

Fig. 11.7 Angle measurement in the rectified images of the planar surfaces: a and c original input
image, tile, tape, b and d rectified image
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paper strips were segmented out from each image frame in video stream, as shown
in Fig. 11.8d [23, 24]. After calibration and rectification, the angles between two
stripes were detected accurately with average error Eaver ± 0.05° shown in
Fig. 11.8c, d. The PAM method is applied in the module 6 “Measure planar angle”
to measure the PDdif , as shown in Fig. 11.8. Our average error is well below the
FPA differences that appear with every step, i.e. all step are different and accord-
ingly all FPAs.

Fig. 11.8 Angle measurement in the rectified planar surface: a and c input images, b strip edges,
d angle detection
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11.4 VFM Algorithm Modules

The whole procedure is shown in Fig. 11.4. The first module is already explained
above comprehensively. The other six modules are conducted continuously until
the end of walking test. The baseline data collection module collects data such as
Imref, VFref, and FPAref, where Imref is the static on-ground shoe image taken from
onboard camera, VFref refers to the shoe visual features extracted from Imref, and
FPAref is the reference FPA measured in Imref.

In the FPA enhancement method, the DFPA is developed to provide accurate
FPA measurement. The DFPA uses the reference FPA (FPAref), which is fixed and
already known, as shown in Fig. 11.9, to obtain a precise angle of unknown
rotation by relating it to known object Imref via VFref.

The Imnew is the image frame containing the FPA information at Foot Flat Phase
(FFP) moment in each step, which is picked out by the FFP estimation algorithm.
The FFP optimization is the subject of a parallel investigation. The main approach
in that complementary research is a detection of the sequence of still foot images
that implies stationary phase in the foot motion. The sequence is appearing from the
Early Flat Foot stage, as shown in Fig. 11.1b, to the Late Flat Foot, shown in
Fig. 11.1c. In that foot flat position, appearing during the stance phase after the heel
contact, a foot stays in contact with the ground and the location of the foot should
not be changing. For real time algorithm, the time duration of the FFP is an
important factor. Some of the other parameters, such as the FPA, step length, and
step width, are detectable in this period.

Another approach that is also a valuable option would be the application of
additional tactile sensors. The most reliable solution will be selected and will
become the part of the biofeedback system. The vision based FFP algorithm that we
use at the moment not only detects the FFP image frame in real-time video stream
but also identifies the left and right foot. Therefore, the FPA is detectable in each
image that is indicated by FFP moment.

Fig. 11.9 The known FPA
measured applying a
protractor is used in defining
reference angle FPAref
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Hereinafter, consider the foot feature extraction and matching, alternative feature
extraction method, and the FPA measurement in Sects. 11.4.1–11.4.3, respectively.

11.4.1 Foot Feature Extraction and Matching

The Speeded-Up Robust Feature (SURF) algorithm is based on extraction of feature
points from image [25]. This method is also used for description of feature points
and comparison of these points in the module 2 “Detect shoe features” and module
3 “Matching features”, as shown in Fig. 11.10. The main advantage of the SURF is
its speed. Higher speed processing is achieved using the integral convolution
method and approximation of Gaussian function [15]. The feature points of shoes

(a) (b)

(c) (d)

(e) 

Fig. 11.10 Shoes alignment: a initial image Imref, b obtained image Imnew, c feature point
extraction, d matched features, e shoes alignment and PDdif measurement
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were extracted by the SURF in images Imref and Imnew (Fig. 11.10c). The shoe
transformation between the images Imref and Imnew has been found corresponding to
the matched feature point pairs using the statistically robust M-estimator SAmple
Consensus (MSAC) algorithm [26]. The shoes from the images Imref and Imnew

were aligned into same size and orientation by matched feature point pairs for PDdif

measurement. The process is conducted in module 2 of the VFM model, as shown
in Fig. 11.4.

11.4.2 Alternative Feature Extraction Method

Since the color and textile of participant’s shoes are unexpected and the other
variable environment conditions as well, the shoe is not identifiable in the image.
A pair of paper strips, instead of shoes, is used in the investigations (Fig. 11.11).
There are two functional areas in the strip: outside solo color area and inside feature
area. The outside solo color area shows better identification in an image [11]. The
color segment detection crops the foot area out of the whole photo, as shown in
Fig. 11.11a, b [23, 24]. Furthermore, the inside feature area reduces the VFM
model’s detection time cost without affecting the angle accuracy. This method is
ideal for participants to monitor the FPA in their own shoes and in the familiar
environments.

11.4.3 FPA Measurement

In the calibrated and rectified image, the FPA is detectable by calculating the angle
between the foot orientation and the PD. The numbers and positions of the SURF
feature points in each image are variable. Accordingly, there is no a certain

Fig. 11.11 Shoe indicator (an alternative feature extraction method): a foot indicator strip,
b segmented foot area, c matched features
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geometry shape of a group of feature points to describe the same shoe in each
image. Instead of measuring angle between the feature points and the PD, angles of
VFdif are measured in aligned Imref and Imnew via VFref and VFnew. VFdif is the
relative position between VFref and VFnew in Imref and Imnew. Due to the fact that the
human body is not a fixture, the positions between the onboard camera and shoes
are variable in Imref and Imnew. For example, when the camera rotates with body and
the foot keeps still on ground, FPAdif is zero degree theoretically, while VFdif

reports a rotation value due to the body sway. Therefore, FPAdif is defined the same
as PDdif (the rotation offset of the PD measured in Imref and Imnew in the shoe
aligned picture). It is different to the scenario that can be seen in Fig. 11.10e.

Thus, FPAnew is calculated by using PDdif and FPAref, as given by Eq. 11.1.

FPAnew ¼ PDdif þFPAref ð11:1Þ

11.5 Validation and Results

To test the performance of the proposed VFM model of the FPA estimation, the
validation tests were conducted both on static protractor patterns and in process of
walking along a straight track. The accuracy of the VFM model was evaluated
based on the average errors with respect to the FPA computed from the DIM and
Protractor Measurement (PM) methods. One-way ANalysis of VAriance (ANOVA)
was used to determine if there was any difference in errors of FPA estimation based
on the DIM and the VFM model.

In the static validation, the shoe was placed upon a large protractor laying on the
track and rotated transversely from 0° to 40°, as shown in Fig. 11.12. The FPA
results estimated by the PM, the DIM and the VFM are shown in Table 11.1. The
average FPA errors of the DIM and the VFM were 0.0063 ± 0.000009° and
0.312578 ± 0.0494°. As digital inclinometer and protractor are in the same plane,
the DIM and the PM recorded the FPA errors within 0.64%, which is negligible.

Fig. 11.12 Validation methods: a the DIM, b the PM
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Furthermore, it is not feasible to place protractor under each step, therefore only the
DIM is applied to validate the VFM model in the walking test.

From the column of errors of the VFM in Table 11.1, we can see that the error of
the VFM estimation increases, as foot rotates away from the original orientation
(0°). This error can be minimized by setting original reference of shoes orientation
into the middle of the subjects’ FPA range. For example, if the subject’s FPA range
is observed from 20° to 40°, then the reference shoes orientation should be set to
30°, which minimizes the error ranges.

In the walking test, the subject’s nature FPA was observed to be around 4°,
which was set as original reference of shoes orientation. The DIM and the VFM
estimations of the FPA during a trial are shown in Table 11.2. In general, the FPA
estimations from the VFM model closely followed the DIM estimations under the
walking test. The average FPA errors were −0.15 ± 0.13° for normal gait.

For comparison, consider that a recently published result in a foot wore
Magneto-Inertial Sensing system yielded corresponding error measures of
−0.15 ± 0.24° [2]. Our proposed FPA estimation uses only a smart phone as input

Table 11.1 Validation results of the PM, the DIM, and the VFM

PM (°) DIM (°) VFM (°) Errors of VFM (°)

0 0.007953 0.019978 0.012025

5 5.004283 4.898605 –0.10568

10 10.009435 10.19978 0.190345

15 15.004838 14.70017 –0.30467

20 19.998932 20.41958 0.420648

25 25.008534 24.47842 –0.53011

30 30.008432 29.37410 –0.63433

35 35.0052843 35.69447 0.689186

40 40.0069274 40.74925 0.742323

Table 11.2 Walking
validation results of the DIM
and the VFM estimations

Left foot Right foot

# DIM (°) VFM (°) # DIM (°) VFM (°)

1 4.39 4.56 2 5.53 5.56

3 5.29 5.46 4 5.71 6.02

5 4.41 4.62 6 4.44 4.68

7 5.50 5.59 8 5.23 5.55

9 5.47 5.61 10 5.37 5.70

11 5.33 5.39 12 4.63 4.90

13 5.22 5.44 14 4.62 4.87

15 4.47 4.47 16 5.65 5.89

17 5.04 5.24 18 4.55 4.55

19 5.52 5.86 20 4.88 5.10
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sensor and achieves similar error rates, while being substantially less complex to
implement.

Validation results are shown in Fig. 11.13. Solid and dashed lines represent the
DIM and the VFM estimations over 20 steps in the trial respectively, see
Fig. 11.13a. There are no significant differences between the DIM and the VFM
methods of FPA estimates for the nature walking condition. The average errors of
the VFM are slightly larger than the DIM method errors, and one outliner (6.4°) is
found at 11th step, as shown in Fig. 11.13a. This is likely due the curly edges of the
carpet, which could affect the accuracy of the PD and the FPA measurements.

The VFM model was tested to analysis the FPA with respect to three variables:
Step Length, Step Width, and Body Swing Angle (BSA) [27]. The 10-step
free-cadence walking at the self-selected velocity was recorded firstly as baseline.
Cadence is the walking rate expressed in steps per minute. Everyone can calculate
his/her free-cadence walking rate. Average is in the range of 100–130 steps/min
calculated based on the walking speed in km per hour and the step length. There are
huge differences for each person.

Ten real-time numeric outputs of gait information for free-cadence walking were
collected and are presented in Fig. 11.14a, while their corresponding graphic pat-
terns are displayed in Fig. 11.14b. The graphic patterns, one per step, are instantly
updated on the computer screen. Gait information like the foot progression angle,
body swing angle, and flat-foot stance time of each step are displayed in text box of
Fig. 11.14b. The gait information of two successive steps, such as the step length
and step width, is illustrated between two frames.

The step length, step width and the BSA variability are modified to present the
effect to the baseline FPA through this method, as shown in Fig. 11.15. It can be
seen that three groups of the FPA values are computed in relevant to the variability
of participant’s step length. The first increment of step length is 100 mm, and the
second is 200 mm. The blue dots present results for walking using nature step
length that have the largest FPA. As the step length increases, the FPA is observed
to be smaller, i.e. foots ate more aligned to the progression direction. The regression
function between the FPA variability and step length variables is given by Eq. 11.2,

Fig. 11.13 FPA validation results and error analysis: a plots, b variance
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where 1 degree increase in the FPA variability is associated with 129.29 mm
reduction in step_length variability.

FPA ¼ 13:203� 1:2929 � step lenth ð11:2Þ

Figure 11.15b reflects the participant’s FPA in respect to step widths, in his
free-cadence, and in targeting 10° and 20° larger, respectively. Changing step width
affects the FPA dramatically as the FPA ranges from 2° to 12° in Fig. 11.15b.
The FPA is affected but not on same direction. Mean FPA is 1.5° less than the
baseline FPA, when the participant targeting 10 mm larger step width and 6° larger
in targeting 20 mm larger step width. It depends on how the participant deals with
the gait modification in his/her own most comfort way.

Figure 11.15c plots the effect of the BSA in respect to the FPA on three walks:
free-cadence walking manner, increasing the BSA by 10° and 20° on that. The FPA
stays at a stable value, while the participant can keep the balance by swinging other
part of body. The chart does not address the relative importance related to the FPA
contributed by the BSA. The FPA shows low correlation with the body sway
compared to the step length and step width. The differences between the FPA
values measured for various BSA are not significant. Thus, all three groups of data
represent the same mean FPA value at increasing BSA.

Fig. 11.14 Real time numeric outputs: a numerical outputs, b graphical outputs collected during
the walk. Axis OY corresponds to the PD. Motion time is expressed in ms. Axes OX and OY
together show 2D layout of the experimental place. Time t is the elapsed time from the beginning
of the video, while the FPA and the BSA, as all other quantities, are shown for each step (# is a
step number)
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Fig. 11.15 The statistic
charts of the FPAs in respect
to: a step length in, b step
width in, c the BSA in. White
dots with blue circle represent
the gait info of free-cadence
as a baseline, green and red
dots represent data collected
on first and second gait
modifications
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11.6 Conclusions

The research presented here is a part of a larger project called mobile foot pro-
gression angle correction system. Investigation includes the flat foot phase detec-
tion, then foot progression angle estimation, and finally, correction system design.
Monocular vision sensor captures large amount of data simultaneously. Smart
phone can play multiple roles in the FPA estimation process. The visual feature
matching model for the FPA estimation, in the research presented here, has
obtained equivalent output results that are comparable with the recently published
work, which was conducted in the dedicated lab environments. Comparing to the
Foot Wore IMU Sensing system, the VFM estimates has the advantage in detecting
movement disorder with abnormal gait; as VFM model, it does not need large real
time computation to predict movement approaching, nor need the coping with the
IMU sensor’s drift problem over the time. While the PM and the DIM methods of
the FPA estimation are accurate in static FPA measurements, they are not feasible
to test a participant’s nature gait manner in walking. Therefore, the VFM model is a
solution for long-term real time FPA monitoring in home or community like
environments. In the future, patients with movement disorders or abnormal gait and
the FPA estimation, in non-straight line walking, could be diagnosed and treated
with the system based on presented VFM method. In order to prepare for that, we
will conduct a comprehensive testing of the biofeedback method with large number
of participants.
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