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This volume is an expression of gratitude to
one of our professional colleagues and
friends with whom we have had the pleasure
to meet and work. It is dedicated to
Dr. Jacek M. Zurada, one of the most
prominent scientists and technical leaders in
the field of computational intelligence, who
has made many pioneering contributions to
the field, notably to the theory and
applications of neural networks. But, in
addition to his widely recognized and cited
works, he has equally distinguished himself
through his career by his exceptional
leadership and service to the profession and
community. His illustrious academic and



professional career spans over three stages:
the early doctoral years in Poland and
postdoctoral training at ETH Zürich in
Switzerland (1972–1980), his academic work
in the USA (1980–present), and his
intermittent visiting professorship positions,
first during his sabbatical at Princeton
University and then during his summer stays
in Singapore and Japan.
It can be easily argued that the impact of
Dr. Zurada’s technical, professional, and
educational accomplishments has been
extraordinary in each of these aspects alone,
but only their sum, broadened by his
generous personality, has made a truly
unique and influential career.
His work has heavily influenced the field, and
it continues to inspire and benefit numerous
researchers as it will for sure do for decades
to come. For over 25 years, he has been one
of the most recognizable scientists and
personalities of the field of computational
intelligence, notably in neural networks. This
recognition is to be credited to his seminal
works that continue to have lasting societal
and technical impact. He has contributed to
the fundamental understanding of the field
through publishing many papers on
significant theoretical advances and
applications of tools and techniques
developed in the field, to a large extent by
himself and his collaborators, and through
authoring a groundbreaking book that has
been widely considered as a pioneering and
standard reference of the field. His
contributions have resulted in about 10500
citations.



One of his most widely recognized singular
contributions is to the area of recurrent
attractor networks that use complex-valued
neurons (1996) which established a new and
seminal paradigm of the Hopfield-type
associative memories. Further, he has
developed one of the most successful and
widely applied methods to deal with the
“black box nature” of neural networks
through their sensitivity evaluations. This
novel idea has allowed for an efficient and
systematic reduction of oversized
architectures, pruning of inputs and other
simplifications. Based on this seminal concept
of the perceptron networks sensitivity, other
algorithms have been developed for network
pruning, derivation of logic rules and
explanation capabilities. Well over two dozen
authors had continued extending the early
concepts proposed by Dr. Zurada.
One of the most attractive applications of
neural networks has been in the field of
computer-assisted medicine. Here, Dr.
Zurada’s work in drug dosing with
computational methods has opened new
avenues and lines of inquiry for numerous
researchers all over the world. Working with
his colleagues in the University of
Louisville’s School of Medicine and his Ph.D.
students, he has devised new
pharmacokinetical models for renal clinic
patients and for different drugs. These
pioneering works have resulted in numerous
articles in many highly respected journals
and opened new vistas for both the theory
and practice.
Last but not least, Dr. Zurada’s signature
contribution is his famous book “Introduction



to Artificial Neural Systems” which is widely
recognized as the first comprehensive and
cohesive academic text of the field. It has
ingeniously combined the scope and depth of
coverage with the clarity of exposition. It has
also been reprinted in Singapore, Poland,
Egypt, and most recently in India, the latter of
which underscores this pioneering work’s
outstanding longevity. This book has
successfully bridged the gaps between the
early multifaceted research by scientists from
various fields including psychology, physics,
information theory, computer science,
electrical engineering, and others. In fact,
this contribution of Dr. Zurada has laid the
foundation for numerous neurocomputing
courses in electrical/computer and other
engineering and computer science
departments throughout the world.
Dr. Zurada’s academic teaching emphasizes
in-depth, project-based learning that helps
electrical/computer engineers to stay
technically current as the technology evolves
during their careers. He has also served the
industry as a consultant and lecturer. He has
advised 21 Ph.D. and many more M.Sc.
students many of whom now hold leadership
positions in industrial R&D centers,
academia, and governmental agencies in the
USA, Korea, and Poland. He has also
delivered 170 invited, plenary, and keynote
conference presentations and seminars
throughout the world. He has served as IEEE
Distinguished Speaker for the IEEE Systems,
Man and Cybernetics Society, and served as
a Distinguished Lecturer the IEEE Circuits
and Systems and Computational Intelligence
Societies.



It is also the editors’ pleasure to cite
Dr. Zurada’s distinguished career of service
to the profession, mostly to the IEEE all the
editors are strongly attached to. Since 1992,
he has served in many editorial roles. He was
an Associate Editor of the IEEE Transactions
on Circuits and Systems, Parts I and II, and a
Member of the Editorial Board of the
Proceedings of the IEEE and Senior Advisory
Editor of IEEE Computational Intelligence
Magazine. He also served as the
Editor-in-Chief of the IEEE Transactions on
Neural Networks (1998–2003). He has served
as a chair or member of about 140
conference committees.
He has made an extraordinary impact on the
IEEE Computational Intelligence Society
(formerly Neural Networks Society) and was
the Society President (2004–2005). More
recently, he has held several top IEEE
positions in the Publications, Products and
Services and Technical Activities Boards,
including Chair of IEEE TAB Periodicals
Committee (2010–2011) and of Periodical
Review and Advisory Committee
(2012–2013). He was also elected as the
2014 TAB Chair or Vice-President of IEEE,
Technical Activities (2014—VP Elect, and
2016—Past VP).
In recognition of his research
accomplishments and his unselfish service to
the profession, Dr. Zurada has received a
number of awards for distinction in research,
teaching, and service including the 1993
Presidential Award for Research,
Scholarship and Creative Activity, and the
2001 Presidential Distinguished Service
Award for Service to the Profession. He



received the Golden Jubilee IEEE Medal
from the Circuits and Systems Society in 2000
and the Meritorious Service Award from the
Computational Intelligence Society in 2008.
He is an IEEE Life Fellow. In 2003, he was
conferred the Title of Professor by the
President of Poland. In 2005, he was elected
a Foreign Member of the Polish Academy of
Sciences. He also holds four honorary
doctorates from European and Asian
universities.
We are the four coeditors who represent
hundreds of privileged individuals in our
community who have had the pleasure to
personally and professionally know
Dr. Zurada, work with him, or study under
his direction, and enjoy his friendship. We
have undertaken this editorial effort to honor
his dedication and impact he had on all of us.
Our intention is to present these select topical
papers in our research field as a token of
appreciation for his efforts that have
benefitted so many of us.

Adam E. Gawęda
Janusz Kacprzyk

Leszek Rutkowski
Gary G. Yen
Spring 2017



Preface

This volume is dedicated to Prof. Jacek Żurada, Full Professor at the Computational
Intelligence Laboratory, Department of Electrical and Computer Engineering,
J.B. Speed School of Engineering, University of Louisville, Kentucky, USA, as a
token of appreciation for his scientific and scholarly achievements, and his longtime
service to many communities, notably—from the point of view of research interests
topics—those of computational intelligence, in particular neural networks, machine
learning, data analyses, and data mining, but also fuzzy logic, evolutionary com-
putation, to just mention a few. On the other hand, from an institutional and
organizational point of view, this is also a small token of appreciation for his
longtime dedication and service to so many scientific, scholarly, and professional
communities and societies, notably those of IEEE (Institute of Electrical and
Electronics Engineers), the world largest professional technical professional orga-
nization dedicated to advancing science and technology in a broad spectrum of
areas and fields related to its scope of interest.

Dr. Żurada’s illustrious scientific and scholarly career spans over so many fields
and areas of science and technology exemplified primarily by neural networks, the
area he has been for years an iconic personality, but also many other areas from the
broadly perceived fields of data sciences, machine learning, knowledge engineer-
ing, and—to put it most generally, maybe by using too general a name—for all
kinds of intelligent systems. In a more applied direction, his influential works in the
field of computer-assisted medicine deserve much appreciation, both because
of their scientific quality and—which is maybe even more important—for their
crucial relevance and value to the society.

The volume is divided into five parts that cover main issues related to the topic
of the volume. Part I deals with theoretic, algorithmic, and implementation prob-
lems related to an intelligent use of data in the sense of how to get from data
information and knowledge which can be in general useful for solving some rel-
evant tasks, such as, data mining, machine learning, and knowledge discovery.

In his paper on “Tensor Networks for Dimensionality Reduction, Big Data and
Deep Learning,” Andrzej Cichocki provides a comprehensive and critical
state-of-the-art survey, complemented with a deep vision on some innovative links
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between low-rank tensor network decompositions and deep neural networks. This
survey and analysis is motivated by the fact that large-scale multidimensional data
are often provided as multiway arrays or higher-order tensors, and they can be
approximately represented in distributed forms via low-rank tensor decompositions
and tensor networks. Due to the underlying low-rank approximations, tensor net-
works may help reduce the dimensionality and alleviate the infamous curse of
dimensionality in many real-life cases, exemplified buy large-scale optimization
problems and deep learning. A novel view of links between the low-rank tensor
network decompositions and the deep neural networks is provided and graphically
illustrated. It is shown in an intuitively appealing way that due to low-rank tensor
approximations and sophisticated contractions of core tensors, tensor networks
attain a remarkable ability to perform distributed computations on otherwise pro-
hibitively large volume of data/parameters. The approach is mainly related to the
Hierarchical Tucker tensor train (TT) decompositions and the MERA tensor
networks in some specific applications.

Jerzy Błaszczyński and Jerzy Stefanowski (“Local Data Characteristics in
Learning Classifiers from Imbalanced Data”) deal with a very important yet difficult
and challenging problem of learning classifiers from imbalanced data. Standard
classifiers do not usually show a good performance due to many factors, notably
those related to data difficulty related to internal and local characteristics of class
distributions. Many of these difficulties can be alleviated by some approximation
through an analysis of some neighborhoods of learning examples and the identi-
fication of different types of examples from the minority class. The authors assume
a recent research direction for the evaluation of the types of examples that are based
on the use of either the k-nearest neighbor or kernel-based methods. Some
approaches are shown for tuning the size of both kinds of neighborhoods depending
on the data set characteristics as well as for the evaluation of their usefulness in a
series of both benchmark type and real data. Then, a claim is considered and
analyzed that a proper analysis of these neighborhoods could be a basis for the
development of new specialized algorithms for dealing with imbalanced data. For
illustration, some generalizations of oversampling in preprocessing methods and
neighborhood-based ensembles are discussed.

Paweł Szmeja, Maria Ganzha, Marcin Paprzycki, and Wiesław Pawłowski
(“Similarity dimensions of semantic ontologies”) deal with a very important, yet
difficult, problem of semantic similarity which is usually meant in the sense of
tools, models, and methods applied in knowledge bases, semantic graphs, text
disambiguation, and ontology matching, to just name a few more relevant problem
classes. Many models and algorithms have been proposed for that purpose, and—
though they are usually very different both with respect to the very idea, algorithm,
and implementation—they are all meant to produce a single numerical score
evaluation, termed a “semantic similarity” that is meant to capture all aspects of
similarity. The authors claim that there are many ways in which semantic entities
can be similar, and a single score may not be the best option. In their approach,
a division of knowledge (and, consequently, the similarity) into categories
(dimensions) of semantic relationships is performed, with each dimension
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representing a different “type” of similarity, with this process guided by an inter-
pretation of the meaning (semantics) of a similarity score in a particular dimension.
Therefore, an add extra information to a similarity score can be added to emphasize
differences and similarities between results obtained by using different methods.

Ryszard Tadeusiewicz (“Some interesting phenomenon occurring during
self-learning process with its psychological interpretation”) discusses some inter-
esting and general issues related to neural networks and artificial intelligence. The
point of departure is that neural networks are very often useful for solving many
practical problems but this usefulness can be viewed limited in the sense that it can
be interesting and valid for a limited number of readers who are concerned with
similar problems and applications. Therefore, a reasonable approach may be that
some more interesting observations, which are related to phenomena observed, are
selected during the neural network self-learning process. Since there is some
intrinsic similarity to psychological processes that can be observed during a natural
activity in the human mind, such phenomena are called “artificial dreams” meant
here as spontaneous and unexpected processes emerging from natural self-learning
procedures. These phenomena are very interesting and exciting, even mysterious,
yet are rarely considered in a sufficient depth by the artificial intelligence or
computational intelligence communities. The main reason may be viewed to be die
to the fact that most contributions presenting methods and results of self-learning,
even in neural networks which are main tool considered in this work, are mainly
goal-oriented, and authors of almost all papers first try to obtain the best result in
terms of solving a specified problem, for instance, by building a neural network
based model of some process or finding a solution of a pattern recognition problem.
Therefore, in the discussion of the self-learning results, the authors usually take into
account only the final result exemplified by the value of a measure of the quality
of the model or the correctness of classification. Issues discussed in this paper occur
when the self-learning system has not been learned enough, and emphasis is on a
rarely considered issue of a detailed analysis of behavior of a network, or other
self-learning system, during the learning process, as well as some unexpected
outcomes.

Part II is devoted to various aspects of neural networks and connectionist sys-
tems. Filippo Maria Bianchi, Lorenzo Livi, and Cesare Alippi, in their paper
“On the interpretation and characterization of echo state networks dynamics:
A complex systems perspective,” discuss some relevant, recently developed
methods for characterizing the dynamics of recurrent neural network using some
concepts and tools and techniques of complex systems theory. They focus on the
so-called echo state networks which are a class of recurrent networks. They show a
method for the characterization and analysis of the evolution of internal states,
which makes it possible to provide a qualitative interpretation of the network
dynamics, as well as to assess the very important problem, for theoretical and
practical points of view, of stability of the system. Then, the identification
of the onset of criticality in such networks is dealt with. The authors discuss an
unsupervised method based on Fisher information which can be used to tune the
network hyperparameters. It is shown that as compared to standard supervised
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techniques, the proposed approach is effective and efficient for many problems, and
shows better results.

Martha Pulido, Patricia Melin, and Olivia Mendoza (“Optimization of Ensemble
Neural Networks with Type-1 and Interval Type-2 Fuzzy Integration for
Forecasting the Taiwan Stock Exchange”) describe an optimization method based
on the PSO (particle swarm optimization) for ensemble neural networks with type-1
and type-2 fuzzy aggregation for the forecasting complex time series, notably
related to financial data. Notably, the optimization of the structure of the ensemble
neural network with type-1 and type-2 fuzzy integration is concerned. For the
comparison of the new hybrid method proposed with traditional methods, the data
from the Taiwan Stock Exchange (TAIEX) are used, and the simulation results
show that the ensemble approach produces good prediction results.

In his paper “Deep Neural Networks—A Brief History,” Krzysztof J. Cios
provides a description on and insight into Deep Neural Networks (DNN), their
history, and some related concepts and works. Basically, the DNNs—which are one
of the most efficient tools that belong to the so-called deep learning—process input
information in a hierarchical way in that each subsequent level of processing
extracts more abstract/global/invariant features so that the DNNs (semi) automati-
cally learn key features from data and then aggregate them for some purpose, such
as the recognition of objects in the images. To be more specific, the author illus-
trates how the DNNs using some example from face recognition where the inputs
are images from which at the first level (the first hidden layer) of processing simple
image characteristics such as edges are extracted, then—at the second and subse-
quent levels—more complex parts of an image are formed, and—finally, at the
output layer—human faces are recognized. Then, the author concentrates on the
fully unsupervised DNNs, the field in which little progress has been reported so far.
The focus here is on the DNNs, including those that use spiking neuron models and
the corresponding learning rules.

Part III deals with broadly perceived tools and techniques for intelligent tech-
nologies in systems modeling. Grzegorz J. Nalepa (“Techniques for Construction
and Integration of Rule Bases”) discusses issues related to the use of rules for
capturing and executing knowledge. He deals with rule-based shells, software
frameworks that support knowledge engineers by providing a rule language for
encoding the rule base and a generic inference engine. One of the best known shells,
CLIPS (C Language Integrated Production System) is now a multiparadigm pro-
gramming language that provides support for rule-based, object-oriented, and
procedural programming. This wide acceptance of CLIPS has implied the devel-
opment of Jess which, although being similar, has been entirely written in Java
which improved its integration capabilities. The development of intelligent systems
in last decades shows that the rule-based systems (RBS) are still a technology with a
great potential and many applications. However, it is also clear that rules, while very
useful, need to be integrated with other paradigms, including those related to data
and knowledge processing, software development, implementation, etc. In this
paper, the author presents an identification of some issues that are relevant for the
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integration of rule-based systems, notably: high-level modeling techniques for rule
bases, integration architectures for rule-based systems, and rule interoperability.
A human assisted and an automatic derivation of rules are discussed, and some
challenging common problems, notably the handling of large rules sets through
structuring, integration of rule-based components, as well as rule interoperability
issues, are discussed.

Krystian Łapa, Krzysztof Cpałka, and Leszek Rutkowski (“New Aspects of
Interpretability of Fuzzy Systems for Nonlinear Modeling”) discuss fuzzy systems
as a well suited tool for modeling nonlinear systems. The authors emphasize that
the fuzzy systems can be effectively and efficiently used if their structure and
structure parameters are properly chosen, and the rules are clear and interpretable.
A new algorithm for the automatic learning of fuzzy systems and new inter-
pretability criteria of fuzzy systems are proposed. The interpretability criteria are
related to all aspects of those systems, not only their fuzzy sets and rules, and also
concern the choice and analysis of parameterized triangular norms, discretization
points and weights of importance from the rules. Such a comprehensive solution is
novel. The proposed criteria are taken into account in the learning process which
proceeds using a new learning algorithm that combines the genetic algorithm and
the firework algorithms, which makes it possible to automatically choose not only
the parameters but also the structure of the system. The new approach is tested on
some relevant simulation problems of nonlinear modeling.

Krassimir T. Atanassov and Peter Vassilev discuss in their paper “On the
Intuitionistic Fuzzy Sets of n-th Type” the use of various extensions of the concept
of a fuzzy set introduced by Zadeh, notably some extensions along the line of
Atanassov’s intuitionistic fuzzy set that makes it possible not only to express
imprecision of information but a very important problem related to the fact that the
human beings tend to use in their everyday discourse, judgments, reasoning, etc.,
aspects for and against. The author clarifies some misconceptions and introduces a
unified framework for such approaches.

In Part IV, “Intelligent Technologies in Decision Making, Optimization and
Control,” the first paper by Jacek Mańdziuk (“MCTS/UCT in solving real-life
problems”) deals with the Monte Carlo Tree Search (MCTS) supported by the Upper
Confidence Bounds Applied to Trees (UCT) method, i.e., the so-called MCTS/UCT
which is one of the state-of-the-art techniques in the game-playing domain. In
particular, it is emphasized the spectacular success of this method (combined with
the use of deep neural networks trained with the reinforcement learning algorithm)
in the game of Go. The author summarizes his works and experience in the appli-
cation of MCTS/UCT to domains other than games, with a particular emphasis on
hard real-life problems with a large degree of uncertainty due to the existence of
some stochastic factors in their definition, exemplified by the Capacitated Vehicle
Routing Problem with Traffic Jams, and the Risk-Aware Project Scheduling
Problem. It is shown how MCTS/UCT is a viable method in these two domains,
notably due its ability to effectively and efficiently deal with uncertainty by online
adaptation of the core MCTS simulations to the current situation.
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Miłosz Kadziński, Michał K. Tomczyk, and Roman Słowiński (“Interactive
Cone Contraction for Evolutionary Multiple Objective Optimization”) present a
new interactive evolutionary algorithm for Multiple Objective Optimization
(MOO) which combines the NSGA-II method with a cone contraction method. The
new approach requires the Decision Maker (DM) to provide the preference infor-
mation as a reference point and pairwise comparisons of solutions from a current
population. This information is represented using a compatible Achievement
Scalarizing Function (ASF) which is used to guide the evolutionary search toward
the most preferred region of the Pareto front. The proposed algorithm is tested on a
set of benchmark problems, and the results show its quick convergence to the DM’s
most preferred region. Moreover, it also indicated the advantage of the new algo-
rithm of the well-known NEMO-0, in particular when the DM provides a richer
preference information composed of a greater number of pairwise comparisons of
solutions.

Oscar Castillo, Carlos Soto, and Fevrier Valdez (“A Review of Fuzzy and
Mathematic Methods for Dynamic Parameter Adaptation in the Firefly Algorithm”)
are concerned with some issues related to the design and use of the firefly algorithm,
a well-known meta-heuristic. The authors concentrate on the choice of parameters
of the firefly algorithm, its analysis, and dynamic adjustments. Some relevant tra-
ditional and fuzzy logic-based approaches are analyzed and numerically compared.

In Part V, “Applications of Intelligent Technologies,” in the first paper by
Adam E. Gawęda and Michael E. Brier (“Computational Intelligence Methods in
Personalized Pharmacotherapy”), the authors are concerned with a pharmacologic
therapy of chronic diseases that remains a big challenge to physicians, notably
because individual dose-response characteristics of patients may vary significantly
across patient populations, and—due to a chronic nature of the process—they may
change over time within individual patients as well. Current state-of-the-art pro-
tocols for dose adjustment of pharmacologic agents rely heavily on data from the
drug approval process and a physician’s expertise but they do not fuzzy utilize the
wealth of knowledge hidden in patient data collected during his or her treatment.
The authors review the application of two computational intelligence methods: the
artificial neural networks and fuzzy sets theory, to personalized pharmacologic
treatment of a chronic condition using patient data. As an example, the authors use
data on patients with anemia and renal failure.

Zdzisław Kowalczuk and Michał Czubenko (“Embodying Intelligence in
Autonomous and Robotic Systems with the Use of Cognitive Psychology and
Motivation Theories”) discuss a coherent anthropological approach for the control
of autonomous robots or agents. This modern approach is based on an appropriate
modeling of the human mind using the available psychological knowledge. One
of the main reasons that have inspired the authors is the lack of available
and effective top-down approaches resulting from the some known results from the
area of autonomous robotics. On the other hand, a system for a comprehensive and
effective and efficient modeling of human psychology for the purpose of con-
structing autonomous systems is lacking. The authors review the recent progress in
the understanding of the mechanisms of cognitive computations underlying
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decision-making and existing challenges, notably those founded on cognitive ideas
such as LIDA, CLARION, SOAR, MANIC, DUAL, and OpenCog. In particular,
the idea of an Intelligent System of Decision-making (ISD) is emphasized that is
based on the results of cognitive psychology (using the aspect of “information
path”), motivation theory (where the needs and emotions serve as the main drives,
or motivations, in the mechanism of governing autonomous systems), and several
other detailed theories, which concern memory, categorization, perception, and
decision-making. In the ISD system, in particular, an xEmotion subsystem is
focused on that covers the psychological theories on emotions, including the
appraisal, evolutionary, and somatic theories.

Krystian Łapa and Krzysztof Cpałka (“Evolutionary Approach for Automatic
Design of PID Controllers”) present a new approach to an automatic design of the
well-known and widely used PID controllers. It is based on a meta-heuristic hybrid
algorithm which combines the genetic algorithm and the imperialist one. The main
characteristic of the proposed approach is its capability to design the structure of the
controller and the structure of its parameters. This eliminates the need for a
trial-and-error process during the design of the controller structure. Moreover, in the
proposed approach, various control criteria can be reflected.

Marcin Zalasiński, Krzysztof Cpałka, and Leszek Rutkowski (“Fuzzy-genetic
Approach to Identity Verification Using a Handwritten Signature”) discuss a rele-
vant biometric problem of the verification of the dynamic signature. There are many
methods for the signature verification using dynamics of the signing process often
based on the so-called global features. In this paper, a new approach to the signature
verification using global features is proposed. Basically, it involves the classifica-
tion of the signature which is performed using a fuzzy-genetic system; the selection
of an individual set of features for each signer which uses a genetic algorithm with
an appropriately designed evaluation function and works without access to the
signatures called skilled forgeries; and the determination of weights of importance
for evolutionarily selected features which are taken into account in the classification
process. The main advantages of this new approach is that the feature selection via a
fuzzy-genetic systems works with access to the signatures called skilled forgeries,
and also that the proposed classifier can do without machine learning with respect to
its work interpretation and possibility of an analytical determination of its parameters.
Simulation results for the BioSecure signature database, distributed by the BioSecure
Association, are performed and confirm the above mentioned good results.

S. Piasecki, R. Szmurlo, J. Rabkowski, and M.P. Kaźmierkowski (“A Method of
Design and Optimization for SiC-based Grid-connected AC-DC Converters”)
present a method of design and optimization for three-phase AC-DC converters.
The main idea of presented work is to provide a tool which supports the design
process and helps to achieve the main desired properties: efficiency, volume,
weight, and cost. The proposed design method is described with a special attention
paid to calculations regarding the power section of the converter. The authors
concentrate on the new technology of SiC power devices. The method is illustrated
on three SiC-based laboratory models rated at 10 and 20 kVA, respectively.
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Each model is a result of an optimization process performed for different input
requirements related to the volume and efficiency. Finally, the performance of all
models is verified during the operation with a 3x400V AC grid.

We would like to express our gratitude to all the authors for their interesting,
novel, and inspiring contributions. Peer-reviewers also deserve a deep appreciation,
because their insightful and constructive remarks and suggestions have consider-
ably improved many contributions.

And last but not least, we wish to thank Dr. Tom Ditzinger, Dr. Leontina di
Cecco, and Mr. Holger Schaepe for their dedication and help to implement and
finish this large publication project on time maintaining the highest publication
standards.

Louisville, USA Adam E. Gawęda
Warsaw, Poland Janusz Kacprzyk
Częstochowa, Poland Leszek Rutkowski
Stillwater, USA Gary G. Yen
Spring 2017
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Tensor Networks for Dimensionality
Reduction, Big Data and Deep Learning

Andrzej Cichocki

Abstract Large scale multidimensional data are often available as multiway arrays

or higher-order tensors which can be approximately represented in distributed forms

via low-rank tensor decompositions and tensor networks. Our particular emphasis

is on elucidating that, by virtue of the underlying low-rank approximations, tensor

networks have the ability to reduce the dimensionality and alleviate the curse of

dimensionality in a number of applied areas, especially in large scale optimization

problems and deep learning. We briefly review and provide tensor links between

low-rank tensor network decompositions and deep neural networks. We elucidating,

through graphical illustrations, that low-rank tensor approximations and sophisti-

cated contractions of core tensors, tensor networks have the ability to perform dis-

tributed computations on otherwise prohibitively large volume of data/parameters.

Our focus is on the Hierarchical Tucker, tensor train (TT) decompositions and MERA

tensor networks in specific applications.

1 Introduction and Objectives

This paper aims to present some new ideas and methodologies related to tensor

decompositions (TDs) and tensor networks models (TNs), especially in applications

to deep neural networks (DNNs) and dimensionality reduction. The resurgence of

artificial neural systems, especially deep learning neural networks has formed an

active frontier of machine learning, signal processing and data mining [1–6, 13,

14]. Tensor decompositions (TDs) decompose complex data tensors of exceedingly

high volume into their factor (component) matrices, while tensor networks (TNs)
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decompose higher-order tensors into sparsely interconnected small-scale factor matri-

ces and/or low-order core tensors [7–14]. These low-order core tensors are called

“components”, “blocks”, “factors” or simply “cores”. In this way, large-scale data

can be approximately represented in highly compressed and distributed formats.

In this paper, the TDs and TNs are treated in a unified way, by considering TDs

as simple tensor networks or sub-networks; the terms “tensor decompositions” and

“tensor networks” will therefore be used interchangeably. Tensor networks can be

thought of as special graph structures which break down high-order tensors into a set

of sparsely interconnected low-order core tensors, thus allowing for both enhanced

interpretation and computational advantages [12–14].

Tensor networks offer a theoretical and computational framework for the analysis

of computationally prohibitive large volumes of data, by “dissecting” such data into

the “relevant” and “irrelevant” information. In this way, tensor network representa-

tions often allow for super-compression of data sets as large as 108 entries, down to

the affordable levels of 105 or even less entries [15–25].

Challenges in Big Data Processing. Extreme-scale volumes and variety of mod-

ern data are becoming ubiquitous across the science and engineering disciplines. In

the case of multimedia (speech, video), remote sensing and medical/biological data,

the analysis also requires a paradigm shift in order to efficiently process massive

data sets within tolerable time (velocity). Such massive data sets may have billions

of entries and are typically represented in the form of huge block matrices and/or

tensors. This has spurred a renewed interest in the development of tensor algorithms

that are suitable for extremely large-scale data sets.

Apart from the huge Volume, the other features which characterize big data

include Veracity, Variety and Velocity (see Fig. 1a and b). Each of the “V features”

represents a research challenge in its own right. For example, high volume implies

the need for algorithms that are scalable; high Velocity requires the processing of

big data streams in near real-time; high Veracity calls for robust and predictive

algorithms for noisy, incomplete and/or inconsistent data; high Variety demands the

fusion of different data types, e.g., continuous, discrete, binary, time series, images,

video, text, probabilistic or multi-view. Some applications give rise to additional

“V challenges”, such as Visualization, Variability and Value. The Value feature is

particularly interesting and refers to the extraction of high quality and consistent

information, from which meaningful and interpretable results can be obtained.

Our objective is to show that tensor networks provide a natural sparse and distrib-

uted representation for big data, and address both established and emerging method-

ologies for tensor-based representations and optimization. Our particular focus is on

low-rank tensor network representations, which allow for huge data tensors to be

approximated (compressed) by interconnected low-order core tensors [10, 11, 14].
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2 Tensor Operations and Graphical Representations
of Tensor Networks

Tensors are multi-dimensional generalizations of matrices. A matrix (2nd-order ten-

sor) has two modes, rows and columns, while an Nth-order tensor has N modes

for example, a 3rd-order tensor (with three-modes) looks like a cube. Sub-tensors

are formed when a subset of tensor indices is fixed. Of particular interest are fibers

which are vectors obtained by fixing every tensor index but one, and matrix slices

which are two-dimensional sections (matrices) of a tensor, obtained by fixing all the

tensor indices but two. It should be noted that block matrices can also be represented

by tensors.

We adopt the notation whereby tensors (forN ≥ 3) are denoted by bold underlined

capital letters, e.g., 𝐗 ∈ ℝI1×I2×⋯×IN . For simplicity, we assume that all tensors are

real-valued, but it is possible to define tensors as complex-valued or over arbitrary

fields. Matrices are denoted by boldface capital letters, e.g., 𝐗 ∈ ℝI×J
, and vectors

(1st-order tensors) by boldface lower case letters, e.g., 𝐱 ∈ ℝJ
. For example, the

columns of the matrix 𝐀 = [𝐚1, 𝐚2,… , 𝐚R] ∈ ℝI×R
are the vectors denoted by 𝐚r ∈

ℝI
, while the elements of a matrix (scalars) are denoted by lowercase letters, e.g.,

air = 𝐀(i, r) (for more details regarding notations and basic tensor operations see

[10–14, 26].

A specific entry of an Nth-order tensor 𝐗 ∈ ℝI1×I2×⋯×IN is denoted by xi1,i2,…,iN =
𝐗(i1, i2,… , iN) ∈ ℝ. The order of a tensor is the number of its “modes”, “ways” or

“dimensions”, which can include space, time, frequency, trials, classes, and dictio-

naries. The term “size” stands for the number of values that an index can take in a

particular mode. For example, the tensor 𝐗 ∈ ℝI1×I2×⋯×IN is of order N and size In in

all modes-n (n = 1, 2,… ,N). Lower-case letters e.g., i, j are used for the subscripts

in running indices and capital letters I, J denote the upper bound of an index, i.e.,

i = 1, 2,… , I and j = 1, 2,… , J. For a positive integer n, the shorthand notation<n>
denotes the set of indices {1, 2,… , n}.

Notations and terminology used for tensors and tensor networks differ across the

scientific communities to this end we employ a unifying notation particularly suitable

for machine learning and signal processing research [13, 14].

A precise description of tensors and tensor operations is often tedious and cum-

bersome, given the multitude of indices involved. We grossly simplify the descrip-

tion of tensors and their mathematical operations through diagrammatic representa-

tions borrowed from physics and quantum chemistry (see [13, 14, 27] and references

therein). In this way, tensors are represented graphically by nodes of any geometrical

shapes (e.g., circles, squares, dots), while each outgoing line (“edge”, “leg”, “arm”)

from a node represents the indices of a specific mode (see Fig. 2a). In our adopted

notation, each scalar (zero-order tensor), vector (first-order tensor), matrix (2nd-

order tensor), 3rd-order tensor or higher-order tensor is represented by a circle (or

rectangular), while the order of a tensor is determined by the number of lines (edges)

connected to it. According to this notation, an Nth-order tensor 𝐗 ∈ ℝI1×⋯×IN is rep-

resented by a circle (or any shape) with N branches each of size In, n = 1, 2,… ,N
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(see Sect. 2.1). An interconnection between two circles designates a contraction of

tensors, which is a summation of products over a common index (see Fig. 2b).

Hierarchical (multilevel block) matrices are also naturally represented by tensors.

All mathematical operations on tensors can be therefore equally performed on block

matrices [12, 13].

In this paper, we make extensive use of tensor network diagrams as an intuitive

and visual way to efficiently represent tensor decompositions. Such graphical nota-

tions are of great help in studying and implementing sophisticated tensor opera-

tions. We highlight the significant advantages of such diagrammatic notations in

the description of tensor manipulations, and show that most tensor operations can

be visualized through changes in the architecture of a tensor network diagram.

2.1 Tensor Operations and Tensor Network Diagrams

Tensor operations benefit from the power of multilinear algebra which is structurally

much richer than linear algebra, and even some basic properties, such as the rank,

have a more complex meaning.

For convenience, general operations, such as vec(⋅) or diag(⋅), are defined simi-

larly to the MATLAB syntax.

Multi-indices: By a multi-index i = i1i2 ⋯ iN we refer to an index which takes

all possible combinations of values of indices, i1, i2,… , iN , for in = 1, 2,… , In, n =
1, 2,… ,N and in a specific order. Multi–indices can be defined using the following

convention [28]:

i1i2 ⋯ iN = iN + (iN−1 − 1)IN + (iN−2 − 1)ININ−1 +
⋯ + (i1 − 1)I2 ⋯ IN .

Matricization. The matricization operator, also known as the unfolding or flat-

tening, reorders the elements of a tensor into a matrix. Such a matrix is re-indexed

according to the choice of multi-index described above, and the following two fun-

damental matricizations are used extensively.

The mode-n matricization. For a fixed index n ∈ {1, 2,… ,N}, the mode-n
matricization of an Nth-order tensor, 𝐗 ∈ ℝI1×⋯×IN , is defined as the (“short” and

“wide”) matrix

𝐗(n) ∈ ℝIn×I1I2⋯In−1In+1⋯IN
, (1)

with In rows and I1I2 ⋯ In−1In+1 ⋯ IN columns, the entries of which are

(𝐗(n))in,i1…in−1in+1…iN
= xi1,i2,…,iN .
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Note that the columns of a mode-n matricization, 𝐗(n), of a tensor 𝐗 are the mode-n
fibers of 𝐗.

The mode-{n} canonical matricization. For a fixed index n ∈ {1, 2,… ,N}, the

mode-(1, 2,… , n) matricization, or simply mode-n canonical matricization, of a ten-

sor 𝐗 ∈ ℝI1×⋯×IN is defined as the matrix

𝐗
<n> ∈ ℝI1I2⋯In×In+1⋯IN

, (2)

with I1I2 ⋯ In rows and In+1 ⋯ IN columns, and the entries

(𝐗
<n>)i1i2…in, in+1…iN

= xi1,i2,…,iN .

The matricization operator in the MATLAB notation (reverse lexicographic) is given

by

𝐗
<n> = reshape

(
𝐗, I1I2 ⋯ In, In+1 ⋯ IN

)
. (3)

As special cases we immediately have

𝐗
<1> = 𝐗(1), 𝐗

<N−1> = 𝐗T

(N), 𝐗
<N> = vec(𝐗). (4)

The tensorization of a vector or a matrix can be considered as a reverse process

to the vectorization or matricization (see Fig. 3) [14].

The following symbols are used for most common tensor multiplications: ◦ for

the outer product ⊗ for the Kronecker product, ⊙ for the Khatri–Rao product, ⊛ for

the Hadamard (componentwise) product, and ×n for the mode-n product. We refer to

[13, 14, 26, 29] for more detail regarding the basic notations and tensor operations

(Figs. 4 and 5).

Outer product. The central operator in tensor analysis is the outer or tensor

product, which for the tensors 𝐀 ∈ ℝI1×⋯×IN and 𝐁 ∈ ℝJ1×⋯×JM gives the tensor

𝐂 = 𝐀 ◦𝐁 ∈ ℝI1×⋯×IN×J1×⋯×JM with entries ci1,…,iN ,j1,…,jM = ai1,…,iN bj1,…,jM .

Note that for 1st-order tensors (vectors), the tensor product reduces to the standard

outer product of two nonzero vectors, 𝐚 ∈ ℝI
and 𝐛 ∈ ℝJ

, which yields a rank-1

matrix, 𝐗 = 𝐚 ◦𝐛 = 𝐚𝐛T ∈ ℝI×J
. The outer product of three nonzero vectors, 𝐚 ∈

ℝI
, 𝐛 ∈ ℝJ

and 𝐜 ∈ ℝK
, gives a 3rd-order rank-1 tensor (called pure or elementary

tensor), 𝐗 = 𝐚 ◦𝐛 ◦ 𝐜 ∈ ℝI×J×K
, with entries xijk = ai bj ck.

The outer (tensor) product has been generalized to the nonlinear outer (tensor)

products, as follows

(
𝐀◦

𝜌

𝐁
)
i1,…,iN ,j1,…,JM

= 𝜌

(
ai1,…,iN , bj1,…,jM

)
, (5)

where 𝜌 is, in general, nonlinear suitably chosen function (see [30] and Sect. 7 for

more detail).

In a similar way, we can define the generalized Kronecker and the Khatri-Rao

products. Generalized Kronecker product of two tensors 𝐀 ∈ ℝI1×I2×⋯×IN and
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a vector, while tensorization refers to converting a vector, a matrix or a low-order tensor into a
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Fig. 4 Matricization (flattening, unfolding) used in tensor reshaping. a Tensor network diagram

for the mode-n matricization of an Nth-order tensor, 𝐀 ∈ ℝI1×I2×⋯×IN , into a short and wide matrix,

𝐀(n) ∈ ℝIn × I1⋯In−1In+1⋯IN . b Mode-{1, 2,… , n}th (canonical) matricization of an Nth-order tensor,

𝐀, into a matrix 𝐀
<n> = 𝐀(i1…in ; in+1…iN )

∈ ℝI1I2⋯In × In+1⋯IN
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𝐁 ∈ ℝJ1×J2×⋯×JN yields a tensor𝐂 = 𝐀⊗
𝜌

𝐁 ∈ ℝI1J1×⋯×INJN , with entries c i1j1,…,iN jN
=

𝜌(ai1,…,iN , bj1,…,jN ).
Analogously, we can define a generalized Khatri–Rao product of two matri-

ces 𝐀 = [𝐚1,… , 𝐚J] ∈ ℝI×J
and 𝐁 = [𝐛1,… ,𝐛J] ∈ ℝK×J

is a matrix 𝐂 = 𝐀⊙
𝜌

𝐁 ∈
ℝIK×J

, with columns 𝐜j = 𝐚j ⊗𝜌

𝐛j ∈ ℝIK
.

CP decomposition, Kruskal tensor. Any tensor can be expressed as a finite sum

of rank-1 tensors, in the form

𝐗 =
R∑

r=1
𝐛(1)r ◦𝐛(2)r ◦ ⋯ ◦𝐛(N)r =

R∑

r=1

(
N

n=1
◦ 𝐛(n)r

)
, 𝐛(n)r ∈ ℝIn

, (6)

which is exactly the form of the Kruskal tensor, also known under the names of

CANDECOMP/PARAFAC, Canonical Polyadic Decomposition (CPD), or simply

the CP decomposition in (23). We will use the acronyms CP and CPD.

Tensor rank. The tensor rank, also called the CP rank, is a natural extension of

the matrix rank and is defined as a minimum number, R, of rank-1 terms in an exact

CP decomposition of the form in (6).

Multilinear products. The mode-n (multilinear) product, also called the tensor-

times-matrix product (TTM), of a tensor, 𝐀 ∈ ℝI1×⋯×IN , and a matrix, 𝐁 ∈ ℝJ×In ,

gives the tensor

𝐂 = 𝐀 ×n 𝐁 ∈ ℝI1×⋯×In−1×J×In+1×⋯×IN
, (7)

with entries ci1,i2,…,in−1,j,in+1,…,iN =
∑In

in=1
ai1,i2,…,iN bj,in . An equivalent matrix represen-

tation is 𝐂(n) = 𝐁𝐀(n), which allows us to employ established fast matrix-by-vector

and matrix-by-matrix multiplications when dealing with very large-scale tensors.

Efficient and optimized algorithms for TTM are, however, still emerging [31–33].

Full Multilinear Product. A full multilinear product, also called the Tucker

product,
1

of an Nth-order tensor, 𝐆 ∈ ℝR1×R2×⋯×RN , and a set of N factor matrices,

𝐁(n) ∈ ℝIn×Rn for n = 1, 2,… ,N, performs the multiplications in all the modes and

can be compactly written as

𝐂 = 𝐆 ×1 𝐁(1) ×2 𝐁(2) ⋯ ×N 𝐁(N) ∈ ℝI1×I2×⋯×IN
.

Observe that this format corresponds to the Tucker decomposition [26, 34, 35] (see

also Sect. 3.1).

Multilinear product of a tensor and a vector (TTV). In a similar way, the mode-

n multiplication of a tensor, 𝐆 ∈ ℝR1×⋯×RN , and a vector, 𝐛 ∈ ℝRn (tensor-times-

vector, TTV) yields a tensor

1
The standard multilinear product can be generalized to nonlinear multilinear product as 𝐂 = 𝐆 ×𝜎

1
𝐁(1) ×𝜎

2 𝐁
(2) ⋯ ×𝜎

N 𝐁(N)
, where 𝐆 ×𝜎

n 𝐁 = 𝜎(𝐆 ×n 𝐁), and 𝜎 is a suitably chosen nonlinear activation

function.
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5 𝐁(5)) ∈ ℝI1×I2×⋯×I5 . This corresponds to the generalized Tucker for-

mat. c Generalized multi-linear product of a 4th-order tensor, 𝐆 ∈ ℝR1×R2×R3×R4 , and three vectors,

𝐛n ∈ ℝRn (n = 1, 2, 3), yields the vector 𝐜 = (((𝐆 ×̄𝜎

1 𝐛1) ×̄
𝜎

2 𝐛2) ×̄
𝜎

3 𝐛3) ∈ ℝR4 , where, in general, 𝜎

is a nonlinear activation function

𝐂 = 𝐆×̄n𝐛 ∈ ℝR1×⋯×Rn−1×Rn+1×⋯×RN
, (8)

with entries cr1,…,rn−1,rn+1,…,rN =
∑Rn

rn=1
gr1,…,rn−1,rn,rn+1,…,rN brn .

Note that the mode-n multiplication of a tensor by a matrix does not change the

tensor order, while the multiplication of a tensor by vectors reduces its order, with

the mode n removed.

Multilinear products of tensors by matrices or vectors play a key role in deter-

ministic methods for the reshaping of tensors and dimensionality reduction, as well

as in probabilistic methods for randomization/sketching procedures and in random

projections of tensors into matrices or vectors. In other words, we can also perform

reshaping of a tensor through random projections that change its entries, dimen-

sionality or size of modes, and/or the tensor order. This is achieved by multiplying

a tensor by random matrices or vectors, transformations which preserve its basic

properties [36–43].

Tensor contractions. Tensor contraction is a fundamental and the most important

operation in tensor networks, and can be considered a higher-dimensional analogue

of matrix multiplication, inner product, and outer product.

In a way similar to the mode-n multilinear product,
2

the mode-(mn ) product (ten-

sor contraction) of two tensors, 𝐀 ∈ ℝI1×I2×⋯×IN and 𝐁 ∈ ℝJ1×J2×⋯×JM , with common

modes, In = Jm, yields an (N +M − 2)-order tensor,

𝐂 ∈ ℝI1×⋯×In−1×In+1×⋯×IN×J1×⋯×Jm−1×Jm+1×⋯×JM , in the form (see Fig. 6a)

𝐂 = 𝐀 ×m
n 𝐁, (9)

2
In the literature, sometimes the symbol ×n is replaced by ∙n.
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Fig. 6 Examples of contractions of two tensors. a Tensor contraction of two 4th-order tensors,

along mode-3 in 𝐀 and mode-2 in 𝐁, yields a 6th-order tensor, 𝐂 = 𝐀 ×2
3 𝐁 ∈ ℝI1×I2×I4×J1×J3×J4 ,

with entries ci1 ,i2 ,i4 ,j1 ,j3 ,j4 =
∑

i3
ai1 ,i2 ,i3 ,i4 bj1 ,i3 ,j3 ,j4 . b Tensor contraction of two 5th-order tensors

along the modes 3, 4, 5 in𝐀 and 1, 2, 3 in𝐁 yields a 4th-order tensor,𝐂 = 𝐀 ×1,2,3
5,4,3 𝐁 ∈ ℝI1×I2×J4×J5 .

Nonlinear contraction can be also performed similar to formula (5)

for which the entries are computed as ci1,…, in−1, in+1,…,iN , j1,…, jm−1, jm+1,…, jM =
∑In

in=1
ai1,…,in−1, in, in+1,…, iN bj1,…, jm−1, in, jm+1,…, jM . This operation is referred to as a con-

traction of two tensors in single common mode.

Tensors can be contracted in several modes (or even in all modes), as illustrated

in Fig. 6. Often, the super- or sub-index, e.g., m, n, will be omitted in a few special

cases. For example, the multilinear product of the tensors, 𝐀 ∈ ℝI1×I2×⋯×IN and 𝐁 ∈
ℝJ1×J2×⋯×JM , with common modes, IN = J1, can be written as

𝐂 = 𝐀 ×1
N 𝐁 = 𝐀 ×1 𝐁 = 𝐀 ∙ 𝐁 ∈ ℝI1×I2×⋯×IN−1×J2×⋯×JM

, (10)

for which the entries c𝐢2∶N ,𝐣2∶M =
∑I1

i=1 ai,𝐢2∶N bi,𝐣2∶M by using the MATLAB notation

𝐢p∶q = {ip, ip+1,… , iq−1, iq}.

In this notation, the multiplications of matrices and vectors can be written as,𝐀 ×1
2

𝐁 = 𝐀 ×1 𝐁 = 𝐀𝐁, 𝐀 ×2
2 𝐁 = 𝐀𝐁T

, 𝐀 ×1,2
1,2 𝐁 = 𝐀×̄𝐁 = ⟨𝐀,𝐁⟩, and 𝐀 ×1

2 𝐱 =
𝐀 ×1 𝐱 = 𝐀𝐱.

In practice, due to the high computational complexity of tensor contractions,

especially for tensor networks with loops, this operation is often performed approx-

imately [44–47].

3 Mathematical and Graphical Representation of Basic
Tensor Networks

Tensor networks (TNs) represent a higher-order tensor as a set of sparsely intercon-

nected lower-order tensors (see Fig. 7), and in this way provide computational and

storage benefits. The lines (branches, edges) connecting core tensors correspond to

the contracted modes while their weights (or numbers of branches) represent the
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Fig. 7 Illustration of the decomposition of a 9th-order tensor, 𝐗 ∈ ℝI1×I2×⋯×I9 , into different forms

of tensor networks (TNs). In general, the objective is to decompose a very high-order tensor into

sparsely (weakly) connected low-order and small size core tensors, typically 3rd-order and 4th-order

cores. Top: The Tensor Train (TT) model, which is equivalent to the Matrix Product State (MPS)

with closed boundary conditions (CBC). Middle: The Projected Entangled-Pair States (PEPS). Bot-

tom: The Hierarchical Tucker (HT)

rank of a tensor network,
3

whereas the lines which do not connect core tensors cor-

respond to the “external” physical variables (modes, indices) within the data tensor.

In other words, the number of free (dangling) edges (with weights larger than one)

determines the order of a data tensor under consideration, while set of weights of

internal branches represents the TN rank.

3.1 The CP and Tucker Tensor Formats

The CP and Tucker decompositions have long history. For recent surveys and more

detailed information we refer to [12–14, 26, 48–50]. Compared to the CP decom-

position, the Tucker decomposition provides a more general factorization of an Nth-

order tensor into a relatively small size core tensor and factor matrices, and can be

expressed as follows:

3
Strictly speaking, the minimum set of internal indices {R1,R2,R3,…} is called the rank (bond

dimensions) of a specific tensor network.
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𝐗 ≅
R1∑

r1=1
…

RN∑

rN=1
gr1r2…rN

(
𝐛(1)r1

◦𝐛(2)r2
◦ ⋯ ◦𝐛(N)rN

)

= 𝐆 ×1 𝐁(1) ×2 𝐁(2) ⋯ ×N 𝐁(N)

= �𝐆;𝐁(1)
,𝐁(2)

,… ,𝐁(N)�, (11)

where 𝐗 ∈ ℝI1×I2×⋯×IN is the given data tensor, 𝐆 ∈ ℝR1×R2×⋯×RN is the core tensor,

and 𝐁(n) = [𝐛(n)1 ,𝐛(n)2 ,… ,𝐛(n)Rn
] ∈ ℝIn×Rn are the mode-n factor (component) matrices,

n = 1, 2,… ,N (see Fig. 8). The core tensor (typically, Rn ≪ In) models a potentially

complex pattern of mutual interaction between the vectors in different modes. The

model in (11) is often referred to as the Tucker-N model.

Using the properties of the Kronecker tensor product, the Tucker-N decomposi-

tion in (11) can be expressed in an equivalent vector form as

vec(𝐗) ≅ [𝐁(N)
⊗ 𝐁(N−1)

⊗⋯⊗ 𝐁(1)] vec(𝐆), (12)

where the multi-indices are ordered in a reverse lexicographic order (little-endian).

Note that the CP decomposition can be considered as a special case of the Tucker

decomposition, whereby the cube core tensor has nonzero elements only on the main

diagonal. In contrast to the CP decomposition, the unconstrained Tucker decompo-

sition is not unique. However, constraints imposed on all factor matrices and/or core

tensor can reduce the indeterminacies to only column-wise permutation and scaling,

thus yielding a unique core tensor and factor matrices [51].

R1I1 B (1) G

R2

I2

B(2)

B (3) I3

R3
R1I1

B (1)

R
R

R

R3

I3

R2

I2

B (2)

B (3)

A(1)

A(2)

A(3)

Fig. 8 Illustration of the standard Tucker and Tucker-CP decompositions, where the objective

is to compute the factor matrices, 𝐁(n)
, and the core tensor, 𝐆. Tucker decomposition of a 3rd-

order tensor, 𝐗 ≅ 𝐆 ×1 𝐁(1) ×2 𝐁(2) ×3 𝐁(3)
. In some applications, the core tensor can be further

approximately factorized using the CP decomposition as 𝐆 ≅
∑R

r=1 𝐚r ◦𝐛r ◦ 𝐜r or alternatively

using TT/HT decompositions. Graphical representation of the Tucker-CP decomposition for a 3rd-

order tensor, 𝐗 ≅ 𝐆 ×1 𝐁(1) ×2 𝐁(2) ×3 𝐁(3) = �𝐆;𝐁(1)
,𝐁(2)

,𝐁(3)� ≅ (𝜦 ×1 𝐀(1) ×2 𝐀(2) ×3 𝐀(3)) ×1
𝐁(1) ×2 𝐁(2) ×3 𝐁(3) = �𝜦; 𝐁(1)𝐀(1)

, 𝐁(2)𝐀(2)
, 𝐁(3)𝐀(3)�
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3.2 Operations in the Tucker Format

If very large-scale data tensors admit an exact or approximate representation in their

TN formats, then most mathematical operations can be performed more efficiently

using the so obtained much smaller core tensors and factor matrices.

As illustrative example, consider the Nth-order tensors 𝐗 and 𝐘 in the Tucker

format, given by

𝐗 = �𝐆X;𝐗
(1)
,… ,𝐗(N)� and 𝐘 = �𝐆Y ;𝐘

(1)
,… ,𝐘(N)�, (13)

for which the respective multilinear ranks are {R1,R2,… ,RN} and {Q1,Q2,… ,QN},

then the following mathematical operations can be performed directly in the Tucker

format, which admits a significant reduction in computational costs [13, 52–54]:

∙ The addition of two Tucker tensors of the same order and sizes

𝐗 + 𝐘 = �𝐆X ⊕𝐆Y ; [𝐗
(1)
,𝐘(1)],… , [𝐗(N)

,𝐘(N)]�, (14)

where⊕ denotes a direct sum of two tensors, and [𝐗(n)
,𝐘(n)] ∈ ℝIn×(Rn+Qn), 𝐗(n) ∈

ℝIn×Rn and 𝐘(n) ∈ ℝIn×Qn
, ∀n.

∙ The Kronecker product of two Tucker tensors of arbitrary orders and sizes

𝐗⊗ 𝐘 = �𝐆X ⊗𝐆Y ; 𝐗
(1)

⊗ 𝐘(1)
,… ,𝐗(N)

⊗ 𝐘(N)�. (15)

∙ The Hadamard or element-wise product of two Tucker tensors of the same order

and the same sizes

𝐗⊛ 𝐘 = �𝐆X ⊗𝐆Y ; 𝐗
(1)

⊙1 𝐘(1)
,… ,𝐗(N)

⊙1 𝐘(N)�, (16)

where ⊙1 denotes the mode-1 Khatri–Rao product, also called the transposed

Khatri–Rao product or row-wise Kronecker product.

∙ The inner product of two Tucker tensors of the same order and sizes can be

reduced to the inner product of two smaller tensors by exploiting the Kronecker

product structure in the vectorized form, as follows

⟨𝐗,𝐘⟩ = vec(𝐗)T vec(𝐘) (17)

= vec(𝐆X)
T

( N⨂

n=1
𝐗(n) T

)( N⨂

n=1
𝐘(n)

)

vec(𝐆Y )

= vec(𝐆X)
T

( N⨂

n=1
𝐗(n)T 𝐘(n)

)

vec(𝐆Y )

= ⟨�𝐆X; (𝐗
(1)T 𝐘(1)),… , (𝐗(N)T 𝐘(N))�,𝐆Y⟩.
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∙ The Frobenius norm can be computed in a particularly simple way if the factor

matrices are orthogonal, since then all products 𝐗(n)T 𝐗(n)
, ∀n, become the iden-

tity matrices, so that

‖𝐗‖F = ⟨𝐗,𝐗⟩

= vec
(
�𝐆X; (𝐗

(1)T 𝐗(1)),… , (𝐗(N)T 𝐗(N))�
)T

vec(𝐆X)
= vec(𝐆X)

T
vec(𝐆X) = ‖𝐆X‖F. (18)

∙ TheN-Ddiscrete convolution of tensors𝐗 ∈ ℝI1×⋯×IN and𝐘 ∈ ℝJ1×⋯×JN in their

Tucker formats can be expressed as

𝐙 = 𝐗 ∗ 𝐘 = �𝐆Z ;𝐙
(1)
,… ,𝐙(N)� (19)

∈ ℝ(I1+J1−1)×⋯×(IN+JN−1)
.

If {R1,R2,… ,RN} is the multilinear rank of 𝐗 and {Q1,Q2,… ,QN} the multilin-

ear rank 𝐘, then the core tensor 𝐆Z = 𝐆X ⊗𝐆Y ∈ ℝR1Q1×⋯×RNQN and the factor

matrices

𝐙(n) = 𝐗(n) �1 𝐘(n) ∈ ℝ(In+Jn−1)×RnQn
, (20)

where 𝐙(n)(∶, sn) = 𝐗(n)(∶, rn) ∗ 𝐘(n)(∶, qn) ∈ ℝ(In+Jn−1) for sn = rnqn = 1, 2,… ,

RnQn.

∙ Super Fast discrete Fourier transform (MATLAB functions fftn(𝐗) and fft(𝐗(n)
,

[], 1)) of a tensor in the Tucker format

 (𝐗) = �𝐆X; (𝐗(1)),… , (𝐗(N))�. (21)

Note that if the data tensor admits low multilinear rank approximation, then per-

forming the FFT on factor matrices of relatively small size 𝐗(n) ∈ ℝIn×Rn , instead

of a large-scale data tensor, decreases considerably computational complexity.

This approach is referred to as the super fast Fourier transform in Tucker format.

Similar operations can be performed in other TN formats [13].

4 Curse of Dimensionality and Separation of Variables for
Multivariate Functions

The term curse of dimensionality was coined by Bellman [55] to indicate that the

number of samples needed to estimate an arbitrary function with a given level

of accuracy grows exponentially with the number of variables, that is, with the

dimensionality of the function. In a general context of machine learning and the

underlying optimization problems, the “curse of dimensionality” may also refer to an
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exponentially increasing number of parameters required to describe the data/system

or an extremely large number of degrees of freedom. The term “curse of dimen-

sionality”, in the context of tensors, refers to the phenomenon whereby the number

of elements, IN , of an Nth-order tensor of size (I × I ×⋯ × I) grows exponentially

with the tensor order, N. Tensor volume can therefore easily become prohibitively

big for multiway arrays for which the number of dimensions (“ways” or “modes”)

is very high, thus requiring huge computational and memory resources to process

such data. The understanding and handling of the inherent dependencies among the

excessive degrees of freedom create both difficult to solve problems and fascinating

new opportunities, but comes at a price of reduced accuracy, owing to the necessity

to involve various approximations.

The curse of dimensionality can be alleviated or even fully dealt with through ten-

sor network representations; these naturally cater for the excessive volume, veracity

and variety of data (see Fig. 1) and are supported by efficient tensor decomposi-

tion algorithms which involve relatively simple mathematical operations. Another

desirable aspect of tensor networks is their relatively small-scale and low-order core

tensors, which act as “building blocks” of tensor networks. These core tensors are

relatively easy to handle and visualize, and enable super-compression of the raw,

incomplete, and noisy huge-scale data sets. This suggests a solution to a more gen-

eral quest for new technologies for processing of exceedingly large data sets within

affordable computation times [13, 18, 56–58].

To address the curse of dimensionality, this work mostly focuses on approximative

low-rank representations of tensors, the so-called low-rank tensor approximations

(LRTA) or low-rank tensor network decompositions.

A tensor is said to be in a full or raw format when it is represented as an original

(raw) multidimensional array [59], however, distributed storage and processing of

high-order tensors in their full format is infeasible due to the curse of dimension-

ality. The sparse format is a variant of the full tensor format which stores only the

nonzero entries of a tensor, and is used extensively in software tools such as the

Tensor Toolbox [60] and in the sparse grid approach [61–63].

As already mentioned, the problem of huge dimensionality can be alleviated

through various distributed and compressed tensor network formats, achieved by

low-rank tensor network approximations.

The underpinning idea is that by employing tensor networks formats, both com-

putational costs and storage requirements may be considerably reduced through dis-

tributed storage and computing resources. It is important to note that, except for very

special data structures, a tensor cannot be compressed without incurring some com-

pression error, since a low-rank tensor representation is only an approximation of

the original tensor.

The concept of compression of multidimensional large-scale data by tensor net-

work decompositions can be intuitively explained as follows [13]. Consider the

approximation of an N-variate function h(𝐱) = h(x1, x2,… , xN) by a finite sum of
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products of individual functions, each depending on only one or a very few vari-

ables [64–67]. In the simplest scenario, the function h(𝐱) can be (approximately)

represented in the following separable form

h(x1, x2,… , xN) ≅ h(1)(x1) h(2)(x2)⋯ h(N)(xN). (22)

In practice, when an N-variate function h(𝐱) is discretized into an Nth-order array,

or a tensor, the approximation in (22) then corresponds to the representation by

rank-1 tensors, also called elementary tensors (see Sect. 2.1). Observe that with

In, n = 1, 2,… ,N denoting the size of each mode and I = maxn{In}, the memory

requirement to store such a full tensor is
∏N

n=1 In ≤ IN , which grows exponentially

with N. On the other hand, the separable representation in (22) is completely defined

by its factors, h(n)(xn), (n = 1, 2,… ,N), and requires only
∑N

n=1 In ≪ IN storage

units.

If x1, x2,… , xN are statistically independent random variables, their joint prob-

ability density function is equal to the product of marginal probabilities, p(𝐱) =
p(1)(x1)p(2)(x2)… p(N)(xN), in an exact analogy to outer products of elementary ten-

sors. Unfortunately, the form of separability in (22) is rather rare in practice.

It should be noted that a function h(x1, x2) is a continuous analogue of a matrix,

say 𝐇 ∈ ℝI1×I2 , while a function h(x1,… , xN) in N dimensions is a continuous ana-

logue of an N-order grid tensor 𝐇 ∈ ℝI1×⋯×IN . In other words, the discretization of a

continuous score function h(x1, x2,… , xN) on a hyper-cube leads to a grid tensor of

order N. Specifically, we make use of a grid tensor that approximates and/or inter-

polates h(x1,… , xN) on a grid of points.

The concept of tensor networks rests upon generalized (full or partial) separability

of the variables of a high dimensional function. This can be achieved in different

tensor formats, including:

1. The Canonical Polyadic (CP) format, where

h(x1, x2,… , xN) ≅
R∑

r=1
h(1)r (x1) h(2)r (x2)⋯ h(N)r (xN), (23)

in an exact analogy to (22). In a discretized form, the above CP format can be

written as an Nth-order tensor

𝐇 ≅
R∑

r=1
𝐡(1)r ◦𝐡(2)r ◦ ⋯ ◦𝐡(N)r ∈ ℝI1×I2×⋯×IN

, (24)

where 𝐡(n)r ∈ ℝIn denotes a discretized version of the univariate function h(n)r (xn),
symbol ◦ denotes the outer product, and R is the tensor rank.
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2. The Tucker format, given by (see Sect. 3.1)

h(x1,… , xN) ≅
R1∑

r1=1
⋯

RN∑

rN=1
gr1,…,rN h(1)r1

(x1)⋯ h(N)rN
(xN), (25)

and its distributed tensor network variants,

3. The Tensor Train (TT) format (see Sect. 6.2), in the form

h(x1, x2,… , xN) ≅
R1∑

r1=1

R2∑

r2=1
…

RN−1∑

rN−1=1
h(1)r1

(x1) h(2)r1 r2
(x2)⋯

⋯h(N−2)rN−2 rN−1
(xN−1) h(N)rN−1

(xN), (26)

with the equivalent compact matrix representation

h(x1, x2,… , xN) ≅ 𝐇(1)(x1)𝐇(2)(x2)⋯𝐇(N)(xN), (27)

where 𝐇(n)(xn) ∈ ℝRn−1×Rn , with R0 = RN = 1.

All the above approximations adopt the form of “sum-of-products” of single-

dimensional functions, a procedure which plays a key role in all tensor factoriza-

tions and decompositions.

Indeed, in many applications based on multivariate functions, a relatively good

approximations are obtained with a surprisingly small number of factors; this num-

ber corresponds to the tensor rank, R, or tensor network ranks, {R1,R2,… ,RN} (if

the representations are exact and minimal). However, for some specific cases this

approach may fail to obtain sufficiently good low-rank TN approximations [67]. The

concept of generalized separability has already been explored in numerical methods

for high-dimensional density function equations [22, 66, 67] and within a variety of

huge-scale optimization problems [13, 14].

To illustrate how tensor decompositions address excessive volumes of data, if

all computations are performed on a CP tensor format in (24) and not on the raw

Nth-order data tensor itself, then instead of the original, exponentially growing, data

dimensionality of IN , the number of parameters in a CP representation reduces to

NIR, which scales linearly in the tensor order N and size I. For example, the dis-

cretization of a 5-variate function over 100 sample points on each axis would yield

the difficulty to manage 1005 = 10,000,000,000 sample points, while a rank-2 CP

representation would require only 5 × 2 × 100 = 1000 sample points.

In contrast to CP decomposition algorithms, TT tensor network formats in (26)

exhibit both very good numerical properties and the ability to control the error

of approximation, so that a desired accuracy of approximation is obtained rel-

atively easily [13, 68–70]. The main advantage of the TT format over the CP

decomposition is the ability to provide stable quasi-optimal rank reduction, achieved

through, for example, truncated singular value decompositions (tSVD) or adaptive
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cross-approximation [64, 71, 72]. This makes the TT format one of the most sta-

ble and simple approaches to separate latent variables in a sophisticated way, while

the associated TT decomposition algorithms provide full control over low-rank TN

approximations.
4

We therefore, make extensive use of the TT format for low-rank

TN approximations and employ the TT toolbox software for efficient implementa-

tions [68]. The TT format will also serve as a basic prototype for high-order tensor

representations, while we also consider the Hierarchical Tucker (HT) and the Tree

Tensor Network States (TTNS) formats (having more general tree-like structures)

whenever advantageous in applications [13].

Furthermore, the concept of generalized separability of variables and the

tensorization of structured vectors and matrices allows us to to convert a wide

class of huge-scale optimization problems into much smaller-scale interconnected

optimization sub-problems which can be solved by existing optimization methods

[11, 14].

The tensor network optimization framework is therefore performed through the

two main steps:

∙ Tensorization of data vectors and matrices into a high-order tensor, followed by

a distributed approximate representation of a cost function in a specific low-rank

tensor network format.

∙ Execution of all computations and analysis in tensor network formats (i.e., using

only core tensors) that scale linearly, or even sub-linearly (quantized tensor net-

works), in the tensor order N. This yields both the reduced computational com-

plexity and distributed memory requirements.

The challenge is to extend beyond the standard Tucker and CP tensor decomposi-

tions, and to demonstrate the perspective of TNs in extremely large-scale data ana-

lytic, together with their role as a mathematical backbone in the discovery of hidden

structures in prohibitively large-scale data. Indeed, TN models provide a framework

for the analysis of linked (coupled) blocks of tensors with millions and even billions

of non-zero entries [13, 14].

5 Tensor Networks Approaches for Deep Learning

Revolution (breakthroughs) in the fields of Artificial Intelligence (AI) and Machine

Learning triggered by class of deep convolutional neural networks (DCNNs), often

simply called CNNs, has been a vehicle for a large number of practical applications

and commercial ventures in computer vision, speech recognition, language process-

ing, drug discovery, biomedical informatics, recommender systems, robotics, games,

and artificial creativity, to mention just a few.

4
Although similar approaches have been known in quantum physics for a long time, their rigorous

mathematical analysis is still a work in progress (see [27, 69] and references therein).
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The renaissance of deep learning neural networks [5, 6, 73, 74] has both cre-

ated an active frontier of machine learning and has provided many advantages in

applications, to the extent that the performance of DNNs in multi-class classifica-

tion problems can be similar or even better than what is achievable by humans.

Deep learning is highly interesting in very large-scale data analysis for many rea-

sons, including the following [14]:

1. High-level representations learnt by deep NN models, that are easily interpretable

by humans, can also help us to understand the complex information processing

mechanisms and multi-dimensional interaction of neuronal populations in the

human brain;

2. Regarding the degree of nonlinearity and multi-level representation of features,

deep neural networks often significantly outperform their shallow counterparts;

3. In big data analytic, deep learning is very promising for mining structured data,

e.g., for hierarchical multi-class classification of a huge number of images.

It is well known that both shallow and deep NNs are universal function approxi-

mators in the sense that they are able to approximate arbitrarily well any continu-

ous function of N variables on a compact domain, under the condition that a shal-

low network has an unbounded width (i.e., the size of a hidden layer), that is, an

unlimited number of parameters. In other words, a shallow NN may require a huge

(intractable) number of parameters (curse of dimensionality), while DNNs can per-

form such approximations using a much smaller number of parameters.

Universality refers to the ability of a deep learning network to approximate any

function when no restrictions are imposed on its size. On the other hand, depth effi-

ciency refers to the case when a function realized by polynomially-sized deep neural

network requires shallow networks to have super-polynomial (exponential) size for

the same accuracy of approximation (course of dimensionality). This is often referred

to as the expressive power of depth.

Despite recent advances in the theory of DNNs, there are several open fundamen-

tal challenges (or open problems) related to understanding high performance DNNs,

especially the most successful and perspective DCNNs [13, 14]:

∙ Theoretical and practical bounds on the expressive power of a specific architecture,

i.e., quantification of the ability to approximate or learn wide classes of unknown

nonlinear functions;

∙ Ways to reduce the number of parameters without a dramatic reduction in perfor-

mance;

∙ Ability to generalize while avoiding overfitting in the learning process;

∙ Fast learning and the avoidance “bad” local and spurious minima, especially for

highly nonlinear score (objective) functions;

∙ Rigorous investigation of the conditions under which deep neural networks are

“much better” the shallow networks (i.e., NNs with one hidden layer).

The aim of this section is to discuss the many advantages of tensor networks

in addressing the first two of the above challenges and to build up both intuitive
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and mathematical links between DNNs and TNs. Revealing such links and inherent

connections will both cross-fertilize deep learning and tensor networks and provide

new insights.

In addition to establishing the existing and developing new links, this will also

help to optimize existing DNNs and/or generate new architectures with improved

performances.

We shall first present an intuitive approach using a simplified hierarchical Tucker

(HT) model, followed by alternative simple but efficient, tensor train/tensor chain

(TT/TC) architectures. We also propose to use more sophisticated TNs, such as

MERA tensor network models in order to enable more flexibility, improved

performance, and/or higher expressive power of the next generation of DCCNs.

5.1 Why Tensor Networks Are Important in Deep Learning?

Several research groups have recently investigated the application of tensor decom-

positions to simplify DNNs and to establish links between the deep learning and

low-rank tensor networks [14, 75–80]. For example, [80] presented a general and

constructive connection between Restricted Boltzmann Machines (RBM), which

is a fundamental basic building block in class of Deep Boltzmann Machines, and

(TNs) together with the correspondence between general Boltzmann machines and

TT/MPS. In a series of research papers [30, 79, 81, 82] the authors analyze the

expressive power of a class of DCNNs using simplified Hierarchal Tucker (HT)

models (see the next sections). Particularly, Convolutional Arithmetic Circuits (Con-

vAC), also known as Sum-Product Networks, and Convolutional Rectifier Networks

(CRN) have been considered as HT model. They claim that a shallow (single hid-

den layer) network realizes the classic CP decomposition, whereas a deep network

with log2 N hidden layers realizes Hierarchical Tucker (HT) decomposition (see the

next section). Some researchers also argued that the “unreasonable success” of deep

learning can be explained by inherent law of physics, such as the theory of TNs

that often employ physical constraints locality, symmetry, compositional hierarchi-

cal functions, entropy, and polynomial log-probability, imposed on measurements

or input training data [77, 80, 83]. In fact, a very wide spectrum of tensor networks

can be potentially used to model and analyze some specific classes of DNNs, in

order to obtain simpler and/or more efficient neural networks in the sense that they

could provide more expressive power or reduced complexity. Such an approach not

only promises to open the door to various mathematical and algorithmic tools for

enhanced analysis of DNNs, but also allows us to design novel multi-layer archi-

tectures and practical implementations of various deep learning systems. In other

words, the consideration of tensor networks in this context may give rise to new

NN architectures which could be even potentially superior to the existing ones,

but have so far been overlooked by practitioners. Furthermore, methods used for

reducing or approximating TNs could be a vehicle to achieve more efficient DNNs,

with a reduced number of parameters. This follows from the facts that redundancy
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       Deep 
Neural Network

(DNN)
Tensor Network

(TN)

Reduced TN
Reduced
  DNN

Transform to a
tensor network

Rounding 
(recompression)
of TN ranks
Canonicalization

Transform TN 
back to DNN

Fig. 9 Optimization of Deep Neural Networks (DNNs) using The Tensor Networks (TNs)

approach. In order to simplify a specific DNN and reduce the number of its parameters, we first

transform the DNN into a specific TN, e.g., TT/MPS, then transform the approximated (with

reduced rank) TN back to a new optimized DNN. Such transformation can performed in a layer

by layer fashion, or globally for the whole DNN. For detailed discussions of such mappings for the

Restricted Boltzmann Machine (RBM) see [80]. Optionally, we may choose to first construct and

learn (e.g., via tensor completion) a tensor network and then transform it to an equivalent DNN

is inherent both in TNs and DNNs. Moreover, both TNs and DNNs are usually not

unique. For example, two NNs with different connection weights and biases may

result into the modeling the same nonlinear function. Therefore, the knowledge about

redundancy in TNs can help simplify DNNs [14].

The general concept of optimization of DNNs via TNs is illustrated in Fig. 9.

Given a specific DNN, we first construct an equivalent TN representation of the

given DNN, then the TN is transformed into its reduced or canonical form by per-

forming, e.g., the truncated SVD at each rank (bond). This will reduce the rank

dimensions to the minimal requirement determined by a desired accuracy of approxi-

mation. Finally, we map back the reduced and optimized TN to another DNN. Since

a rounded (approximated) TN has smaller ranks dimensions, a final DNN can be

simpler than the original one,and with the same or slightly reduced performance.

It should be noted that, in practice, low-rank TN approximations have many poten-

tial advantages over a direct reduction of redundant DNNs, due to availability of

many efficient optimization methods to reduce the number of parameters and achieve

a pre-specified approximation error. Moreover, low-rank tensor networks are capable

of avoiding the curse of dimensionality through low-order sparsely interconnected

core tensors.

In the past two decades, quantum physicists and computer scientists have devel-

oped solid theoretical understanding and efficient numerical techniques for low-rank

TN decompositions.

The entanglement entropy, Renyi’s entropy, entanglement spectrum and long

range correlations are four of the most widely used quantities (calculated from a

spatial reduced density matrix) investigated in the theory of tensor networks. The

spatial reduced density matrix is determined by splitting a TN into two parts, say,

regions A and B, where a density matrix in region A is given by integrating out all
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the degrees of freedom in region B. The entanglement spectra are determined by the

eigenvalues of the reduced density matrix [84, 85].

Entanglement is a physical phenomenon that occurs when pairs or groups of par-

ticles, such as photons, electrons, or qubits, are generated or interact in such way that

the quantum state of each particle cannot be described independently of the others,

so that a quantum state must be described for the system as a whole. Entanglement

entropy is therefore a measure for the amount of entanglement. Strictly speaking,

entanglement entropy is a measure of how quantum information is stored in a quan-

tum state and it is mathematically expressed as the von Neumann entropy of the

reduced density matrix. Entanglement entropy characterizes the information content

of a bipartition of a specific TN. Furthermore, the entanglement area law explains

that the entanglement entropy increases only proportionally to the boundary between

the two tensor sub-networks. Also entanglement entropy characterizes the informa-

tion content of the distribution of singular values of a matricized tensor, and can be

viewed as a proxy for the correlations between the two partitions; uncorrelated data

has zero entanglement entropy at any bipartition.

Note that TNs are usually designed to efficiently represent large systems which

exhibit a relatively low entanglement entropy. In practice, we often need to only care

about a small fraction of the input training data among a huge number of possible

inputs similar to deep neural networks. This all suggest that certain guiding princi-

ples in DNNs correspond to the entanglement area law used in the theory of tensor

networks. These may then used to quantify the expressive power of a wide class of

DCNNs. Note that long range correlations also typically increase with the entan-

glement. We therefore conjecture that realistic data sets in most successful machine

learning applications have relatively low entanglement entropies [86]. On the other

hand, by exploiting the entanglement entropy bound of TNs, we can rigorously quan-

tify the expressive power of a wide class of DNNs applied to complex and highly

correlated data sets.

5.2 Basic Features of Deep Convolutional Neural Networks

Basic DCNNs are usually characterized by at least three features: locality, weight

sharing (optional) and pooling explained below [14, 79]

∙ Locality refers to the connection of a (artificial) neuron only to neighboring neu-

rons in the preceding layer, as opposed to being fed by the entire layer (this is

consistent with biological NNs).

∙ Weight sharing reflects the property that different neurons in the same layer, con-

nected to different neighborhoods in the preceding layer, often share the same

weights. Note that weight sharing, when combined with locality, gives rise to

standard convolution. However, it should noted that although weight sharing may

reduce the complexity of a deep neural network, it is optional. However, the locality
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at each layer is a key factor which gives DCNNs an exponential advantage over

shallow NNs [77, 87, 88].

∙ Pooling, is essentially an operator that gradually decimates (reduces) layer sizes by

replacing the local population of neural activations in a spatial window by a single

value (e.g., by taking their maxima, average values or their scaled products). In

the context of images, pooling induces invariance to translation, which often does

not affect semantic content, and is interpreted as a way to create a hierarchy of

abstractions in the patterns that neurons respond to [14, 79, 87].

Usually, DCNNs perform much better when dealing with compositional func-

tion approximations
5

and multi-class classification problems than shallow network

architectures with one hidden layer. In fact, DCNNs can efficiently and conveniently

select a subset of features for multiple classes, while for efficient learning a DCNN

model can be pre-trained by first learning each DCNN layer, followed by fine tuning

of the parameter of the entire model e.g., stochastic gradient descent. To summarize,

the deep learning neural networks have the ability to exploit and approximate the

complexity of compositional hierarchical functions arbitrarily well, whereas shal-

low networks are blind to them.

5.3 Score Functions for Deep Convolutional Neural
Networks

Consider a multi-class classification task where the input training data, also called

local structures or instances (e.g., input patches in images), are denoted by X =
(𝐱1,… , 𝐱N), where 𝐱n ∈ ℝS n = 1,… ,N) belonging to one ofC categories (classes)

denoted by yc ∈ {y1, y2,… , yC}. Such a representation is quite natural for many high-

dimensional data—in images, the local structures represent patches consisting of S
pixels, while in audio data voice can be represented through spectrograms.

For this kind of problems, DCNNs aim is to model the following set of multivari-

ate score functions:

hyc (𝐱1,… , 𝐱N) =
I1∑

i1=1
⋯

IN∑

iN=1
𝐖 yc

(i1,… , iN) 𝛷i1,…,iN (𝐱1,… , 𝐱N),

𝛷i1,…,iN (𝐱1,… , 𝐱N) =
N∏

n=1
f
𝜃in
(𝐱n), (28)

for yc = y1, y2,… , yC,

where 𝐖 yc
∈ ℝI1×⋯×IN is an Nth-order coefficient tensor (typically, with all dimen-

sions In = I, ∀n), N is the number of (typically overlapped) input patches 𝐱n, In is

5
A compositional function can take, for example, the following form

h1(… h3(h21(h11(x1, x2)h12(x3, x4)), h22(h13(x5, x6)h14(x7, x8))…))).
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the size (dimension) of each mode 𝐖 yc
, and f

𝜃1
,… , f

𝜃In
are referred to as the repre-

sentation functions (in the representation layer) selected from a parametric family of

nonlinear functions.
6

In general, the one-dimensional basis functions could be polynomials, splines or

other sets of basis functions. Natural choices for this family of nonlinear functions are

also radial basis functions (Gaussian RBFs), wavelets, and affine functions followed

by point-wise activations. Particularly interesting are Gabor wavelets, owing to their

ability to induce features that resemble representations in the visual cortex of human

brain.

Note that the representation functions in standard (artificial) neurons have the

form

f
𝜃i
(𝐱) = 𝜎(�̃�T

i 𝐱 + bi), (29)

for the set of parameters 𝜃i = {�̃�i, bi}, where 𝜎(⋅) is a suitably chosen activation

function.

The representation layer play a key role to transform the inputs, by means of I
nonlinear functions, f

𝜃i
(𝐱n) (i = 1, 2,… , I), to template input patches, thereby cre-

ating I feature maps [81]. Note that the representation layer can be expressed by a

feature vector defined as

𝐟 = 𝐟
𝜽
(𝐱1)⊗ 𝐟

𝜽
(𝐱2)⊗⋯⊗ 𝐟

𝜽
(𝐱N) ∈ ℝI1I2…IN

, (30)

where 𝐟
𝜽
(𝐱n) = [f

𝜃1
(𝐱n), f𝜃2 (𝐱n),… , f

𝜃In
(𝐱n)]T ∈ ℝIn for n = 1, 2,… ,N and in =

1, 2,… , In.

Alternatively, the representation layer can be expressed as rank one tensor (see

Fig. 10a)

𝐅 = 𝐟
𝜽
(𝐱1) ◦ 𝐟𝜽(𝐱2) ◦ ⋯ ◦ 𝐟

𝜽
(𝐱N) ∈ ℝI1×I2×⋯×IN

. (31)

This allows us to represent the score function as an inner product of two tensors, as

illustrated in Fig. 10a

hyc (𝐱1,… , 𝐱N) = ⟨𝐖yc
,𝐅⟩ = 𝐖yc

×̄1 𝐟𝜽(𝐱1) ×̄2 𝐟𝜽(𝐱2)… ×̄N 𝐟
𝜽
(𝐱N). (32)

To simplify the notations of a grid tensor, we can construct square matrices 𝐅n
(n = 1, 2,… ,N), as follows

𝐅n =

⎡
⎢
⎢
⎢
⎢
⎣

f
𝜃1
(𝐱(1)n ) f

𝜃2
(𝐱(1)n ) … f

𝜃In
(𝐱(1)n )

f
𝜃1
(𝐱(2)n ) f

𝜃2
(𝐱(2)n ) … f

𝜃In
(𝐱(2)n )

⋮ ⋮ ⋱ ⋮
f
𝜃1
(𝐱(In)n ) f

𝜃2
(𝐱(In)n ) … f

𝜃In
(𝐱(In)n )

⎤
⎥
⎥
⎥
⎥
⎦

∈ ℝIn×In
, (33)

6
Note that the representation layer can be considered as a tensorization of input patches 𝐱n.
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(a)

(b) (c)

Fig. 10 Various representations of the score function of a DCNN. a Direct Representation of

the score function hyc (𝐱1, 𝐱2,… , 𝐱N ) = 𝐖yc
×̄1𝐟𝜽(𝐱1)×̄2𝐟𝜽(𝐱2)⋯ ×̄N 𝐟𝜽(𝐱N ). Note that the coefficient

tensor 𝐖c can be represented in a distributed form by any suitable tensor network. b Graphical

illustration of the Nth-order grid tensor of the score function hc. This model can be considered as a

special case of Tucker-N model where the representation matrix 𝐅n ∈ ℝIn×In built up factor matri-

ces; note that typically all the factor matrices are the same and In = I, ∀n. c CP decomposition of

the coefficient tensor𝐖 yc
= 𝜦

(yc) ×1 𝐖(1) ×2 𝐖(2) … ×N 𝐖(N) =
R∑

r=1
𝜆

(yc)
r (𝐰(1)

r ◦𝐰(2)
r ◦ ⋯ ◦𝐰(N)

r ),

where 𝐖(n) = [𝐰(n)
1 ,… ,𝐰(n)

R ] ∈ ℝIn×R. This CP model corresponds to a simple shallow neural net-

work with one hidden layer, comprising weights w(n)
ir , and the output layer comprising weights 𝜆

(yc)
r ,

r = 1,… ,R

which holding the values of taken by the nonlinear basis functions {f
𝜃1
,… , f

𝜃In
} on

the selected fixed vectors, referred to as templates, {𝐱(1)n , 𝐱(2)n ,… , 𝐱(In)n }. Usually, we

can assume that In = I, ∀n, and 𝐱(in)n = 𝐱(i) [30].

For discrete data values, the score function can be represented by a grid tensor,

as graphically illustrated in Fig. 10b. The grid tensor of the nonlinear score function

hyc (𝐱1, ,… , 𝐱N) determined over all the templates 𝐱(1)n , 𝐱(2)n ,… , 𝐱(I)n can be expressed

as a grid tensor

𝐖(hyc) = 𝐖yc
×1 𝐅1 ×2 𝐅2 ⋯ ×N 𝐅N . (34)

Of course, since the order N of the coefficient (core) tensor is large, it cannot be

implemented, or even saved on computer due to the curse of dimensionality.

The simplest model to represent coefficient tensors would be to apply the CP

decomposition to reduce the number of parameters, as illustrated in Fig. 10c. This

leads to a simple shallow network, however, this approach is associated with two

problems: (i) the rankR of the coefficient tensor𝐖yc
can be very large (so compression
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of parameters cannot be very high), (ii) the existing CP decomposition algorithms are

not very stable for very high-order tensors, and so an alternative promising approach

would be to apply tensor networks such as HT that enable us to avoid the curse of

dimensionality.

Following the representation layer, a DCNN may consists of a cascade of L convo-

lutional hidden layers with pooling in-between, where the number of layers L should

be at least two. In other words, each hidden layer performs 3D or 4D convolution

followed by spatial window pooling, in order to reduce (decimate) feature maps by

e.g., taking a product of the entries in sub-windows. The output layer is a linear dense

layer.

Classification can then be carried out in a standard way, through the maximization

of a set of labeled score functions, hyc for C classes, that is, the predicted label for the

input instants X = (𝐱1,… , 𝐱N) will be the index ŷc for which the score value attains

a maximum, that is

ŷc = arg max
yc∈{y1,…,yC}

hyc (𝐱1,… , 𝐱N). (35)

Such score functions can be represented through their coefficient tensors which, in

turn, can be approximated by low-rank tensor network decompositions [13].

The one restriction of the so formulated score functions (29) is that they allow for

straightforward implementation of only a particular class of DCNNs, called convo-

lutional Arithmetic Circuit (ConvAC). However, the score functions can be approx-

imated indirectly and almost equivalently using more popular CNNs (see the next

section). For example, it was shown recently how NNs with a univariate ReLU non-

linearity may perform multivariate function approximation [77].

The main idea is to employ a low-rank tensor network representation to approxi-

mate and interpolate a multivariate function hyc (𝐱1,… , 𝐱N) of N variables by a finite

sum of separated products of simpler functions (i.e., via sparsely interconnected core

tensors) [13, 14].

6 Convolutional Arithmetic Circuits (ConvAC) Using
Tensor Networks

Once the set of score functions has been formulated (29), we need to construct

(design) a suitable multilayered or distributed representation for DCNN implemen-

tation. The objective is to estimate the parameters 𝜃1,… , 𝜃I and coefficient tensors
7

𝐖 y1
,… ,𝐖 yC

. Since the tensors are of Nth-order and each with IN entries, in order

to avoid the curse of dimensionality, we need to perform dimensionality reduction

7
It should be noted that these tensors share the same entries, except for the parameters in the output

layer.
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through low-rank tensor network decompositions. Note that a direct implementation

of (29) is intractable due to a huge number of parameters.

Conceptually, the ConvAC can be divided into three parts: (i) the first (input)

layer is the representation layer which transforms input vectors (𝐱1,… , 𝐱N) into

N ⋅ I real valued scalars {f
𝜃i
(𝐱n)} for n = 1,… ,N and i = 1,… , I. In other words,

the representation functions, f
𝜃i
∶ ℝS → ℝ, i = 1,… , I, map each local patch 𝐱n

into a feature space of dimension I. We can denote the feature vector by 𝐟n =
[f
𝜃1
(𝐱n),… , f

𝜃I
(𝐱n)]T ∈ ℝI

, n = 1,… ,N; (ii) the second, a key or kernel part, is a

convolutional arithmetic circuits with many hidden layers that takes the N ⋅ I mea-

surements (training samples) generated by the representation layer; (iii) the output

layer represented by a full matrix 𝐖(L)
, which computes C different score functions

hyc [79].

6.1 Hierarchical Tucker (HT) and Tree Tensor Network State
(TTNS) Models

The simplified HT tensor network [79] shown in Fig. 11 contains sparse 3rd-order

core tensors 𝐖(l,j) ∈ ℝR(l−1,2j−1)×R(l−1,2j−1)×R(l,j)
for l = 1,… ,L − 1 and matrices 𝐖(0,j) =

[𝐰(0,j)
1 ,… ,𝐰(0,j)

R(0,j) ] ∈ ℝIj×R(0,j)
for l = 0 and j = 1,… ,N∕2l, and a full matrix 𝐖(L) =

[𝐰(L)
1 ,… ,𝐰(L)

yC
] ∈ ℝR(L−1)×yC with column vectors 𝐰(L)

yc
= diag(𝐖(L)

yc
) =

[𝜆(yc)1 ,… , 𝜆

(yc)
R(L−1) ]T in the output L-layer (or equivalently the output sparse tensor

𝐖(L) ∈ ℝR(L−1)×R(L−1)×yC . The number of channels in the input layer is denoted by I,
while for the jth node in the lth layer (for l = 0, 1,… ,L − 1) is denoted by R(l,j)

. The

yC different values of score functions are calculated in the output layer.

For simplicity, and in order to mimic basic features of the standard ConvAC, we

assume that R(l,j) = R(l)
for all j, and that frontal slices of the core tensors 𝐖(l,j)

are

diagonal matrices with entries wl,j
r(l−1),r(l) . Note that such sparse core tensors can be

represented by non-zero matrices defined as 𝐖(l,j) ∈ ℝR(l−1)×R(l)
.

The simplified HT tensor network can be mathematically described in the follow-

ing recursive form

𝐖(0,j) = [𝐰(0,j)
1 ,… ,𝐰(0,j)

R(0) ] ∈ ℝIj×R(0)

𝐖(≤1,j)
r(1) =

R(0)∑

r(0)=1
w(1,j)
r(0),r(1) ⋅

(
𝐰(0,2j−1)

r(0) ◦𝐰(0,2j)
r(0)

)
∈ ℝI2j−1×I2j

… (36)

𝐖(≤l,j)
r(l) =

R(l−1)∑

r(l−1)=1
w(l,j)
r(l−1),r(l) ⋅

(
𝐖(≤l−1,2j−1)

r(l−1) ◦𝐖(≤l−1,2j)
r(l−1)

)
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Fig. 11 Architecture of a simplified Hierarchical Tucker (HT) network with sparse core tensors,

which simulates the coefficient tensor for a ConvAC deep learning network with a pooling-2 win-

dow [79]. The HT tensor network consists of L = log2(N) hidden layers and pooling-2 window. For

simplicity, we assumed that we, N = 2M = 2L input patches, R(l,j) = R(l)
), for l = 0, 1,… ,L − 1.

The representation layer is not shown explicitly in this figure. Note that since all core tensors can

be represented by matrices, we do not need to use tensors notation in this case

𝐖(≤L−1,j)
r(L−1) =

R(L−2)∑

r(L−2)=1
w(L−1,j)
r(L−2),r(L−1) ⋅

(
𝐖(≤L−2,2j−1)

r(L−2) ◦𝐖(≤L−2,2j)
r(L−2)

)

𝐖yc
≅

R(L−1)∑

r(L−1)=1
𝜆

(yc)
r(L−1) ⋅

(
𝐖(≤L−1,1)

r(L−1) ◦𝐖(≤L−1,2)
r(l−1)

)
∈ ℝI1×⋯×IN

,

where 𝝀
(yc) = diag(𝜆(yc)1 ,… , 𝜆

(yc)
R(L−1) ) = 𝐖(L)(∶, ∶, yc).

In a special case when the weights in each layer are shared, i.e., 𝐖(l,1) = 𝐖(l,2) =
⋯ = 𝐖(l)

, the above equation can be considerably simplified to

𝐖≤l
r(l) =

R(l−1)∑

r(l−1)=1
w(l)
r(l−1),r(l) (𝐖

≤l−1
r(l−1) ◦𝐖

≤l−1
r(l−1) ) (37)

for the layers l = 1,… ,L − 1, while for the output layer

𝐖 yc
≅

R(L−1)∑

r(L−1)=1
𝜆

(yc)
r(L−1) (𝐖

≤L−1
r(L−1) ◦𝐖

≤L−1
r(L−1) ), (38)
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where 𝐖≤l
r(l) = 𝐖≤l(∶,… , ∶, r(l)) ∈ ℝI×⋯×I

are sub-tensors of 𝐖≤l
, for each r(l) =

1,… ,R(l)
, and w(l)

r(l−1),r(l) is the (r(l−1), r(l))th entry of the weight matrix 𝐖(l) ∈
ℝR(l−1)×R(l)

.

However, it should be noted that the simplified HT model shown in Fig. 11 has

a limited ability to approximate an arbitrary coefficient tensor, 𝐖yc
, due to strong

constraints imposed of core tensors. A more flexible and powerful model is shown

in Fig. 12, in which constraints imposed on 3rd-order cores have been completely

removed. Such a HT tensor network (with a slight abuse of notation) can be mathe-

matically expressed as

𝐖(≤1,j)
r(1) =

R(0,2j−1)∑

r1=1

R(0,2j)∑

r2=1
w(1,j)
r1,r2,r(1)

⋅
(
𝐰(0,2j−1)

r1
◦𝐰(0,2j)

r2

)

… (39)

𝐖(≤l,j)
r(l) =

R(l−1,2j−1)∑

r1=1

R(l−1,2j)∑

r2=1
w(l,j)
r1,r2,r(l)

⋅
(
𝐖(≤l−1,2j−1)

r(l−1) ◦𝐖(≤l−1,2j)
r(l−1)

)

…

𝐖(≤L−1,j)
r(L−1) =

R(L−2,2j−1)∑

r1=1

R(L−2,2j)∑

r2=1
w(L−1,j)
r1,r2,r(L−1)

⋅
(
𝐖(≤L−2,2j−1)

r(L−2) ◦𝐖(≤L−2,2j)
r(L−2)

)
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Fig. 12 Hierarchical Tucker (HT) tensor network for the approximation of coefficient tensors,𝐖 yc
,

of the score functions hyc (𝐱1,… , 𝐱N )
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Fig. 13 Tree Tensor Networks States (TTNS) with variable order of core tensors. The rectangles

represent core tensors of orders 5 and 3 that allows pooling of window size 4 and 2, respectively

𝐖(yc) ≅
R(L−1,2j−1)∑

r1=1

R(L−1,2j)∑

r2=1
w(L)
r1,r2,yc

⋅
(
𝐖(≤L−1,1)

r(L−1) ◦𝐖(≤L−1,2)
r(l−1)

)
.

The HT network can be further extended to the Tree Tensor Networks States

(TTNS), as illustrated in Fig. 13. The use of TTNS, instead HT tensor networks,

allows for more flexibility in the choice of size of pooling-window, the pooling size

in each hidden layer cab be adjusted by applying core tensors with a suitable variable

order in each layer. For example, if we use 5th-order (4rd-order) core tensors instead

3rd-order cores, then the pooling will employ a size-4 pooling window (size-3 pool-

ing) instead of only size-2 pooling window when using 3rd-order core tensors in HT

tensor networks. For more detail regrading HT networks and their generalizations to

TTNS [13].

6.2 Alternative Tensor Network Model: Tensor Train (TT)
Networks

We should emphasize that the HT/TTNS architectures are not the only one suitable

TN decompositions which can be used to model DCNNs, and the whole family of

powerful tensor networks can be employed to model individual hidden layers. In

this section we discuss modified TT/MPS and TC models for this purpose for which

efficient learning algorithms exist.
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Fig. 14 Basic Tensor Train (TT/MPS) architecture for the representation of coefficient (weight)

tensors 𝐖 yc
of the set of score functions hyc

The Tensor Train (TT) format can be interpreted as a special case of the HT for-

mat, where all nodes (TT-cores) of the underlying tensor network are connected in

cascade (or train), i.e., they are aligned while factor matrices corresponding to the

leaf modes are assumed to be identities and thus need not be stored. The TT format

was first proposed in numerical analysis and scientific computing by Oseledets [15,

69].

Figure 14 presents the concept of TT decomposition for an Nth-order tensor,

the entries of which can be computed as a cascaded (multilayer) multiplication of

appropriate matrices (slices of TT-cores). The weights of internal edges (denoted

by {R1,R2,… ,RN−1}) represent the TT-rank. In this way, the so aligned sequence

of core tensors represents a “tensor train” where the role of “buffers” is played by

TT-core connections. It is important to highlight that TT networks can be applied

not only for the approximation of tensorized vectors but also for scalar multivariate

functions, matrices, and even large-scale low-order tensors [13].

In the quantum physics community, the TT format is known as the Matrix Product

State (MPS) representation with the Open Boundary Conditions (OBC). In fact, the

TT/MPS was rediscovered several times under different names: MPS, valence bond

states, and density matrix renormalization group (DMRG) (see [13, 27, 89–94] and

references therein).

An important advantage of the TT/MPS format over the HT format is its sim-

pler practical implementation, as no binary tree needs to be determined. Another

attractive property of the TT-decomposition is its simplicity when performing basic

mathematical operations on tensors directly in the TT-format (that is, employing

only core tensors). These include matrix-by-matrix and matrix-by-vector multipli-

cations, tensor addition, and the entry-wise (Hadamard) product of tensors. These

operations produce tensors, also in the TT-format, which generally exhibit increased

TT-ranks. A detailed description of basic operations supported by the TT format

is given in [13]. Note that only TT-cores need to be stored and processed, which

makes the number of TN parameters to scale linearly in the tensor order, N, of a data
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tensor and all mathematical operations are then performed only on the low-order and

relatively small size core tensors.

The TT rank is defined as an (N − 1)-tuple of the form

rank TT(𝐗) = 𝐫TT = {R1,… ,RN−1}, Rn = rank(𝐗
<n>), (40)

where 𝐗
<n> ∈ ℝI1…In×In−1…IN is an nth canonical matricization of the tensor 𝐗. Since

the TT rank determines memory requirements of a tensor train, it has a strong impact

on the complexity, i.e., the suitability of tensor train representation for a given raw

data tensor.

The number of data samples to be stored scales linearly in the tensor order, N,

and the size, I, and quadratically in the maximum TT rank bound, R, that is

N∑

n=1
Rn−1RnIn ∼ (NR2I), R ∶= max

n
{Rn}, I ∶= max

n
{In}. (41)

This is why it is crucially important to have low-rank TT approximations.
8

As illustrated in Fig. 14 the simplest possible implementation of the ConvAC net-

work is via the standard tensor train (TT/MPS) (unbalanced binary tree), which can

be represented by recursive formulas as

𝐖≤1 = 𝐖(1)

𝐖≤2 =
R1∑

r1=1
𝐖(1)

r1
◦𝐖(2)

r1
∈ ℝI1×I2×R2

…

𝐖≤n =
Rn−1∑

rn−1=1
𝐖≤n−1

rn−1
◦𝐖(n)

rn−1
∈ ℝI1×⋯×In×Rn

… (42)

𝐖≤N−1 =
RN−2∑

rN−2=1
𝐖≤N−2

rN−2
◦𝐖(N−1)

rN−2
∈ ℝI1×⋯×IN−1×RN−1

𝐖 yc
= 𝐖≤N =

RN−1∑

rN−1=1
𝜆

(yc)
rN−1

(𝐖≤N−1
rN−1

◦𝐰(N)
rN−1,1

) ∈ ℝI1×⋯×IN
,

where 𝐖(n)
rn−1

= 𝐖(n)(rn−1, ∶, ∶) ∈ ℝIn×Rn are lateral slices of the core tensor 𝐖(n) ∈
ℝRn−1×In×Rn and 𝐖≤n

rn
= 𝐖≤n(∶,… , ∶, rn) ∈ ℝI1×⋯×In are sub-tensors of 𝐖≤n ∈

ℝI1×⋯×In×Rn for n = 1,… ,N (Fig. 14).

The above recursive formulas for the TT network can be written in a compact

form as

8
In the worst case scenario the TT ranks can grow up to I(N∕2) for an Nth-order tensor.
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(a)

(b)

Fig. 15 Extended (modified) Tensor Train (TT/MPS) architectures for the representation of coef-

ficient (weight) tensors 𝐖 yc
of the score function hyc . a TT-tucker network, also called fork tensor

product states (FTPS) with reduced TT ranks. b Hierarchical TT network consisting of core tensors

with different orders, where each high-order core tensor can be represented by a TT or HT sub-

network. Rectangular boxes represent core tensors (sub-tensors) with variable orders. The ticker

horizontal lines or double/tripple lines indicate relatively higher internal TT-ranks

𝐖 yc
=

R1∑

r1=1
⋯

RN−1∑

rN−1=1
𝜆

(yc)
rN−1

(𝐰(1)
1,r1

◦𝐰(2)
r1,r2

◦ ⋯ ◦𝐰(N−1)
rN−2,rN−1

◦𝐰(N)
rN−1,1

), (43)

where 𝐰(n)
rn−1,rn

= 𝐖(n)(∶, in, ∶) ∈ ℝIn are tubes of the core tensor 𝐖(n) ∈ ℝRn−1×In×Rn .

The TT-rank of the standard tensor train network with 3rd-order cores, shown in

Fig. 15, can be very large for core tensors located in the middle of the chain. In the

worst case scenario, the TT ranks can grow even, up to I(N∕2) for an exact represen-

tation of Nth-order tensor. In order to reduce the TT-rank and consequently reduce

the number of parameters of a DCNN, we can apply two approaches, as explained

in Fig. 14a and b. The main idea is to employ only a few core tensors with order

larger than three, whereby each of these core is further approximated via a TT or HT

sub-network.
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Fig. 16 The Tensor Chain (TC) architecture for the representation of coefficient (weight) tensors

𝐖 yc
of the score function hyc (𝐱1,… , 𝐱N ). Note that for R0 = RN = 1 the TC simplifies to the stan-

dard TT

6.3 Tensor Chain and TT/MPO Networks

Alternatively, the Tensor Chain (TC) network, called also TT/MPS with periodic

bounded conditions, shown in Fig. 16 can be employed to represent individual hidden

layers or output fully connected layers. This TC network is mathematically described

through the following a recursive formulas as

𝐖≤1 = 𝐖(1) ∈ ℝRN×I1×R1

𝐖≤2 =
R1∑

r1=1
𝐖≤1

r1
◦𝐖(2)

r1
∈ ℝRN×I1×I2×R2

…

𝐖≤n =
Rn−1∑

rn−1=1
𝐖≤n−1

rn−1
◦𝐖(n)

rn−1
∈ ℝRN×I1×⋯×In×Rn

…

𝐖≤N =
RN−1∑

rN−1=1
𝐖≤N−1

rN−1
◦𝐖(N)

rN−1
∈ ℝRN×I1×⋯×IN×RN

𝐖 yc
=

RN∑

rN=1
𝜆

(yc)
rN

𝐖≤N
rN ,rN

∈ ℝI1×⋯×IN
, (44)

where 𝐖(n)
rn−1

= 𝐖(n)(rn−1, ∶, ∶) ∈ ℝIn×Rn are lateral slices of the core tensor 𝐖(n) ∈
ℝRn−1×In×Rn , 𝐖≤n

rn
= 𝐖≤n(∶,… , ∶, rn) ∈ ℝRN×I1×⋯×In are sub-tensors of 𝐖≤n ∈
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Fig. 17 An alternative TT/MPO tensor network for the approximation of 2Nth-order coefficient

tensor 𝐖 yc
of the score function hc(𝐱1,… , 𝐱N ) defined by Eq. (46). Operation between matrices

(slices) of core tensors can be performed multi-linearly and in nonlinear way, as explained in the

next section

ℝRN×I1×⋯×In×Rn , and 𝐖≤N
rN ,rN

= 𝐖≤N(rN , ∶,… , ∶, rN) = Tr(𝐖≤N) ∈ ℝI1×⋯×IN for n =
1,… ,N and R0 = RN ≠ 1.

The above TC network can be written in a compact form (due to the commuta-

tivity and associativity of the outer products) as

𝐖 yc
=

R1∑

r1=1
⋯

RN∑

rN=1
𝜆

(yc)
rN
(𝐰(1)

rN ,r1
◦𝐰(2)

r1,r2
◦ ⋯ ◦𝐰(N)

rN−1,rN
), (45)

where 𝐰(n)
rn−1,rn

= 𝐖(n)(∶, in, ∶) ∈ ℝIn are tubes of a core tensor 𝐖(n) ∈ ℝRn−1×In×Rn .

The ConvAC can be alternatively modeled via TT/MPO networks, as illustrated

in Fig. 17 for a more general score function defined as

hyc =
I1∑

i1=1
⋯

IN∑

iN=1

J1∑

j1=1
⋯

JN∑

jN=1
𝐖 yc

(i1,… , iN , j1,… , jN)
N∏

n=1
f
𝜃in ,jn

(𝐱n), (46)

where 𝐖 yc
(i1,… , iN , j1,… , jN) represent entries of an 2Nth-order coefficient tensor.

Such tensor networks are well understood and efficient algorithms exist to perform

their learning, that is, to estimate the core tensors on the basis of a relatively small

number of measurements or a small set of available training data.
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7 Deep Convolutional Rectifier Using Nonlinear Tensor
Networks Decompositions

The convolutional arithmetic circuits (ConvACs) model employs the standard outer

(tensor) products, which for two tensors, 𝐀 ∈ ℝI1×⋯×IN and 𝐁 ∈ ℝJ1×⋯×JM , are

defined as

(𝐀 ◦𝐁)i1,…,iN ,j1,…,jM = ai1,…,iN ⋅ bj1,…,jM .

However, in order to convert ConvAC tensor models to popular and widely used

convolutional rectifier networks we need to employ the generalized (nonlinear) outer

products, defined as [30]

(𝐀◦
𝜌

𝐁)i1,…,iN ,j1,…,jM = 𝜌(ai1,…,iN , bj1,…,jM ), (47)

where the operator

𝜌 = 𝜌
𝜎,P(a, b) = P[𝜎(a), 𝜎(b))], (48)

is referred to as the activation-pooling operator or function,
9

which meets the asso-

ciativity and the commutativity requirements (i.e., the operator satisfies the following

properties: 𝜌(𝜌(a, b), c) = 𝜌(a, 𝜌(b, c)) and 𝜌(a, b) = 𝜌(b, a), ∀a, b, c ∈ ℝ).

The activation–pooling operator can take various forms. In particular, for the con-

volutional rectifier network with max pooling, we can use the following activation-

pooling operator

𝜌
𝜎,P(a, b) = max{[a]+, [b]+)} = max{a, b, 0}. (49)

As an example, consider a generalized CP decomposition, which represents a shal-

low rectifier network in the form

𝐖 yc
=

R∑

r=1
𝜆

(yc)
r (𝐰(1)

r ◦
𝜌

𝐰(2)
r ◦

𝜌

⋯◦
𝜌

𝐰(N)
r ), (50)

where the coefficients 𝜆
(yc)
r represent weights of the output layer, vectors 𝐰(n)

r ∈ ℝIn

are weights in the hidden layer, and R denotes the number of channels (using the

language of deep learning community).

It should be noted that if we employ the weight sharing, then all vectors 𝐰(n)
r =

𝐰r, ∀n, and consequently the coefficient tensor, 𝐖 yc
, must be a symmetric tensor

which further limits the ability of this model to approximate a desired function.

9
The symbols 𝜎(⋅) and P(⋅) are respectively the activation and pooling functions of the network.
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As a second example, let us consider a nonlinear HT tensor network which models

a deep convolutional rectifier. The TN shown in Fig. 17 can be compactly described

as follows (assuming the generalized outer products defined above):

𝐖 yc
=

R1∑

r1=1
⋯

RN−1∑

rN−1=1
𝜆

(yc)
rN−1

(𝐖(1)
1,r1

◦
𝜌

𝐖(2)
r1,r2

◦
𝜌

⋯◦
𝜌

𝐖(N−1)
rN−1,1

), (51)

where 𝐖(n)
rn−1,rn

∈ ℝIn×Jn are block matrices of core tensor 𝐖(n) ∈ ℝRn−1×In×Jn×Rn (for

more detail see [13, 14]).

The TT and TC networks
10

provide some simplicity in comparison to HT, together

with very deep TN structures, that is, N hidden layers. Note that the HT model gen-

erates architectures of DCNNs with L = log2(N) hidden layers, while TT/TC tenor

network employsN hidden layers. Taking into account the current trend in deep lean-

ing to use a large number of hidden layers, it would be a quite attractive to employ

so called quantized TT/TC QTT/QTC networks with a relatively large number of

hidden layers: L = N ⋅ log2(I) [13].

To summarize, deep convolutional neural networks may be considered as a spe-

cial case of hierarchical architectures, which can be indirectly simulated and opti-

mized via relative simple and well understood tensor networks, especially HT/TT

(i.e., using unbalanced or balanced binary trees and graphical models), however,

more sophisticated tensor network diagrams with loops, discussed in the next section

may provide potentially better performance and the ability to generate novel archi-

tectures of DCNNs.

8 MERA Tensor Networks for a Next Generation of
DCNNs

The Multiscale Entanglement Renormalization Ansatz (MERA) tensor network was

first introduced by Vidal [95], and numerical algorithms to minimize the energy or

local Hamiltonian already exist [96].

The MERA is a relatively new tensor network, widely investigated in quantum

physics based variational Ansatz, since it is capable of capturing many of the key

complex physical properties of strongly correlated ground states [97]. The MERA

also shares many relationships with the AdS/CFT (gauge-gravity) correspondence by

realizing a complete holographic duality within the tensor networks framework. Fur-

thermore, the MERA can be regarded as a TN realization of an orthogonal wavelets

transform acting on the mode space of the physical fermionic degrees of freedom

[98–100].

10
It is important to note that TT/TC tensor networks described in this section do not necessary need

to have weight sharing and do not need even to be convolutional.
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For simplicity, we focus in this section on the 1D binary and ternary MERA ten-

sor networks (see Fig. 18a for basic binary MERA). Instead of writing of complex

mathematical formulas it is more convenient to describe MERA tensor networks

graphically.

Using, the terminology from quantum physics, the standard binary MERA archi-

tecture contains three classes of core tensors: (i) Disentanglers—4th-order cores; (ii)

isometries also called the coarse-grainer, typically 3rd order cores for binary MERA

and 4th-order cores for ternary MERA; and (iii) one output core which is usually a

matrix or a 4th-order core, as illustrated in Fig. 18a and c. Each MERA layer is con-

structed of a row of disentanglers and a row of coarse-grainers or isometries. Dis-

entanglers remove the short-scale entanglement between the adjacent modes, while

isometries renormalise each pair of modes to a single mode Each renormalisation

layer performs these operations on a different length scale.

The coarse-grainers take inputs from two modes on a lower scale in the MERA,

and give an output onto one mode which is on a higher layer in the tensor network,

while the disentangler removes entanglement between two neighboring modes (sites)

on the same level. From the perspective of a mapping, the nodes (core tensors) can

be considered as processing units, that is, the 4th-order cores map matrices to other

matrices, while the coarse-grainers take matrices and map then to vectors. The key

idea here is to realize that the “compression” capability arises from the hierarchy

and the entanglement. As a matter of fact, the MERA network embodies the mutual

information chain rule. In other words, the main idea underlying MERA is that of dis-

entangling the system at various length scales as one follows coarse graining Renor-

malization Group (RG) flow in the system. The MERA is particularly effective for

(scale invariant) critical points of the physical systems.

The key features properties of MERA can be summarized as follows [97]:

∙ MERA can capture scale-invariance of inputs data;

∙ It reproduces polynomial decay of correlations between inputs, in contrast to HT

or TT tensor networks which reproduce only exponential decay of correlations;

∙ MERA has ability to much better compress tensor data that TT/HT tensor net-

works;

∙ It reproduces a logarithmic correction to the area law, therefore MERA is a more

powerful tensor network in comparison to HT/TTNS or TT/TC networks;

∙ MERA can be efficiently contracted due to unitary constraints imposed on core

tensors.

Motivated by these features, we are currently investigating MERA tensor net-

works as powerful tools to model and analyze DCNNs. A key objective is to estab-

lish a precise connection between MERA tensor networks and extended model of

DCNNs. This connection may provide exciting new insights about deep learning

and may also allow for construction of improved families of DCNNs, with potential

application to more efficient data/image classification, clustering and prediction. In

other words, we conjecture that the MERA will lead to useful new results, poten-

tially allowing not only better characterization of expressive power of DCNNs, but



42 A. Cichocki

(b)(a)

(c)

Fig. 18 Various architectures of MERA tensor networks for the new generation of deep convolu-

tional neural networks. a Basic binary MERA tensor network. Observe that the alternating layers of

disentangling and coarse-graining cores. For the network shown in (a) the number of modes (ten-

sor cores) after each such set of operations is approximately halved. b Improved (lower complexity)

MERA network. c Ternary MERA in which coarse grainers are also 4th-order tensors, i.e., three

sites (modes) are coarse-grained into one effective site (mode)

also new practical implementations. Going the other way, the links and relations

between TNs and DCNNs could lead to useful advances in the design of novel deep

neural networks.

The MERA tensor networks, shown in Fig. 18, may provide a much higher expres-

sive power of deep learning in comparison to networks corresponding to HT/TT

architectures, since this class of tensor networks can model more complex long term

correlations between input instances. This follows form the facts that for HT and TT,

TC tensor networks correlations between input variables decay exponentially and the

entanglement entropy saturates to a constant, while the more sophisticated MERA

tensor networks provide polynomially decaying correlations.

For future research directions, it would be very important to further explore

the links between deep learning architectures, such as DCNN or deep Boltzmann

machine, and TNs with hierarchical structures such as tree tensor network states

(TTNS) and multi-scale entanglement renormalization ansatz (MERA), in order to

better understand and improve the expressive power of deep feedforward neural net-

works. We deeply believe that the insights into the theory of tensor networks and

quantum many-body physics can provide better theoretical understanding of deep

learning, together with the guidance for optimized DNNs design.
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To summarize, the tensor network methodology and architectures discussed in

this section could be extended to allow analytic construction of new DCNNs.

Moreover, systematic investigation of the correspondences between DNNs and wide

spectrum of TNs can provide a very fruitful perspective including cashing the

existing conjectures and claims about operational similarities and correspondences

between DNNs and TNs into a more rigorous and constructive framework.

9 Conclusions and Discussions

The tensor networks (TNs) methodology is a promising paradigm for the analysis of

extreme-scale multidimensional data. Due to their ‘super’ compression abilities and

the distributed way in which they process data, TNs can be employed for a wide fam-

ily of large-scale optimization problems, especially linear/multilinear dimensionality

reduction tasks.

In this paper, we focused on two main challenges in huge-scale data analysis

which are addressed by tensor networks: (i) an approximate representation of a spe-

cific cost (objective) function by a tensor network while maintaining the desired

accuracy of approximation, and (ii) the extraction of physically meaningful latent

variables from data in a sufficiently accurate and computationally affordable way.

The benefits of multiway (tensor) analysis methods for large-scale data sets then

include:

∙ Graphical representations of tensor networks allow us to express mathematical

operations on tensors (e.g., tensor contractions and reshaping) in a simple and

intuitive way, and without the explicit use of complex mathematical expressions;

∙ Simultaneous and flexible distributed representations of both the structurally rich

data and complex optimization tasks;

∙ Efficient compressed formats of large multidimensional data achieved via ten-

sorization and low-rank tensor decompositions into low-order factor matrices

and/or core tensors;

∙ Ability to operate with noisy and missing data by virtue of numerical stability and

robustness to noise of low-rank tensor/matrix approximation algorithms;

∙ A flexible framework which naturally incorporates various diversities and con-

straints, thus seamlessly extending the standard, flat view, Component Analysis

(2-way CA) methods to multiway component analysis;

∙ Possibility to analyze linked (coupled) blocks of large-scale matrices and tensors

in order to separate common/correlated from independent/uncorrelated compo-

nents in the observed raw data.

In that sense, this paper both reviews current research in this area and comple-

ments optimisation methods, such as the Alternating Direction Method of Multi-

pliers (ADMM) [101].
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Tensor decompositions (TDs) have been already adopted in widely diverse dis-

ciplines, including psychometrics, chemometrics, biometric, quantum physics quan-

tum chemistry, signal and image processing, machine learning, and brain science

[12–14, 26, 29, 63, 102–105]. This is largely due to their advantages in the analysis

of data that exhibit not only large volume but also very high variety (see Fig. 1), as in

the case in bio- and neuroinformatics and in computational neuroscience, where var-

ious forms of data collection include sparse tabular structures and graphs or hyper-

graphs.

Moreover, tensor networks have the ability to efficiently parameterize, through

structured compact representations, very general high-dimensional spaces which

arise in modern applications [11, 14, 72, 106–110]. Tensor networks also naturally

account for intrinsic multidimensional and distributed patterns present in data, and

thus provide the opportunity to develop very sophisticated models for capturing mul-

tiple interactions and couplings in data—these are more physically insightful and

interpretable than standard pair-wise interactions.
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Local Data Characteristics in Learning
Classifiers from Imbalanced Data

Jerzy Błaszczyński and Jerzy Stefanowski

Abstract Learning classifiers from imbalanced data is still one of challenging tasks

in machine learning and data mining. Data difficulty factors referring to internal and

local characteristics of class distributions deteriorate performance of standard classi-

fiers. Many of these factors may be approximated by analyzing the neighbourhood of

the learning examples and identifying different types of examples from the minority

class. In this paper, we follow recent research on developing such methods for assess-

ing the types of examples which exploit either k-nearest neighbours or kernels. We

discuss the approaches to tune the size of both kinds of neighborhoods depending on

the data set characteristics and evaluate their usefulness in series of experiments with

real-world and synthetic data sets. Furthermore, we claim that the proper analysis of

these neighborhoods could be the basis for developing new specialized algorithms

for imbalanced data. To illustrate it, we study generalizations of over-sampling in

pre-processing methods and neighbourhood based ensembles.

1 Introduction

Supervised classification is one of the well studied tasks of machine learning, data

mining and statistical data analysis. Its aim is to learn the relationship between values

of attributes describing examples and a target class of interest. Since many problems

can be represented in the attribute value form it has a wide spectrum of possible

applications [1]. The classification relationships learned from labeled examples can

be used as a classifier to predict class labels for new, unclassified examples. Numer-

ous approaches, based on different principles, have been already introduced to learn
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classifiers. Nevertheless they may be insufficient when dealing with complexities

affecting the data representation.

One of these complexities is class imbalanced data, where at least one of the tar-

get classes contains a much smaller number of examples than the other classes. This

class is usually called the minority class, while the remaining classes are denoted

as majority class(es). Imbalanced data often occur in practical problems, such as,

medical data analysis, fraud detection, technical diagnostics or image recognition,

see, e.g., [8, 20, 60]. In all these problems correct recognition of the minority class

is of key importance. Nevertheless, the standard learning algorithms usually do not

work properly for these problems since they are biased toward better recognition of

the majority classes and they met difficulties, or even are unable, to classify correctly

new objects from the minority class [61].

Although the difficulty while learning classifiers from imbalanced data has been

known in practical applications for decades, this problem received a particular, grow-

ing research interest in the beginning of the current century and several specialized

methods have been proposed (for their review see, e.g., [7, 20, 21, 56]). They are

usually categorized as classifier-independent pre-processing techniques or modifica-

tions of algorithms for learning particular classifiers.

Researchers still treat learning from class imbalanced data as a research challenge

and look for new more effective directions. One of these directions includes studying

the nature of the imbalanced data, key properties of its underlying distribution and

consequences they bring for learning better classifiers or for constructing specialized

pre-processing methods.

While examining these properties, it has been noticed that the high, global imbal-

ance ratio between cardinalities of minority and majority classes is not the only and

not even the main reason of difficulties in learning classifiers. Other, as we call

them, data difficulty factors, referring to internal characteristics of class distribu-

tions, are also influential. They include: decomposition of the minority class into

many rare sub-concepts playing a role of small disjuncts [25, 26], the effect overlap-

ping between the classes [15, 46] or presence of many minority class examples inside

the majority class region [39]. When these data difficulty factors occur together with

class imbalance, they may seriously hinder the recognition of the minority class, see

e.g., experimental studies [36, 40, 42, 48].

Please note that aforementioned data factors correspond to local data character-
istics, occurring in some sub-regions of the minority class distribution rather than

at the global level of the entire data set. Furthermore, the development of several

informed pre-processing methods, such as [9, 31], is strongly based on exploiting

information about example distribution in the neighborhood of considered minority

examples.

In the previous research Napierala and Stefanowski have linked data difficulty

factors to different types of examples forming the minority class distribution [39, 40,

52, 55]. It has led the authors to a differentiation between safe and unsafe exam-

ples for recognizing the minority class. These types of examples were identified by

analyzing class labels distribution among examples’ neighbours [40]. Two ways of

modeling the neighbourhood have been proposed, either by considering, k-nearest
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neighbours or kernel functions [38, 40]. These approaches can be applied to several

crucial issues for learning classifiers from imbalanced data:

∙ to analyze internal characteristics of real-world data sets and establish their diffi-

culty for recognizing minority classes [38, 40];

∙ to support comparisons of algorithms for learning classifiers as well as pre-

processing methods [42];

∙ to construct new, specialized algorithms for improving classifiers [5].

Nevertheless, in these studies the size of neighborhood was chosen in the simplest

way and usually with the same value of the crucial hyper-parameter for all considered

data sets. Although it has proven to be sufficiently effective in previous works, a more

systematic tuning of this parameter with respect to data set characteristics is still an

open research problem and requires more studies.

Therefore, the main aims of this paper are the following:

1. To introduce a new approach to tune the size of the neighborhood depending

on the data characteristics. Unlike the previous works [40, 42], we pay more

attention to using kernels in this analysis.

2. To experimentally study usefulness of kernels for an analysis of imbalanced

data—also for identifying more types of examples than proposed in [40].

3. To discuss the applicability of this special tuned neighborhood for construct-

ing dynamic pre-processing methods as well as to learning neighbourhood based

ensembles dedicated to, imbalanced data.

The paper is organized as follows. The next section summarizes related works on

data difficulty factors and using local information in pre-processing methods. The

previous approach to an identification of types of minority examples is discussed

in Sect. 3. The new proposal of tuning its parameters is introduced in Sect. 4 and

validated in the experiments in Sect. 5. The following section discusses its use to

construct new pre-processing techniques. Similarly, its applicability for the Nearest

Neighbourhood Ensemble is presented in Sect. 7. Other possible extensions of the

presented neighborhood analysis are discussed in Sect. 8. The final section draws

conclusions.

2 Related Research on Imbalanced Data Characteristics

In this section we will briefly discuss the issues most related to studying local char-

acteristics of class imbalanced data. We do not intend to provide here a comprehen-

sive review of methods for dealing with these data. For such a review, the reader is

referred to the monograph [20] covering the most representative issues, as well as to

systematic surveys, such as [7, 8, 21, 56].
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2.1 Nature of the Class Imbalance Problem

Recall that a data set is considered class imbalanced when it is characterized by

an unequal distribution of objects in classes. Japkowicz names it a between-class
imbalance [24]. It may be quantified by a class imbalance ratio—which represents

a global point of view at data characteristics.

Generally speaking, any data set with unequal distribution of examples between

class could be considered as imbalanced. However, there is no common agreement

with regard to a precise threshold defined for the global imbalance ratio that would

allow to distinguish imbalanced data sets [21]. Here we also do not define a precise

threshold value but share an opinion saying that the class imbalance problem is asso-

ciated with lack of data (called also absolute rarity [60]), which hinder the accurate

recognition of minority classes [53].

In this study we consider a two class (minority class vs. majority class) formu-

lation of class imbalance problem. It is justified by semantic importance of the rare

class versus other classes, which can be considered as the two class problem. More-

over, this formulation of the imbalance problem is mostly studied in the current lit-

erature. Even if the original definition of the classification problem includes more

classes, they are aggregated into one majority class. Note, however, that in some

applications it may be reasonable to consider multi-class data sets, where imbal-

ances may exist between various classes and it is required to improve classifier per-

formance with respect to more than one minority class. We will come back to these

issues in Sect. 8.

The class imbalance observed in a data set can be either intrinsic (in the sense

that it is a direct result of the nature of the data space) or extrinsic (caused by rea-

sons external to the data space). Extrinsic imbalance can be caused by high costs

of acquiring the examples from the minority class, e.g., due to economic or privacy

reasons or it comes from technical, time or storage limitations [60].

2.2 Data Complexity and Difficulty Factors

Although many authors have experimentally shown that standard classifiers meet

difficulties while recognizing the minority class, it has also been observed that in

some problems characterized by high imbalance between classes (expressed by the

value of the global imbalanced data) standard classifiers are still sufficiently accu-

rate [2]. For instance, Napierala reports several experimental studies which conclude

that when there is a clear separation between classes, the minority class can be suf-

ficiently recognized regardless of the high imbalance ratio [38].

These and other studies prove that the global class imbalance ratio is not nec-

essarily the only, or even the main, problem causing the decrease of classification

performance and focusing only on the global ratio may be insufficient for improving

classification performance. Data complexity, understood here as the distribution of

examples from both classes in the attribute space, has a crucial impact on learning. It
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is not particularly surprising, since data complexity affects learning also in standard,

balanced domains. However, when data complexity occurs together with the class

imbalance, the deterioration of classification performance is amplified and it affects

mostly (or even only) the minority class.

In the context of learning from imbalanced data the term “data complexity” may

comprise different data distribution patterns, such as: overlapping, small disjuncts,

outliers or noise. Several authors call them as data difficulty factors. We describe

them briefly below.

Within Class Decomposition and Small Disjuncts
The experimental studies with several data sets have shown that minority class usu-

ally does not form a homogeneous, compact distribution of the target concept but it

is often scattered into smaller sub-parts representing separate sub-concepts. Japkow-

icz named it within-class imbalance [26]. This is closely related to the problem of

small disjuncts which are harder to learn and cause more classification errors than

larger sub-concepts.

Although the problem of within-class imbalance may occur in both minority

and majority classes, small disjuncts are more characteristic and more critical for a

minority class. In the majority class, the sub-concepts will be most often represented

by a sufficient number of examples forming larger disjuncts, while in the minority

class, in which the examples are already rare, their further decomposition into sev-

eral sub-concepts will produce small disjuncts, represented by a too small number of

examples to be correctly learned. Such fragmentation of the minority class into five

smaller sub-parts is illustrated in Fig. 1. Additionally each sub-part of the minority

Fig. 1 Visualization of

sub-concepts of the minority

class additionally affecting

by class over-lapping (here

represented by borderline

examples) in flower data
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has a small overlapping with the neighbours from the majority class (which consti-

tute an additional difficulty).

According to [25, 26] the higher deterioration of classification performance

results from an increased decomposition of the minority class into many sub-parts

containing too few examples rather than by changing the global imbalance ratio.

Overlapping Between the Classes
In the boundary regions between classes, the examples from different classes may

overlap—which hinders learning classifiers even in a standard, balanced case. As the

minority class is underrepresented in the data set, it may be underrepresented also in

the overlapping region. Most learning algorithms tend to shift the decision bound-

ary too close to the minority class, treating the whole overlapping area as belonging

to the majority class. Indeed, the experiments on mainly artificial data with differ-

ent degrees of overlapping have shown that overlapping deteriorated the classifier

performance, especially when the minority class was concerned [46]. Furthermore,

according to research of [15] the imbalance ratio calculated locally inside the over-

lapping regions is more influential for the minority class than the global ratio con-

cerning the complete data. In other experiments a combination of increased overlap-

ping between the classes with decomposition of the minority class influenced results

more than changing the class imbalance ratio [39].

Dealing with Noisy or Outlier Examples
Single examples from one class, located far from the decision boundary inside the

other class, are usually called noisy examples. Handling noise is often considered

in standard machine learning problems, however it becomes even more important

issue in learning from imbalanced data. Noisy majority examples are particularly

harmful for recognition of the minority class. They may cause a fragmentation of the

minority class and increase the difficulties in learning its definition—see a discussion

in [38]. Thus, examples of this type are usually either removed/relabeled in the pre-

processing phase [48, 55].

On the other hand, distant minority examples surrounded by the majority class

examples are not necessarily noisy. As the minority class examples are underrep-

resented in the data set, such lonely examples may represent a rare but valid sub-

concept of which no other representatives could be collected for training [38, 40].

We will call such examples outliers.

The role of noise and outliers in learning from imbalanced data has not been

deeply studied yet. Few authors have shown that randomly introduced class or

attribute value noise results in degradation of classification performance on imbal-

anced data, see e.g., [38]. Some other authors have studied the role of iterative fil-

tering (or removing) noisy (difficult to be correctly classified) minority case exam-

ples [48]. More interesting experiments presented in [39] have also shown that single

minority examples located inside the majority class regions cannot be simply deleted

from the data since their proper treatment by informed pre-processing may improve

classification performance for the minority class.
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To summarize the discussion of the aforementioned data complexity factors we

would like to stress that their identification in real world data sets is not a trivial

task. The discussion of this issue and references to known methods are presented in

[38, 53].

2.3 Local Data Characteristics in Informed Pre-processing

Recall that the pre-processing methods are classifier independent and they are

designed to modify the imbalanced data set in a way that transforms the class dis-

tribution to a more appropriate one for learning classifiers. Many of these methods

generate a more balanced distribution of examples into classes. In general, changing

the class distribution towards a more balanced one improves the performance for

most data sets and classifiers [21].

The simplest pre-processing methods are random over-sampling which replicates

examples from the minority class, and random under-sampling which randomly

eliminates examples from the majority classes until a required degree of balance

between class cardinalities is reached. Therefore these methods exploit global infor-

mation about the data set: the current and expected imbalance ratios.

Since simple random pre-processing methods are often not effective, focused
(also called informed) methods have been introduced; see their comprehensive

reviews in [7, 21]. Many of these methods attempt to take into account internal

characteristics of data regions around minority class examples. Historically, the first

such method resulted from Kubat and Matwin’s proposal of the one-side-sampling
method (OSS) [29]. These authors observed that characteristics of mutual positions

of examples from different classes is a source of difficulty. Thus, OSS is based on

distinguishing different types of learning examples: safe examples (located inside

the regions occupied by examples from the given class), borderline (located near the

decision boundary) and, so called, noisy examples (these authors understood them

as examples from the given class localed inside safe regions of the other classes).

According to the OSS filtering approach, borderline and noisy examples are removed

from the majority classes, while the minority class is kept unchanged (even for noisy

minority examples).

Many other filtering (mainly under-sampling) methods exploits the paradigm of

edited nearest classifiers. For instance, the Nearest Cleaning Rule (NCR) [31] applies

it to removal of “difficult” examples from the majority classes. Briefly speaking,

NCR first looks for a specific number k of nearest neighbours (k = 3 is recommended

in [31]) of the “seed” example. Then, it re-classifies seed example according to most

frequent class label among neighbours. Finally, it removes from majority class these

examples, which cause the wrong re-classification.

The analysis of class labels among k nearest neighbors is also exploited in a hybrid

method SPIDER that selectively filters out the majority examples which may lead

to incorrect re-classification of the minority ones [55]. In the first stage it applies

the edited nearest rule to distinguish between safe and unsafe examples (which is
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depending how strongly k neighbours may correctly—or incorrectly—re-classify the

given “seed” example). For the majority class, the neighbours which misclassify the

seed minority example are either removed or relabeled. Then, in the next stage, the

reclassification analysis is repeated and the remaining unsafe minority examples are

additionally replicated depending on the number of majority neighbours.

The best known method of informative over-sampling is called Synthetic Minor-

ity Over-sampling Technique (SMOTE) [9]. It is also based on the k nearest neigh-

bourhood and exploits it to selectively over-sample the minority class by creating

new synthetic examples with respect to the global parameter, called over-sampling
ratio. SMOTE has been further extended in different ways—see reviews in [7, 21].

Quite often these extensions exploit different local information about the learn-

ing examples. For instance, the authors of BORDERLINE SMOTE do not treat all

minority examples in the same way and focus oversampling around examples from

borderline region between classes [19].

3 Analyzing Neighbourhoods of Minority Class Examples

3.1 Motivations

Following the critical analysis of earlier works on using local data characteristics in

informed pre-processing and studies on the complexity of imbalanced data Napierala

and Stefanowski have decided to link data difficulty factors to different types of exam-
ples forming the minority class distribution. They proposed to differentiate between

safe and unsafe examples in learning from imbalanced data [40], however in a dif-

ferent way than earlier proposed, e.g. by [29]. Below we present this categorization

following their definitions from [38, 40, 42].

Safe examples are ones located in the homogeneous regions populated by exam-

ples from one class only. Other examples are unsafe and more difficult for learning.

Unsafe examples are categorized into borderline (placed close to the decision bound-

ary between classes), rare cases (isolated groups of few examples located deeper

inside the opposite class), or outliers. As the minority class can be highly under-

represented in the data, it is claimed that the rare examples or outliers, could rep-

resent a very small but valid sub-concepts of which no other representatives could

be collected for training [38]. Therefore, they cannot be considered as noise exam-

ples which typically are then removed or re-labeled. In Fig. 2 all these four types of

examples from the minority class are illustrated in the 2-dimensional distribution of

the two class data set called paw.

Recall experimental studies from [38, 40], where the graphical visualizations

techniques based on multi-dimensional scaling and non-linear t-SNE projection have

confirmed the occurrence of this categorization of example types in several real-

world imbalanced data sets. However, such an analysis cannot be directly applied to
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Fig. 2 Visualization of four

types of minority class

examples in paw data
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larger data. Napierala and Stefanowski have looked for new simple techniques which

should more directly identify these types of examples.

Their method origins from the hypotheses [40] on role of the mutual positions of

the learning examples in the attribute space and the idea of assessing the type of an

example by analyzing class labels of the other examples in its local neighbourhood.

Following the proposal of [38, 40]—a term local refers to studying characteristics

of the nearest examples due to the possible sparse decomposition of the minority

class into rather rare sub-concepts with non-linear decision boundaries. Considering

a larger size of the neighbourhood may not reflect the underlying distribution of the

minority class.

Such a neighbourhood of an example could be modeled in different ways. In the

previous research Napierala and Stefanowski proposed to construct it with:

∙ k-nearest neighbours,

∙ or kernel functions.

The analysis of class labels of examples in the k-nearest approach concerns a fixed

number of nearest examples (without taking into account their distances to the seed

examples) while in the kernel approach all examples within a given radius (the kernel

bandwidth) are taken into account together with their distances. We will come back

to the problem of tuning their proper values in Sect. 4. An analysis of the class label

distribution of examples inside the neighborhood of the given example allow us to

assess its level of difficulty and as a result its type (safe vs. unsafe to be learned).

Note, however, that constructing both types of the neighbourhood involves deci-

sions on choosing the distance function. In previous considerations Napierala and
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Stefanowski have followed results of analyzing different distance metrics [32] and

chose the HVDM metric (Heterogeneous Value Difference Metric) [63]. Its main

advantage for mixed attributes is that it aggregates normalized distances for qualita-

tive and quantitative attributes. In particular, comparing to other metrics, HVDM

provides more appropriate handling of qualitative attributes as instead of simple

value matching, as it makes use of the class information to compute attribute value

conditional probabilities by using a Stanfil and Valtz value difference metric for nom-

inal attributes [63].

More precisely, let x be a seed example and y be another example (potential neigh-

bour). The HVDM is defined over m attributes as

D(x, y) =

√
√
√
√

m
∑

i=1
di(xi, yi)2

All distances for single attributes are normalized in range 0 to 1. If one of the attribute

values of xi, yi is unknown, the distance di is equal to 1. The partial distance for

numeric attributes is defined as a normalized metric (yi − xi). Then, the partial dis-

tance for nominal attributes is defined as:

di(xi, yi) =
{

0 if xi = yi
svdm if xi ≠ xi

Value difference metric svdm is defined as [10]:

svdm =
k
∑

l=1

|
|
|
|

N(xi,Kl)
N(xi)

−
N(yi,Kl)

N(yi)
|
|
|
|

where k is the number of classes, N(xi) and N(yi) are the numbers of examples for

which the value on i-th attribute is equal to xi and yi respectively, N(xi,Kl) and

N(yi,Kl) are the numbers of examples from the decision class Kl, which belong to

N(xi) and N(yi), respectively.

In the next two sub-sections we will discuss more precisely previous proposals of

modeling these two kinds of the neighbourhood (with k-nearest neighbours or kernel

functions) and establishing types of minority class examples [38, 40].

In both cases, deciding about the type of minority examples is based on analyzing

class labels of examples in its neighbourhood.

3.2 Modeling k-Neighbourhood

The k-nearest neighbourhood has been mainly exploited in the previous studies [38,

40, 42] and some applications of this approach to pre-processing [43, 62] or special-
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ized ensembles [5]. These authors have aimed at distinguishing whether an example

is safe, borderline, rare or outlier depending on the numbers of examples from minor-

ity vs. majority classes in the considered neighbourhood. As we will also discuss in

the next section, the size neighbourhood k should not be smaller than 5 as it may

poorly distinguish between four types of examples.

In [40] the following rule has been introduced to identify the type of the given

example. If all, or nearly all, its neighbours belong the same (usually minority) class,

this example is treated as the safe example, otherwise it is one of unsafe types. If the

number of both classes inside the k-neighbourhood are quite similar, the example is

treating as borderline one. For an extreme situation—all neighbours belong to the

opposite class it is clearly an outlier. Finally, the examples with one or sometimes

two (for larger sized of the k) neighbours from its class was identified as a rare case.

For the most used size of neighbourhood k = 5, the proportion of neighbours

from the same class against neighbours from the opposite class can range from 5:0

(all neighbours are from the same class as the analyzed example) to 0:5 (all neigh-

bours belong to the opposite class). Depending on this proportion, Napierala and

Stefanowski have proposed to assign the labels to the examples in the following way:

∙ 5:0 or 4:1—an example is labelled as a safe example.

∙ 3:2 or 2:3—a borderline example; Note that although the examples with the pro-

portion 3:2 are still correctly re-classified by its neighbours, the number of neigh-

bours from both classes is approximately the same, so it was assumed that this

example could be located too close to the decision boundary between the classes.

∙ 1:4—labelled as a rare example.

∙ 0:5—an example is labelled as an outlier.

Similar interpretations has been extended for larger values of k. For instance, in

case of k = 7 and the neighbourhood distribution 7:0 or 6:1 or 5:2—a safe example;

4:3 or 3:4—a borderline example; again the number of neighbours from both classes

are approximately the same; 2:5 or 1:6—a rare example; and 0:7—an outlier [38].

Besides using such thresholding, these authors also considered defining the one

coefficient expressing a safe level of the given example x—being an estimator of

conditional probability of its assignment to the minority class as p(Cmin|x) =
kmin

k
,

where Cmin is a minority class, k is the number of neighbours and kmin is the number

of minority class neighbours [42].

3.3 Modeling Kernel Neighborhood

An alternative approach to fixing the number of neighbours is to fix the local area

around the example as it done in kernel approaches—which was discussed in [38]

and studied in [42]. Note that due to the form of the kernel function, different weights

(probabilities) could be assigned to the neighbours, based on their distance from the

analyzed minority example x. Moreover, unlike having always the same number of

examples in the k-neighbourhood modeling, each kernel may cover different number
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of examples within a fixed radius which rises wider interpretation of local density

(see our further experimental analysis in Sect. 5.2).

Several kernel functions could be considered—besides the most popular Gaussian

kernel, other triangular or Epanechnikov functions are among common choices. In

this study we have decided to apply Epanechnikov function which is defined as:

K(u) = 3
4
(1 − u2)𝟏

|u|≤1,

where u = di

h
, di is the distance of i-th example (xi) to the considered example x, and

h is bandwidth of the kernel. Epanechnikov kernel is suitable for our purposes since

it takes values 0 when di > h. In this sense, it resembles limits of k-neighbourhood.

Moreover, this property will be very useful inside the procedure for tuning the neigh-

borhood size discussed in Sect. 5.2. The distance di between examples is calculated

according to HVDM metric (see motivations presented in the earlier Sect. 3.1). Given

the definition of the kernel function we estimate a weighted sum of all minority

neighbours, where weights depend on the distance from the analyzed example. Com-

paring it to the weighted sum calculated for the majority class neighbours we can

estimate the probability that the analyzed example x may belong to the minority

class p(Cmin|x).
To assess the type of a minority example, we need to discretize the range of this

value into subintervals. Inspired by earlier research [38], in this paper we proposed

the following rule: if 1 ≥ p(Cmin|x) > 0.7 then label x as safe; if 0.7 ≥ p(Cmin|x) >
0.4 then label x as borderline; if 0.4 ≥ p(Cmin|x) > 0.2 then label x as rare; if 0.2 ≥

p(Cmin|x) > 0 then label x as outlier (we keep this type similarly to earlier name);

if p(Cmin|x) = 0 then label x as a new type called zero. Finally, if there is no other

example inside the neighbourhood of x (even from the opposite majority class), then

label x as a singleton in an empty sub-region (further called simply empty).

Note that this rule is different than the one proposed in [38, 42] as it introduces

two new labels, which allow to better understand types of the kernel neighbourhood

discovered in data.

3.4 Experiences with Analyzing Types of Minority Examples

The previous experiments with modeling k-nearest neighbourhood applied to UCI

imbalanced data sets are described in [38, 42]. They have clearly demonstrated that

most of these real-world data do not include many safe minority examples. They

rather contain all types of examples, but in different proportions. Depending on the

dominating type of identified minority examples, the considered data sets could be

labeled as: safe, border, rare or outlier—which show the level of their potential dif-

ficulty. Moreover, the thesis [38] has shown that the classifier performance could be

related to the category of data. First, for the safe data nearly compared single clas-

sifiers (SVM, RBF, k-NN, decision trees or rules) have achieved good, comparable
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prediction results. The larger differentiation among these classifiers has been noticed

for more unsafe data sets (e.g. SVM is worse than k-NN and trees for data with higher

number of rare cases and outliers). The similar analysis has been carried out for the

most representative pre-processing approaches, showing that the competence area

of each method depends on the data difficulty level, based on the types of minority

class examples. For more details see [38, 42].

4 Tuning the Neighbourhood Size

In this paper we focus our interest on tuning the size of the neighborhood with respect

to characteristics of each data set.

4.1 Tuning k Value

In the previous studies Napierala and Stefanowski [38, 40, 42] exploited mainly k
nearest neighbourhood and they showed that values smaller than 5, e.g., k = 1 and

k = 3, may poorly distinguish the type of examples, especially if one wants to assign

them to four types. Too high values, on the other hand, would be inconsistent with the

assumption of the locality of the method (see [42] for more details of the discussion

why the locality is important for analyzing complex minority class distributions in

imbalanced data).

They proposed to set k = 5 as the default value. To check whether this parameter k
could strongly influence the results of labelling minority examples, a special sensitiv-

ity analysis over 26 different data sets was carried out in [42]. Its results have shown

that proportions of identified types of examples are quite stable while changing k
values (between 5 and 13—globally defined for all of these data sets). The recom-

mendation of the smallest value of k has come from the paradigm of the most local

analysis of the complex decision boundaries of the minority class and its sparsity.

Furthermore, the authors pointed out that the parameter k = 5 was recommended for

many related, informed pre-processing methods (see e.g. [9, 31, 55]).

Nevertheless, the idea of tuning of k parameter, for each imbalanced data set indi-

vidually, has not been considered so far. Studying the literature one may find some

positions that consider changing size of neighbourhoods in a standard k-NN classi-

fier for class balanced data. In these works choosing value k is made with respect to

the data set or class cardinality. Refer, e.g., to [17] which recommends approximating

k ≈
√

n, where n is the total number of learning examples. However, we hypothe-

size that in case of imbalanced data n should be rather the size of the minority class.

Other researches have proposed some slightly different approximations. Enas and

Chai [12] postulated to take

k = n2∕8 or k = n3∕8.
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See also [16] for a more detailed presentation of similar proposals. Since these

formulas have been designed with typical problems and k-NN classifier in mind,

Napierala and Stefanowski have expressed their doubts whether they can be directly

transferred into a different context of modeling neighborhoods for class imbalanced

data [42].

Here, we share this point of view and we propose a method of tuning k value in

a cross-validation procedure. The important question concerns the choice of opti-

mization criterion for the tuning method. If one refers to the idea of recognizing the

minority class examples as good as possible (which is a key issue in learning from

imbalanced data)—such a criterion may reflect abilities of k neighborhood to cor-

rectly re-classify examples. This idea is consistent with some earlier proposals of

using cross-validation to choose k value which minimize the classification error of a

standard k-NN classifier, as it was argued by Dasarathy [11]. We will describe it in

more detail in Sect. 4.3.

4.2 Tuning Kernel Bandwidth

Modeling neighbourhood with kernels was preliminary discussed in [38, 42] as an

alternative to using k neighbours analysis of imbalanced data. The authors postu-

lated that the Epanechnikov function should be equal to the average distance to the

5th neighbour of each minority example in the data set, as they wanted to keep the

link to their basic k neighbourhood method. Furthermore, in [42] they presented

an comparative experiment of labelling the minority class examples in 26 popular

imbalanced data sets and demonstrated that using the kernel method does not change

the results of k neighbourhood more than by 5–10%.

In this paper we want to consider new approaches for tuning the size of kernel

neighbourhood with respect to each data set. Firstly, note that the kernel analysis is

often related to kernel density estimation, i.e., non-parametric approach to estima-

tion of probability density function, which is one of the most fundamental issues in

statistics [33, 50, 51]. Although there are important differences between the density

estimation and our problem, one can still notice some similarities while calculating

probabilities in considered points of the example space. Recall that exploiting class

probabilities inside the kernel neighbourhood of the seed example x may be equiva-

lent to operating on contribution of neighbours with respect to their kernel distance

to x. It may be also interpreted in the context of the kernel density estimator

̂fh(x) =
1
n

n
∑

i=1
Kh(x − xi),

where n is a number of neighbours xi (or more generally considered data points), Kh
a kernel function with a bandwidth size h.
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It is also known that the kernel bandwidth is this parameter which strongly influ-

ences the resulting probability estimate. Its tuning has been already intensively stud-

ied in statistics. The most of approaches attempt to optimize a criterion referring to

the expected L2 risk, which is a kind of the mean integrated squared error between

̂fh(x) − f (x). Although basic formulations involve unknown density function f many

automatic, data-based methods have been developed for selecting the bandwidth h;

for some reviews refer, e.g., to [27].

If Gaussian basis kernel functions are used to approximate univariate data, and

the underlying density being estimated is assumed to be Gaussian, the choice for h
(that is, the bandwidth that minimizes the mean integrated squared error) is often

estimated as

h =
(

4�̂�5

3n

) 1
5

≈ 1.066�̂�n−1∕5.

where �̂� is the standard deviation of the examples in the data. This approximation

is known as Silverman’s rule of thumb [51] and quite often implemented in statis-

tical software. Other bandwidth selection methods were also proposed, for instance

Terrell and Scott proposed oversmoothed density estimates which in case of the stan-

dard Gaussian kernel leads to the oversmoothed bandwidth h = 1.144�̂�n−1∕5. These

considerations could be generalized for the multi-dimensional kernel with H—a

symmetric positive bandwidth matrix [33]. For instance the aforementioned rules

of thumbs are generalized to

hi = �̂�i

(

4
(d + 2)∕n

) 1
d+4

.

Nevertheless, the above tuning methods concern a typical estimation of density

function in the unsupervised setting. Although they are sometimes applied as a kind

of pre-processing inside the supervised classifiers—in particular Bayesian classi-

fiers, see e.g., [34], in our opinion these methods cannot be transferred directly to our

problem of supervised neighbourhood analysis for imbalanced data. However, due

to some similarities, we acknowledge inspiration in specialized density estimation

methods, which are based on cross-validation optimization of Least Squares forms

representing the integrated squared error (ISE) of density functions or, so called,

biased versions [50].

4.3 A New Tuning Method Based on Cross-Validation

Following the critical analysis of tuning k parameter (see Sect. 4.1), and kernel

bandwidth in density estimation (in Sect. 4.2), we propose a simple cross-validation

method to tune both of these parameters. Our motivation is to make use of ability of

neighbourhoods of an example to correctly recognize its class label. Recall that in
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learning classifiers from imbalanced data one attempts to improve recognition of the

minority class, so studying the neighborhood from the re-classification perspective

may be connected with this aim.

The tuning method is based on the optimization procedure which scans a value of

neighbourhood parameter (k for k nearest neighbourhood and bandwidth h for kernel

neighbourhood) from a pre-defined set of possible values. In our further experiments,

for the kernel version we will refer these values to the average distances between

minority class examples calculated for a given data set (see Sect. 5.2). However, in

general, they could be other appropriate values. In case of k nearest neighbourhood

we will enumerate k values starting from the smallest possible value.

As the optimization criterion we should choose a measure reflecting ability of

the neighborhoods built on the training examples to recognize the type of the testing

example. In further experiment we have decided to apply popular G-mean measure

as it aggregates re-classifications of examples from both classes.

For a given value of an analyzed parameter (bandwidth h or k) the data set is

split into training and testing parts following the stratified version of cross validation

technique. For each split the following schema is carried out:

∙ For each example from the training part its neighborhood is constructed and tuned

with respect to the given parameter value—its size.

∙ Each example from the testing part is classified by the tuned neighborhood (of the

same size as the optimized parameter).

∙ The classification by the neighbourhood is performed according to highest proba-

bility p(Ci|x) that example x, from the test set may belong to class Ci (for problems

considered in this paper i = {1, 2}, since we have only minority class Cmin, and

majority class Cmaj), estimated according to distribution of classes of examples in

the neighbourhood constructed in the training set.

∙ The value of the optimization criterion is calculated on the basis of how many

examples from a test set are correctly classified by the tuned neighbourhood.

The final value of the optimization criterion comes from averaging over several

folds inside the cross-validation. The cross-validation may be repeated several times

to reduce variance of optimization criterion. The value of the finally chosen neigh-

bourhood parameter that corresponds to the best average optimization criterion is

the result of this tuning method.

5 Experimental Analysis of Data Characteristics

5.1 Experimental Setup

In this section we will carry out two kinds of experiments. Firstly, we will show

how to tune the kernel neighbourhood and k-neighbourhood sizes, i.e., bandwidth h
and k, over different benchmark real-world data sets and synthetic data sets. It should
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Table 1 Characteristics of real-world data

Data set # examples # attributes Minority class IR

abalone 4177 8 0–4, 16–29 11.47

breast-cancer 286 9 Recurrence-

events

2.36

car 1728 6 Good 24.04

cleveland 303 13 3 7.66

cmc 1473 9 2 3.42

ecoli 336 7 imU 8.60

haberman 306 4 2 2.78

hepatitis 155 19 1 3.84

scrotal-pain 201 13 Positive 2.41

solar-flare 1066 12 F 23.79

transfusion 748 4 1 3.20

vehicle 846 18 Van 3.25

yeast 1484 8 ME2 28.10

illustrate the usefulness of the method presented in Sect. 4. Secondly, given the tuned

sizes of neighbourhood, we will analyze the internal characteristics of imbalanced

data sets and establish the level of their difficulty (with respect to different types

of minority examples). This part of experiment should show the applicability of the

neighbourhood analysis to recognize the different categories of imbalanced data sets.

Similarly to the related study [42] we will focus our experiments on 13 bench-

mark real-world imbalanced data sets. Their characteristics is presented in Table 1.

We have chosen the data sets which have been often studied in many experimen-

tal studies with imbalanced data. They represent different sizes, imbalance ratios

(denoted by IR), domains and have both continuous and nominal attributes. Follow-

ing the most related results [42] some of these data sets should be easier to learn

standard classifiers while most of them constitute different degrees of difficulties.

Nearly all of benchmark real-world data sets come from the UCI repository.
1

One

data set is medical data set which was used in the earlier works of Stefanowski et

al. on class imbalance.
2

In data sets with more than one majority class, they are

aggregated into one class to have only binary problems, which is also typically done

in the literature.

Furthermore, we have decided to study few synthetic data sets with known data

distribution. We apply a specialized generator for imbalanced data [64] and pro-

duced two different types of data sets. The examples of both minority classes are

generated randomly inside predefined spheres and the majority class examples are

1
http://www.ics.uci.edu/mlearn/MLRepository.html.

2
We are grateful to Prof. W. Michalowski and the MET Research Group from the University of

Ottawa for providing us an access to scrotal-pain data set.

http://www.ics.uci.edu/mlearn/MLRepository.html
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uniformly distributed in an area surrounding them. We consider two configurations

of these minority class spheres: called paw and flower—see their 2-D illustrations

at Figs. 1 and 2. In both data sets the global imbalanced ratio IR is equal to 7, and

the total cardinality of examples are 1200 for paw and 1500 for flower always

with three attributes. The minority class is decomposed into 3 sub-parts or 5 sub-

parts. Moreover, each of this data sets has been generated with different numbers of

unsafe examples—which is denoted by four numbers inside the name of data. For

instance flower5-3d-30-40-15-15 means that the generated minority class

should contain approximately 30% of safe examples, 30% inside the class overlap-

ping, 15% rare and 15% outliers.

5.2 Tuning Kernel Bandwidth and k-Neighbourhood

In this experiment we used the method presented in Sect. 4 to tune the best size

of kernels’ bandwidth h and the best value of parameter k representing the number

of nearest neighbours. The results of the tuning on benchmark real-world data are

presented in Table 2, while the results of tuning on synthetic data are presented in

Table 3. The results presented in these tables come from stratified 10-fold cross-

validation averaged 5 times to improve reproducibility and reduce possible variance

of the optimization criterion (here G-mean).

Note that the considered bandwidth h sizes refer to the average distance to k-th

nearest neighbour in the minority class of the given data set. This setting allows us to

obtain more comparable results and make the bandwidth size dependent on the char-

Table 2 Bandwidth h and k tuned on real-world data

Data set Kernel k-NN

Avg. k h G-mean k G-mean

abalone 6.5 0.074 36.679 5 45.547

breast-cancer 8 0.087 52.480 7 57.324

car 8 ≃0 77.265 5 87.627

cleveland 1 0.523 22.190 5 41.997

cmc 1 0.059 47.963 5 58.233

ecoli 7 0.332 76.739 9 80.300

haberman 9 0.328 43.624 5 56.552

hepatitis 6 0.812 65.695 7 71.893

scrotal-pain 8.5 0.408 55.955 9 77.244

solar-flare 1 0.038 27.095 5 50.609

transfusion 3 0.128 53.976 7 60.710

vehicle 8.5 0.516 88.682 5 93.883

yeast 2.5 0.430 34.391 5 60.018
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Table 3 Bandwidth h and k tuned on synthetic data

Data set Kernel k-NN

Avg. k h G-mean k G-mean

flower5-3d-10-20-35-35 0.5 0.058 43.199 7 52.549

flower5-3d-100-0-0-0 9 0.077 91.906 9 96.407

flower5-3d-30-40-15-15 2.5 0.103 79.623 9 80.998

flower5-3d-30-70-0-0 9 0.076 89.802 9 96.082

flower5-3d-50-50-0-0 9 0.077 92.757 8 96.506

paw3-3d-10-20-35-35 0.5 0.066 44.088 7 49.319

paw3-3d-100-0-0-0 8.5 0.099 95.425 9 97.067

paw3-3d-30-40-15-15 2 0.113 78.178 7 79.186

paw3-3d-30-70-0-0 9 0.100 90.252 7 93.189

paw3-3d-50-50-0-0 8.5 0.098 92.458 9 95.090

acteristics of each data set that was analyzed. Please note that value of k-neighbour

according to the average distance in the minority class relates to some extend to the

value of k in the other approach based on nearest neighbours. Technically, we con-

sidered values of the kernel bandwidth corresponding to average distance to k-th

neighbour, with k from interval [5, 9] with a basic step 0.5.

We have chosen these values as we wanted to check smaller neighbourhoods,

which was already well motivated in the previous research presented in [42]. In case

of the other approach based on nearest neighbours, we considered only

k = {5, 6, 7, 8, 9} for the same reasons. The choice of k ≥ 5 is motivated here by the

fact that neighbourhoods smaller than 5 do not allow to perform sensible labelling of

example types that we presented in Sect. 5.3. This argument is not viable for average

k values related to the bandwidth size. In Tables 4 and 5, we present an average num-

ber of examples inside the kernel for bandwidths tuned in experiments on real-world

and synthetic data sets, respectively.

Note that average numbers of nearest neighbours in kernels of real-world data

sets, presented in Table 4, are always higher than 5. For synthetic data sets, pre-

sented in Table 5, one can observe that the average number of examples inside ker-

nels is smaller than 3 in case of the most difficult to learn distributions of examples

(data sets: flower5-3d-10-20-35-35, paw3-3d-10-20-35-35). In case

of these two data sets, rare and outlier examples are the most numerous in the minor-

ity class. This result can be explained when we take a look at results from the Table 3.

For these data sets the value of average k is the smallest possible, which means that

it was better to keep the neighbourhood (and the bandwidth) as small as possible to

obtain the best optimization result of G-mean.

A comparison of results obtained with tuning kernels and nearest neighbours vari-

ants, reported in Tables 2, and 3, shows that kernel neighbourhoods works differently

than k nearest neighbourhoods. This observation comes mainly from the comparison

of G-mean values obtained in the tuning process. Regardless whether we compare on
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Table 4 Average k (for tuned bandwidth) and average number of examples inside a kernel for

real-world data

Data set Avg. k Avg. n

abalone 6.5 115.04

breast-cancer 8 41.12

car 8 14.39

cleveland 1 18.74

cmc 1 6.96

ecoli 7 25.37

haberman 9 54.25

hepatitis 6 36.69

scrotal-pain 8.5 58.46

solar-flare 1 273.93

transfusion 3 38.55

vehicle 8.5 22.33

yeast 2.5 62.24

Table 5 Average k (for tuned bandwidth) and average number of examples inside a kernel for

synthetic data

Data set Avg. k Avg. n

flower5-3d-10-20-35-35 0.5 3.10

flower5-3d-100-0-0-0 9 12.56

flower5-3d-30-40-15-15 2.5 18.16

flower5-3d-30-70-0-0 9 12.96

flower5-3d-50-50-0-0 9 12.55

paw3-3d-10-20-35-35 0.5 2.88

paw3-3d-100-0-0-0 8.5 12.28

paw3-3d-30-40-15-15 2 15.82

paw3-3d-30-70-0-0 9 14.81

paw3-3d-50-50-0-0 8.5 12.94

real-world or synthetic data sets, k-neighbourhood achieves higher G-mean values

than kernel neighbourhood.

However, one should be careful with drawing conclusions from comparing aver-

age k related to the tuned kernel bandwidth with k tuned directly for nearest neigh-

bours as the kernel approach uses other ranges. Nevertheless, it is visible that higher

values of bandwidths in kernels relate always to higher values of k in nearest neigh-

bours. We can also notice that larger neighbourhoods are selected for easier data

sets.
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The size of the kernel bandwidth (the distance values) presented in Tables 2, and 3

is not easy to interpret since it is a value of HVDM metric (please see Sect. 3). Note,

however, that values of the bandwidth on real-world data sets have higher variance

than these observed for synthetic data sets. It seems natural that real-world data sets

should present more variability than synthetic ones.

5.3 Analyzing Types of Minority Examples

In this part experiment, we used the previously tuned bandwidths of kernels and

k-neighbourhoods to label different types of minority class examples in real-world

and synthetic data sets (it is somehow inspired by the earlier analysis in [40]). The

results obtained for benchmark real-world data sets with kernel neighbourhood are

presented in Table 6, and the ones obtained with k-neighbourhood are presented in

Table 7.

Let us first explain differences in the number of example types identified by the

two approaches to model neighbourhoods. Recall that differently than in [42], we

have not applied the same labelling rule and the tuned values of k are different and

vary depending on the given data set (see values of k for k-NN in Table 2 for details).

Instead we used analogous rules, which are formulated according to estimated values

of probability of minority class, for both kernels and k-neighbourhood (please see

Sect. 4 for details).

Table 6 Labelling of minority class examples in real-word data for the tuned bandwidth

Data set Safe [%] Borderline

[%]

Rare [%] Outlier [%] Zero [%] Empty [%]

abalone 4.78 10.15 8.66 70.75 3.58 2.09

breast-

cancer

17.65 18.82 31.76 29.41 1.18 1.18

car 0.00 47.83 43.48 8.70 0.00 0.00

cleveland 2.86 2.86 25.71 42.86 17.14 8.57

cmc 13.81 21.32 24.02 13.21 20.42 7.21

ecoli 5.71 68.57 14.29 5.71 5.71 0.00

haberman 1.23 25.93 39.51 29.63 2.47 1.23

hepatitis 28.12 21.88 3.12 34.38 6.25 6.25

scrotal-pain 15.25 20.34 28.81 22.03 1.69 11.86

solar-flare 4.65 6.98 16.28 65.12 4.65 2.33

transfusion 5.06 38.76 27.53 16.85 6.74 5.06

vehicle 55.78 35.68 5.53 0.00 0.50 2.51

yeast 7.84 11.76 27.45 39.22 9.80 3.92
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Table 7 Labelling of minority class examples in real-word data for tuned k
Data set Safe [%] Borderline [%] Rare [%] Outlier [%]

abalone 11.04 8.36 23.58 57.01

breast-cancer 29.41 28.24 29.41 12.94

car 60.87 21.74 13.04 4.35

cleveland 0.00 22.86 17.14 60.00

cmc 23.72 18.32 31.23 26.73

ecoli 28.57 48.57 14.29 8.57

haberman 14.81 29.63 38.27 17.28

hepatitis 43.75 28.12 12.50 15.62

scrotal-pain 38.98 42.37 15.25 3.39

solar-flare 0.00 18.60 32.56 48.84

transfusion 26.97 33.71 15.17 24.16

vehicle 78.89 13.57 6.03 1.51

yeast 15.69 19.61 21.57 43.14

The next important difference comes from the new assumption that the kernel

approach allows us to identify more types of examples. It is clearly visible for the

real-world data sets (see Table 6) which contain minority examples of all six dif-

ferent types. A similar observation is valid for the same data sets analyzed with k-

neighbourhood (in Table 7), although here we distinguish four types. Let us also

note that the results presented in Table 7 correspond well with the previous ones

presented in [42]. Nevertheless, some differences in proportions are visible mostly

for more difficult data sets (e.g., abalone, solar-flare, yeast).

Even though numbers of examples into different types labelled by kernel neigh-

bourhood and k-neighbourhood are not exactly the same, the characteristics of the

particular data sets (i.e. their categorization with respect to dominating types of

minority examples) are generally quite similar. In particular, the highest number of

outliers is discovered for the same data sets: yeast, solar-flare, abalone,

cleveland. The highest number of rare type examples is also discovered for the

same data sets: cmc, breast-cancer (although k-neighbourhood discovers the

same number of safe examples),haberman. The same applies to borderline and safe

examples. The highest number of borderline examples is discovered for data sets:

transfusion, and ecoli. The highest number of safe examples is discovered

by both kernel and k neighbourhood for vehicle. Limited differences in labeling

are observed for few data sets only: hepatitis, scrotal-pain, and car.

One can notice that new types of examples discovered by the kernel neighbour-

hood are present in almost all data sets. There are two exceptions: zero type exam-

ples are not discovered in car; then empty type examples are not found in car,

and ecoli. These type of examples are not dominant in any data set. Since they

reflect poor performance of kernel neighbourhood at estimating probability of minor-

ity class, one should not expect to find a lot of them. Still, relatively high numbers
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Table 8 Labelling of minority class examples in synthetic data for tuned bandwidth

Data set Safe

[%]

Borderline

[%]

Rare

[%]

Outlier

[%]

Zero

[%]

Empty

[%]

flower5-3d-10-20-35-35 20.21 22.87 21.28 0.00 35.11 0.53

flower5-3d-100-0-0-0 84.57 14.89 0.53 0.00 0.00 0.00

flower5-3d-30-40-15-15 35.64 34.04 3.19 14.36 12.77 0.00

flower5-3d-30-70-0-0 76.60 23.40 0.00 0.00 0.00 0.00

flower5-3d-50-50-0-0 77.13 22.34 0.53 0.00 0.00 0.00

paw3-3d-10-20-35-35 14.67 20.67 24.67 0.67 36.00 3.33

paw3-3d-100-0-0-0 65.33 34.67 0.00 0.00 0.00 0.00

paw3-3d-30-40-15-15 26.00 42.67 4.67 11.33 15.33 0.00

paw3-3d-30-70-0-0 44.67 52.00 3.33 0.00 0.00 0.00

paw3-3d-50-50-0-0 57.33 40.67 2.00 0.00 0.00 0.00

Table 9 Labelling of minority class examples in synthetic data for tuned k
Data set Safe [%] Borderline [%] Rare [%] Outlier [%]

flower5-3d-10-20-35-35 25.00 5.32 36.17 33.51

flower5-3d-100-0-0-0 87.77 12.23 0.00 0.00

flower5-3d-30-40-15-15 52.66 17.55 17.02 12.77

flower5-3d-30-70-0-0 77.13 22.87 0.00 0.00

flower5-3d-50-50-0-0 90.43 9.57 0.00 0.00

paw3-3d-10-20-35-35 18.00 12.00 34.67 35.33

paw3-3d-100-0-0-0 70.67 29.33 0.00 0.00

paw3-3d-30-40-15-15 54.00 16.00 14.67 15.33

paw3-3d-30-70-0-0 76.00 23.33 0.67 0.00

paw3-3d-50-50-0-0 66.00 34.00 0.00 0.00

of zeros and empty type examples is found in data sets: cleveland and cmc.

Relatively high number of zero examples only is found in yeast. Furthermore, a

relatively high number of empty type examples is found in scrotal-pain. Some

relations between the numbers of discovered zero and empty type examples and the

predictive performance of kernel neighbourhood (in Table 2) can be also observed.

The labeling results obtained for synthetic data sets with kernel neighbourhood

and k-neighbourhood are presented in Table 8 and in Table 9, respectively.

We can conclude that the types of examples injected to synthetic data sets are

rather well discovered by both kernel neighbourhood and k-neighbourhood. Safer

distributions of examples in data sets (without rare and outlier type examples) are

recognized in the best way. There is a tendency to mislabel some of safe examples

as borderline (which could explained for examples located very closed to the deci-

sion boundaries that they are too dominated by neighbors from the opposite class),
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however, the reverse tendency (to mislabel borderline as safe) is also observable

(especially for k-neighborhood). Rare and outlier types of examples are much bet-

ter recognized by k-neighborhood than kernel neighborhood. We can hypothesize

that the kernel neighborhood expresses a worrying tendency to discover outliers as

zero type (and also sometimes empty type) examples. This result can be linked to

choosing too small bandwidth by the tuning procedure for difficult distributions of

examples.

To sum up, this kind of labeling analysis shows the usefulness of modeling the

neighborhood to identify the level of difficulty of the studied data set. Generally

speaking, the less safe examples, the more difficult could be the data set. It is also

interesting to notice that most of studied data sets do not contain too many safe exam-

ples. The percentage of rare, outlier or even empty example is quite high for some

of data sets. In particular the kernel analysis may provide more information than k
neighborhood approach due to new types of examples.

6 Improving Pre-processing Techniques
with the Neighbourhood Analysis

One can ask whether the estimation of probability of minority class examples, which

is behind the labelling of minority class, may be useful to improve pre-processing of

imbalanced data sets. Therefore, we compare performance of a standard unprunned

J48 classifier trained on data sets pre-processed according to the neighbourhood

analysis with kernel and k-neighbourhoods against the same classifier trained on

not-processed and randomly over-sampled data sets. The choice of over-sampling is

motivated by its’ ease of implementing as compared to under-sampling.

The proposed over-sampling technique uses probability of the minority class esti-

mated for each of minority class example according to the frequency of examples

in tuned kernel neighbourhood and k neighbourhood (we use the same tuning as

comes from the analysis carried out in Sect. 5.3). The estimated probability is used

as a weight of example in the sampling procedure. The difference with respect to

the neighbourhood analysis is that, since we apply over-sampling, we want difficult

examples (thus, having low value of the probability) to be more represented in the

over-sampled data set than safe ones. To achieve this result we simply use inverse of

the probability as the weight and replicate them proportionally to this value. In gen-

eral, we want to achieve approximately balanced classes, so we estimate the global

number of need copies and divide this number among all minority examples with

respect to their weights.

Classification performance of J4.8 with pre-processing technique is measured

by standard measures such as G-mean and sensitivity. G-mean results are presented

in Tables 10, and 11, for real-world, and synthetic data sets, respectively.

G-mean classification results on real-world data sets show rather limited influ-

ence of the proposed pre-processing on predictive performance. In general, one
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Table 10 G-mean [%] for unprunned J48 learned on base (original) and over-sampled real-world

data

Data set Base Random Kernel k-NN

abalone 53.790 60.198 60.802 60.481

breast-cancer 56.495 68.139 68.764 68.791

car 89.851 90.356 90.157 89.681

cleveland 48.984 56.570 50.365 51.716

cmc 56.706 64.142 64.541 64.494

ecoli 70.489 74.011 74.080 74.401

haberman 56.060 54.559 57.394 56.492

hepatitis 63.136 72.058 66.507 68.809

scrotal-pain 69.563 70.570 70.313 71.781

solar-flare 44.249 44.522 42.867 44.110

transfusion 60.018 56.071 56.456 56.564

vehicle 91.929 94.405 93.912 92.609

yeast 54.564 53.735 55.535 57.219

Table 11 G-mean [%] for unprunned J48 learned on base and over-sampled synthetic data

Data set Base Random Kernel k-NN

flower5-3d-10-20-35-35 0.000 39.627 38.835 38.426

flower5-3d-100-0-0-0 89.410 88.692 87.245 88.190

flower5-3d-30-40-15-15 72.924 72.281 70.576 73.215

flower5-3d-30-70-0-0 87.205 87.496 86.000 85.125

flower5-3d-50-50-0-0 90.530 89.306 89.834 88.442

paw3-3d-10-20-35-35 0.000 33.252 34.634 33.474

paw3-3d-100-0-0-0 88.205 89.231 89.894 88.192

paw3-3d-30-40-15-15 71.320 73.613 74.417 74.074

paw3-3d-30-70-0-0 88.491 85.650 86.153 84.993

paw3-3d-50-50-0-0 89.499 87.421 86.449 86.088

can observe improvements for several difficult data sets: yeast, haberman, then

smaller improvements are also noted for: abalone, breast-cancer, and

ecoli. For safer data sets like: vehicle, car one may expect that no over-

sampling (base) or random over-sampling may be sufficient solutions (i.e., they may

perform better). Then, we acknowledge that no oversampling is best performing

on transfusion. Moreover, random over-sampling works best on two data sets:

solar-flare, and cleveland.

The results on synthetic data sets also show no significant improvement when

kernel and k-neighborhood over-sampling is applied. Better performance in com-

parison to random over-sampling and no over-sampling (base) can be observed on
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some more difficult distributions. Sensitivity results confirm the observations made

with respect to G-mean. Thus, we do not include tables with these results due to the

page limits.

More encouraging results have been obtained for modifications of SMOTE, in

particular the recent proposal called Local Neighbourhood extension of SMOTE

(briefly LN-SMOTE) which is inspired by the analyzing local data characteristics

of the minority examples [37]. Its comparative study against basic SMOTE and two

other related generalizations applied with 3 different classifiers (J48, Naive Bayes

and k-NN) showed that it improved G-mean and F-measure on several of real world

data sets. Yet another modifications of SMOTE with respect to individual difficulty

weights of examples has been also considered in [43].

7 Neighbourhood Based Ensembles

Ensembles are another kind of methods which could be improved by the neighbour-

hood analysis. The current proposals of ensembles dedicated to class imbalanced

data are mainly extensions of known strategies as bagging, boosting or random trees.

They usually either employ pre-processing methods before learning component clas-

sifiers or embed the cost-sensitive framework in the ensemble learning process; see

their review in [14]. Previous comparative studies, such as [4, 14], have showed

that extensions of bagging ensembles are quite promising. The most popular exten-

sions pre-process bootstrap samples by under-sampling the majority class or over-

sampling the minority class to obtain a balance of class cardinalities in each boot-

strap sample. Roughly Balanced Bagging (RBBag), which is a kind of specialized

under-sampling approach leads to best improvements [30, 54].

In this section we want to show that using the neighbourhood based approach to

change distributions of minority class examples in bootstrap samples may improve

performance of bagging ensemble classifiers and result in solutions being competi-

tive to Roughly Balanced Bagging.

We focus on k-neighbourhoods in bagging ensembles, since they proved to bet-

ter render the distribution of minority class examples in Sect. 5.2. Moreover, they

have been already successfully integrated in the Neighbourhood Balanced Bag-

ging (NBBag), which we have proposed [5].

Neighbourhood Balanced Bagging is based on a different principle than all known

bagging extensions for class imbalance. First, instead of integrating bagging with

pre-processing, it keeps the standard bagging idea. What changes are probabilities

of sampling examples to bootstraps. The chance of drawing minority examples is,

sometimes radically, amplified (which is controlled by a special hyper-parameter 𝜓).

Furthermore, the amplification depends on the type of difficulty of minority example

identified according to its k-neighbourhood.

We have already shown that NBBag works in both types of bagging general-

izations: over-sampling and under-sampling [5]. In first type of generalization, it is

similar to over-sampling minority class examples into bootstraps, however, at the
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same time, the probabilities of drawing majority class examples are decreased. The

size of bootstrap is kept the same as the size of the original learning set. The second

type is inspired by under-sampling generalizations, which predicts better than over-

sampling generalizations [5]. The probabilities of drawing minority class examples

are increased, while probabilities of drawing majority class examples are decreased.

Most of the extensions of bagging for imbalanced data are non-parametric [6].

They do not introduce any new parameters, which need to be adjusted during con-

struction of an ensemble of classifiers. On the one hand, one can argue that bagging

itself is a parametric method since the adequate size of the ensemble for a given prob-

lem is not known a priori. The size of the ensemble is a parameter, which may influ-

ence the performance of each of the considered extensions. On the other hand, fix-

ing this parameter enables comparison of ensembles of the same size, which should

allow to distinguish ones which perform better than the others under the same con-

ditions.

Different types of parameters are introduced in NBBag [5] to control the char-

acteristics of neighbourhood: size of neighbourhood k, and amplification factor 𝜓 .

In the experiments comparing NBBag to other bagging extensions presented in [5]

these two parameters were carefully selected to provide the best average perfor-

mance. The previous tuning of these parameters was made post-hoc, i.e., first results

were obtained for a number of promising pairs of parameter values and then the

best values were chosen. On the other hand, we need to look for more appropri-

ate approaches to tune these parameter inside learning an ensemble rather than in a

post-hoc way.

Tuning of such model parameters is a known problem in machine learning [18].

However, to our best knowledge, this problem has drawn rather limited attention in

the context of learning ensembles from imbalanced data. Class imbalance may limit

using some more advanced parameter tuning techniques. To put it simply, minority

class examples are to valuable to spare them for tuning purposes only, while majority

class examples are not. Following this observation, we investigate a basic technique

taken from tree learning. In the same way as reduced-error pruning uses training

data [47], we divide training data set into two stratified samples. The first sample is

used for training NBBag models and the second one to validate the trained models.

After the best parameters are selected, NBBag classifier is constructed on the whole

training set. Contrary to what was presented in [5], this technique does not allow to

distinguish best values of parameters for all data sets nor even for one data set when

learning of a classifier is repeated, as e.g., in cross-validation. Tuning of parameters

is performed independently for each constructed component classifier.

In the following, we present performance of two variants of Neighbourhood Bal-

anced Bagging: under-sampling (uNBBag) and over-sampling (oNBBag) with tun-

ing of k and 𝜓 parameters among a limited set of values (small k, and limited amplifi-

cation of examples weight represented by 𝜓—please consult [6] for details). Tuning

of best parameter values is performed on 2∕3 of the training set. The remaining 1∕3
of training set is used for the validation.

Now we experimentally compare classification performance of uNBBag and

oNBBag to Exactly Balanced Bagging (EBBag) [23], Over-Bagging (OverBag) [58],
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Table 12 G-mean [%] of NBBag and other bagging ensembles on real-world data

Data set EBBag OverBag uNBBag oNBBag RBBag

abalone 78.845 69.230 79.517 78.706 79.035

breast-cancer 58.175 60.718 58.465 58.795 60.091

car 96.668 96.959 96.356 96.851 96.568

cleveland 73.628 51.629 73.260 66.754 71.130

cmc 64.191 61.036 65.051 63.787 65.350

ecoli 88.178 83.896 88.435 85.380 88.430

haberman 64.144 63.329 63.742 61.779 63.533

hepatitis 79.137 75.816 78.035 74.762 79.457

scrotal-pain 73.679 74.038 72.923 71.997 75.618

solar-flare 83.710 64.649 83.149 79.994 83.421

transfusion 66.607 67.748 66.449 66.476 67.143

vehicle 95.038 94.934 95.440 95.115 95.417

yeast 84.018 63.167 84.475 79.557 85.016

and Roughly Balanced Bagging (RBBag) [22]. The size of ensembles is fixed to 50

components, J48 with exactly the same parameters as in Sect. 6 is used as compo-

nent classifier. We restrict our comparison to real-world data sets only.

The results of G-mean and sensitivity are presented in Tables 12 and 13, respec-

tively. These results were estimated by a stratified 10-fold cross-validation repeated

ten times to reduce the variance of measures.

Looking at both Tables 12 and 13, one can notice that uNBBag and RBBag stand

out as the best performing classifiers. Another observation is that over-sampling

extensions of bagging, represented by OverBag and oNBBag, provide worse perfor-

mance that under-sampling extensions. When we compare G-mean performance of

ensemble classifiers to performance of over-sampled single classifiers (see Table 10)

it is clear that ensembles provide better performance except for breast-cancer,

where ensembles are only better than single classifier trained on not pre-processed

data (i.e., base). A more detailed comparison on G-mean shows that RBBag and

uNBBag does not perform best only in case of some relatively safe data sets like:

car (both classifiers), scrotal-pain (uNBBag) or more difficult breast-
cancer (uNBBag), and cleveland (RBBag).

With respect to values of sensitivity (Table 13) uNBBag and EBBag are clearly

the best performing classifiers. uNBBag provides the best recognition of the minority

class in case of almost all of considered real-world data sets.

This analysis of classification performance of bagging extensions leads to con-

clusions, which are concordant with the ones presented in [5] and in [6]. RBBag and

uNBBag are identified as two outstanding alternatives. Moreover, an exploitation of

a relatively simple parameter tuning technique, including a dynamic adaptation of

the neighborhood size, allowed us to obtain quite satisfactory predictive performance

of NBBag.
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Table 13 Sensitivity [%] of NBBag and other bagging ensembles on real-world data

Data set EBBag OverBag uNBBag oNBBag RBBag

abalone 80.925 51.224 80.776 75.851 77.045

breast-cancer 63.412 54 65.176 59.059 58.471

car 100 95.652 100 95.942 100

cleveland 80.286 30.571 79.143 63.429 69.143

cmc 70.240 50.721 68.739 63.423 64.685

ecoli 92 76 92 84 90.571

haberman 56.914 59.136 63.827 66.543 55.802

hepatitis 83.438 67.188 79.062 69.688 77.500

scrotal-pain 76.271 70.169 76.441 73.051 75.763

solar-flare 88.140 46.977 86.744 81.395 85.581

transfusion 66.517 61.236 72.697 67.753 65.674

vehicle 97.236 94.523 97.286 95.477 96.935

yeast 91.765 40.980 90.392 73.529 88.431

8 Extensions of the Neighbourhood Analysis

In this section we briefly point out potential extensions of the neighbourhood

approaches which may be useful for some applications—although they are not stud-

ied in this paper. We focus our attention on the following three issues:

Identification of Class Decomposition into Sub-concepts
The discussed neighbourhood analysis may approximate some data difficulty factors

only. In particular, it does not directly identify a decomposition of the minority class

into sub-concepts. As it was discussed in the Sect. 2.1 research of Japkowicz and her

collaborators on within-class imbalance showed that increasing the number of the

sub-concepts decreased classification performance more than increasing the global

imbalance ratio between class imbalance [24, 26]. The comprehensive summary of

other studies on the role of such class decomposition is presented in [53].

The open question is how to automatically identify such sub-concepts in real-

world data sets. In cluster-oversampling proposal, Japkowicz applied k-means clus-

tering algorithm to examples from each class separately [44]. However, it is nec-

essary to estimate the unknown number of expected clusters or to choose an opti-

mization criterion (the most popular criteria are not defined for the context of imbal-

anced data). Moreover, these kinds of algorithms are not appropriate for dealing with

complex decision boundaries or outlier examples. In our opinion there is a need for

developing a new kind of a semi-supervised algorithm (where it is necessary to deal

with presence of minority vs. majority examples inside clusters).

Highly-Dimensional Data Sets
The presented approach uses HVDM metric to calculate distances between exam-

ples. Similarly to using Euclidean metric in most of pre-processing methods it is
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more suitable for problems with relatively small or medium number of attributes.

On the other hand, highly dimensional data sets may occur in image analysis, bio-

medical data analysis, genetics or other fields. The use of such dissimilarity mea-

sures and k-nearest neighbor principle on such data sets may suffer from the curse of

dimensionality as it has been recently showed by Tomasev’s research on, so called,

hubness-aware shared neighbor distances for high-dimensional k-nearest neighbor

classification [57].

Recall that this problem is also a challenge for standard learning of classifiers as

it increases risks of over-fitting as well as spurious findings. However, considering

it with class-imbalanced predictions presents an additional source of difficulties, as

it biases classification towards majority class for most classifiers (see, e.g., experi-

mental analyses from [3, 30]). In standard balanced classification feature selection

or projections techniques, such as: SVD or PCA, are often applied to enhance pre-

dictive performance. Even though these methods have been extensively studied, they

mey be too biased toward majority class. Although, some new class imbalance tech-

niques have been recently introduced [35], we postulate still more research also in

the context of an identification of types of examples.

Multiple Imbalanced Classes
A binary classification task is mostly studied in case of imbalanced data. This for-

mulation is justified by focus an interest on the most important class and real-world

semantics, like in medical diagnosis (distinguishing sick vs. healthy patients). On

the other hand, in some situations it may be reasonable to distinguish more classes

with low cardinalities [59].

Considering multiple minority classes makes the learning task more difficult as

relations between particular classes become more complex [59]. Internal data dis-

tributions or decision boundaries will be different than in case when some classes

are aggregated. Techniques developed for binary imbalanced problems are usually

not directly applicable to multi-class problems. Quite often they lose performance

on one class while trying to gain it on another. A brief review of current specialized

techniques is available in [49].

We could ask a question on possible generalizations of the neighbourhood analy-

sis for more than one minority class. Although it has not been studied yet, two direc-

tions could be considered. Either one can decompose the multi-class imbalanced

data set to a set of binary problems—one minority class vs. all other classes; con-

sider them independently and somehow aggregate results. According to [28] it is a

dominating strategy in specialized ensembles, see e.g., [13].

However, in such decomposition of the multiple imbalanced classes, pairwise

relations between two classes may be too strongly over-simplified and they do not

reflect more complex relations/interactions between several of classes, as one class

influences several neighboring classes at the same time. Therefore, it may be more

interesting to consider interaction of examples from various minority classes while

defining types of examples or exploiting other information from the neighbourhood

analysis—however, it is still a topic for further research.
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9 Final Remarks

In this paper we follow earlier research on studying the internal characteristics of

class imbalanced data and its consequences for difficulties while learning classifiers.

We share opinions of researches [15, 25, 26, 36] who showed that the high imbalance

ratio between the minority and majority classes (measured on the global level of the

data) is not the only and not even the main reason of these difficulties. Other data

difficulty factors, such as decomposition of the minority class into many rare sub-

concepts, the effect of too strong overlapping between the classes or a presence of

too many minority examples inside the majority class region, referring to more local

characteristics of class distributions, are more influential.

Our current study on these local data characteristics and difficulties goes along

research lines introduced by Napierala and Stefanowski in [40, 42]. They have pro-

posed to capture the aforementioned data difficulty factors by considering the local

characteristics of learning examples from the minority class and by an identification

of four basic types of examples: safe, borderline, rare case and outlier. It has been

achieved by analyzing the class distribution of examples from different classes inside

a local neighborhood of the considered example which could be modeled either by

means of k-neighbours or kernels.

As the tuning the size of these two kinds of neighbourhoods with respect to char-

acteristics of given data sets have not been sufficiently studied yet, the first contri-

bution of this paper is discussing tuning methods. In our opinion simple rules of

thumb are simply not suitable. We have rather promoted tuning bandwidth of a ker-

nel neighbourhood or number k of nearest neighbours using the adapted version of

cross validation optimization methods.

Results of many experiments presented in Sect. 5 have confirmed usefulness of

these tuning methods. Moreover, they were sufficiently consistent with earlier results

of establishing categories of data set difficulty with respect to dominating types of

minority class examples [40, 42]. However, unlike the earlier studies, in this paper

we have managed to find an individual size of neighbourhood for each data sets.

A general observation is that this size is larger for easier imbalanced data while it

becomes smaller for data sets treated as more difficult to be learned.

The other contribution of the current paper is to promote incorporating the results

of analyzing this neighbourhood of minority class examples in construction of new

methods for learning classifiers from imbalanced data. We have “implemented” this

postulate by considering two main categories of methods specialized for imbal-

anced data: (1) the most popular over-sampling and (2) the generalization of bagging

ensembles which incorporates the results of an analyzing the local neighbourhood

to re-sample examples into bootstrap samples.

The experiments presented in Sect. 7 have demonstrated that Nearest Balanced

Bagging in the version of under-sampling with local tuning the size of neighbour-

hoods and the level of re-sampling achieved the best predictive results. Furthermore,

experiments presented in Sects. 5.2, and 6 have shown that the k nearest neighbours

variant has led to better predictions than the kernel neighbourhood. On the other
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hand, the kernel analysis allows to identify new types of minority class examples:

singletons in empty sub-regions (which is an extreme rarity situation being different

to single examples surrounded by k-neighbours from opposite classes—this exten-

sion may be valuable in studying medical complex data with many untypical cases

of disease, see [45]).

Issues of dealing with the local characteristics of imbalanced data may still open

several lines of future research. Besides already mentioned semi-supervised cluster-

ing for detecting small disjuncts, re-considering the neighbourhood based methods

in highly dimensional spaces or multi-class imbalanced problems one could look for

other tasks such as:

∙ Other, more sophisticated proposals of dynamic re-sampling (also under-sampling)

of both classes with respect to identified different, local characteristics of sub-

regions of imbalanced data.

∙ Considering a new type of cost-sensitive re-sampling where costs of misclassifica-

tion between classes will be taken into account while defining types of the minority

examples; Then, the cost post-posterior probability should be joined together with

an estimation of different density of examples in various sub-regions.

∙ Studying differences between outliers and real noise in imbalanced data; detecting

them, developing a new method for dealing with such noisy examples.

∙ Exploiting information about types of examples in modifications of other algo-

rithms, see e.g., promising results of the rule induction algorithm, called BRACID

[41].

∙ Studying imbalanced data streams affected by concept drifts, i.e., changes in def-

initions of target classes over time [65]; In particular, recent studies have shown

needs for developing new kinds of ensembles for the imbalanced and evolving

data streams.
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Dimensions of Semantic Similarity
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Abstract Semantic similarity is a broad term used to describe many tools, mod-

els and methods applied in knowledge bases, semantic graphs, text disambiguation,

ontology matching and more. Because of such broad scope it is, in a “general” case,

difficult to properly capture and formalize. So far, many models and algorithms have

been proposed that, albeit often very different in design and implementation, pro-

duce a single score (a number) each. These scores come under the single term of

semantic similarity. Whether one is comparing documents, ontologies, entities, or

terms, existing methods often propose a universal score—a single number that “cap-

tures all aspects of similarity”. In opposition to this approach, we claim that there

are many ways, in which semantic entities can be similar. We propose a division

of knowledge (and, consequently, similarity) into categories (dimensions) of seman-

tic relationships. Each dimension represents a different “type” of similarity and its

implementation is guided by an interpretation of the meaning (semantics) of that

similarity score in a particular dimension. Our proposal allows to add extra infor-

mation to the similarity score, and to highlight differences and similarities between

results of existing methods.
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1 Introduction

Semantic similarity, understood broadly, has been applied in very different fields

such as psychology, linguistics, biology, knowledge modeling, artificial intelligence,

and others. Even though, in our work, we focus on computer science (and mathemat-

ics), the understanding of similarity in any domain is influenced by other domains.

Within the scope of computer science there are many areas of interest for similar-

ity scoring, such as graphics (e.g. face recognition), information retrieval, machine

learning, etc. In this context, semantic similarity algorithms are focused mostly on

computational linguistics and semantic reasoning, each with multiple applications.

The most popular direct areas of application are ontology matching and document

(i.e. text) similarity scoring.

To introduce some order into our considerations, let us declare specific objects
that we consider most relevant (in the scope of this work). Those are documents
(natural language texts organized in corpora), terms (e.g. atomic parts of a text),

ontologies (a representation of a knowledge base, e.g. a semantic graph) and entities
(atomic parts of a knowledge base or an ontology). We also look at entity descriptions
contained in ontologies. We mostly consider pairwise comparisons between any two

objects of the same type (e.g. two documents, and not one document and one ontol-

ogy). However, to avoid gratuitous verbosity, the focus is on comparison of entities

and their descriptions. Nevertheless, this paper presents a theoretical approach, or

a “meta-model” of semantic similarity and the presented ideas can be applied in

different fields where similarity is relevant and to objects other than entities.

To formulate specific examples we use OWL [1] (the most popular ontology

description language) and, occasionally, description logic formulas. This is done in

order to illustrate practical applicability of our ideas.

This paper is an extension and continuation of our previous work [2], where we

have briefly introduced and justified the idea of semantic similarity dimensions.

We proceed as follows. Section 2 contains a short introduction to relevant con-

cepts from the description logic. In following Sects. 3 and 4 we summarize the exist-

ing approaches (both theoretical and practical) to calculating semantic similarity. We

also briefly explore the general truths about similarity. Semantic similarity dimen-
sions are introduced in Sect. 5. Its subsections present archetypes of dimensions,

along with general information and examples. Section 6 illustrates practical appli-

cation of the dimensional similarity method in the field of ontologies, while Sect. 7

confronts the dimensional similarity score and results of other similarity methods.

Properties of similarity dimensions are examined in Sect. 8, while Sect. 9 outlines

more general use cases. Finally Sect. 10 presents a summarized case for semantic
similarity dimensions.
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2 Description Logic

Let us start with a brief introduction to description logic (DL). Information presented

here is needed in order to understand some examples given in later sections. This is

because OWL is based on DL, and OWL axioms can be written in the form of math-

ematical formulas expressed in DL. This representation gives a useful perspective

on ontological entities.

In description logic, knowledge is stored in knowledge bases that contain axioms
(also called facts). An ontology is a collection that contains knowledge and, within

the scope of this paper, is considered to be an equivalent of a knowledge base. More

formally, a knowledge base is part of a mathematical model and ontology document

(specifically in computer science) is a presentation of this model.

Each knowledge base (KB) (and each ontology) can be partitioned into TBox,

ABox and RBox. Each of those boxes contains different kinds of axioms. This division

extends to different entities and entity descriptions.

The TBox contains concepts (also called classes), i.e. the declarations and descrip-

tions of concepts. A declaration is simply a statement about the kind of an entity (in

this case—a class), and each description of a concept is constructed from concept
names, role names, constants and a set of DL constructors. The description is said

to provide the explanation of a semantic meaning of a class.

A set of classes, organized into a hierarchy, is called a taxonomy. In taxonomy

classes may have descendants (specializations) and ancestors (subsumers or gener-

alizations). A relation of subsumption in many semantic graphs has the name IS-
A e.g. “computer IS-A machine”. The IS-A relations occur very often and form

directed sub-graphs in semantic graphs. In DL every taxonomy contains a special

class—Thing (⊤), that is the “top” of the hierarchy, i.e. it has no ancestors. More-

over each concept is necessarily a descendant of ⊤, which means that every concept

in an ontology is a part of the same hierarchy. In other words every concept is of type

Thing and, in semantic graphs, there exists at least one path along the IS-A relation

between any two concepts. Thing is considered to be the root of a taxonomy tree. In

this paper, concepts with rich descriptions are called complex, as opposed to simple

concepts, descriptions of which consist only of class names and describe only the

concepts’ position within the taxonomy. Historically, simple concept descriptions

are important, because many old ontologies were formulated exclusively in terms of

taxonomies, and, consequently, some similarity algorithms consider only the taxo-

nomic part of ontologies. Taxonomies and classes are still considered central to a lot

of ontologies.

The ABox contains declarations and descriptions of individuals. Individuals are

instances of classes, i.e. each instance is of at least one type and, necessarily, of type

Thing. A description of an individual is comprised of types and assertions about

properties built from concept names, role names and constants. Property assertions

are parts of a description that are specific to each individual and together with indi-

vidual’s types describe the meaning of the entity. Individuals usually do not form a

hierarchy. They are, nevertheless, strongly tied (via the types) to the taxonomy. As a
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consequence of the meaning of subsumption, an individual that is explicitly of type

A is also of all types that are ancestors of A (including ⊤).

The RBox contains declarations and descriptions of roles (also called proper-
ties). A role description defines the role’s domain, range and characteristics (such as

symmetry, transitivity and others), which likens roles to mathematical binary rela-

tions. In OWL DL [1], an OWL variant, two types of roles are distinguished: object
properties and data properties. The range of an object property is a class, while the

range of a data property is a literal (e.g. a numerical value or a string). For both types

of roles the domain is a concept. The RBox is often considered to be a part of ABox,

as opposed to a “box” of its own. In any case the main line of division of a knowledge

base lies between ABox and TBox.

Following the division of KB into “boxes”, within the scope of this paper the

term (ontological) “entities” refers to concepts, individuals or properties. The most

relevant similarity calculation is between entities from the same “box”, although

comparison between, for instance, a class and an individual is also, theoretically,

possible (we touch upon this later).

Different varieties of DL (sometimes called profiles) determine what constructors
are available when formulating axioms, as well as what syntactic variant is allowed

(i.e. what symbol sequences are allowed). In order to clearly present our ideas, in

this paper, most examples of DL expressions are given in a simple DL formalism

EL (see Table 1), unless otherwise noted. We also discuss how the ideas may be

extended to more expressive description logics.

In what follows, concept names are denoted by capital letters A,B,C,…, indi-
vidual names by lowercase letters a, b,… , o, and role names by lowercase letters

p, r,… , z. Each name may have an optional index, e.g. C1. An expression C(a)means

that individual a is of type C. Expression r(a, b) is a role assertion and denotes that

a is related to b by role r, a being the realization of the roles domain and b its range.

Table 1 summarizes relevant DL constructors. Constructors in EL are (by defi-

nition) limited to: top concept, concept conjunction and existential quantification

(restriction). For more details about DL, its constructors, semantics, and varieties

refer to [3].

Some relations defined in DL are of special importance to similarity scoring.

Those are primarily subsumption (⊒), inclusion (⊑) and equivalence (≡). The ⊑ cor-

Table 1 DL constructors

EL Name Syntax

∗ Top concept ⊤

Bottom concept ⟂
Concept (class) C
Concept negation ¬C

∗ Concept conjunction C1 ⊓ C2
Concept disjunction C1 ⊔ C2

∗ Existential restriction ∃R.C
Universal restriction ∀R.C
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responds directly to the IS-A relation, and the⊒ combined with the⊑means the same

as the ≡. While subsumption is usually reserved for classes, the equivalence relation

can be applied to any entity and has special interpretation of “maximal similarity”.

Unsurprisingly, when two entities are equivalent, they should be treated as one and

the same entity, and their similarity score should be maximal. In similar fashion, a

negated (¬) entity should be maximally different from the entity it negates, but most

often negation is neither part of the DL profile of an ontology, nor is considered

when calculating similarity.

There are two definitions that are highly relevant to calculation of similarity, that

can be expressed in DL—the least common subsumer [4] and the most specific con-
cept [5].

The least common subsumer (LCS) of two entities X and Y is the most specific

(i.e. farthest from the root) entity that is an ancestor to both X and Y . In a taxonomy,

it is a concept that shares the most types with compared concepts, and itself is a

type (generalization) of compared concepts. In other words, the LCS is a class that

is a superclass to both X and Y . Since there may be multiple such superclasses, we

choose the one that is least general, i.e. as far from the Thing and as close to X and Y
as possible. Since LCS represents, in a sense, the most information the entities have

in common, it is sometimes treated as the central part of similarity algorithms.

The most specific concept (MSC) of an individual is a concept whose descrip-

tion is built from assertions about the individual in a way that includes every such

assertion. In other words it is a class that is built specifically to contain an individual

and in its construction is guided by the description of the individual. It is often so

specific that it only contains the one individual it was constructed for. The process of

construction of the MSC utilizes standard semantic deduction [6] and is described

in detail in [7]. The MSC is, in general case, not unique and, because of that, its

usefulness is put into question. The details are beyond the scope of this work and we

refer interested readers to [7]. Even more information about both LCS and MSC can

be found in [3–5]. In further sections we give specific examples for LCSs.

3 Similarity

There is a multitude of works dedicated to similarity across multiple domains, includ-

ing psychology and sociology [8, 9], as well as more technical fields, such as math-

ematics, computer science, or engineering (i.e. similitude [10]). To keep the text

coherent, and not to stray too far from the core ideas, in this section we present some

general observations about similarity, relevant to the main content of this work. Since

computer science is the main focus, articles relevant to this field of science are ref-

erenced throughout the text. Let us now start our general considerations.

Features of Similarity

There are many properties that may apply to a similarity measure. Most measures

reflect the following two general observations about similarity:
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∙ It grows with the commonality of objects

∙ It decreases with the difference between objects

Those two terse and laconic statements are ones of very few that, for all practical

purposes, can be applied to vast majority of formalized similarity measures. Whether

we compare documents, terms, ontologies or other objects, the factors that increase

similarity can be summarized as the commonality between objects. What contributes

to decrease of similarity is the disparity, often included in the score implicitly, as

opposite to the commonality.

Here, it should be stressed that, although other observations can be made about

similarity, there is no strong/community-wide consensus, based on which, one could

construct a general definition. Furthermore, there are a number of “features” of sim-

ilarity, both formal and informal, that have support and opposition. A notable infor-

mal feature of similarity is that, in human judgment, common features carry more

weight than disparate ones [11]. This is exemplified in measures that explicitly con-

sider only commonality and discard differences, i.e. work under the supposition that

the initial similarity is minimal (zero) and each common feature increases it. A differ-

ent approach relies on a “balancing” between commonalities and disparities, where

each of those increase and decrease similarity (respectively) that, initially, is set at a

middle score (e.g. 0.5 on a scale from 0 to 1).

Attentiveness

Another concept relevant to similarity is classification that stems from computer

graphics, and divides similarities into “Pre-attentive” and “attentive” [12, 13]. Pre-

attentive similarity is measured before “interpretation” of entities (or “stimuli”, in

graphics processing terminology), while attentive methods are used after entities

have been interpreted, classified and put into context. The “interpretation” process,

while specific to computer graphics, can be extended to semantic similarity in gen-

eral. At first glance, semantic similarity falls squarely into the attentive category,

because semantic descriptions or features are already an interpretation of entities. On

the other hand, similarity algorithms commonly do not distinguish between possible

different interpretations of the same entity. This is highly relevant in graphic data-

bases, where, for instance, searching for images most similar (to a reference image)

requires different queries, depending on whether we are interested in shape or color

palette similarity. Other, advanced features of an image may be calculated, such as

painting style, and they all require attentive methods. Extending this idea into gen-

eral semantic similarity, we may add similarity scoring with respect to provenance

(e.g. authorship) information for the same images. The different “views” on similar-

ity are, from the point of view of attentive methods, different interpretations of the

same entities. This idea is expanded upon, although with different terminology, in

later sections, where we describe semantic similarity dimensions.

Reference Similarities

Another notable point is that similarity often depends on the context, where each

feature has a weight based on subjective evaluation of importance (i.e. opinion) and
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circumstances surrounding the comparison. In human judgment, knowledge of the

person performing the comparison is very important [14] and is de facto the implicit

“knowledge base” that we score against. However, it is not directly relevant in case

of comparison of DL entities, because, the knowledge used for such comparison is

explicitly defined and available in KB. It has, however, heavy bearing on the quality

of similarity methods, because their results are often judged against human (expert)

opinions. In this way, the evaluation of a similarity algorithm is dependent not only

on the expert doing the evaluation, but also on the quality of the ontology.

There are reference sets of similarities, such as the Miller’s benchmark [15]. The

benchmark itself (building on previous work [14]) produced a set of 30 pairs of

generic terms along with a similarity score averaged from judgments of 38 students.

It was conceived as a way to gain insight into how humans score similarity. The

terms were chosen to be purposefully ambiguous, which adds another layer of (dis-

ambiguation) challenge for the similarity algorithms. Moreover, such benchmarks

are not a good reference point for big ontologies, since those are usually detailed

and contain expert knowledge of a certain domain, which means that there are no

ambiguous terms in them. Later, the benchmark was reproduced [16] with consid-

erably different results, which further questions its validity as a similarity algorithm

evaluation tool. Nevertheless, many works refer to this specific benchmark as a ref-

erence and proof of good (i.e. correct) results [17–21].

There are organized efforts to counteract the difficulties in evaluating (semi-)

automated methods of similarity scoring, such as OAEI (Ontology Alignment Evalu-

ation Initiative) [22]. This initiative is dedicated specifically to evaluating only ontol-

ogy alignment tools and its evaluations are organized into yearly editions, each with

many “tracks”. In each track there are some reference ontologies and alignments pre-

pared. By ensuring that both ontologies and reference alignments are of good qual-

ity, OAEI is able to, at least in principle, provide more meaningful evaluation results,

than simple comparison to a benchmark. Another approach was adopted by Reuters,

which publishes corpora of documents for text categorization, e.g. Reuters-21578 or

RCV1 (Reuters Corpus Volume 1). Instead of declaring an authoritative reference

categorization, the corpora may be used to compare results of different methods, or

to test improvement of a single method over its previous iteration. Other similar cor-

pora exist, e.g. Ohsumed [23] for medical documents and 20NewsGroups [24] for

newsgroup documents.

Granularity

It is worth noting that granularity of information has an influence on similarity. Infor-

mally, the more details we include in our comparison, the less impact on similar-

ity each of them will have. Consequently, a general feature of observation about an

object has a bigger weight than a detailed description of the same feature. In other

words, an expert (or an expert ontology) has a different (more detailed) view than a

layman (a general ontology). In case of human judgment, but also algorithms mod-

eled after it, taking into account that commonality carries more weight, the similarity

of a feature is likely to decrease, when we take a closer look at it. For example, a sim-

ple property, such as age of people, might be exactly the same, when we look only
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at the birth year, but will decrease with the increase of accuracy to days or even

minutes. For a layman, creatures such as monkeys and chimpanzees would be much

more similar, than in the eyes of an expert. A more general observation is that the

amount of information we have about an entity greatly influences similarity, which

is most pronounced in probabilistic methods, such as in [16], where similarity can

change, even if we add knowledge seemingly unrelated to the compared objects.

In particular, granularity of information may strongly influence human performed

quality evaluation of similarity measures (cf. [15]).

Distance and Closeness

Similarity is often considered in the context of distance between entities. The idea

comes from psychology [8] and states that entities may be put into a multi-

dimensional space, where each dimension is a separate characteristic. In such theo-

retical space, the distance between entities is the evidence of dissimilarity, which is,

informally, an inverse of similarity. While in specific applications it may be possible

to construct a finite set of dimensions [13], in general, the sheer number of possible

characteristics in semantic descriptions makes construction of general algorithms

based on this idea difficult [25]. The distance-based similarity is also applicable to

graph structures (more on this in later sections).

Similarity Ordering

It has been argued that just an ordering of concepts, with respect to similarity, is

more useful than a number. In many applications one is primarily interested in find-

ing an entity that is closest to a reference entity, the actual value of “closeness” being

secondary. In case of three objects, one reference object and two compared objects,

we might be satisfied just knowing, which of the comparison objects is more simi-

lar to the reference object, rather than learning the numerical score. This is clearly

pronounced in the difference between regular search and search based on similarity

measures. The first is a partition of the search space into entities that fit the search

criteria (i.e. the query), and those that do not. Similarity search, essentially, responds

with the complete search space, ordered by similarity. Note that, in practice, we are

usually interested only in those entities that have an extreme value of similarity—

either very high or very low. In both cases, the actual numerical scores, often are

irrelevant, as long as they are above (or below) some threshold.

4 Similarity Calculation Methods

Let us now present a, non-exhaustive, list of selected algorithms and methods of

calculation of similarity, that are both used in practice and relevant to presentation

of dimensions of semantic similarity. In order to focus on presentation of our own

ideas, rather than summarizing all existing similarity methods, we have chosen to

describe only a few methods. For a richer list of similarity methods, see [26]. Note
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that the semantic measures library (SML) [27] contains implementations of a large

number of methods described here, as well as many others.

Edge Methods

Edge-based models work on assumption that edge distance in a graph is meaningful

for similarity. Needless to say, edge-based methods require a graph structure, such as

a taxonomy. Those methods view ontologies as directed graphs, where small distance

along some edge type is the evidence of similarity, and long paths indicate dissimi-

larity. A common criticism of edge methods, when applied to ontologies, is that they

work under the assumption, that each edge in a path has the same semantic distance.

In practice, however, there is no formal evidence to back up this assumption, and

some evidence that indicates the opposite [28, 29].

The simplest approach considers similarity to be equal to the length of the shortest

path between a pair of entities (e.g. concepts) SRada(X,Y) = min(paths(X,Y)) [30],

where paths(X,Y) is the set of path lengths in an IS-A graph (see, Sect. 5). More

sophisticated methods, such as e.g. 𝑆𝑖𝑚Wu(X,Y) =
2∗depth(LCS(X,Y))
depth(X)+depth(Y)

[31], involve nor-

malization and take into account depth of the compared entities, depth of their LCS,

or length of path between the root, LCS and entities. Finally, [32] utilizes multiple

relations (not just IS-A) in a graph (multigraph). Because edge methods regularly use

simple mathematical rations, they are often applicable to the dimensional approach to

similarity, where the same formulas are used on distances along dimensions, instead

of path lengths.

Feature Methods

A big class of similarity algorithms are feature methods. In these methods, each

entity is represented by a set of semantic features and the entity similarity is equiv-

alent to similarity of feature sets. What the features are, and how to identify and

construct them, depends on the domain of application and, sometimes, on a partic-

ular implementation. For instance, in computer graphics, a set of features for each

image depends on the software, and may include shape, size, texture, color, position,

etc. In general case, however, the situation is complicated and there is no universal

algorithm of representing entities as a set of features. Feature methods are applied

in different domains (e.g. graphics [33], reasoning [34] and others) and “features”

have slightly different meaning and are constructed (or extracted) in a different way,

depending on the domain model. Usually, features are crisp (not fuzzy), i.e. a feature

either belongs to a feature set, or not. This approach makes it difficult to evaluate

similarity of features that have numerical representations, like the aforementioned

color (e.g. in the RGB color space). When put into a set, a specific numerical value

of a color is, in general, an entirely different feature than any other color value, no

matter how close the color are. This property is another reason for the division of fea-

ture methods into specific implementations (e.g. in graphics) and general formulas

(with crisp feature sets).

In ontologies there are many ways in which feature sets can be constructed from a

description of an entity. In case of concepts, the features are usually considered to be

the concept’s ancestors, its roles, instances, or a set of all of those. Details of how a
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complex description is converted into a set of features depend on particular method

and underlying logic (see, Sect. 5 and onward). A set of features of an individual

may be constructed from its types and role assertions. A usual approach is to use

only role assertions directly mentioned in the entity definition. In such approach, the

semantic descriptions with color properties (e.g. X hasColor red and Y hasColor
light-red) consider the property and its value as atomic, and do not go into detail

about possible similarity of red and light-red. It is worth noting that, in some specific

cases, the feature sets can be constructed in a very natural way. This is the case of

WordNet [35], which explicitly defines synsets (sets of synonyms) that can be, with

no additional effort, treated as feature sets. Another noteworthy property is that the

feature sets in a taxonomy may be defined as a IS-A neighborhood of a class. In such

case, the feature method is, conceptually, very close to an edge method, because they

both use very similar information as input.

In Tversky’s ratio model [11] similarity of two sets of features XF and YF is given

by the formula STv(XF,YF) =
𝛼f (XF∩YF)

𝛼f (XF∩YF)+𝛽f (XF−YF)+𝛾f (YF−XF)
, where X − Y is a set differ-

ence (relative complement of Y in X), f is a monotonically increasing function (usu-

ally set cardinality), while 𝛼, 𝛽 and 𝛾 are positive coefficients. The coefficients control

importance (“weight”) of common features and features exclusive to either set. For

different choices of values of the coefficients, Tversky’s ratio model has different

properties and produces different formulas. In particular, for 𝛼 = 𝛽 = 𝛾 = 1 and f =
| ⋅ | the model becomes the Jaccard index [36] J(XF,YF) =

|XF∩YF |

|XF∪YF |
. Some methods

[37, 38] include an ad-hoc weighting of coefficients for different features, instead of

a fixed set of coefficients for all features. Tversky also proposed a contrast model rep-

resented by the formula STvC(XF,YF) = 𝛼f (XF ∩ YF) − 𝛽f (XF − YF) − 𝛾f (YF − XF).

Information-Theoretic Methods

Methods from an information-theoretic class approach similarity from the point of

view of information theory [39] and assume that similarity is strictly related to the

amount of information each of compared entities provides. This class is represented

by Information Content (IC) model proposed by Resnik [16]. IC of an entity e is

computed from its probability p(e): IC(e) = − log(p(e)). When applied to a tex-

tual entity in a corpus, p(e) is equal to the probability that this entity appears in a

given document from the corpus. In the context of a taxonomy, probability of an

entity is inversely proportional to the number of entities it subsumes. By this def-

inition, IC is monotonically decreasing from leaves (most informative) to the root

(least informative). Resnik’s similarity is calculated from IC of the most informa-
tive common ancestor (MICA)—a common subsumer that has the maximum IC:

SRes(X,Y) = IC(MICA(X,Y)). MICA is closely related to LCS. Some works build

on Resnik’s approach by relaxing it’s reliance on the LCS. For instance, Lin pro-

posed a formula that involves the Information Content of the entities themselves,

alongside their LCS: SLin(X,Y) =
2×SRes(X,Y)
IC(X)+IC(Y)

. Other methods, such as the one pro-

posed in [40], use only the number of immediate children as a measure of IC, where

high number of children denotes low IC. Several other methods of calculating IC

have been proposed [41–43], with a lot of them focusing specifically on WordNet.
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Geometric Methods

In the geometric approach to similarity, objects are represented as points in a multi-

dimensional geometric space. Any feature of an object is converted to a number

that serves as a coordinate. This approach directly corresponds to multi-dimensional

similarity space described earlier. A set of coordinates represents the entire object

in a space. The similarity is simply calculated as the shortest geometric (usually

Euclidean) distance between two points. As such, just like any metric distance, it

has the properties of minimality, and those of a mathematical metric. Unfortunately,

many features are not easily subjected to conversion into a geometric dimension,

as it requires them to be represented as a set of points on a continuous line. While

some features have a natural representation in a geometric dimension, such as the

RGB model of color, others do not, unless they are specifically designed to have that

property (such as a brand of a product). A work on high-dimensional spaces [25]

describes other problems that are relevant when dealing with a high number of geo-

metric dimensions. In practice, only domain and problem specific implementations

of geometric methods exist, such as the one proposed in [13] for an image database.

Other Methods

Some methods do not fit neatly into the above categories and are considered “hybrid”.

Such methods (e.g. [38, 44]) use characteristics from multiple categories and com-

bine, for instance, path length with depth in taxonomy, or taxonomic neighborhood.

Often, such methods use weighted sum (with weights tuned to a specific data set) of

separate results for each considered perspective, or “sub-method”.

A decisively syntactic (i.e. non-semantic) class of methods that deserve men-

tion, are the edit distance methods, most prominent of which is the Hamming dis-

tance [45]. The general idea is that high number of edits that need to be done in order

to transform one entity into the other is indicative of dissimilarity. Different meth-

ods define “edits” in a different way, and for strings those usually include removing a

character or adding one. Edit distance is usually not applied to feature sets, although

some feature set methods compute similarity score in a way reminiscent to the edit

distance. It is, however, relevant to ideas presented in Sect. 5.

Notice that each of the methods, presented in this section, makes some assumption

as to the model of information. A feature method requires a set of features, an edge

method needs a graph, etc. In order to apply each of those methods to a knowledge

base we need to present it in a particular fashion—as a graph, a DL formula, a set

of features and so on. In order to be applied to an ontology, each method requires a

different perspective.

5 Semantic Similarity Dimensions

Let us now recall that, in their foundation, similarity and meaning (semantics) are

inherently human concepts. From this point of view, a similarity score should have

an explanation (or interpretation) that is understandable for a human. Let us con-
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sider a simple example of comparison of two physical objects. There are many ways
in which they can be similar or dissimilar, two of them being shape and color. Those

two kinds of features are independent with respect to similarity, e.g. objects can have

similar color and different shape (and vice-versa). Canonical ways of automated cal-

culation of similarity (described above) would produce a single score that would

in some way combine similarity of shape and color. However, the two similarities,

when treated separately, provide more information to a human, because they have a

clear interpretation. Therefore we can assume that a person that knows this interpre-

tation has a better understanding of how similar any two physical objects are. In this

toy example shape and color contribute to two separate dimensions of similarity.

From this, it can be conjectured that similarity of semantic entities has many dif-

ferent aspects that are being grouped together, based on what part of available data (or

knowledge) is used (regardless of the actual similarity method). Those groups rep-

resent different types (dimensions) of semantic relationships and, therefore, similar-

ity. This idea draws on the concept of knowledge dimensions originating from [46],

where authors also divided ontological knowledge into subsets (dimensions) and

applied (in [47]) to calculation of similarity in WordNet. However, there the scores

from each dimension were still combined into a final similarity score (a single num-

ber). Our idea also borrows from geometric and feature models of similarity, and is

closely related to attentiveness and multi-dimensional similarity space, described in

Sect. 3.

When approaching this from a different perspective, observe that approaches to

either grouping attributes (features), or dividing the data into (what we call) dimen-

sions were focused on results given by some predetermined method. In other words,

the starting point was a method that provided foundation to interpret the result. Our

approach starts from explaining the nature / semantics of the dimension that we are

interested in, and then finds the method that would produce said result. In this way

the recognized dimensions are interpretation driven, rather than method driven. In

fact, the same method may be used in different dimensions, as exemplified in Sect. 6.

Note that the concept of different kinds of similarity has been present in the litera-

ture, in one form or another, for a long time. For instance [48] contains a summary of

ontology matching methods and categorizes them by the kind of data they use. Sam-

ple “kinds” of methods use comparisons of entity labels, their “attributes” (in DL

terms—assertions), instances of classes, position of entities in taxonomy and oth-

ers. Categorization described in [48] complements a more general work on schema

matching [49] that presents its own division of matching methods by type. Later

work [50] reviews methods of ontology matching and distinguishes methods that use

structure of the ontologies and those that utilize entities (called structure-level and

element-level dimensions). The categorization goes deeper with dimensions such

as syntactic, semantic, external, terminological, extensional and others, some of

which overlap (for more detais, see [50]). The state of the art for ontology matching,

described in [51], contains more detailed descriptions of different matching methods

with specific examples of implementations. Later work [52], proposes a slightly dif-

ferent division into language-, linguistic-, string-, and structure-based approaches.

Another example is [53], which mentions in its opening chapters that different simi-
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larity measures have differing implicit assumptions, hinting at the existence of simi-

larity dimensions. The Gene Ontology [54] defines two types of similarity measures,

namely pairwise and groupwise, which are akin to kinds of similarity, albeit specific

to that ontology only. Another work on semantic similarity [55], classifies existing

methods for biomedical ontologies with respect to scope (what entities are taken into

account), data source (edges, nodes or other) and metric (used algorithm). Authors

of [55] observe that methods that use different metric and data produce different

results, but all claim to produce a similarity score that is “universal”. To the best of

our knowledge [46] was the first paper in which different kinds of similarity were

the explicit focus, and were given the name “dimensions”. Finally, let us also note

that an implemented ontology matching system ASMOV [56] utilizes four (lexical,
relational, internal and extensional) dimensions that are weighted and summed to

obtain the final score.

It’s important to note that, ideally, similarity dimensions should form an orthog-

onal partition of a “total” similarity. Since, as discussed previously, the distinction

lies in the kind of data used, the available knowledge should be partitioned into sub-

sets, one for each dimension. Under this characteristic, the similarity scores for each

dimension would be independent. In practice, however, such clear division is not

always possible (see, following sections).

In this context, let us now introduce selected dimensions and formalization of a

general case of pairwise comparison of entities in an ontology based on description

logic.

External and Internal Dimensions

From the point of view of the origin of data, similarity dimensions can be categorized

into external and internal ones.

External Dimensions. An External similarity dimension uses information from

outside of the main knowledge base or ontology. In case of entities, external methods

use a small (likely atomic) part of an entity description that serves as an identifier,

to find information about it in external sources. A good candidate for such an iden-

tifier is a label of an entity, because it is available for all named entities and may be

written in a natural language. A complex description is, in such case, simplified into

a single term, so that it can be easily identified and searched for in outside sources.

The assumption behind this operation is that the entity has a meaning outside of the

original knowledge base, and this meaning is relevant to calculation of similarity.

For a pairwise comparison of entities this means that the used methods are actu-

ally independent of the DL formalism used to describe the entities. The information

we use for scoring comes from an independent, external source (possibly having

its own formalization). For English words a method commonly used in ontology

alignment systems [56–58] is to utilize the English WordNet ontology and calcu-

late similarity with a method specific to WordNet (e.g. feature method that works on

synsets).

External methods have two inherent weaknesses, as they rely on: existence of a

good term that describes each compared entity, and on the quality and relevance of

the external data source.
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The External dimension gives a perspective on how similarity of entities is viewed

outside of known and specific context. The lack of this specific context causes dis-

ambiguation problems. For that reason external similarity scoring is best suited for

entities that are general and relatively insensitive to context. For instance it is useful

when performing entity resolution for duplicate detection in data analysis, because

often our data describes a broad range of items from multiple domains (e.g. items

from a big online store). One of the simplest techniques of doing that is to convert

entities into a canonical form, that serves as a representative and could be used as an

external identifier.

Internal Dimensions. Internal dimensions are those that make use of informa-

tion either explicitly provided in the knowledge base of compared entities, or inferred

from that knowledge base. In this case we are not interested in any independent out-

side sources and assume that any knowledge we might use must come from what we

already have in the knowledge base, or an ontology connected to it (e.g. via Linked

Data [59]). Vast majority of similarity methods are internal; especially, ad-hoc ones

that are restricted to a single ontology (e.g. [47] that works on WordNet only). Here,

we assume that any discussed ontology can be expressed in description logic.

Usually, in description logic, entities compared internally are of the same type,

i.e. both come from the same “box”—ABox, TBox or RBox (we compare concept

with concept, role with role, etc.), although it is possible to compare “across boxes”

(e.g. a concept with an individual), which is explained in what follows.

Note that some similarity dimensions have interpretations for both categories—

internal and external, while others are exclusive to one category.

Lexical Dimension

Lexical methods utilize dictionaries and lexical ontologies to asses similarity of enti-

ties (e.g., see [47]). In a general case of an ontology, lexical methods are external.
Entities are considered in the context of a dictionary (where they are referenced to

by an identifier) and not the original ontology. A pair of labels, or entity names, writ-

ten in a natural language can be subject to the lexical dimension similarity methods.

The methods themselves might be very complex and utilize big ontologies (such as

WordNet).

Lexical dimension is most useful when entities have uniquely identifying labels.

For that reason we can expect that, for example, comparing terms “dolphin” and

“porpoise” will yield useful results. A simple lexical method for concepts could,

for instance, extract the labels of entities and use WordNets synsets of the labels as

features, in a feature-based method. On the other hand, this is not the case when

labels are human names (e.g. Mary, Adam), because, even though technically being

labels, those are a properties of an individual, rather than unique identifiers. In dif-

ferent ontologies these might refer to different people. Similar problem arises when

identifying terms are words with multiple meanings (e.g. “seal”). Generally, any

identifier that is sensitive to context of a knowledge base (like human names) is not

a good candidate for a lexical similarity scoring. This is because in any external

similarity dimension we lose the original context. In a lexical method the additional

context we need to consider is the natural language itself (e.g. English, French etc.).



Dimensions of Semantic Similarity 101

Lexical scores might differ between languages, because of varying sets of homonyms

and many natural differences between languages. Despite this, as mentioned before,

many ontology alignment methods use external lexical similarity as a way to find

connections between ontologies that have no links defined between them. Some-

times the lexical scores are used as a bootstrap to discover other connections between

ontological entities and improve the alignment.

Informally, the lexical dimension specifies similarity of names of entities in a

dictionary. Unfortunately, it suffers from the problem common in dictionaries, i.e.

ambiguity. So-called “word sense” disambiguation is a big issue in text process-

ing [60] and semantic ontologies (e.g. applied to named entities [61]). Ambiguity of

language negatively impacts accuracy of the lexical similarity score. Notice that, in

the case of a well defined ontology, there is no ambiguity problem, because the entity

descriptions are compared directly. When comparing terms we first need to find out

what entity each term represents (what is the underlying entity) and then compare

the entities. Miller’s benchmark [15], often used to evaluate WordNet methods, does

not, unfortunately, have explicit concept descriptions, and the word sense in each

word pair needs to be decided solely on the two words in each pair.

In short, the interpretation of the lexical dimension is that entities lexically similar

have names that are similar, according to a dictionary. In order for a lexical method

to be semantic, it should not rely on any edit distance.

Co-occurrence

Another group of methods dealing mostly with the external dimension are the co-
occurrence methods. Like lexical methods, they also use a single term or label (iden-

tifier). Similarity is calculated based on a highly controversial assumption that enti-

ties that often appear together are similar. For instance, the web search co-occurrence

methods measure the number of web pages that contain both identifiers (or terms).

Methods in this dimension are often used for text similarity scoring, and work under

the assumption that words that appear together in a high number of text corpora are

similar. More advanced co-occurrence methods distinguish between different mean-

ings of words [62]. Their authors, realized that, like in the case of lexical methods,

disambiguation is an issue. In data analysis co-occurrence is used as an evidence of

similarity (called “linkage pattern”).

Co-occurrence methods usually do not take into account the reason for two enti-

ties appearing together. For instance, they do not take into account that co-occurrence

might be a result of a single event, local culture, specific names (e.g. names of sports

teams), or even a coincidence. In this way, co-occurrence is an evidence of related-

ness, but not necessarily similarity. Overall, co-occurrence methods are known to

give questionable results [28].

Co-occurrence dimension is external, because it uses many data sources (e.g.

web pages, documents etc.). A commonly used sources are those that are publicly

available, such as Wikipedia [17], or Freebase [21]. Although, in an ontology we

might construct a co-occurrence method based on an assumption that entities that

appear in a high number of axioms together are similar. Such methods would give

results that would come under the same questions as ones from other co-occurrence
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methods [28]. Moreover, since the axioms contain detailed knowledge about seman-

tic relationships between entities it is better to consider why the entities appear

together, rather than disregarding that information. For this reason the type of axiom

(e.g. RDF predicate, if available) should always play an important role in similarity

scoring.

Interpretation of a co-occurrence similarity is, simply put, that entities often

appear together and are referenced in the same contexts.

Taxonomic (Sort) Dimension

Similarity in the sort dimension (also called hierarchical or taxonomic) describes

how similar entities are, according to data from taxonomy and, therefore, uses mostly

the TBox.

Theoretically sort dimension is most easily described in terms of types of concepts

(i.e. subsumers or ancestors). For instance, in a hypothetical ontology of genetic

ancestry two classes of creatures are similar, if both are reptiles (they share a type).

Similarity increases with each type that the creatures have in common. At the same

time it decreases with each disparate type (e.g. when one creature is a lizard, and

the other a snake). This is in accordance with the general tenets of the concept of

similarity (see, Sect. 3).

Practically, taxonomy is often visualized as a graph, where nodes are concepts and

edges are IS-A relations. Because of the structure of a description logic taxonomy,

each common type of compared entities lies on some path from the root (⊤) to either

of the entities. More precisely the commonality is defined by any path to the lowest

common subsumer (LCS) of both entities. Any edge on such path is between two

common types. Any edges from ⊤ to any of the entities that does not lie between ⊤

and LCS is an evidence of dissimilarity.

Many edge-counting methods (that use taxonomic ancestry of entities, [63]),

some IC methods (like [64] or [65]) and feature methods (e.g. [66]) can be used

in this dimension.

Formally hierarchical dimension includes information exactly about DL relations

of subsumption (⊒) and, consequently, inclusion (⊑) and equivalence (≡). Recall that

a concept is a specialization of all its types (classes), including the root, and a gen-

eralization of all its children (subclasses). The root (⊤) is a generalization of any

concept. Similarity measures that work on subsumptions usually take into account

subsumers of measured classes, rather than descendants. For instance edge-counting

methods “count” classes (types) that are on a path between the LCS and the root.

Some IC methods make use of number of descendants (subsumed classes) to calcu-

late “probability” of a node. Taxonomic similarity is also linked to distance between

measured entities, either directly, or through IC of LCS.

Other than concepts, sort dimension can also be applied to roles or individuals. In

some profiles of description logic roles have their own hierarchy (e.g. H subprofile

of DL [67]) with a separate set of IS-A relations (whose domain and range are roles,

not concepts) that also form a set of data for the sort dimension. In practice, how-

ever, the hierarchies of roles are almost never rich and deep enough to provide enough

information for a useful hierarchical similarity score. Simply put, such score would
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not be useful. Individuals do not form their own hierarchy, however, there are ways

to relate entities of that type to the taxonomy, e.g. the most specific class (MSC, [7]).

Another method is to use only concept membership (asserted and inferred) for com-

pared individuals as taxonomic knowledge. In this method we essentially compare

sets of types of each compared individual, which is a good fit for a feature method,

where each type would represent a feature. Since we can construct a set of ancestors

for a concept and set of types for an individual (both ancestors and types are con-

cepts themselves) it is possible to compare concepts with individuals using a feature

method. Thus, in taxonomic dimension we can compare pairs of concepts, individ-

uals and roles as well as a concept—individual pairs.

In EL , concepts can be represented as an intersection of terms e.g. C ≡ D1 ⊓

D2 ⊓ ∃p1 ⊓ ∃p2 and E ⊑ D1 ⊓ ∃p3 ⊓ ∃p4. In this example, the knowledge that per-

tains to sort dimension is the part of the expressions that contains concept names,

namely C ≡ D1 ⊓ D2 and E ⊑ D1. The role assertions are not considered a part of

this dimension, so we do not take them into account. If we are interested in compar-

ing the two example concepts C and E with respect to subsumption (note that A ≡ B
is equivalent to A ⊑ B and B ⊑ A) we would use two expressions: C ⊑ D1 ⊓ D2 and

E ⊑ D1 that can easily be converted into sets (through itemization with respect to

intersection) [D1,D2] and [D1] respectively, and used in a feature method. For indi-

viduals a, b, assuming C(a), E(b), sort similarity of a and b is equal to sort similarity

of C and E.

The general idea of “truncating” a complex description to one containing only

symbols for concepts and constructors (to “extract” sort similarity) holds for more

expressive DLs. For instance the expression C2 ≡ D1 ⊔ ∀p1.(D2 ⊓ ∃p1.D2) does not

seem to be easily subjected to “extraction” of sort terms. In practice, however, we can

rely on semantic reasoners to build an inferred taxonomy that puts all named classes

in order with respect to subsumption (and inclusion) while taking into account com-

plex expressions [3]. New concepts, such as MSC, can also be put in a proper place

in a taxonomy with the help of semantic reasoners. It is also common for the tax-

onomy tree to be explicitly created (asserted) by the author of the knowledge base.

In sort dimension we are only interested in the existence of IS-A relation between

entities and not the reasons for existence of such relation. Combining asserted and

inferred hierarchies produces data that accurately represents taxonomic dimension.

In summary, taxonomic similarity of two entities is interpreted as the entities

being of similar type or class, or sharing a number of types. While, in layman terms

a “type” is a vague term, it has a very specific meaning in practical applications i.e.

ontologies.

Descriptive Dimension

From a theoretical point of view the descriptive dimension contains properties that

an entity “has”, as opposed to what it “is” (which is covered in taxonomic dimension).

For animals, similarities in size, weight or age belong to the descriptive dimension.

Generally speaking, descriptive dimension encapsulates attributes, characteristics,

or properties of entities. Properties such as “having a child” are also included (and
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distinct from “being a child”, which belongs to taxonomic dimension). Again, the

more disparate attributes, the less similarity and vice-versa.

In certain ontologies, clearly distinguishing between taxonomic and descriptive
data might be problematic, when it comes to entities that form a hierarchy. The dif-

ference between two dimensions, and whether they overlap or are entirely orthogo-

nal, comes down to the way the hierarchy is constructed by the authoring ontology

engineer. Let’s consider a hierarchy of classes. A taxonomy might be created in an

entirely expert-driven fashion, in which case it would not contain any explanation as

to why any given class has the subsumers that it does. It would be simply an asser-

tion of expert knowledge, stating that any instance of an example class A is of every

type that subsumes A. On the other hand the taxonomy construction might be driven

by roles of every class. Here, the reason for enclosing two classes in a subsumption

relation is that they share a role restriction. In this case, a subsumption implies that

A has a property that is shared among all its subsumers. In other words the basis for

subsumption is inheritance of role restrictions. Informally, if an information about

a role is “included” in a taxonomy (or used in its creation), then it overlaps with

the taxonomic dimension, where it is included implicitly. The descriptive dimen-

sion considers all roles explicitly. More formally, orthogonality of taxonomic and

descriptive dimensions depends on whether the ontology follows the principle of

cognitive saliency [68]. Overall, this principle states that new concepts are created

and subsumed only when there is a need to differentiate them, and put them in their

own class. This principle is, often unknowingly followed in a lot of ontologies, and

one can assume that the taxonomic and descriptive overlap is small or does not exist

at all.

Practically, in ontologies that have both subsumption relations and role restric-

tions, the taxonomy includes results of both methods described above—expert asser-

tion and inheritance. Specifically the inherited roles are the cause of partial overlap

between taxonomic and descriptive dimensions. Notice that for any two concepts,

the set of role restrictions that they have in common is at least the set of roles of their

LCS, because both concepts inherit those roles from the LCS. In a very special case,

where each class has only one non-inherited role restriction, each IS-A relation has a

corresponding role restriction. Numerically, this means that number of contributing

relations for both dimensions is exactly the same, so we can expect the results from

both dimensions to be close. Such cases are very rare in practice, where some roles

are the explicit reason for the shape of taxonomy, and some are independent of it.

In an example biological ontology of creatures, properties such as type of reproduc-

tive system are the base of phylogenetic taxonomy. Other, such as diet or geo-spatial

distribution are not considered in phylogeny. This is because they are not inherited
genetically, which is the basic requirement for a phylogenetic subsumption.

Notice that, even when considering full set of roles of a concept (both inherited

and not inherited), its cardinality might be different from the cardinality of the set

of types (ancestors). For every item in the set of types we might have any number

of role restrictions inherited for that type. In other words, every ancestor contributes

only one piece of data (one superclass for taxonomic dimension), while roles inher-

ited from the ancestor might contribute (to descriptive dimension) a different number
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(0 or more). For two concepts with complex descriptions that are on the first level

of taxonomy (i.e. direct children of ⊤), if we apply an edge-counting method, their

descriptions are essentially irrelevant for taxon omic similarity score (only distance

to each other or ⊤—their LCS—matters). In fact, this is the case in the semantic sen-
sor network ontology (SSN) [69], where concepts close to⊤ have a lot of roles. Those

roles could have big impact on a similarity score, but are disregarded by taxonomic
methods. This observation suggests that a clear way to distinguish the two discussed

dimensions is to consider only non-inherited part of complex concept description,

or, alternatively, not consider part of the description inherited from the LCS. The

lack (in practice) of full overlap of dimensions suggests that descriptive similarity is

useful along side of sort similarity and produces results with a different interpreta-

tion.

More formally, in descriptive dimension we are interested in relations that are

roles and are not of type IS-A. Hierarchy constructed from any such relation is not

taken into account. Instead, only existence of a relation and its value is considered.

In DL terms, those are either role assertions (e.g. r(a, b)) in case of individuals, or

quantified restrictions (e.g. ∃p.C, ∀t.5) in case of concept descriptions. Descriptive
dimension fits naturally with feature methods, because we can treat each role asser-

tion or restriction (a “descriptive” expression) as an item in a set of features, either

for TBox or ABox. In EL , extracting a set of such features from concept description

is simple and very similar to the method described for sort dimension (it yields sets

[∃p1,∃p2] and [∃p3,∃p4] for concepts C and E, defined earlier, respectively).

Individuals do not form a hierarchy, so comparisons between this type of entities

do not suffer from overlap with taxonomic dimension and as such are a good fit

for descriptive dimension. For a set of statements (role assertions) r(a, b), r(b, b),
r(a, c), p(a, c), t(b, 5) about individuals a, b and roles r, p and t, the first two (r(a, b),
r(b, b)) contribute to similarity of a and b, because the predicate (role) and object

(individual) are the same for both a and b. Expressions r(a, c), p(a, c) and t(b, 5)
contribute to dissimilarity of a and b, because those assertions do not share both role

and object for a subject of a or b.

Comprehensive implementation of descriptive dimension in expressive DLs is

highly problematic. While it’s relatively easy to construct a transformation of a com-

plex description to a normal form (e.g. conjunctive normal form) there is no universal

way to compare complex restrictions. For instance there is no universally accepted

method to calculate similarity of each pair of ∃r.A, ∀r.A and ∃r.B other than to

treat those as entirely different (similarity score of 0), even though intuitively we

might conclude that, since all 3 expressions pertain to the same role r, they are not

absolutely different and the similarity score should not be zero, even if its close to

it. Unfortunately, when it comes to roles in DL, the canonical approach is that they

can be either identical or not, with no degrees of similarity in-between. The binary

treatment of role restrictions or, widely speaking, features is a big weakness of many

similarity methods. Moreover, comparison of complex descriptions, especially in

expressive DLs, is a complicated problem, and is beyond the scope of this paper. For

those interested, [70] proposes a method of comparison of complex descriptions.
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It should be stressed that, unfortunately, existing methods usually do not distin-

guish between taxonomic and descriptive data, instead implicitly assuming that every

role restriction contributes to a concepts place in a taxonomy and has no additional

bearing on similarity. Consequently, there are no methods known to us that are purely

descriptive. That being said, feature set methods are a natural fit for this dimension,

because of the clear division between descriptive features, and other features.

Descriptive similarity is (informally) interpreted as standing for similarity of

properties, attributes or characteristics, i.e. the items that describe what an entity

“has”.

Other Dimensions

Up to this point we have presented four similarity dimensions that are very general

and thus widely applicable. There are many other ways to divide knowledge, as was

suggested in Sect. 5. Each of the relevant works [46–49, 53, 55] uses different kind of

semantic relations and axioms. One could even argue that any partition of knowledge

forms a set of semantic dimensions. The ones proposed in this paper were designed

(on the basis of analysis of existing methods and ontologies) to be relatively simple

in interpretation and generic enough to be available in almost any knowledge base.

There are, however, other, more specific dimensions, that are worth mentioning.

Let us start from the the membership dimension. It can be used to measure sim-

ilarity (only) between concepts by gathering and comparing sets of individuals that

are of specific type. Compared to others dimensions, this one produces simple data

even for expressive DLs, because the membership function is a binary predicate—an

individual either is or is not of a given type. From simple statements A(a), A(b), C(a)
we know that concept A has members a and b, and C has member a. This knowl-

edge can be easily used to construct a feature method. The membership dimension

is implicitly used in [7] where authors build feature sets composed of members and

calculate similarity in a way very similar to Tversky’s feature method. Because any

individual of any type A is also of all types that are ancestors of A, the membership
dimension uses data that overlays, in part, with the taxonomic dimension, but still

brings its own perspective on similarity.

Separately, the descriptive dimension contains knowledge about all of the prop-

erties without discrimination. One simple way to create a new similarity dimension

is to isolate a set of types of roles from the descriptive dimension. The resulting set

should have its own specific interpretation to be considered a separate dimension.

An example resulting from this method is the compositional dimension. It is com-

prised of roles that denote “being a part of,” “having parts,” “having ingredients,”

etc. It has a very clear interpretation and, as humans, we can often look at compo-

sition of any physical object. Formally, it is represented by roles such as hasPart,
isPartOf, isIngredient, etc. In SSN [69] this kind of relations are represented by the

hasPart role (inherited from DUL ontology). A similar role exists in WordNet [35]

(also named hasPart) and in many other ontologies.

Another “sub-descriptive” dimension is the physical dimension. It contains all

roles that describe any kind of physical characteristic. What roles are included specif-
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ically varies between ontologies. They might include size (e.g. height, width, area),

mass, color, shape and others.

A practical problem with the subdivision of the descriptive dimension is that

application of a dimension constructed by this method requires specific roles. Even

guided by the interpretation, the specific dimensions might be represented by dif-

ferent roles in different knowledge bases. In one ontology the physical dimension

would include a hasWeight and hasHeight roles, while in another by a hasArea role.

A third ontology might not contain any roles relevant to the physical dimensions

and, therefore, the physical similarity score would not be available. Any subdivision

of the descriptive dimension generally means a loss of universality, i.e. one cannot

apply our new dimension to every ontology. Another downside of this method is that

the “sub-descriptive” knowledge in a very obvious way overlaps with the descriptive
dimension. As a consequence, for instance, the compositional score and descriptive
score are not independent (in fact, one is contained within the other), and the dimen-

sions are not orthogonal. On the other hand, sub-descriptive dimensions are easy

to implement in edge methods, such as [21]. What is required is simply to use only

edges of a certain type, instead of all edges. One needs to be mindful that not all edge

types appear often enough in a graph to form an interesting and useful dimension.

Let us recall that conversion of roles into a set of features is easy for simple DLs,

but gets complicated for more expressive DLs. This is relevant for the descriptive
dimension and its sub-dimensions, where we need to compare DL expressions (role

assertions or restrictions). For a sub-dimension that contains only role p, a simple,

single-term expression, such as p.D1 is easy to parse and compare. A complicated

expression, such as p.((D1 ⊔ (∀p.D2)) ⊓ (D1 ⊔ ∀p.(∃p.D2))) is difficult to use in a

comparison with others, because the class expression under the property restriction

in the example is very complex. Moreover, it might have many equivalent forms,

which are relevant in practical implementations of similarity algorithms. The sim-

plest approach to solving this problem is to consider only the binary similarity of

complex expressions.

Section 8 contains a description of interesting properties of semantic similarity

dimensions that should be considered when designing new dimensions. Before that,

let us present an example of application of dimensions introduced up to this point.

6 Example of Multi-dimensional Similarity

Let us consider an example of dimensional similarity scores in a mock-up biolog-

ical ontology. The ontology in question (see Fig. 1) is an extract of a phylogenetic

ontology with added roles. It compares three concepts—short-beaked common dol-

phin [71], silvertip shark [72] and lesser electric ray [73] denoted D, S and R respec-

tively. Taxonomy describes the current understanding of the genetic ancestry of these

creatures. It is complemented by roles selected to best aid in presentation of the idea

of semantic similarity dimensions. The roles represent traits or features that are not

genetically inherited and, therefore, in the example the descriptive dimension does
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Fig. 1 Phylogeny example

not overlap with the taxonomic one (see, Sect. 5). Note that this is in no way a com-

plete set of information about these creatures. Data contained in these roles comes

from [71–75] and was prepared with ease of understanding of the example in mind.

Note that biology is not the main focus of this paper and accuracy of the data was

not verified. This example is meant to demonstrate usage and indicate usefulness of

similarity dimensions. Let us note that all used formulas are symmetric, normalized

and have the properties of minimality and maximality.

Data used by taxonomic methods is the hierarchy of concepts and in this example

there are 20 phylogenetic concepts (classes, including⊤). Resnik’s method [16] spec-

ifies similarity as the IC (information content) of the MICA (most informative com-

mon ancestor), which in the example is equivalent to the LCS (least

common subsumer); SRes(X,Y) = IC(MICA(X,Y)), IC(e) = − log(p(e)). According
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to this method, similarity scores are as follows: SRes(D, S) = IC(CHORDATA)
= − log( 18

20
) ≈ 0.105, SRes(S,R) = IC(SELACHIMORPHA) = − log( 9

20
) ≈ 0.799,

SRes(D,R) = IC(CHORDATA) ≈ 0.105. Note that this example contains only a frac-

tion of available phylogenetic classes and in a full ontology Resnik’s method would

give a different score, because IC is sensitive to the total number of concepts,

which is the basis of calculating the “probability” of a concept. Calculation of Jac-

card index J(A,B) = |Af ∩Bf |

|Af ∪Bf |
, where Af is a set of features of A and assuming that

each ancestor of a concept (including ⊤) is a feature, gives the following results:

J(D, S) = 3
16

≈ 0.188, J(S,R) = 6
14

≈ 0.429, J(D,R) = 3
16

≈ 0.188.

In the descriptive dimension, the data we use are role restrictions. We can, again,

use Jaccard index, this time using roles as features. This is an indication that we can

use one method to calculate similarity in many different dimensions. In this example

D and S have 6 roles each, while R has 4 roles. As mentioned in Sect. 5, the sim-

plest way to compare two values of a single role is to say that the similarity is binary

(1 only if those values are identical and 0 otherwise); i.e. 𝑆𝑖𝑚(r.5) and 𝑆𝑖𝑚(r.4.99)
is 0, despite their perceived numerical “closeness”. Under this condition, descrip-
tive Jaccard scores are as follows: J(D, S) = 2

10
= 0.2, J(S,R) = 0

10
= 0, J(D,R) =

0
10

= 0.

Final dimension considered here is the physical dimension that is meant to repre-

sent any physical feature, i.e. roles for mass, length and coloration. In order to better

represent difference between numerical values, a simple ratio method is used for

data values of the same role (assuming the same unit). This similarity is equal to the

smaller value divided by the larger one Sval(kr
, lr) = min(kr

,lr)
max(kr ,lr)

, where kr
and lr are val-

ues of role restrictions or assertions, about the same role r. For instance similarity

of average weight between D and S is
118
130

≈ 0.907. Total similarity is this dimen-

sion is calculated by taking arithmetic average over similarity of each relevant role.

The scores are: 𝑆𝑖𝑚
avg
ph (D, S) =

118
130 +

200
225 +1
3

≈ 0.932, 𝑆𝑖𝑚
avg
ph (S,R) =

45
225 +0+0

3
≈ 0.067,

𝑆𝑖𝑚
avg
ph (D,R) =

45
200 +0+0

3
≈ 0.075. Using the same method of simple arithmetic aver-

age the results for the entire descriptive dimension are as follows: 𝑆𝑖𝑚
avg
desc(D, S) =

118
130 +

200
225 +

10
12 +

1
4 +1+1

6
≈ 0.813, 𝑆𝑖𝑚

avg
desc(S,R) =

0+ 45
225 +0+0+

2
4 +0

6
≈ 0.117, 𝑆𝑖𝑚

avg
desc(D,R) =

0+ 45
200 +0+0+

2
4 +0

6
≈ 0.121.

Analysis of Results

Obtained similarity scores are summarized in Table 2. Observe that each method
produces different similarity scores, even in the same dimension. In the taxonomic
dimension, Resnik’s and Jaccard’s methods produce different scores. This is, for

instance, because of the assumption of Resnik that distance to the root in an ontol-

ogy (a level) is significant. The levels of example concepts do not correspond with

levels of phylogenetic classification, e.g. the dolphin does not have a biological sub-
class or superorder, so technically its order (CETACEA) is on the same ontological

level as subclass of the shark (ELASMOBRANCHII), even though intuitively (and
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Table 2 Approximate similarity scores

𝑆𝑖𝑚(D, S) 𝑆𝑖𝑚(S,R) 𝑆𝑖𝑚(D,R)
Taxonomic
Resnik 0.105 0.799 0.105

Jaccard 0.188 0.429 0.188

Descriptive
Jaccard 0.2 0.0 0.0

Arithmetic average 0.813 0.117 0.121

Physical subdimension
Arithmetic average 0.932 0.067 0.075

in accordance with biological research) an order should be more informative than a

subclass. Such structure is a good example of a graph, in which edges do not uni-

formly represent the same value of difference in specificity (this was described in

more detail in Sect. 4).

Differences between dimensions are very apparent in the results. In particular S
and R have very small descriptive similarity (Jaccard gives a score of 0), while their

taxonomic similarity is significant. Explanation of those results lays in the fact that

descriptive features from the example were not used when constructing phylogeny.

Features such as diet, type of reproduction, coloration, period of gestation, and others

vary in the same genus, so species are not classified based on those characteristics.

Purely taxonomic methods (such as Resnik’s) do not take such features into account

at all. Consequently, in this case, descriptive results are independent of taxonomy.

Another noteworthy observation is that the physical dimension score does not

coincide with the descriptive Jaccard score, even though the former is, theoretically,

a subdimension of the latter. This difference stems from difference in used meth-

ods. The physical arithmetic average method takes into account degree of difference

between values corresponding to the same role, while the descriptive one does not,

and only accepts identical values as similar. This, very simple, method works for

this example, but cannot be applied universally (e.g. because of the division by zero

problem). Unfortunately, disregarding custom ad-hoc methods (that work well, but

cannot be easily applied outside of one specific ontology), there is no good and uni-

versal method that would compare complex descriptions in expressive DLs in an

in-depth manner.

Notice that ordering of similarity changes between dimensions. Taxonomicaly S
is closer to R than to D, while descriptively S is closer to D. Taking into account

interpretation of the used dimensions this suggests that short beaked dolphins and

silvertip sharks look similar (high physical similarity), but their evolutionary ances-

try is different (low or average taxonomic score). This statement is possible because

separate dimensions of similarity have been independently evaluated and thus can be

interpreted on the basis of their own semantics. It is impossible to infer such infor-

mation from a single score.
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One dimension that was not included in the example (for sake of brevity) is the

compositional dimension. It would comprise of physical “components” of the ani-

mals with additional details, for instance, fins (e.g. small pointed dorsal fin), details

of bone structure (e.g. serrated teeth), specific organs and functions (e.g. Ampullae

of Lorenzini [76]). In this case the hasPart properties would refer to body parts.

Note that this dimension has an interpretation in the context of phylogeny that fits

the general interpretation and description from Sect. 5.

The final answer to the question of “how similar are two concepts?,” for the dol-

phin and shark, according to Resnik’s method is 0.105. According to the method of

dimensional similarity D and S have taxonomic similarity of 0.188, descriptive simi-

larity of 0.2 and physical similarity of 0.932. However, on the basis of the discussion

presented thus far we strongly argue that dimensional scores are much more infor-

mative and, thus, useful to the “end user”. We present further justification of this

statement in Sect. 10. This being the case we propose a dimensional method, which

produces multiple scores that can be organized into a dimensional similarity vector.

Let us discuss this now this idea in some detail.

7 Combining Similarity Dimensions

As discussed so far, the canonical approach to similarity scoring is to present a sin-

gle number as a result. Sometimes a range of intermediate results is calculated, in

which case a method of combining those results into one, such as a weighted sum, is

utilized. In this case, there are many weighting methods including metrics [77, 78],

machine learning [47], aggregation operators [79, 80] and others [81].

For instance, in [47] authors used a weighted sum of 5 similarity scores of Word-

Net concepts and various machine learning methods. The weights were trained

against a (human) survey similarity scores for pairs of concepts. The authors remarked

that for the scores from each dimension considered alone (for a test set of 20 pairs),

each dimension at least once (i.e. for a specific pair) provided the best score (i.e. clos-

est to training data). This led to the conclusion that the trained weights, even though

useful for this specific application, may not be a good fit for a different domain or

ontology. Nevertheless, according to [47], results from multiple dimensions are more

useful than any individual dimension used separately.

Another work [56], calculated the score as a weighted sum of 4 intermediate

(dimensional) scores. The intermediate scores were not deemed to be individually

relevant and were only considered as parts of the weighted sum. Unfortunately,

although the authors claim that the weights were “determined experimentally”, the

specific method of choosing weights was not described. The authors also cite prob-

lems with choosing good fixed weights [82], some of which are reiterated below.

The advantage of weighted sum is that the final score includes (and combines) a

very broad range (possibly all) of available knowledge. Good set of weights offsets

the possibility of overlap of dimensions by adjusting overlapping scores. A disad-

vantage is that there is no indication that weights calculated for one ontology give
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good results for a different one and recalculation of weights is expensive and requires

a good training set (which may not be easy to deliver). Using a predefined metric or

operator is less computationally intensive, but suffers from accuracy problems [81].

Overall, to the best of our knowledge, there is no weighing method that would pro-

duce a “universal” set of weights. Universality of weights, in the context of similarity

scoring, means that one set of weights produces “good” (i.e. as compared to bench-

marks) results for any testing set. So far no good method (training or otherwise)

applicable to a wide range of ontologies and problems was found. This leads to a

conclusion that it is extremely likely that weights are problem-specific, or ontology-

specific.

In contrast, the dimensional similarity method proposed here produces a single

score for each dimension. Those scores may be presented in a structure of the dimen-
sional similarity vector, in which each cell contains a score from one dimension.

While such vector can be then weighted and “reduced” to a single number, in the

proposed approach the vector itself, as a whole, is to be used as the result.

Even though presenting the dimensional similarity vector as the final score goes

against the established methods, it has clear advantages. First, we avoid the afore-

mentioned problems with finding a good set of weights, which is very significant

since the existing research suggests there might not be a good universal one. The

gain is the amount of information that is contained within each vector cell. As men-

tioned, in Sect. 5, the interpretation of a similarity dimension is helpful when design-

ing dimensional algorithms, but it also provides useful information about the final

dimensional score. Understanding what each score stands for is helpful when decid-

ing what knowledge is relevant to our particular problem. In a sense, it is an avoidance

of the universal weights problem, because, assuming that weights represent impor-

tance, we don’t consider weighting a part of similarity scoring. Instead, the implicit

“weighting” is done after scoring in each dimension, when we apply the results to

solving a specific problem. From this perspective, we are free to use (or disregard)

data from any subset of cells from the full similarity vector. Guided by the inter-

pretation of similarity dimensions we can decide what dimensions of similarity are

useful in the context of the problem that is being addressed.

Good understanding of dimensions also helps with correct interpretation of over-

lap(s) between them. In case of a single final score it is impossible to, for example,

“subtract” the impact of a taxonomy, in cases where we are not interested in this

dimension of similarity. Moreover, since usually the weights are hidden from the

user, it is not possible to know the impact brought about by new data introduced

into an ontology, without either experimentation, or analysis of the code (i.e. reverse

engineering), or documentation of used algorithm.

For the weighted sum there is also a general question—what is the actual mean-

ing/interpretation of applied weights? If we assume the (intuitive) understanding

that weights represent importance of dimensions, we may conclude that in a survey

benchmark (like the Miller’s one [15]) dimensions had some given importance to

the participants. This approach, however, is problematic when it comes to automatic

methods, because there usually is more than one set of weights that can produce

the same weighted sum, for a single pair of entities. The hypothetical “importance”
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weights might also change on a pair by pair basis. Since the weights might not be

unique, we cannot decidedly say that they represent importance, as viewed by the

survey participants. Using a subset selected from cells of a dimensional similarity

vector we essentially make a degenerated ad-hoc weighting. What we mean by that,

is that choosing that we want only taxonomic score is equivalent to setting the weight

of taxonomic score to 1, and rest to 0. For a subset of 3 dimensions, each weight for

the chosen ones would be
1
3
, zero for the rest, and so on.

Example Revisited

To visualize the problem let us propose a few sets of weights for the example

from Sect. 6. Table 3 describes an example with three hypothetical sets of weights

w1,w2,w3. The weights are used to obtain a single similarity score for two cases—

comparison of Shark with Dolphin (SimTotal(S,D)) and Shark with Ray

(SimTotal(S,R)). The weighted sum is made from three dimensional scores

—taxonomic, descriptive and physical (values calculated in Sect. 6 are recalled in

the top part of the table).

The first set of weights w1 assigns approximately equal value to each dimension.

The resulting “total” scores are 0.41 and 0.29 for SimTotal(S,D) and SimTotal(S,R)
respectively. Second set of weights w2 indicates that the taxonomic dimension is

decidedly more important than the other two and results in the scores of 0.34 and

0.42. Lastly, w3 is a set of weights trained so that SimTotal(S,D) and SimTotal(S,R) are

close in value (the result is approximately 0.4 for both).

First, notice that for w1, because of the actual dimensional scores, the physical
dimension has the highest contribution (i.e. highest value) to similarity of Shark and

Dolphin, while the taxonomic dimension is the strongest in Shark and Ray compar-

ison. This is in no way apparent in any of the SimTotal scores.

More importantly, the final score SimTotal has a very vague interpretation for any

set of weights. All we can say about those numbers is that, depending on the weights,

similarity of Shark and Dolphin is either greater, smaller or equal to that of Shark and

Ray. The w3 case indicates that a Shark is just as similar to the Dolphin as to a Ray,

while the other two cases each produce an ordering of the two similarities. Any of

those results can be put into question, depending on the perspective. A layman would

Table 3 Similarity dimension weights example

Dolphin ray Shark

Taxonomic Descriptive Physical

0.105 0.2 0.932
0.799 0.0 0.067

SimTotal(S,D) SimTotal(S,R)
w1 0.33 0.33 0.33 0.41 0.29
w2 0.5 0.25 0.25 0.34 0.42
w3 0.47 0.20 0.33 0.40 0.40
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classify Dolphin as much closer to Shark simply because the Ray looks nothing like

the other two creatures. An expert in biology would, however, see much more dif-

ferences and similarities in all creatures and would give a different score. Finally, an

expert working specifically in phylogenetics would say that (phylogenetically) Shark

and Ray have more in common than Shark and Dolphin. Traditionally, in a survey,

the results would be averaged and produce a number that none of the participants

exactly agrees on, but is representative of the average opinion. We conjecture that

in similarity scoring, since the “average opinion” does not represent any actual per-

spective, it has a diminished usability. None of the scores—for w1, w2, w3, or average

of those, agrees with any other and yet, since the methodology is formally correct we

cannot say that any of them are wrong, unless we adopt a specific perspective, e.g. to

solve a specific problem in biology. Moreover, even from a particular perspective it

is not possible to learn from the final score what information was most important (i.e.

what were the weights for each dimension), if we only look at SimTotal. Knowing that

none of the total scores is indicative of every of the hypothetical survey participants,

led us to believe that modeling different perspectives requires different weights, and

none of the weight sets is, in general case, “more correct” than the other.

The “total” weighted sum score is contrasted with the dimensional score. Here

the result is the dimensional similarity vector with 3 cells, one for each consid-

ered dimension, e.g. SimDim(S,D) = [0.105, 0.2, 0.932] for a set of dimensions [taxo-
nomic, descriptive, physical]. Separately, each cell contains explicitly a single num-

ber, but also (implicitly) an explanation of the score in the form of interpretation

(or description) of the dimension. The information contained in the vector lets us

discern different kinds of similarity and learn that, for instance, Shark and Dolphin

have high physical likeness, but their genetic ancestry (taxonomic similarity) is low.

We can afterward decide whether this similarity dimension is relevant to solving our

specific problem, or, in other words, whether it fits our perspective. Notice that this

is useful both to an expert, and a layman. The first will learn much more from infor-

mation about similarity in genetic taxonomy, rather than overall similarity. The latter

will find more understanding in information about physical similarity of creatures,

rather than some vague “universal” similarity.

To summarize, our recommendation is that the single number score (SimTotal)

should be used whenever it is required by a methodology—e.g. as an input to another

method that accepts single number only, or to compare results with benchmark data

(which usually gives only one number for any pair of entities). In other cases we

recommend the use of the full similarity vector (SimDim), or a selected subset of

dimensional scores, especially when the similarity score is presented to a user (as

opposed to an automated system) that has a specific problem to solve. Dimensional

score, simply put, gives the user more information without (possibly overwhelming

and gratuitous) technical details of implementation and algorithm structure.
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8 Properties of Dimensions

None of the relevant works [46–49, 53, 55, 56] that present some form of division of

knowledge (collectively labeled as dimensions), in the context of similarity scoring,

gave any formal reasons to support their specific choice of dimensions. The division

of knowledge in each of the works was guided by authors intuitions and was tailored

to fit the needs of a particular implementation of a given similarity algorithm. In this

section we outline characteristics of dimensions that may support a decision as to,

which dimensions to use, as well as guidelines for creation of new dimensions.

In our approach to semantic similarity dimensions, the meaning (semantics) of

the dimension is absolutely essential. Table 4 summarizes the informal meaning (i.e.

interpretation) of dimensions described in Sect. 5.

Ideally, the meaning (semantics) of each dimensions should be easily understand-

able even to a layman. Note that each dimensions from Table 4 can be summarized

in a single sentence. Such concise summary on a high level of abstraction should

be accompanied by a more verbose explanation. For instance the meaning of “type”

in the taxonomic dimension summary is clear to an ontology engineer, but it might

be confusing to others. It is crucial that the semantics of every dimension is prop-

erly explained. This is because the explanation of the meaning is the main guideline

when it comes to actual implementation of the similarity algorithm. As noted in the

explanation of the physical dimension, we can expect that the structure, roles and

even semantics of different ontologies will vary greatly. Despite this, the same simi-

Table 4 Interpretation of dimensions

Dimension Interpretation

Lexical Entities are lexically similar, when the words

used to label them (i.e. their names) are similar

according to a dictionary

Co-occurence Objects are co-occurrence similar, when they

often appear together

Taxonomic Objects are taxonomicaly similar, when they

are of similar class, kind or type

Descriptive Objects are descriptively similar, when they

have similar properties, attributes or

characteristics

Physical Objects are physically similar, when their

physical characteristics and appearance is

similar

Compositional Objects are compositionaly similar, when they

have similar set of parts or ingredients

Membership Objects are membership similar, when they

have similar sets of representatives, instances

or members
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larity dimensions should be applicable to many ontologies. Even implementations of

taxonomic similarity might differ considerably, especially when we extend our prob-

lem space to systems that place, or relax, specific restrictions on taxonomies (e.g.

multiple inheritance, no common root, etc.). The idea behind each dimension must

be independent of any particular structure and should not make any unnecessary

assumptions. It should have meaning outside of computer science and encompass

many possible implementations within it.

A common, agreed upon, interpretation of a similarity dimension allows for direct

comparisons of similarity scores from different methods. It also allows to distinguish

that scores from different dimensions (e.g. physical and compositional) refer to a dif-

ferent kind of similarity and we can expect that they will not be related to each other,

even for the same pair of objects. A “total” similarity score has only a very vague

meaning of a “degree of similarity” and even though there is no basis for this, we

expect such scores to be close to some idealized target similarity, and, therefore, close

to each other. As is apparent from Table 2 the scores (for the same ontology) vary

depending on selected algorithm and data fed to it. This shows that there does not

exist one universal and ideal similarity, outside of artificially constructed references

(sometimes based on averages from a survey).

Even though the general understanding of what a given similarity dimension rep-

resents is always the same, its informativeness is improved when we put it in a context

of a specific ontology. For instance, in case of example from Sect. 6 the taxonomic
score has an interpretation of phylogenetic similarity (in general terms, evolution-

ary ancestry) on top of the general one (given in Table 4). In the example ontology

the taxonomy contains exclusively classes of living organisms and the position of

an entity in this taxonomy is representative of its position in evolutionary tree (phy-

logeny). Understanding of what phylogeny is and how it is constructed improves the

understanding of this dimension even more. Note that there may be many phyloge-

netic ontologies, each with (slightly) different taxonomy. The general interpretation

of the taxonomic dimension is the same for any ontology. The phylogenetic inter-

pretation of this dimension is the same for any phylogenetic ontology. The details of

a very specific interpretation of the dimensions may differ in different phylogenetic

ontologies, but the general interpretation stays the same. A well-defined semantic

similarity dimension should be interpretable on many levels. In other words, it should

have the granularity that is most useful.

Granularity

Let us now consider the fact that the granularity of a dimension is directly related

to how detailed and specific is the explanation of its interpretation. In other words

granularity is the amount of information carried in a description of a dimension.

The least granular (or informative) notion is simply what we referred throughout

this text as “universal similarity”. The “universal similarity” is mostly understood as

an intuitive concept and its meaning may be studied in the field of philosophy, not

computer science. “Semantic similarity” is almost as vague of a term, describing the

similarity of meaning. There is no formally strict definition of it and, although some
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define it as a metric. However, mathematical properties of semantic similarity are

not set in stone, as mentioned in Sect. 3.

To visualize the granularity of dimensions let us use a simple example in the

context of the MusicBrainz database [83]. MusicBrainz contains data about world-

wide music industry i.e. artists, albums, music companies, music genres etc. It is

available in many forms, one of which is LinkedBrainz—a linked data version of the

database. Usefulness of LinkedBrainz can be enhanced by exploiting the linked data

and connecting it to dbPedia, which contains information that is directly related.

Music albums in MusicBrainz are “releases” (mb:release) of type “album”

(mb:album). A descriptive similarity dimension for MusicBrainz is more informative

than just “semantic similarity” and it is applicable to any concept within MusicBrainz

in the same way as in any other knowledge base. For a mb:release, it denotes similar-

ity of all its properties such as mb:artist, mb:title, mb:label, mb:format and others.

In particular the mb:type is not included here. In simplistic terms the gain of infor-

mation stems from restricting the fields that we include in the similarity scoring to a

smaller set. This is also true if we design a similarity dimension for any specific ontol-

ogy. Doing that, however, we loose the ability to directly apply our new dimension

to any other ontology. An increase of specificity (information) means a decreased

range of possible applications. This is particularly apparent when the description of

a dimension specifically mentions a property. For instance, in order to group albums

by musical era we need to know the similarity of their release date. Such “album-

time-of-release” dimension is very specific, because it can only be applied to an

ontology that describes music albums and stores release time data. It is also very

informative—we know exactly what data is used and, since time data is numerical,

we can directly relate it to a syntactic similarity, or closeness of numbers. The possi-

ble data and algorithms used in this dimension are very restricted. Separating the data

in such dimension does not bring any immediately apparent benefit and is, frankly,

not necessary or advised. This is in stark contrast to low granularity dimensions, e.g.

descriptive similarity. Dimensions of moderate similarity are an attempt to strike a

balance. For instance, the compositional dimension is only applicable to ontologies

with appropriate roles (e.g. hasPart), but since many ontologies do in fact have such

roles, this requirement is not very restrictive. The granularities of this example are

summarized in Table 5.

In summary, a good design of similarity dimensions exhibits a balance between

informativeness and applicability. From the point of view of granularity, similarity

dimensions can be put on a spectrum between very specific syntactic similarity and

very vague (semantic) similarity. Low informativeness gives a wide range of pos-

sibilities when it comes to implementation. High granularity leaves no doubt when

it comes to the meaning of such highly granular, dimensional similarity score. The

choice of granularity should be made to best help solve a given problem, but very

high granularities are not advised.

Implementation

Implementation of dimensions may vary greatly. For instance the lexical dimension

may be implemented as a string edit distance like in the ASMOV [56] (that uses the
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Table 5 Information in similarity

Relative informativeness Similarity description Similarity interpretation

0 Similarity Likeness, closeness

1 Semantic similarity Similarity of meaning of

entities

2 Descriptive semantic similarity Similarity of meaning of

descriptions of entities

(attributes and characteristics)

3 Descriptive semantic

similarity of music albums

Similarity of meaning of

descriptions of music albums

4 Descriptive semantic

similarity of music albums in a

music ontology (MusicBrainz)

Similarity of meaning of

description of

MusicBrainz:album(s) i.e.

similarity of artist, title, label

etc.

5 Semantic similarity of release

year of albums from a music

ontology

Similarity of meaning of

numbers representing years

(e.g. numerical similarity)

6 Semantic similarity of release

year of albums from

MusicBrainz ontology

Similarity of meaning of

MusicBrainz:Release_event:date

Levenshtein distance), or as an external thesaurus lookup, like in ASCO [84] (which

actually uses both the edit distance and WordNet similarity). As explained before,

low granularity leaves a lot of room for different implementations.

In case of ontology matching taxonomic and descriptive dimensions are often

combined into one, called structural. There are many different approaches to struc-
tural similarity. For instance, CIDER [85] uses a feature vector model that combines

taxonomy and roles into one set of features. In Anchor-Flood [86], on the other hand,

the structural similarity is constructed purely from taxonomy. ASMOV [56] has an

even more disparate definition of structural dimension that involves a weighted sum

of the domain and range similarities of roles. This difference of approaches demon-

strates the importance of a good description of semantic similarity dimensions. Since

structural similarity (dimension) lacks a good description, it allows for very different

implementations. One possible definition, i.e. a dimension that combines taxonomic
and descriptive similarities would endow it with a very low granularity that places

it very close to a vague “universal” semantic similarity. In other words the mean-

ing of structural similarity is too vague (it is very different in each of the presented

examples) and, therefore, it does not provide much information.

Let us reiterate that similarity dimensions are defined primarily by their interpre-

tation and not by implementation, or even type of method used.
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9 Applications of Dimensional Semantic Similarity

In this paper, we have focused on presenting the idea of similarity dimensions on the

examples concerning pairwise comparison of ontological entities. The idea itself can

be applied to comparison of other objects, such as full ontologies, entities in semantic

graphs, documents, etc. Throughout the text we have already suggested potential

applications outside of ontological entities. Let us now reiterate and summarize these

considerations.

Analysis of multiple articles and surveys on ontology matching [50, 52, 87]

reveals that modern methods usually use multiple kinds of semantic similarity akin to

similarity dimensions. In particular there is a strong distinction between lexical
methods (also called linguistic) and others. A popular approach, exemplified in Fal-

conAO [88] is to use lexical similarity first, as an input for further parts of the match-

ing algorithm that use some kind of structural data (a graph matching algorithm in

case of FalconAO). Some methods, such as AgreementMaker [89] and COMA [90]

use multiple so-called matchers, some of which use taxonomy, relationship graph

or lexical data. Matchers that work in the same dimension use different algorithms

(e.g. some lexical matchers use edit distance, some thesaurus lookup or others). It

seems that researchers in the field of ontology matching realized that construction

of a good matching requires one to look at similarity of ontologies from many dif-

ferent perspectives. We have formalized this idea in the form of semantic similarity

dimensions.

In the field of document analysis, semantic similarity means the similarity of

meaning (in natural language) of the content of the documents i.e. text similar-

ity [91]. Within this field, similarity of other features of documents, such as author,

type of document (e.g. scientific article, a poem, news article, short story, etc.), pub-

lishing events and others is usually not considered. Those features are a good candi-

date for implementation of similarity dimensions (e.g. type of document describes

the taxonomic dimension), but require external ontology (e.g. a taxonomy of docu-

ment types), so, in some way, similarity of documents is understood as lexical simi-

larity of content of documents.

The lexical dimension, in the context of document similarity, has many features

that may be used to construct subdimensions. Features considered in practice [92]

include statistical analysis (e.g. bag of words approach), sentence length, punctu-

ation count, specific names count, synonyms, hypernyms, hyponyms and others.

Those may be divided into corpus-level (e.g. TF-IDF), document-level (e.g. bag

of words), sentence-level (e.g. extraction of subjects and objects, number of capi-

talized words) and word-level (e.g. synonyms, edit distance). Phrase-level features

are also sometimes considered, although they are used in machine translation [93]

rather than in similarity scoring. Even though many researchers have proposed mul-

tiple features [92], so far there was no attempt to group those features into classes that

would resemble the low granularity dimensional approach described in this paper.

Although those are not applied to similarity scoring, there are many dimension-like

properties relevant to text and speech analysis. Those include affect [94] (also applied
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to WordNet [95]), salience, writing style (formal or informal) and others. Theoreti-

cally, we might score text with respect to, for instance, affect similarity (dimension),

but as said before, such high level properties are not included in current document

similarity scoring methods.

Presence of similarity dimensions in semantic graphs is most pronounced in meth-

ods that use WordNet. This semantic graph offers many different kinds of edges and

sets of features. Different methods use different subsets of available information (e.g.

some methods use synsets, others bots synsets and homonyms). This dimensionality

is, however, not made explicit and, so far, those methods have not been categorized

with respect to dimensions.

10 Concluding Remarks

The notion of (semantic) similarity is, by its nature, vague and ambiguous. Many

semantic similarity measuring methods have been proposed and work well for

ontology-specific or domain-specific applications. Their approaches, however, do

not easily generalize across domains (or ontologies). The proposal of similarity
dimensions address this problem and attempts at rectify the ambiguity of similar-

ity scores.

A single, universal, score suggests how similar two entities are, but does not

answer the question: in what way are the entities actually similar? A similarity vec-

tor provides such answers by treating each similarity dimension separately. Thus, it

is possible to capture the fact that being descriptively similar is different from taxo-
nomicaly similar, or lexically similar, etc. In short, similarity dimensions add extra

meaning to similarity. Dimensional scores specify not only how similar entities are,

but also why.

Generally speaking, there are two ways of dealing with semantic similarity. First,

the overall approach, based on application of similarity dimensions, with separate

scores in each, to understand how similar entities are, and in what way. Second,

development of domain/ontology specific methods that focus on the nature of the

problem at hand. The latter approaches (e.g. [96]) work well when solving a specific

problems, but do not transfer well to other application areas. Canonically, similarity

calculating methods produce a single score that combines all aspects of semantic

similarity. It is a useful simplification that enables direct comparison of results from

different methods. However, different methods approach similarity from a “different

perspective,” use different data and capture different aspect of semantic similarity.

Moreover, since any well-defined method is formally correct, no individual score

can be said to be formally wrong.

Note also that, comparison of single number results form different methods is, by

nature, flawed. Even methods that utilize multiple intermediate similarity scores, in

the end provide a single weighted sum, which “flattens” the meaning of similarity.

Furthermore, making explicit the considered aspect of semantic similarity can be

also useful. For instance, Resnik’s method is purely taxonomic. Hence, by explicitly
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labeling it as such, one gains valuable information. For instance, someone not famil-

iar with details of Resnik’s method would not know why similarity does not change,

even if one adds a number of roles into the KB. Labeling the method as taxonomic

informs that it is insensitive to roles.

On the other hand, the proposed dimensional similarity vector presents a more

detailed (expanded) view of similarity, and allows for a more meaningful comparison

of results between methods. Another advantage of similarity dimensions is that each

one of them has a universal interpretation, that may be refined depending on con-

text and is independent of the data format. As long as this interpretation is preserved,

multiple different algorithms may be used to represent each dimension. Furthermore,

proper usage and interpretation of a specific dimension is reliant on intuitive under-

standing of general description of that dimension. In this way, the similarity vector

reflects the subjective nature of similarity.

Let us recall that there are many different and correct ways to model any given

domain or problem. The multiplicity of modeling paradigms is a well-known and

studied subject [97, 98]. It suggests that, for any domain, there is no single, exclu-

sively correct, modeling solution. We believe that the same is true for semantic

similarity, i.e. the correct “absolute” / “ultimate” similarity measure does not exist.

Instead, the similarity changes with the perspective, from which we calculate it. Here,

it should be stressed that the proposed approach recognizes this fact by its inherent

flexibility. Specifically, it allows: (i) existence of domain/ontology specific methods

to combine separate scores into a single one (as in [46]), (ii) restricting similarity

dimensions that are actually considered in a given domain (e.g. only taxonomic and

compositional dimensions are to be used), based on the “nature of the application”.

Moreover, if one is interested in similarity in a taxonomy, one needs to use only a

taxonomic method. Alternatively, if one already obtained a dimensional vector, (s)he

can utilize any part of it that is of interest in a given context. Here, again, available

dimensionality provides information useful both before and after similarity scoring.

In this way, the dimensional similarity vector provides, in a sense, a disentangle-

ment of similarity. A dimensional answer to a question of similarity is more informa-

tive not just because one receives more values, but also because each value (i.e. each

dimension) has an interpretation. This interpretation adds knowledge about the way,

in which entities are similar, on top of a numerical value representing similarity. A

single score is much more concise, but it lacks this additional information, i.e. this

information is obfuscated, when only one score is available, without any explanation

as to how it was arrived at.

In summary, similarity dimensions are a way of introducing semantics the into

semantic similarity itself. The low-granularity dimensions (presented in Sect. 5) pro-

vide a basic understanding of similarity even to a layman. For instance physical sim-

ilarity is immediately understood by everyone. High-granularity dimensions may be

created to serve very particular needs of experts in a given field. It is thus our opin-

ion that, in calculating semantic similarity, the most important part is the reason

why we calculate it. In conclusion, recognizing similarity dimensions adds meaning

to semantic similarity. Dimensional score tells us not only how entities are similar,

but also indicates why.
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Some Interesting Phenomenon Occurring
During Self-learning Process with Its
Psychological Interpretation

Ryszard Tadeusiewicz

1 Introduction

This book is dedicated for the eminent scientist, former president of IEEE and
candidate for 2018 IEEE President-Elect, wonderful man and—last but not least—
my friend, professor Jacek Zurada. Professor Zurada is one of the best experts in
(among other) computational intelligence [1], neural networks [2] and machine
learning areas [3]. Therefore selecting the material for this chapter I must prefer
scientific results related to quoted areas.

Neural networks are useful tools for solving many practical problem (e.g. [4–7]).
But every of such solution is interesting for limited number of readers, working
with similar problems and similar applications. Therefore we select more interesting
observations, which are related to the phenomena observed during the neural net-
work self-learning process. Because of same similarity to psychological processes
[8], observed during natural activity in our own mind, we call such phenomena
“artificial dreams” [9]. This name is similar to the title of Hamid Ekbia’s book [10],
but the meaning of this term in our works is slightly different. In Ekbia’s book
“artificial dreams” are presented as unrealized and unrealizable projects related to
Artificial Intelligence. In our research we do observe “artificial dreams” as spon-
taneous and unexpected processes, emerging automatically from the natural
self-learning procedures.
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The phenomena under consideration are very interesting and exciting, therefore
can be mysterious, why so rare are reported by Artificial Intelligence or Computa-
tional Intelligence researchers? Yet so many people perform self-learning processes
for many purposes—so why such phenomena are still not discovered and described?

The answer is simple. Most papers describing methods and results of the
self-learning (even in neural networks, which are main tool considered in this work)
are mainly goal-oriented. The researcher or practitioner are concentrate on the
applications, not on the tool and its behavior. Authors of almost all papers first try
to obtain the best result in terms of solving of specified problem (e.g. building of
neural network based model of some process or finding the neural solution of the
pattern recognition problem). Therefore the discussion of the self-learning results
taking into account only the final result (e.g. quality of the model or correctness of
classification), while the phenomena discussed in this paper occur when the
self-learning system is not learned enough. In all works known to the author at this
time nobody see on the details of network (or other self-learning system) behavior
during the learning process. Meanwhile some phenomena observed during the
self-learning process are really interesting, because totally unexpected.

2 Self-learning and Learning

In this paper we take into consideration self-learning process, instead of more
known and more useful (from technical point of view) machine learning process.
Let us describe the main difference between such two processes, because it will be
important from the main thesis of this paper.

During the regular learning process we have the “teacher”, who teach “pupil” (in
fact it is machine) on the base of examples of properly solved tasks. In machine
learning teacher is an algorithm, powered with examples database, but the main
idea of teaching is based on simple scheme: get the knowledge from teacher and put
it the pupil. After learning process “artificial pupil” can take an exam, where quality
of learned knowledge can be evaluated and assessed. On Fig. 1 you can see how it
works on the base of gender recognition problem.

In contrast to this scheme self-learning process is based on the knowledge
discovery methods. The pupil (in fact it is still machine) can accept input data, but
there are no teacher, who can explain, what the data means. Therefore self-learning
must not only accumulate knowledge, but it must discover this knowledge without
any external help. It is in general difficult task, but many successful applications
prove this way effective. On Fig. 2 you can see how it works also on the base of
gender recognition problem. Self-learning system after connecting with many input
data can differentiate man from women, but off course cannot give the proper names
to the genders. During the exam self-learning system can give classification for new
person (sometimes proper, and sometimes not—as every artificial classification
system) using symbols of classes instead names.
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Fig. 1 Learning and exam in supervised learning

Fig. 2 Learning and exam in unsupervised learning (self-learning)
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There are many learning and self-learning systems, but for purpose of this paper
we selected neural networks as a tools, in which we can observe the “artificial
dreams” phenomena, discussed in our works. Neural networks are in general known
for almost everybody, but we try tell some words about simple (and interesting!)
application of self-learning neural network, which will be base for further
consideration.

3 Self-learning Neural Network

The phenomena described in this paper can be discovered, as mentioned above, in
almost all types of neural networks and for almost all methods of learning (both
supervised and unsupervised). In this paper we decided take into account such
situation:

Let we have one-layer linear neural network. It means as the input to the network
we consider n-dimensional vectors X = < x1, x2, …, xn >, the knowledge of the
network is represented by collection of weight vectors Wj = < w1j, w2j, …, wnj >
for all neurons ( j = 1, 2,…, L), which outputs can be obtained by mans of simplest
and very known equation:

yj = ∑
n

i=1
wijxi ð1Þ

The network learns on the base of simple hebbian rule: If on step p we obtain the
input vector Xp = < x1p, x2p, …, xnp > than the correction of the weight vector
ΔWj (p) depends on the output value yjp calculated by the j-th neuron for Xp

according to the Eq. (1), and on the value of input vector Xp according to the
formula:

ΔWj pð Þ= η yjpXp ð2Þ

where η is the learning rate coefficient (η < 1).
Of course new value of weight vector Wj at the next step (p + 1) of the

self-learning process can be calculated by means of formula:

Wj p+1ð Þ=Wj pð Þ+ΔWj pð Þ=Wj pð Þ+ η yjpXp ð3Þ

which must be applied for all neurons (for all j = 1, 2, …, L). It is easy to find out,
that the result of such calculations are different for neurons with positive output yjp
calculated as the answer for input signal Xp, and different for neurons with negative
output. In first case the weight vector of the neuron Wj ( p) is changed toward to the
position of actual input signal Xp (attraction), in second case the weight vector of
the neuron Wj ( p) is changed backward to the position of actual input signal Xp
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(repulsion). This process is presented on Fig. 3, where big ring denotes position of
input signal Xp, and the small squares denotes positions of weight vectors of the
neurons. The “migration” of the weight vectors can be observed on this plot—one
are attracted toward the input signal, where the other are pushed in opposite
direction.

The same process performed by big populations of self-learned neurons is
presented on Fig. 4.

Everybody know, what results after many steps of such self-learning process,
performed by the network connected with a real data stream. If the data are not

Fig. 3 Migration of the
weight vectors during one
step at the self-learning
process

Fig. 4 Migration of the
weight vectors in the biggest
self-learned network
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uniformly distributed, the neurons are divided (spontaneously!) onto groups, when
every group is dedicated to the one cluster of the input data. Moreover the values of
the weights vectors of the neurons belonging to each group are more or less
precisely located in the center of selected cluster of the data. It means, that after the
self-learning process inside the neural network we have neurons, which can be used
as detectors (or sentinels) for every cluster (group of similar signals), present in
observed data stream and automatically discovered by the network.

This process described above is not ideal, because as everybody know, spon-
taneous migration of the weight vector for every independent neuron leads to many
pathologies: every attractor have many neurons as the detectors
(over-representation), and sometimes some important attractors can be omitted (no
one neuron decide to point out this region of input space). Everybody know also,
how to solve this problem: the much better solution is to use Kohonen network and
methodology of self-organizing maps.

Yes, but in this work we do not try to made the best self-organized represen-
tation of the data. Our goal is definitely other: we are searching for very simple
model of the learning of neural network, because on the base of this model we try to
show, how (and why) the learned network sometimes presents behavior, which can
be interpreted as “artificial dreams”.

4 How and Where Artificial Dreams Phenomena Can Be
Discovered?

Let assume we must design spacecraft for discovery mysterious world of distant star
and planetary robot, which will be send on the ground of totally unknown planet,
inhabited by some species of alien monsters. Our robot must collect as many
information about aliens as is possible without any a’priori knowledge (Fig. 5). The
ideal form of the main computer installed on the robot desk is self-learning neural
network, which can collect and systematize information about all creatures found
on the exotic planet. After return the spacecraft to the Earth we can obtain from the
robot main computer self-learned memory information about number of species of
aliens and about their properties, thanks to similar kind classification like shown on
Fig. 2.

For most researchers only interesting result of computer memory investigation is
like shown on Fig. 6. The way, how this classification was obtained by the
self-learning process is out of area of interest of most researchers.

Unfortunately!
The example with spacecraft and aliens was rather fantastic and science-fiction

based (in fact it was only the joke!), nevertheless the problem under consideration is
real and serious. Self-learning system are used often, eagerly and for many pur-
poses. But in fact everybody who use self-learning systems is interested only on
final result in terms of classification ability or data clustering, when the way of

132 R. Tadeusiewicz



Fig. 5 Hypothetical spacecraft robot powered by self-learning neuro-computer

Fig. 6 Content of the
memory of self-learning
spacecraft after discovery
alien planet
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learning process is disregarded. Meanwhile we try show in this paper, that the
unstable and transitory phenomena, observed in neural networks during the
self-learning process, are also very interesting, impressive and inspiring.

Such phenomena can be discovered long time after the start of learning, when
the network knows nothing because of random values assigned to all it weights.
Self-learning process goes then automatically, so typical researcher starts per-
forming another job or goes home. At the same time moment, when such unusual
phenomena can be observed, occur long time before final point of learning process,
when the network knows (almost) everything and can be exploited according to the
plan. Such phenomena can be classified as errors of not matured enough
self-learning neural network and therefore can be disregarded. But try give them
some psychological interpretations.

5 How Manifest Artificial Dreams?

Observed phenomena can be all disregarded as learning imperfections, but some of
them can also be interpreted as “artificial dreams” performed by the artificial neural
networks. It can give us new interpretation of the human ability to the imagination,
fantasy and also poetry. It can be presented even on the base of the very simple
neural network models, but of course the most interesting results can be investi-
gated by means of the networks deployed with high level of similarity to the real
brain structures what means big level of complication of the neural structure and
also complicated forms of observed phenomena. Before we show and discuss
considered phenomena we must shot description of the example problem, in which
“artificial dreams” can be very easy encountered.

Let us assume now, that we take into account very simple example problem,
which must be solved by the neural network during the self-learning process. In this
exemplary problem we assume, that we have four clusters in the input data. Let
assume for clear and easy graphical presentation of the results, that the attractors
preset in the data (most typical examples) are localized exactly at the centers of four
subparts (quarter) of the input space (Fig. 7). The base of this space is defined by
two parameters: body form and body shape (whatever it means). In such space we
will observe process of differentiation of four various groups living beings (women,
birds, fishes, snakes) shown (one example for every class) on Fig. 7.

In this case self-learning process in simulated neural network after some thou-
sands of learning steps leads to the situation, when almost every neuron become
member of one from the four separate groups, located (in sense of localization of
weight vectors) at the points corresponding with the centers of the clusters dis-
covered in the input data stream. Three snapshots from the learning process are
presented on the Fig. 8.

Typical user of the neural network takes into account mainly last snapshot,
presenting, how many neurons are located in proper positions after the learning
process and how precisely the real values of attractors coordinates are reproduced
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by the neurons parameters. For our consideration the medium snapshot will be most
interesting, because in presents something strange: situation, when knowledge of
the network is definitely not complete, but also the initial chaos was partially
removed. This stage of learning process is usually skipped by neural network
researchers, because apparently man cannot find anything interesting in this plots:
the learning process is not ready yet, it’s all.

Apparently.
In fact what we see on the central plot on Fig. 8 is registration of “artificial

dream”. We must only think in terms of special interpretation…

Fig. 7 The example problem. Detail description in the text

Fig. 8 Three stages of the self-learning process
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6 Special Interpretation of the Intermediate Stages
of Learning Process

In all goal oriented investigations when using neural networks researchers are
interested in final result of learning process, which must useful and accurate.
Almost nobody takes into consideration intermediate stages shown on Fig. 8. But
when we try to understand, what can means in fact form of plotting, repeated on
Fig. 9—we must find out, that although it is not real dream, it can be interpreted as
very exciting model of artificial dream. In fact on the plotting presented on Fig. 9
we can point out the localizations of the neurons, which can recognize some
(named) objects from real world. After learning all neurons will be attributed to the
real world objects, like girls, fishes and birds. But when we have very early stage of
learning process, we can find in the population of neurons both real-world related
detectors and fantasy-world related detectors. On the line connecting points rep-
resenting for example girls with the point representing fishes we can find neurons,
which are ready to recognize objects, which parameters (features) are partially
similar to the girls shapes, and partially include features taken from the other real

Fig. 9 Parameters of self-learning neural network shows after encoding, that some of neurons
spontaneously produce imaginations of non-existing beings. There are the “artificial dreams”!

136 R. Tadeusiewicz



objects, for example fishes (e.g. tiles). Another hybrid imagination is creature
having features taken from girls and from birds. Perhaps it can be angel?

Isn’t it something known in the plots shown on Fig. 9? Obviously in real world
object like some of plotted here cannot exist. The objects of such properties cannot
also be elements of learning data stream, because input information for the network
is every time taken from the real world examples. Nevertheless in neural network
structure learning process forms neurons, which want to observe and recognize
such not real objects.

Isn’t it some kind of “artificial dreams”?
Very interesting is fact, that the fantasy-oriented objects, like presented on

Fig. 9, encountered during the learning process, never are unrestricted or simply
random. We can find only such neurons, which are able to recognize some hybrids,
fantastic, but build from the real elements. Isn’t it analogy to the tell-stories or
myths?

Limited volume of this presentation not allows us to present many other
examples of the “artificial dreams” encountered during the learning processes in
neural networks. But one more example can be also interesting, because it shows
another kind of fantasy identified in neural network behavior. This form of fantasy
can be called “making giants”. Example of such behavior of the learned network is
presented on the Fig. 10. When the network is learned by means of examples of real
world object—in the neural structures the prototypes of these objects are formed
and enhanced. This process goes over the big population of neurons and leads to the
forming of internal representation (in neural structures) of particular real objects.
Neurons belonging to these representation can recognize every real object of the
type under consideration. It is very known and regular process.

But sometimes in contrast to this regular pattern we can observe single neurons,
which parameters are formed in such way, which leads to the surprise after inter-
pretation. Let us assume, that real objects on the base of which the network was
learned during the experiment illustrated on Fig. 10, was lion. The network can
“see” many lions (of course as a collections of parameters, representing selected
data about lions—e.g. how toll is lion, how long and sharp is lion’s tooth and so
on). After some learning period inside the network we have some imagination of
real lion. This imagination, given as collection of parameters (neurons weights),
enable us to recognize every real lion. But some neurons have parameters, which
enable to recognize surreal lion, much bigger than real one, with biggest tooth and
with much more dangerous claws. The relations and proportions between param-
eters are the same, as for real lions (see on Fig. 10 relations between parameters of
real objects and relations between parameters of the imprinted in weights of refugee
neuron imagination of the “giant”—both belonging to the same line, coming from
the root of coordination system), but so big lion cannot exist. Nevertheless we can
find neuron ready for recognition of this giant, although it not exists!
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7 Concluding Remarks

Facts and comments presented in this paper definitely aren’t very important from
the scientific point of view and also are not applicable to the practical problem
solving using neural networks. But as long as we use neural networks as the
artificial systems very similar to the structures discovered in human brain—we still
thinking about analogies between processes in our psychic and in neurocomputers.
Results of simulations presented in this paper gives us new point to such consid-
erations and we hope can be interesting for many neural network researchers bored
with new learning paradigms, new network structures and new neurocomputing
applications and searching for something absolutely different from the serious and
boring standards. This paper is something for him!
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On the Interpretation and Characterization
of Echo State Networks Dynamics:
A Complex Systems Perspective

Filippo Maria Bianchi, Lorenzo Livi and Cesare Alippi

Abstract In this chapter, we discuss recently developed methods for characteriz-

ing the dynamics of recurrent neural networks. Such methods rely on theory and

concepts coming from the field of complex systems. We focus on a class of recur-

rent networks called echo state networks. First, we present a method to analyze and

characterize the evolution of its internal state. This allows to provide a qualitative

interpretation of the network dynamics. In addition, it allows to assess the stability

of the system, a necessary requirement in many practical applications. Successively,

we focus on the identification of the onset of criticality in such networks. We discuss

an unsupervised method based on Fisher information, which can be used to tune the

network hyperparameters. With respect to standard supervised techniques, we show

that the proposed approach offers several advantages and is effective on a number of

tasks.
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1 Introduction

Since the very first recurrent neural network (RNN) architectures, several attempts

have been made to describe and understand their internal dynamics [64]. Nowadays,

such efforts found renewed interest by those researchers trying to “open the black-

box” [26, 45, 46, 49]. This is mostly motivated by recent advances in various fields,

such as neuroscience [10]. In fact, understanding the inner mechanisms that drive

the inductive inference is of utmost importance for deriving novel scientific results

[48].

Research on complex dynamical systems is focusing more and more on networks

characterized by time-varying properties [2], which can be related to the topol-

ogy and/or features associated with vertices and edges (e.g., states of networked

dynamic systems). Of particular interest are those systems that also perform a com-

putation when driven by an external stimulus. RNNs, initially proposed in the 80s

[12, 42, 60], offer an example of those systems. RNNs are universal approximators

of Lebesgue measurable dynamical systems [15], with the capability of storing the

history of input signals and utilize such information for prediction [8, 23, 40, 50].

While in principle RNNs are characterized by a simple, yet powerful and flexible

model, in practice they are hard to train. In fact, in order to learn the internal con-

nection weights, the network designer has to face a series of technical issues [36].

The most important obstacles are due to the vanishing and exploding gradient [3].

In this chapter, we focus on a particular class of RNN, called Echo State Network

(ESN). The main peculiarity of ESNs is that the recurrent part, called reservoir, is

randomly generated and the connection weights are kept fixed. The only part that is

trained is the so-called readout, a memory-less component that combines the neuron

activations of the reservoir in order to reproduce a suitable output, according to the

specified task at hand. ESNs not only benefit from the presence of feedbacks like

any other RNN (the feature which gives to the system the capability to model any

complex dynamic behavior) but their sparsely interconnected reservoir of neurons

leads to a very fast and simple training procedure. In fact, unlike the complicated

and time consuming training process required by standard RNNs, a simple linear

readout can be used to solve efficiently a great variety of tasks. On the downside,

ESN is characterized by a short-term memory, making it unsuitable for application

when long-term correlations must be modeled [37].

Even if ESNs offer an important simplification for what concerns training, they

depend on hyperparameters affecting their behavior; additionally, their modus

operandi is still not fully understood and it represents an actual object of study

[6, 49]. An ESN can generate complex dynamics characterized by sharp transi-

tions between ordered and chaotic regimes. Several experimental results suggest that

ESNs achieve the highest information processing capabilities exactly on the edge of

this transition, called edge of criticality, resulting in high memory capacity (stor-

age of past events) and good performance on the modeling/prediction task at hand

(low prediction errors) [1, 5, 21, 39, 54, 58]. To determine such “critical” network

configurations, an ESN requires fine tuning of its controlling hyperparameters. This
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general behavior is in agreement with the widely-discussed “criticality hypothesis”

observed in many biological (complex) systems [14, 16, 41, 43, 51], including the

brain [9, 32, 35, 52, 53]. In fact, it was noted [34] that such complex systems tend to

self-organize and operate in a critical regime. Investigating weather a given complex

system operates more efficiently in the critical regime or not, requires theoretically

sound methods for detecting the onset of criticality [44].

Best-performing network configurations are typically identified through super-

vised methods, such as cross-validation and alike. In this chapter, we present recent

research results [6, 22] that focus on unsupervised approaches to characterize ESN

dynamics and to identify the edge of criticality. These approaches do not require a

validation set, an important limitation in several applications, with scarce amount

of data. Another issue of validation procedures is the need to repeat training for

each hyperparameter configuration taken into account. Through the proposed unsu-

pervised approaches, hyperparameters are tuned in advance and training is per-

formed just once, at the end. Finally, cross validation considers only the performance

obtained on the given task, treating the network as black box. Instead, the presented

methods offer insights on the functioning, by modeling dynamics with more easily

interpretable tools.

Different unsupervised approaches to identify configurations that maximize ESN

computation capability have been proposed in the literature. These, are quickly

reviewed in Sect. 2 after an overview on the ESN architecture. In Sect. 3, we address

the issue of interpretability of ESN dynamics by relying on recurrence plots and

recurrence quantification analysis [6] to characterize the evolution of the internal

states. When the network is driven by a specific input signal, these instruments can

be used to monitor its degree of stability, for a given configuration of its hyperpara-

meters. In Sect. 4, we define an unsupervised methodology for tuning ESN hyperpa-

rameters by means of sensitivity analyses [22]. In particular, we present a theoretical

framework based on Fisher information matrix [55, 62] and its related connection

with criticality. Conclusions and future research directions are provided in Sect. 5.

2 Echo State Networks

A schematic representation of an ESN is shown in Fig. 1. An ESN consists of a reser-

voir of Nr nodes characterized by a non-linear transfer function f (⋅). At time t, the

network is driven by the input 𝐱[t] ∈ ℝNi and produces the output 𝐲[t] ∈ ℝNo , being

Ni and No the dimensionalities of input and output, respectively. The weight matri-

ces 𝐖r
r ∈ ℝNr×Nr (reservoir internal connections), 𝐖r

i ∈ ℝNi×Nr (input-to-reservoir

connections), and 𝐖r
o ∈ ℝNo×Nr (output-to-reservoir feedback connections) contain

values in the [−1, 1] interval drawn from a uniform distribution.

ESN is a discrete-time nonlinear system with feedback, whose model reads:
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Fig. 1 Schematic depiction of the ESN architecture. The circles represent input 𝐱, state, 𝐡, and

output, 𝐲, respectively. Solid squares 𝐖o
r and 𝐖o

i , are the trainable matrices, respectively, of the

readout, while dashed squares, 𝐖r
r, 𝐖

r
o, and 𝐖r

i , are randomly initialized matrices. The polygon

represents the non-linear transformation performed by neurons and z
-1

is the unit delay operator

𝐡[t] = f
(
𝐖r

r𝐡[t − 1] +𝐖r
i𝐱[k] +𝐖r

o𝐲[t − 1]
)
; (1)

𝐲[t] = g
(
𝐖o

r𝐡[t] +𝐖o
i 𝐱[k]

)
. (2)

Activation functions f (⋅) and g(⋅), both applied component-wise, are typically

implemented as a sigmoidal (tanh) and identity function, respectively. The output

weight matrices 𝐖o
r ∈ ℝNr×No and 𝐖o

i ∈ ℝNi×No , which connect, respectively, reser-

voir and input to the output, represent the readout of the network. The standard train-

ing procedure for such matrices requires solving a straightforward regularized least-

square problem [18].

Even though the three matrices𝐖r
r,𝐖

r
o, and𝐖r

i are generated randomly, they can

be modified in order to obtain desired properties. For instance, 𝐖o
r is controlled by a

multiplicative constant, which in this work is set to 0 to remove the output feedback

connection. 𝐖r
i is controlled by scalar parameter 𝜃IS, which determines the amount

of non-linearity introduced by the sigmoid processing units that is largest around the

origin. In particular, inputs far from zero tend to drive the activation of the neurons

towards saturation where they show more non-linearity. Finally, the parameter 𝜃RC
defines the percentage of non-zero connections in 𝐖r

r, while its spectral radius 𝜃SR
controls important properties, as discussed in the sequel.

2.1 ESN Dynamics and Stability Measures

An ESN is typically designed so that the influence of past inputs gradually fades away

and the initial state of the reservoir is eventually washed out. This is formalized by

the Echo State Property (ESP), which ensures that, given any input sequence taken
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from a compact set, trajectories of any two different initial states become eventually

indistinguishable. ESP was originally investigated in [18] and successively in [61];

we refer the interested reader to [25] for a more recent definition, where also the

influence of input is explicitly accounted for. In ESNs with no output feedback, as in

our case, the state update of Eq. (1) reduces to:

𝐡[t] = f (𝐖r
r𝐡[t − 1] +𝐖r

i𝐱[k]). (3)

In order to study the stability of the network, we compute the maximal local Lya-

punov exponent (𝜆) from the Jacobian of the state update (3) of the reservoir. This

quantity is used to approximate (for an autonomous system) the separation rate in

phase space of trajectories having very similar initial conditions. 𝜆 is derived from

the Jacobian at time t, which can be conveniently expressed if neurons are imple-

mented with a tanh activation function as

𝐉(𝐡[t]) = 𝕀Nr
⋅
[
1 − (h1[t])2, 1 − (h2[t])2,… , 1 − (hNr

[t])2
]T

. (4)

where hl[t] is the activation of the l-th neuron, with l = 1, 2,… ,Nr. 𝜆 is then com-

puted as

𝜆 = max
n=1,…,Nr

1
t
max

t
max∑

t=1
log

(
rn[t]

)
, (5)

being rn[t] the module of n-th eigenvalue of 𝐉(h[t]) and t
max

the total number of

time-steps in the considered trajectory.

Local, first-order approximations provided by Eq. 4 are useful to study the stabil-

ity of a (simplified) reservoir operating around the zero state, 𝟎. In fact, implementing

f (⋅) as a tanh assures f (𝟎) = 𝟎, i.e., 𝟎 is a fixed point of the ESN dynamics. Therefore,

by linearizing (3) around 𝟎 and assuming a zero-input, we obtain from (4)

𝐡[t] = 𝐉(𝟎)𝐡[t − 1] = 𝐖r
r𝐡[t − 1]. (6)

Linear stability analysis of (6) suggests that, if 𝜃SR < 1, the dynamic around 𝟎 is

stable. In the more general case, the non-linearity of the sigmoid functions in (3)

forces the norm of the state vector of the reservoir to remain bounded. Therefore,

the condition 𝜃SR < 1 looses its significance and does not guarantee stability when

the system deviates from a small region around 𝟎 [57]. Notably, it is possible to

find reservoirs (3) having 𝜃SR > 1, which still possess the ESP. In fact, the effec-

tive local gain decreases when the operating point of the neurons shifts toward the

positive/negative branch of the sigmoid, where stabilizing saturation effects start to

influence the excitability of reservoir dynamics [61]. In the more realistic and use-

ful scenario where the input driving the network is a generic (non-zero) signal, a

sufficient condition for the ESP is met if 𝐖r
r is diagonally Schur-stable, i.e., if there

exists a positive definite diagonal matrix,𝐏, such that (𝐖r
r)
T𝐏𝐖r

r − 𝐏 is negative def-

inite [61]. However, this recipe is fairly restrictive in practice as this condition might
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generate reservoirs that are not rich enough in terms of provided dynamics, since

the use of a conservative scaling factor might compromise the amount of memory in

the network and thus the ability to accurately model a given problem. Therefore, for

most practical purposes, the necessary condition 𝜃SR < 1 is considered “sufficient in

practice”, since the state update map is contractive with high probability, regardless

of the input and given a sufficiently large reservoir [63].

2.2 Edge of Criticality

The number of reservoir neurons and the bounds on 𝜃SR can be used for a naïve

quantification of the computational capability of a reservoir [61]. However, those

are static measures that only consider the algebraic properties of 𝐖r
r, without taking

into account other factors, such as the input scaling 𝜃IS and the particular properties

of the given input signals. Moreover, it is still not clear how, in a mathematical sense,

these stability bounds relate to the actual ESN dynamics when processing non-trivial

input signals [25]. In this context, the idea of pushing the system toward the edge

of criticality has been explored. In [5, 20, 21] it is shown that several dynamical

systems, among which randomly connected RNNs, achieved the highest computa-

tional capabilities when moving toward the unstable (sometime even chaotic) regime,

where the ESP is lost and the system enters into an oscillatory behavior. This justifies

the use of spectral radii above the unity in some practical applications.

The stable–unstable transition can be detected numerically by considering the

sign of 𝜆 (5). In fact, in autonomous systems, 𝜆 > 0 indicates that the dynamics is

chaotic. Relative to ESNs, 𝜆 was proposed to characterize reservoir dynamics and

it demonstrated its efficacy in designing a suitable network configuration in several

applications [56, 57]. Further descriptors used for characterizing the dynamics of

a reservoir are based on information-theoretic quantities, such as (average) transfer

entropy and active information storage [7]. The authors have shown that such quan-

tities peak right when 𝜆 > 0. In addition, the minimal singular value of the Jacobian

(4), denoted as 𝜂, was demonstrated to be an accurate predictor of ESN performance,

providing more accurate information regarding the ESN dynamics than both 𝜆 and

𝜃SR [56]. Hyperparameters that maximize 𝜂 generate a dynamical system that is far

from singularity, it has many degrees of freedom, a good excitability, and it separates

well the input signals in phase space [56].

3 Interpreting and Tuning ESN Through Recurrence
Quantification Analysis

Poincaré recurrence provides fundamental information for the analysis of dynami-

cal systems [29]. This follows from Poincaré’s theorem, which guarantees that the

states of a dynamic system must recur during its evolution. Recurrences contain all
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relevant information regarding a system behavior in phase space and can be linked

also with dynamical invariants (e.g., metric entropy) and features related to stabil-

ity. However, especially for high-dimensional complex systems, the recurrence time

elapsed between recurring states is difficult to calculate, even when assuming full

analytical knowledge of the system.

Recurrence Plots (RPs) [11, 27, 29, 30], together with the computation of dynam-

ical invariants and heuristic complexity measures called Recurrence Quantification

Analysis (RQA), offer a simple yet effective tool to analyze such recurrences start-

ing from a time-series derived from the system under analysis. RP provides a visual

representation of recurrence time and its line patterns contain information about

the duration of the recurrence [28]. RPs are constructed by considering a suitable

distance in the phase space and a threshold 𝜏RP is used to determine the recur-

rence/similarity of states during the evolution of the system.

In the following, we address the interpretability issue of ESNs by analyzing the

dynamics of the reservoir neuron activations with RPs and RQA complexity mea-

sures. Techniques based on RPs and RQA allow the designer to visualize and char-

acterize (high-dimensional) dynamical systems starting from a matrix encoding the

recurrences of the system states over time.

3.1 Representing ESN Dynamics with RP

The sequence of ESN states can be seen as a multivariate time-series 𝐡, relative to

the Nr neuron activations. An RP is constructed by calculating a t
max

× t
max

binary

matrix 𝐑. The generic element Rij is defined as

Rij = 𝛩(𝜏RP − d(𝐡[i],𝐡[j])), 1 ≤ i, j ≤ t
max

, (7)

where d(⋅, ⋅) is a dissimilarity measure operating in phase space (e.g., Euclidean,

Manhattan, or max-norm distance), 𝛩(⋅) is the Heaviside function and 𝜏RP > 0 is a

user-defined threshold used to identify recurrences. 𝜏RP can be defined in different

ways, but typically chosen to be proportional to a percentage of the average or the

maximum phase space distance between the states. Figure 2 depicts the algorithmic

steps required to generate an RP on ESN states.

Depending on the properties of the analyzed time-series, different line patterns

emerge in a RP [28]. Besides providing an immediate visualization of the system

properties, from 𝐑 it is possible to derive several complexity measures, those asso-

ciated with an RQA. Such measures are defined by the distribution of both verti-

cal/horizontal and diagonal line structures present in the RP and provide a numer-

ical characterization of the underlying dynamics. Several RQA measures are based

on the histograms P(l) and P(v), counting, respectively, the diagonal and vertical

lines having lengths l and v,
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P(l) =
t
max

−l∑

i,j=1
(1 − Ri−1,j−1)(1 − Ri+l,j+l)

l−1∏

k=0
Ri+k,j+k;

P(v) =
t
max

−v∑

i,j=1
(1 − Ri,j)(1 − Ri,j+v)

v−1∏

k=0
Ri,j+k.

The RQA measures considered here are summarized in Table 1; abbreviations and

notation are kept consistent with [29].

3.2 Visualize and Classify Reservoir Dynamics

In the following, we show how RPs permit to visualize, and hence classify, reservoir

dynamics when ESN is fed with inputs possessing well-known characteristics. We

consider a stable ESN described by (3); RPs are constructed following the procedure

depicted in Fig. 2. Although many classes of signals/systems exist (with related sub-

classes) [29], here we focus on the ability to discriminate between important classes

for the input signals: (i) with/without time-dependence, (ii) periodic/non-periodic

Fig. 2 When 𝐱[t] is fed as input to the Nr neurons of the ESN reservoir, the internal state is updated

to 𝐡[t] = [h1[t], h2[t],… , hNr
[t]]T , where hn[t] is the output of the n-th neuron. Once the time-series

𝐡 is generated, the RP is constructed by using a threshold 𝜏RP and a dissimilarity measure d(⋅, ⋅). If

d(𝐡[t],𝐡[i]) ≤ 𝜏RP, the cell of the RP in position (t, i) is colored in black, otherwise it is left white.

The elements in gray highlight the operations performed at time-step t. Taken from [6]
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Fig. 3 RPs generated by state sequences 𝐡 of ESNs fed with input signals taken into account. Both

axes represent time. Taken from [6]
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Table 1 Definition of RQA measures

RR = 1
t2
max

∑t
max

i,j=1 Rij Recurrence rate, a measure of density of recurrences in 𝐑. It

corresponds to the correlation sum, an important concept used in

chaos theory. RR can help to select 𝜏RP when performing multiple tests

on different conditions, e.g., by preserving the rate

DET =
∑tmax

l=lmin
lP(l)

∑tmax

l=1 lP(l)
Determinism level of the system, based on the percentage of diagonal

lines of minimum length lmin. A periodic system would have DET
close to unity and close to zero for a signal with no time-dependency

Lmax = max{li}
Nl
i=1 Maximum diagonal line length, with 1 ≤ Lmax ≤

√
2t

max
. li is ith

diagonal line length and Nl is the total number of diagonal lines,

defined as Nl =
∑

l≥lmin

P(l)

DIV = 1∕Lmax Mean exponential divergence in phase space, related to correlation

entropy of the system. Notably, chaotic systems do not present long

diagonal lines, as trajectories diverge exponentially fast

LAM =
∑tmax

v=vmin
vP(v)

∑tmax

v=1 vP(v)
Presence of laminar phases, which denote states of the system that do

not change or change very slowly for a number of consecutive

time-steps. vmin is the minimal vertical line length considered

ENTR =

−
t
max∑

l=1
p(l) ln(p(l))

Diagonal lines distribution, with p(l) = P(l)∕Nl. In absence of

time-dependence, ENTR ≃ 0, i.e., the diagonal lines distribution is

fully concentrated on very short lines. Conversely, ENTR increases

when the diagonal lines distribution become heterogeneous

motions, (iii) laminar behaviours, (iv) chaotic dynamics, and finally

(v) non-stationary processes. We refer to the examples depicted in Fig. 3 to discuss

the RP relative to each class.

Time-dependency: a uniformly distributed RP denotes absence of time-dependence

in the time-series. Specific RQA measures, such as DET and ENTR (Table 1), can

be used to numerically investigate the presence of time-dependency, as their val-

ues is very low if the signal is uncorrelated. For periodic signal with a strong time-

dependency, DET would be very high, but ENTR would still be low. In fact, ENTR

measures the complexity of the signal, which is low if there is no temporal structure.

Figure 3a depicts the RP generated by feeding the ESN with Gaussian white noise,

a typical example of signal with no time-dependency. Reservoir states generates a

uniform RP, which is peculiar of signals composed by realizations of statistically

independent variables.

Periodicity: every periodic system would induce long diagonal lines and the vertical

spacing provides the period of the oscillation. A periodic system is typically accom-

panied by high values for DET and Lmax, while its low complexity is expressed by

ENTR. In Fig. 3b, we show an example of periodic motion generated by reservoir

neurons, when ESN is fed with a sinusoid having a single dominating frequency. The

regularity of the diagonal lines can be immediately recognized from the figure.
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Laminarity: a system presents laminar phases if its state does not change or change

very slowly over a number of successive time-steps. Laminar phases can be visually

recognized in an RP by the presence of black rectangles. Every system possessing

laminar phases is characterized by high values for LAM. To provide an example,

we consider the logistic map (LM), defined by the differential equation 𝐱[t + 1] =
𝜏LM𝐱[t](1 − 𝐱[t]), where usually 𝜏LM ∈ (0, 4]; here we set the initial condition 𝐱[1] =
0.5. Figure 3c depicts RP obtained for 𝜏LM = 3.679, where the system exhibits chaos-

chaos transitions. In fact, such a RP is compatible with the one of a (mildly) chaotic

system, showing the presence of laminar phases (large black rectangles).

Chaoticity: RPs offer a particularly useful visual tool in the case of chaotic dynamics,

which are characterized by the presence of erratic and very short diagonal lines. As a

consequence, RR would be very low. ENTR is also useful to determine the degree of

chaoticity: the higher its value, the more chaotic/complex the system. Chaos is char-

acterized by trajectories diverging exponentially fast. This can be quantified with

Lmax and DIV, whose values would be respectively very low and close to one for

systems with a high degree of chaoticity. As an example, we consider a chaotic sys-

tem obtained through LM set with 𝜏LM = 4. The reservoir dynamics, as shown in the

RP in Fig. 3d, denotes fully developed chaos, as indicated by the presence of short

and erratic diagonal lines.

Non-stationarity: Peculiar line patterns observed for all nonstationary signals include

large white areas with irregular patterns denoting abrupt changes in the dynamics.

Drift is a typical form of nonstationarity, which is visually recognized in an RP by the

fading of recurrences in the upper-left and lower-right corners. In Fig. 3e, we show

an example by feeding the ESN with a well-known nonstationary signal: Brownian

motion, a random walk resulting in a nonstationary stochastic process; whose incre-

ments correspond to Gaussian white noise, a stationary process. In Fig. 3f we show

an example of drift, obtained by adding a linear trend to a sinusoid. Nonstationar-

ity can be numerically detected by considering an RQA measure called TREND (not

used in our study) and by analyzing the variation of RQA measures when time-delay

is applied to the signal (see [29] for technical details).

3.3 Recurrence Analysis to Determine ESN Stability

In this section, we show how recurrence analysis can be used to assess stability for

a given configuration. We perform two experiments: in the first one, we use RPs to

visualize reservoir dynamics when driven by a given input signal. When the reservoir

operates in a stable regime, RPs of reservoir and input show similar line patterns. In

a second experiment, We show that Lmax is anticorrelated with 𝜆 and hence it can

be considered as a reliable indicator for the (input-dependent) degree of network

stability.

To test our methodology, we consider two time-series generated respectively by

an oscillatory and by the Mackey-Glass (MG) dynamical system [47]. We chose
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these two signals since both of them are often considered as benchmarks for predic-

tion in the ESN literature [18, 57] and they exemplify a very regular and a mildly

chaotic system, respectively. In both experiments, we consider an ESN with no out-

put feedback, configured with a standard setting: uniformly distributed weights in

[−1, 1] for Wr
i and Wr

r, percentage of non-zero reservoir connections 𝜃RC = 25%.

The readout is trained by setting the regularization parameter in the ridge regres-

sion to 0.1. According to the standard drop-out procedure, we discarded the first 100

elements of 𝐡 in order to get rid of the ESN transient states. The number of reser-

voir neurons is set to Nr = 75. We used the Manhattan distance for evaluating the

dissimilarity in the phase space. The threshold 𝜏RP has been calculated by using a

percentage of the average dissimilarity value between the states in 𝐡. Our results are

easily reproducible by using the ESN
1

and RP
2

toolboxes available online.

The first experiment consists in generating the RP relative to the input sequence

{𝐱[t]}tmax

t=1 (sinusoid or MG time-series) and the ones relative to neuron activations

{𝐡[t]}tmax

t=1 , when the reservoir is configured with a spectral radius 𝜃SR that determines

a ordered or a chaotic dynamics.

In Fig. 4, we report the RPs relative to the input signal and the reservoir states,

generated for two different values of 𝜃SR. The left column is relative to the ESN

fed with a sinusoid and the right column to the ESN fed with the MG time-series.

As we can see, when 𝜃SR = 0.9 the ESN is stable and the dynamics of the input,

represented by the RPs in Fig. 4a and b produce very similar line patterns in the

RPs of the reservoirs, reported in Fig. 4c and d. Instead, when the spectral radius is

pushed far beyond unity, the ESN dynamics become unstable and the similarity in

the reservoir RPs is lost, as we can see from Fig. 4e and f.

In the second experiment, we evaluate the effectiveness of Lmax and DIV in deter-

mining the degree of stability in the ESN. Specifically, the higher the value of Lmax,

the more stable the system. The opposite holds for DIV, which is computed as the

reciprocal of Lmax (see Table 1). Our evaluation consists in comparing, 𝜆, a global

indicator of stability (see Eq. 5), with Lmax, the value of the longest diagonal line in

an RP, and with DIV. As before, we consider two ESN fed with the sinusoid and the

MG time-series. The correlations of these measures are reported in Table 2.

To visually assess the agreement of 𝜆 with Lmax and DIV, in Fig. 5 we show a 2D

depiction obtained by selecting a specific input scaling 𝜃IS = 0.8 and by varying 𝜃SR
in the interval [0.1, 2]. For the sinusoidal input, 𝜆 and Lmax are anticorrelated with

(Pearson) correlation equal to −0.74: the value of Lmax decreases as 𝜃SR increases,

while 𝜆, as expected, increases with 𝜃SR. Additionally, it is possible to observe that

there exists a positive correlation (0.53) between 𝜆 and DIV. Also for the MG time-

series, 𝜆 and Lmax show a good anticorrelation, with a value of −0.65. Analogously,

𝜆 and DIV are correlated with a slightly lower value of 0.57.

1
http://www.reservoir-computing.org/node/129.

2
http://www.recurrence-plot.tk/.

http://www.reservoir-computing.org/node/129
http://www.recurrence-plot.tk/
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Fig. 4 RPs of input signal and sequence of states of the reservoir. When 𝜃SR = 0.9, the ESN is

stable and the activations are compatible with the input dynamics. When 𝜃SR exceeds one, the

activations denote instability. Taken from [6]
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Table 2 Correlations between 𝜆, DIV, and Lmax for sinusoid input and MG time-series

corr(𝜆,Lmax) corr(𝜆,DIV)
Sin −0.74 0.53

MG −0.65 0.57
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(a) Sinusoid: Lmax, λ
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(b) MG: Lmax, λ and DIV

λ

Fig. 5 Value of 𝜆 (gray solid line), value of Lmax (solid black line), and the value of DIV (dashed

black line) for the ESN fed with sinusoid input (left) and MG time-series (right). Taken from [6]

Even if in Fig. 5 we provide a visualization only for a specific value of input scal-

ing, it is important to remark that the agreement between 𝜆 and Lmax is consistent

for the entire range of 𝜃IS, confirming that statistics of the RP diagonal lines offer

consistent and solid complexity measures that are able to characterize the network

stability.

4 Detection of Critical Dynamics with Fisher Information

In the last part of this chapter, we present a theoretically motivated, unsupervised

method based on Fisher information for determining the edge of criticality in ESNs

(see [22] for details). It is proven that Fisher information is maximized for (finite-

size) systems operating near or on the edge of criticality [38]. Accordingly, the

hyperparameters, which indirectly affect ESN performance, are suitably controlled

to identify a collection of network configurations that maximize Fisher information

and computational performance. Since no assumption regarding the mathematical

model of the (input-driven) dynamic system is made, the method can handle any

type of applications. Additionally, it is independent of the particular reservoir topol-

ogy, since it operates in the hyperparameter space. This allows the network designer

to instantiate a specific architecture based on problem-dependent design choices.

However, Fisher information is notoriously difficult to compute and either requires

the probability density function or the conditional dependence of the system states

with respect to the model parameters. In the proposed framework, we take advantage

of a recently-developed non-parametric estimator of the Fisher information matrix

[4].
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4.1 Fisher Information Matrix and the Non-parametric
Estimator

Fisher information matrix (FIM) [62] is a symmetric positive semi-definite (PD)

matrix, whose elements are defined as follows:

Fij(p𝜽(⋅)) =
∫


p
𝜽
(𝐮)

(
𝜕 ln p

𝜽
(𝐮)

𝜕𝜃i

)(
𝜕 ln p

𝜽
(𝐮)

𝜕𝜃j

)
d𝐮, (8)

where p
𝜽
(⋅) is a parametric probability density function (PDF), which depends on

d parameters 𝜽 = [𝜃1, 𝜃2,… , 𝜃d]T ∈ 𝛩 ⊂ ℝd
; 𝛩 is the parameter space. In the ESN

framework, 𝜽 contains the hyperparameters under consideration. In (8), ln p
𝜽
(⋅) is

the log-likelihood function and  ⊆ ℝD
denotes the domain of the PDF. To simplify

notation, we denote 𝐅(p
𝜽
(⋅)) as 𝐅(𝜽). The FIM contains d(d + 1)∕2 distinct entries

encoding the sensitivity of the PDF with respect to the parameters 𝜽.

Fisher information is tightly linked with statistical mechanics and, in particular,

with the field of (continuous) phase transitions. In fact, it is possible to provide a

thermodynamic interpretation of Fisher information in terms of rate of change of the

order parameter [38], quantities used to discriminate the different phases of a system.

This fact provides an important link between the concept of criticality and statistical

modeling of complex systems. It emerges that the critical phase of a thermodynamic

system can be mathematically described as that region of the phase space where the

order parameters vanish and their derivatives diverge. This implies that, on the crit-

ical region, FIM diverges as well, hence providing a quantitative, well-justified tool

for detecting the onset of criticality in both theoretical models and computational

simulations [59]. In the ESN framework considered here, we identify the edge of

criticality as the region in parameter space where the Fisher information is maxi-

mized. Figure 6 provides an intuitive illustration, linking criticality and ESNs.

Calculation of the FIM (8) requires full analytical knowledge of the PDF. How-

ever, in many experimental settings either the PDF underlying the observed data is

unknown or the relation linking the variation of the control parameters 𝜽 and the

resulting p
𝜽
(⋅) depends on an unknown function. Recently, a non-parametric estima-

tor of the FIM based on divergence measure

D
𝛼

(p, q) = 1
4𝛼(1 − 𝛼) ∫

(𝛼p(𝐮)(1 − 𝛼)q(𝐮))2
𝛼p(𝐮)(1 − 𝛼)q(𝐮)

d𝐮 − (2𝛼 − 1)2, (9)

was proposed [4], with 𝛼 ∈ (0, 1); p(⋅) and q(⋅) are PDFs both supported on . D
𝛼

belongs to the family of f -divergences and it can be computed directly by means of

an extension of the Friedman-Rafsky multi-variate two-sample test statistic [13].

FIM can be approximated by using a proper f -divergence measure computed

between the parametric PDF of interest and a perturbed version of it [17]. Notably,

by expanding Eq. 9 up to the second order we obtain:
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Fig. 6 The approach based on FIM maximization used to identify a continuous phase transition

can be adopted also to characterize dynamics in ESNs. In this context, ESN hyperparameters (e.g.,

spectral radius, input scaling) play the same role of the control parameters in a thermodynamic

system. FIM can be used to identify the critical region in the ESN hyperparameter space, where the

computational capability is maximized. Taken from [22]

D
𝛼

(p
𝜽
, p

̂𝜽
) ≃ 1

2
𝐫T𝐅(𝜽)𝐫, (10)

where ̂𝜽 = 𝜽 + 𝐫, being 𝐫 ∼  (𝟎, 𝜎2𝐈d×d) a small normally distributed perturbation

vector with standard deviation 𝜎.

In the following, we omit 𝜽 and we refer to the estimated FIM as ̂𝐅. According to

[4], FIM can be estimated through least-square optimization:

̂𝐅hvec = (𝐑T𝐑)−1𝐑T𝐯
𝜽
, (11)

where 𝐯
𝜽
= [v

𝜽
(𝐫1),… , v

𝜽
(𝐫M)]T , with v

𝜽
(𝐫i) = 2D

𝛼

(p
𝜽
, p

̂𝜽i
), i = 1,… ,M, and

D
𝛼

(⋅, ⋅) is computed by means of the Friedman-Rafsky test. 𝐑 is a matrix con-

taining all M perturbation vectors 𝐫i arranged as column vectors, and ̂𝐅hvec is the

half-vector representation of ̂𝐅. Note that a vector representation ̂𝐅vec of ̂𝐅 reads as
[
f11,… , fm1, f12,… , fmn

]T
. Since ̂𝐅 is symmetric, it can be represented through the

half-vector representation, ̂𝐅hvec, which is obtained by eliminating all superdiagonal

elements of ̂𝐅 from ̂𝐅vec [24]. ̂𝐅hvec in Eq. 11 is hence defined as
[
̂f11,… ,

̂fdd, ̂f12,… ,

̂fd(d−1)
]T

, where the diagonal elements are located in the first components of the

vector.

4.2 Tuning ESN by Exploiting FIM Properties

In the following, we define the procedure to identify the edge of criticality, here

defined as parameter configurations  ⊂ 𝛩 that maximize the ESN computational
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Collect ESN
activations

Sθ = {h[k]}K
k=1

Non-parametric
estimation
of FIM F̂(θ)

Evaluate
determinant

of F̂(θ)

Initial parameter
configuration θ0

Input signal
x[1], . . . ,x[K]

arg max
θ∗∈Θ

det(F̂(θ∗))

Select new ESN hyperparameters θ

Fig. 7 Schematic, high-level description of the proposed procedure. Taken from [22]

capability. Figure 7 shows a schematic description of the main phases involved in the

proposed method.

In order to determine , we introduce an algorithm that take advantage of the

FIM properties on a system undergoing a continuous phase transition. FIM defines

a metric tensor for the smooth manifold of parametric PDFs embedded in 𝛩 [38],

providing thus a geometric characterization of the system under analysis. It is pos-

sible to prove [33] that  corresponds to a region in 𝛩 characterized by the largest

volume (high concentration of parametric PDFs). This geometric result is reflected

in the determinant det(𝐅(𝜽)), which is monotonically related to the aforementioned

volume in parameter space. Therefore, considering that the FIM is a PD matrix, and

hence its determinant is always non-negative, we identify  with all those hyperpa-

rameters 𝜽
∗

for which:

𝜽
∗ = arg max

𝜽∈𝛩
det(𝐅(𝜽)). (12)

Algorithm 1 delivers the pseudo-code of the proposed procedure. The impact pro-

vided by the variation of the control parameters 𝜽 on the resulting ESN state cannot

be described analytically without making further assumptions [31]: the (unknown)

input signal driving the network plays an important role in the resulting ESN dynam-

ics. Therefore, in order to calculate 𝐅(𝜽), in Algorithm 1 we rely on the non-

parametric FIM estimator described in Sect. 4.1. The estimation of the FIM for a

given 𝜽 is performed by analyzing the sequence 
𝜽
= {𝐡[t]}tmax

t=1 of reservoir neu-

ron activations. Since 𝐡[t] ∈ [−1, 1]Nr , the domain of the PDF in (8) is defined as

 = [−1, 1]Nr . Additional sequences of activations, 
̂𝜽j

, are considered (see line 7),

which are obtained by perturbing M times the current network configuration 𝜽 under

analysis, and processing the same input 𝐱. Perturbations are introduced by means of

a small zero-mean noise with spherical covariance matrix, thus characterized by a

single scalar parameter 𝜎 controlling the magnitude of the perturbation. FIM is esti-

mated according to Eq. 11. In order to make the estimation more robust, we follow

an ensemble approach and perform a number of trials (see line 3). The determinant

is computed only once on the resulting average FIM, which is obtained by using T
different (and independent) random realizations of the ESN architecture (see line

16).
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Algorithm 1 Procedure for determining an ESN configuration on the edge of criti-

cality.

Input: An ESN architecture, input 𝐱 = {x[i]}tmax
i=1 , quantized parameter space 𝛩, standard deviation

𝜎 for the perturbations, number of trials T and perturbations M.

Output: A configuration 𝜽
∗ ∈ 

1: Select an initial parameter configuration, 𝜽 ∈ 𝛩; maximum 𝜂 = 0
2: loop
3: for t = 1 to T do
4: Randomly initialize the ESN weight matrices

5: Configure ESN with 𝜽 and process input 𝐱
6: Collect the related activations 

𝜽
= {𝐡[i]}tmax

i=1
7: for j = 1 to M do
8: Generate a perturbation vector 𝐫j ∼  (𝟎, 𝜎2𝐈d×d)
9: Randomly initialize the ESN weight matrices

10: Configure ESN with perturbed version ̂𝜽j = 𝜽 + 𝐫j and process input 𝐱
11: Collect the related activations 

̂𝜽j
= {𝐡[i]}tmax

i=1
12: end for
13: Define 

̂𝜽
= ∪M

j=1 ̂𝜽j

14: Estimate the FIM 𝐅(t)(𝜽) of trial t using 
𝜽

and 
̂𝜽

with the non-parametric estimator

introduced in Sect. 4.1

15: end for
16: Compute the average FIM, 𝐅(𝜽), using all 𝐅(t)(𝜽), t = 1,… ,T
17: if det(𝐅(𝜽)) > 𝜂 then
18: Update 𝜂 = det(𝐅(𝜽)) and 𝜽

∗ = 𝜽

19: end if
20: if Stop criterion is met then
21: return 𝜽

∗

22: else
23: Select a new 𝜽 ∈ 𝛩 based on a suitable search scheme

24: end if
25: end loop

4.3 Results

In the following, we compare the agreement between the hyperparameter config-

urations identified by the unsupervised FIM-based approach as the edge of criti-

cality, with the configurations where supervised performance measures are maxi-

mized. Specifically, we consider the prediction accuracy, defined as 𝛾 = max{1 −
NRMSE, 0}, where NRMSE is the Normalized Root Mean Squared Error of the

ESN. Then, we account the memory capacity (MC), which quantifies the capability

of ESN to remember previous inputs, relative to an i.i.d. signal. MC is measured

as the squared correlation coefficient between the desired output, which is the input

signal delayed by different delays 𝛿 > 0, and the observed network output 𝐲[t]:

MC =
𝛿

max∑

𝛿=1

cov
2 (𝐱[t − 𝛿], 𝐲[t])

var (𝐱[t − 𝛿]) var (𝐲[t])
. (13)
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MC is computed by training several readout layers, one for each delay 𝛿 ∈ {1, 10,… ,

100}, while keeping fixed input and reservoir layers.

To test the effectiveness of the identified edge of criticality in terms of forecast

accuracy, we consider the prediction of the sinusoid and the MG time-series. We

also take into account the NARMA task,

𝐲[t + 1] = 0.3𝐲[t] + 0.05𝐲[t]
( r−1∑

i=0
𝐲[t − i]

)

+ 1.5𝐱[t − r]𝐱[t] + 0.1, (14)

being 𝐱[t] an i.i.d. uniform noise in [0, 1].
In addition to the spectral radius 𝜃SR and the input scaling 𝜃IS, we consider also

the effect of the density of the reservoir connections 𝜃RC as a core hyperparameter.

The hyperparameters are searched in a discretized space through a grid search, which

considers 10 different configurations for each parameter. Specifically, we search for

the spectral radius 𝜃SR in [0.4, 1.6], input scaling 𝜃IS in [0.3, 0.8], and reservoir con-

nectivity 𝜃RC in [0.1, 0.7], evaluating a total of 1000 hyperparameter configurations.

Since we considered a parameter space with three dimensions, the related edge of

criticality  is a two-dimensional manifold embedded in such a three-dimensional

space. For each hyperparameter configuration, in Algorithm 1 we perform T = 10
independent trials and M = 80 perturbations to compute the ensemble average of the

FIM; the variance for the perturbations is set to 𝜎

2 = 0.25. In each trial, we sample

new (and independent) input and reservoir connection weights (Wr
i and Wr

r).

In Fig. 8, we report the critical regions of the parameter space identified in each

test by: maximization of FIM determinant, denoted by 𝜙, zero-crossing of MLLE

(𝜆), and maximization of minimum singular value of the Jacobian (𝜂). The light

gray manifold corresponds to the regions in parameter space where the performance

of the network is maximized and the dark gray manifolds represent 𝜙, 𝜆, and 𝜂. In

Table 3, we report the numerical values of the correlations between the light gray

manifold and the dark gray ones.

The numerical values of the correlations are reported in Table 3. As it is possible

to notice in Fig. 8a, the critical regions identified by each one of the three methods

follow with good accuracy the region of the hyperparameter space where MC is

maximized. The degrees of correlation for the MC task are described in Table 3. It

is interesting to note that 𝜆 shows a very high correlation (81%) preforming better

than 𝜂 for this task. The correlation between 𝜙 and the region with maximum MC is

also very high (75%), showing that both 𝜙 and 𝜆 can be used as reliable indicators

to identify the optimal configurations that enhance the short-term memory capacity

of ESNs. The p-values for each correlation measure are lower than 0.05, indicating

statistical significance of the results.

Relative to the prediction of the sinusoid, as it is possible to observe in Fig. 8b,

both 𝜙 and 𝜂 are consistent with 𝛾 , while 𝜆 shows a lower agreement. From Table 3,

we see that 𝜙 achieves the best results, all the measures have positive degrees of

correlation with 𝛾 and small p-values (hence statistical significance).
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Fig. 8 In each figure, the light gray manifold represents configurations of spectral radius (𝜃SR),

input scaling (𝜃IS), and reservoir connectivity (𝜃RC) that maximize Memory Capacity (MC) or pre-

diction accuracy (𝛾). The dark gray manifolds represent (from left to right): configurations where

the FIM determinant is maximized (𝜙); configurations where MLLE crosses zero (𝜆); configura-

tions where mSVJ is maximized (𝜂). Taken from [22]
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Table 3 Correlations between the regions where FIM determinant is maximized (𝜙), MLLE

crosses zero (𝜆), minimum singular value of the Jacobian is maximized (𝜂) and performances are

maximized (𝛾/MC). Best results are shown in bold, p-values are reported in brackets

Test Corr (𝜙, 𝛾/MC) (𝜆, 𝛾/MC) Corr (𝜂, 𝛾/MC)

MC 0.75 (1e-5) 0.81 (1e-8) 0.65 (1e-4)

Predict—SIN 0.58 (0.02) 0.52 (1e-3) 0.56 (1e-3)

Predict—MG 0.71 (1e-5) 0.66 (1e-4) 0.38 (0.06)

Predict—NARMA 0.52 (0.01) 0.25 (0.22) 0.48 (0.02)

In MG test, both 𝜙 and 𝜆 provide better results than 𝜂 to identify the optimal

configuration, as we can see from Fig. 8c and the results in the table. Notably, the

correlation between 𝛾 and 𝜂 has a p-value beyond the confidence level 0.05, suggest-

ing that correlations are not different from zero.

According to the results shown in Fig. 8d and Table 3, in the NARMA task 𝜙 and

𝜂 perform significantly better than 𝜆 for identifying the critical region. If fact, the

correlation between 𝛾 and 𝜆 is low and not statistically significant. Even in this case,

the best results in terms of correlation are achieved by 𝜙.

5 Concluding Remarks and Future Research Perspectives

In this chapter, we presented recent research developments for the characterization

and tuning of echo state networks. We have shown how recurrence plots can be gen-

erated from reservoir neurons activations and exploited by the designer as visual

tools to analyze the response of the network to a specific input. Recurrence plots

provide an immediate visual interpretation of network stability: short and erratic

diagonal lines denote instability/chaoticity, while long diagonal lines denote regu-

larity (e.g., a periodic motion). Through the recurrence quantification analysis, the

designer can deduce important and consistent conclusions about the behavior of the

network, depending on the actual input driving the system and the current configu-

rations of the hyperparameters.

Successively, we discussed a method that establishes a connection between the

notion of continuous phase transition, echo state networks, and Fisher information.

Based on this interplay, we have developed a principled approach to configure ESNs

on the edge of criticality, where computational capability (defined in terms of pre-

diction performance and short-term memory capacity) is maximized. The proposed

methodology is completely unsupervised and it opens new perspectives for analyz-

ing the dynamics of driven recurrent neural networks. Fisher information requires

analytic knowledge of the distribution ruling the system. To address this issue, we

have followed an ensemble estimation approach based on a recently proposed non-

parametric FIM estimator, which, thanks to a graph-based representation of the data,

is also applicable to high-dimensional densities. This last aspect plays a fundamental
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role in our domain of application, since we analyze the network through a multivari-

ate sequence of reservoir neuron activations; hence the number of dimensions is

determined by the number of reservoir neurons. We evaluated the proposed method

on benchmarks of short-term memory capacity and prediction accuracy, to identify

the ESN hyperparameters maximizing the computational capability. We compared

our method with established criteria based on the sign of the maximum local Lya-

punov exponent and the minimum singular value of the Jacobian. Our experiments

demonstrated that the FIM-based approach achieves comparable or even better accu-

racy than the two other indicators in identifying the onset of criticality.

The methodologies discussed here are independent of the particular task at hand

and offer an insight on the dynamics and actual functioning of the network. In this

sense, the proposed framework of analysis represents a step forward to the under-

standing of these systems that, even if are capable of solving efficiently a variety

of tasks, are often treated as black boxes. We believe that, the linkage of methods

from the complex systems field with recurrent neural networks offers the potential

to disclose a whole new set of opportunities for further studies and applications.

Our future directions point toward graph-based approaches, which demonstrated to

be powerful tools to represent complex systems and to model their dynamics when

observed through time-series [19].
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Optimization of Ensemble Neural
Networks with Type-1 and Interval Type-2
Fuzzy Integration for Forecasting
the Taiwan Stock Exchange

Martha Pulido, Patricia Melin and Olivia Mendoza

Abstract This paper describes an optimization method based on particle swarm
optimization for ensemble neural networks with type-1 and type-2 fuzzy aggre-
gation for forecasting complex time series. The time series that was considered in
this paper to compare the hybrid approach with traditional methods is the Taiwan
Stock Exchange (TAIEX), and the results shown are for the optimization of the
structure of the ensemble neural network with type-1 and type-2 fuzzy integration.
Simulation results show that ensemble approach produces good prediction of the
Taiwan Stock Exchange.

Keywords Ensemble neural networks ⋅ Time series ⋅ Particle swarm ⋅ Fuzzy
system

1 Introduction

Time series are usually analyzed to understand the past and to predict the future,
enabling managers or policy makers to make properly informed decisions. Time
series analysis quantifies the main features in data, like the random variation. These
facts, combined with improved computing power, have made time series methods
widely applicable in government, industry, and commerce. In most branches of
science, engineering, and commerce, there are variables measured sequentially in
time. Reserve banks record interest rates and exchange rates each day. The
government statistics department will compute the country’s gross domestic
product on a yearly basis. Newspapers publish yesterday’s noon temperatures for
capital cities from around the world. Meteorological offices record rainfall at many
different sites with differing resolutions. When a variable is measured sequentially
in time over or at a fixed interval, known as the sampling interval, the resulting data
form a time series [1].
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Time series predictions are very important because based on them we can
analyze past events to know the possible behavior of futures events and thus can
take preventive or corrective decisions to help avoid unwanted circumstances.

The choice and implementation of an appropriate method for prediction has
always been a major issue for enterprises that seek to ensure the profitability and
survival of business. The predictions give the company the ability to make deci-
sions in the medium and long term, and due to the accuracy or inaccuracy of data
this could mean predicted growth or profits and financial losses. It is very important
for companies to know the behavior that will be the future development of their
business, and thus be able to make decisions that improve the company’s activities,
and avoid unwanted situations, which in some cases can lead to the company’s
failure. In this paper we propose a hybrid approach for time series prediction by
using an ensemble neural network and its with optimization with particle swarm
optimization. In the literature there have been recent produced work of time series
[2–10].

2 Preliminaries

In this section we present basic concepts that are used in this proposed method:

2.1 Time Series and Prediction

The word “prediction” comes from the Latin prognosticum, which means I know in
advance. Prediction is to issue a statement about what is likely to happen in the
future, based on analysis and considerations of experiments. Making a forecast is to
obtain knowledge about uncertain events that are important in decision-making [6].
Time series prediction tries to predict the future based on past data, it take a series of
real data xt − n, . . . , xt − 2, 0 xt − 1, xt and then obtains the prediction of the data
xt + 1, xt +2, . . . , xn +n. The goal of time series prediction or a model is to observe
the series of real data, so that future data may be accurately predicted [1, 11].

2.2 Neural Networks

Neural networks Neural networks (NNs) are composed of many elements (Artificial
Neurons), grouped into layers and are highly interconnected (with the synapses),
this structure has several inputs and outputs, which are trained to react (or give
values) in a way you want to input stimuli. These systems emulate in some way, the
human brain. Neural networks are required to learn to behave (Learning) and
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someone should be responsible for the teaching or training (Training), based on
prior knowledge of the environment problem [12, 13].

2.3 Ensemble Neural Networks

An Ensemble Neural Network is a learning paradigm where many neural networks
are jointly used to solve a problem [14]. A Neural network ensemble is a learning
paradigm where a collection of a finite number of neural networks is trained for the
same task [15]. It originates from Hansen and Salamon’s work [16], which shows
that the generalization ability of a neural network system can be significantly
improved through ensembling a number of neural networks, i.e. training many
neural networks and then combining their predictions. Since this technology
behaves remarkably well, recently it has become a very hot topic in both neural
networks and machine learning communities [17], and has already been success-
fully applied to diverse areas such as face recognition [18, 19], optical character
recognition [20–22], scientific image analysis [23], medical diagnosis [24, 25],
seismic signals classification [26], etc.

In general, a neural network ensemble is constructed in two steps, i.e. training a
number of component neural networks and then combining the component
predictions.

There are also many other approaches for training the component neural net-
works. Examples are as follows. Hampshire and Waibel [22] utilize different object
functions to train distinct component neural networks.

2.4 Fuzzy Systems as Methods of Integration

There exists a diversity of methods of integration or aggregation of information, and
we mention some of these methods below.

Fuzzy logic was proposed for the first time in the mid-sixties at the University of
California Berkeley by the brilliant engineer Lofty A. Zadeh., who proposed what
it’s called the principle of incompatibility: “As the complexity of system increases,
our ability to be precise instructions and build on their behavior decreases to the
threshold beyond which the accuracy and meaning are mutually exclusive char-
acteristics.” Then introduced the concept of a fuzzy set, under which lies the idea
that the elements on which to build human thinking are not numbers but linguistic
labels. Fuzzy logic can represent the common knowledge as a form of language that
is mostly qualitative and not necessarily a quantity in a mathematical language that
means of fuzzy set theory and function characteristics associated with them [12].
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2.5 Optimization

The process of optimization is the process of obtaining the ‘best’, if it is possible to
measure and change what is ‘good’ or ‘bad’. In practice, one wishes the ‘most’ or
‘maximum’ (e.g., salary) or the ‘least’ or ‘minimum’ (e.g., expenses). Therefore,
the word ‘optimum’ is takes the meaning of ‘maximum’ or ‘minimum’ de pending
on the circumstances; ‘optimum’ is a technical term which implies quantitative
measurement and is a stronger word than ‘best’ which is more appropriate for
everyday use. Likewise, the word ‘optimize’, which means to achieve an optimum,
is a stronger word than ‘improve’. Optimization theory is the branch of mathematics
encompassing the quantitative study of optima and methods for finding them.
Optimization practice, on the other hand, is the collection of techniques, methods,
procedures, and algorithms that can be used to find the optima [27].

2.6 Particle Swarm Optimization

Particle Swarm Optimization (PSO) is a bio-inspired optimization method proposed
by R. Eberhart and J. Kennedy [28] in 1995. PSO is a search algorithm based on the
behavior of biological communities that exhibits individual and social behavior
[29], and examples of these communities are groups of birds, schools of fish and
swarms of bees [29].

A PSO algorithm maintains a swarm of particles, where each particle represents
a potential solution. In analogy with the paradigms of evolutionary computation, a
swarm is similar to a population, while a particle is similar to an individual. In
simple terms, the particles are “flown” through a multidimensional search space,
where the position of each particle is adjusted according to its own experience and
that of its neighbors. Let xi denote the position i in the search space at time step t,
unless otherwise stated, t denotes discrete time steps. The position of the particle is
changed by adding a velocity, vi(t), to the current position, i.e.

xi t+1ð Þ= xiðtÞ+ vi t+1ð Þ
with xið0Þ ∼ U Xmin,Xmaxð Þ. ð1Þ

3 Problem Statement and Proposed Method

The goal of this work was to implement Particle Swarm Optimization to optimize
the ensemble neural network architectures. In this cases the optimization is for each
of the modules, and thus to find a neural network architecture that yields optimum
results in each of the Time Series to be considered. In Fig. 1 we have the historical
data of each time series prediction, then the data is provided to the modules that will
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be optimized with the particle swarm optimization for the ensemble network, and
then these modules are integrated with integration based on type-1 and type-2
Fuzzy Integration.

Historical data of the Taiwan Stock Exchange time series was used for the
ensemble neural network trainings, where each module was fed with the same
information, unlike the modular networks, where each module is fed with different
data, which leads to architectures that are not uniform.

The Taiwan Stock Exchange (Taiwan Stock Exchange Corporation) is a finan-
cial institution that was founded in 1961 in Taipei and began to operate as stock
exchange on 9 February 1962. The Financial Supervisory Commission regulates it.
The index of the Taiwan Stock Exchange is the TWSE [30].

Data of the Taiwan Stock Exchange time series: We are using 800 points that
correspond to a period from 03/04/2011 to 05/07/2014 (as shown in Fig. 2). We
used 70% of the data for the ensemble neural network trainings and 30% to test the
network [30].

Fig. 1 General architecture of the proposed ensemble model
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The objective function is defined to minimize the prediction error as follows:

EM = ∑D
i=1 ai − xij j ̸D

� �
ð2Þ

where a, corresponds to the predicted data depending on the output of the network
modules, X represents real data, D the Number of Data points and EM is the total
prediction error.

The corresponding particle structure is shown in Fig. 3.
Figure 3 represents the Particle Structure to optimize the ensemble neural net-

work, where the parameters that are optimized are the number of modules, number
of layers, and number of neurons of the ensemble neural network. PSO determines
the number of modules, number of layers and number of neurons per layer that the
neural network ensemble should have, to meet the objective of achieving the better
Prediction error.

The parameters for the particle swarm optimization algorithm are: 100 Particles,
100 iterations, Cognitive Component (C1) = 2, Social Component (C2) = 2,
Constriction coefficient of linear increase (C) = (0–0.9) and Inertia weight with
linear decrease (W) = (0.9–0). We consider a number of 1–5 modules, number of
layers of 1–3 and neurons number from 1 to 30.

The aggregation of the responses of the optimized ensemble neural network is
performed with type-1 and type-2 fuzzy systems. In this work the fuzzy system
consists of 5 inputs depending on the number of modules of the neural network
ensemble and one output is used. Each input and output linguistic variable of the
fuzzy system uses 2 Gaussian membership functions. The performance of the
type-2 fuzzy aggregators is analyzed under different levels of uncertainty to find out
the best design of the membership functions for the 32 rules of the fuzzy system.
Previous tests have been performed only with a three input fuzzy system and the
fuzzy system changes according to the responses of the neural network to give us
better prediction error. In the type-2 fuzzy system we also change the levels of
uncertainty to obtain the best prediction error.

Figure 4 shows a fuzzy system consisting of 5 inputs depending on the number
of modules of the neural network ensemble and one output. Each input and output
linguistic variable of the fuzzy system uses 2 Gaussian membership functions. The
performance of the type-2 fuzzy aggregators is analyzed under different levels of
uncertainty to find out the best design of the membership functions for the 32 rules
of the fuzzy system. Previous experiments were performed with triangular, and
Gaussian and the Gaussian produced the best results of the prediction.

Number of
Modules

Number of
Layers

Neurons 1 ... Neurons n

Fig. 3 Particle structure to optimize the ensemble neural network
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Figure 5 represents the 32 possible rules of the fuzzy system; we have 5 inputs
in the fuzzy system with 2 membership functions, and the outputs with 2 mem-
bership functions. These fuzzy rules are used for both the type-1 and type-2 fuzzy
systems. In previous work several tests were performed with 3 inputs, and the
prediction error obtained was significant and the number of rules was greater, and
this is why we changed to 2 inputs.

4 Simulation Results

In this section we present the simulation results obtained with the genetic algorithm
and particle swarm optimization for the Taiwan Stock Exchange.

We consider working with a genetic algorithm to optimize the structure of an
ensemble neural network and the best architecture obtained was the following
(shown in Fig. 6).

In this architecture we have two layers in each module. In module 1, in the first
layer we have 23 neurons and the second layer we have 9 neurons, and In module 2
we used 9 neurons in the first layer and the second layer we have 15 neurons the

System Dollar: 5 inputs, 1 outputs, 32 rules

Prediction1 (2)

Prediction2 (2)

Prediction3 (2)

Prediction (2)

Prediction5 (2)

Prediction (2)

Dollar

(mamdani)

32 rules

Fig. 4 Fuzzy inference system for integration of the ensemble neural network
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Levenberg-Marquardt (LM) training method was used; 3 delays for the network
were considered.

Table 1 shows the particle swarm optimization results (as shown in Fig. 6)
where the prediction error is of 0.0013066.

Fig. 5 Rules of the type-2 fuzzy system

176 M. Pulido et al.



Fuzzy integration is performed initially by implementing a type-1 fuzzy system
in which the best result is in experiment of row number 8 of Table 2 with an error
of: 0.0235.

Fig. 6 Prediction with the optimized ensemble neural network with GA of the TAIEX

Table 1 Particle swarm optimization result for the ensemble neural network

No. Iterations Particles Number
of modules

Number
of layers

Number
of neurons

Duration Prediction
error

1 100 100 2 3 13, 16, 2
18, 20, 18

01:48:30 0.002147

2 100 100 2 2 3, 9
14, 19

01:03:09 0.0021653

3 100 100 2 2 20, 4
10, 7

01:21:02 0.0024006

4 100 100 2 2 16, 19
3, 12

01:29:02 0.0019454

5 100 100 2 2 19, 19
24, 17

02:20:22 0.0024575

6 100 100 2 3 21, 14, 23
14, 24, 20

01:21:07 0.0018404

7 100 100 2 2 23, 9
9, 15

01:19:08 0.0013065

8 100 100 2 2 15, 17
9, 22

01:13:20 0.0018956

9 100 100 2 2 20, 16 01:13:35 0.0023377

10 100 100 2 2 23, 8
10, 17

01:04:23 0.0023204
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As a second phase, to integrate the results of the optimized ensemble neural
network a type-2 fuzzy system is implemented, where the best results that are
obtained are as follows: with a degree uncertainty of 0.3 a forecast error of 0.01098
is obtained, with a degree of uncertainty of 0.4 the error is of 0.01122 and with a
degree of uncertainty of 0.5 the error is of 0.001244, as shown in Table 3.

Figure 7 shows the plot of real data against the predicted data generated by the
ensemble neural network optimized with the particle swarm optimization.

Table 2 Result PSO for the type-1 fuzzy integration of the TAIEX

Experiments Prediction error with fuzzy integration type-1

Experiment 1 0.0473
Experiment 2 0.0422
Experiment 3 0.0442
Experiment 4 0.0981
Experiment 5 0.0253
Experiment 6 0.0253
Experiment 7 0.0253
Experiment 8 0.0235
Experiment 9 0.0253
Experiment 10 0.0253

Table 3 Result PSO for the type-2 fuzzy integration of the TAIEX

Experiment Prediction error 0.3
uncertainty

Prediction error 0.4
uncertainty

Prediction error 0.5
uncertainty

Experiment 1 0.0335 0.033 0.0372
Experiment 2 0.0299 0.5494 0.01968
Experiment 3 0.0382 0.0382 0.0387
Experiment 4 0.0197 0.0222 0.0243
Experiment 5 0.0433 0.0435 0.0488
Experiment 6 0.0121 0.0119 0.0131
Experiment 7 0.01098 0.01122 0.01244
Experiment 8 0.0387 0.0277 0.0368
Experiment 9 0.0435 0.0499 0.0485
Experiment 10 0.0227 0.0229 0.0239
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5 Conclusions

The best result when applying the particle swarm to optimize the ensemble neural
network was: 0.0013066 (as shown in Fig. 6 and Table 1). Implemented a type 2
fuzzy system for ensemble neural network, in which the results where for the best
evolution as obtained a degree of uncertainty of 0.3 yielded a forecast error of
0.01098, with an 0.4 uncertainty error: 0.01122, and 0.5 uncertainty error of
0.01244, as shown in Table 3. After achieving these results, we have verified
efficiency of the algorithms applied to optimize the neural network ensemble
architecture. In this case, the method was efficient but it also has certain disad-
vantages, sometimes the results are not as good, but genetic algorithms can be
considered as good technique a for solving search and optimization problems.
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Deep Neural Networks—A Brief History

Krzysztof J. Cios

Abstract In this chapter we describe Deep Neural Networks (DNN), their history,
and some related work.

1 Introduction

DNN are one of the most efficient tools that belong to a broader area called deep
learning. DNN process input information in a hierarchical way, where each sub-
sequent level of processing extracts more abstract/global/invariant features. In other
words, DNN (semi) automatically learn key features from data and then aggregate
them for some purpose, such as recognizing objects in the images.

We shall illustrate how DNN work by the use of an example from the area of
face recognition. There, the inputs are images from which at the first level (first
hidden layer) of processing simple image characteristics such as edges are
extracted. At the second and subsequent levels, more complex parts of an image are
formed to finally, at the output layer, recognize human faces. This is in contrast to
using a traditional approach where in the first step, known as preprocessing, an
expert guides the process of extracting key features, and then they are used for
recognizing faces. The common part of these two, very different, approaches is that
at the output layer the labeled data are needed to perform supervised learning, i.e.,
assign names/labels to faces.

Although DNN can in general work in all three basic learning modes, namely,
supervised, unsupervised, and semi-supervised, so far the majority of successful
DNN applications used the semi-supervised mode where (almost) unsupervised
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extracting of key features by the hidden layers was followed by a supervised
learning at the output layer. In the fully supervised DNN mode the most frequently
used algorithm is backpropagation with a ramp/rectifier activation function, which
is very efficient in networks with many layers. The supervised approach, however,
contradicts the very idea of deep learning as it is just a classical backpropagation
learning with a sigmoid replaced by the ramp function, (f(x) = max f(0, x)). At the
other end of the spectrum, fully unsupervised DNN, little progress has been
reported so far.

DNN, as well as other types of neural networks, were inspired by the need to
solve difficult for computers problems, such as image recognition but that are easily
solvable by humans. Specifically, they were inspired by our, although still very
vague, understanding of how human brain processes information. Depending on a
goal of brain modeling we distinguish two approaches. If the goal is to model
brain’s neural circuits, the area called neuroinformatics or computational neuro-
science, a key question validating the generated model is: How well does it fit the
experimental biological data? In this approach, the neuron model frequently used is
the spiking one with the appropriate learning rule. On the other hand, if the goal is
to solve a practical problem, such as face recognition, then the validation question
changes to: Is the model efficient? As in the latter case it is not important whether a
simple or complex neuron model or any specific learning rule is used. This type of
modeling is known as neuromorphic computing.

A digression about capacity of a human brain. It has about 10−11 neurons and
trillions of synaptic connections, which endows it with enormous storage capacity.
If we define storage capacity as the ratio of the number of patterns that can be stored
and retrieved, to the size of the network, then a network consisting of N neurons can
retrieve correctly P stored patterns, according to this formula: P < N/(4 * ln(N)).
Thus, a network with 104 neurons can store only 271 patterns and with 1011

neurons it grows to 109 patterns. The latter number of patterns is more than enough
for a human to store and remember every single image, word, situation etc.
encountered during a lifetime. In fact, the human brain has even bigger storage
capacity because a group of neurons can store not just one but many different
patterns, the phenomenon known as polysynchrony [10]. Fortunately, most people
do not remember everything from the time they are born, although there are well
documented cases of individuals who remembered everything from their past, day
by day. By comparison, current artificial neural networks are incomparably smaller,
with the largest using up to tens of thousands of neurons. One of the reasons for the
size is that neural networks are designed to solve domain- specific problems, versus
solving problems for many domains at the same time. For example, one network is
designed to solve an image recognition problem while another a natural language
processing problem, but there are no attempts to design a single network for solving
problems from both domains.

Our focus here is on DNN, including those that use spiking neuron models and
the corresponding learning rules. We start by defining key building blocks of all
DNN. They are: (a) a neuron model, which performs basic computations, (b) a
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learning rule, which updates the weights/synapses between the neurons, and (c) a
network architecture, which specifies how the neurons are topologically arranged
and interconnected.

2 Neuron Models

A wide spectrum of neuron models from very simple to spiking ones is described
next. Notice that increasing biological detail of an artificial neuron model also
increases its computational complexity.

The first simple model of a neuron, called the threshold neuron, was developed
by McCulloch and Pitts [19]. It calculates a dot product between the input vector
and the weight vector of a neuron, and if it is higher than its transfer function (like a
step function) it fires/generates an output of 1 (otherwise 0).

The first spiking neuron model was developed by Hodgkin and Huxley [7], for
which they later received a Nobel Prize. They modeled squid’s giant neuron and
they treated each component of the neuron, including its membrane, as electrical
component. The model is described by:

C
dV
dt

= Ie − gK̄n4ðV −EKÞ
zfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflffl{IK

− gN̄am3hðV −ENaÞ
zfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflffl{INa

− gLðV −ELÞ
zfflfflfflfflfflfflffl}|fflfflfflfflfflfflffl{IL

where:

Ie stimulus/injected current
V voltage/membrane potential
L leakage current
K potassium and Na = sodium channels
g conductances, e.g., gNa = 120 mS/cm2; gK = 36 mS/cm2; gL = 0.3 mS/cm2

E reversal potentials, e.g., ENa = 115 mV, EK = −12 mV, EL = 10.6 mV
n, m, h channel gating/activation variables: n = n(t), m = m(t), h = h(t).

To better understand it let us look at its equivalent electric circuit, shown in
Fig. 1. The membrane is modeled as capacitor, Cm, while potassium and sodium ion
channels as conductances (g = 1/R; R being resistance). V is the neuron’s mem-
brane potential, i.e., difference between its intracellular (inside of the neuron) and
extracellular potentials. According to Kirchhoff’s law the sum of the currents is zero
so the current through the membrane, C dV/dt, can be written in a shorter form as:

C dV ̸dt = Ie − IK − INa − IL

Figure 2 illustrates generation of an action potential/spike by the flows of
sodium and potassium ions, represented as conductances.
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McGregor [20] defined a simpler than Hodgkin-Huxley spiking neuron model,
one that belongs to a group of integrate-and-fire models.

It is described by these equations:

S=
1 E≥Th
0 E<Th

�

dE
dt

=
−E+GK ⋅ ðEK −EÞ+Ge ⋅ ðEe −EÞ+Gi ⋅ ðEi −EÞ+ SCN

Tmem
dGK

dt
=

−GK +B ⋅ S
TGK

dTh
dt

=
− ðTh −Th0Þ+ c ⋅E

TTh

where:

V membrane potential
Vr membrane resting potential

Fig. 1 Hodgkin and
Huxley’s model circuit
representation

Fig. 2 Generation of an
action potential by sodium
and potassium ions flows
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VK potassium resting potential
Vi inhibitory resting potential
Ve excitatory resting potential

Transmembrane potentials: E=V−Vr; EK =VK −Vr; Ei =Vi −Vr; Ee =Ve −Vr

Transmembrane conductances: GK = gK ̸G;Gi = gsi ̸G;Ge = gse ̸G

G membrane resting conductance
gK potassium resting conductance
gsi inhibitory resting conductance
gse excitatory resting conductance
TGK decay of GK time constant
Th threshold value
Th0 resting value of threshold
Tth decay of threshold constant
Tmem membrane time constant

Tmem =C ̸G
Current throughmembrane: SCN=SC ̸G

SC current injected to cell (corresponds to Ie in the HH model)
c rise of threshold c ∈ [0, 1]
C membrane capacitance
B postfiring potassium increment.

Its corresponding electric circuit, shown in Fig. 3, is similar to Hodgkin and
Huxley’s. It models the potassium channel, refractory properties, adaptation to
stimuli, and mimics excitatory and inhibitory post synaptic potentials (EPSP and
IPSP, respectively) of a neuron. The PSPs are illustrated in Fig. 4. We will refer
back to these potentials when we later describe learning rules.

The working of the McGregor’s model is illustrated in Fig. 5, using a “network”
of only three neurons: two pre-synaptic (one excitatory and one inhibitory) that feed

Fig. 3 McGregor’s model
circuit representation
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into one post-synaptic neuron [26]. We can see the spikes that are generated by both
types of pre-synaptic neurons, shown in the bottom panel of Fig. 5. The positive
excitatory (Ge) and negative inhibitory (Gi) inputs feed into a post-synaptic neuron
that integrates them and when the sum rises above its threshold (Th) the
post-synaptic neuron fires a spike; four such spikes are generated by the
post-synaptic neuron, which is shown in the top panel (E)) of Fig. 5. Notice that the
threshold of the neuron (Th) changes over time.

The simplest spiking neuron model was developed by Izhikevich [9]. It does not
model any of the biological neuron functions except that it accurately mimics
several types/shapes of the postsynaptic potentials (spikes) generated by human
brain neurons. It is described by:

v′ =0.04v2 + 5v+140− u+ I

u′ = aðbv− uÞ,

�

where
if v > 30, then v = c, u = u + d,

Fig. 4 Example excitatory
and inhibitory post synaptic
potentials

Fig. 5 The input
pre-synaptic signals (Ge and
Gi) make the post-synaptic
neuron (E) to fire four spikes
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• v is membrane potential
• u is membrane recovery variable
• I is input current

It models over a dozen different post-synaptic firing patterns, four of which are
shown in the bottom part of Fig. 6; they correspond to the parameter settings shown
in the top part of Fig. 6.

Izhikevich model became very popular because its simplicity allows for building
networks consisting of thousands of such neurons. While using it, however, we
found that increasing the strength of the stimulus caused it to fire with higher and
higher frequency (no upper bound). This is not biologically plausible as neurons
cannot fire during the absolute refractory period, needed for restoration of their
membrane potentials, no matter the strength of the input. We thus corrected the
condition for the neuron firing [29] by changing it

from

if v > 30, then v = c, u = u + d

to

if v > 30:
if

Fig. 6 Two types of excitatory (the first two) and two types of inhibitory neurons firing patterns
(taken from http://www.izhikevich.org/publications/spikes.htm)
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dt > dtmin: v = c, u = u + d, spike
else
v = 30, no spike

That is, we added additional check (ifdt > dtmin) to account for refractory
property of neurons. Figure 7a illustrates firings of the four types of original
Izhikevich neurons, while Fig. 7b shows firings of neurons after our modification.
The modified model was used for modeling multi-column multi-layer model of
neocortex, which was not possible to do using the original Izhikevich model [30].

3 Learning Rules

Let us start by noticing that almost all learning rules are based to some degree on
Konorski’s observation:

IF a presynaptic neuron “j” repeatedly fires a postsynaptic neuron “i” within a short time

THEN the synaptic strength between the two is increased, otherwise it is decreased.

The credit for the above observation most often is given to Hebb [4] although
Konorski published it a year earlier [13]. The practical learning rules, i.e., equations
corresponding to the above observation were specified much later by computational
scientists [28, 31].

Fig. 7 a Unbounded firing of
the original Izhikevich model
neurons; b Firing of the
neurons after Strack et al. [30]
modification accounting for
absolute refractory periods
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Similar case, of not giving credit to the original inventor, involves a popular
backpropagation learning rule that was first specified by statisticians Robbins and
Monroe [23]: they called it a stochastic approximation method. However, the credit
for the rule in neural networks literature was given to Rumelhart et al. [24] before it
was found that Werbos [33] specified the rule, a dozen years before them.

The simplest learning rule, called Perceptron, for one-layer feed-forward neural
networks, was defined by Rosenblatt [25]. Backpropagation rule is in fact the
Perceptron’s rule extension to many-layer networks. Extending it to such networks,
however, became possible only after the step threshold function used in the Per-
ceptron was replaced with a differentiable sigmoid function. This seemingly small
change led to an explosion in neural networks research that stagnated for almost
20 years after Minsky and Papert [21] stated that neural networks were useless for
solving complex problems.

Kohonen [12] specified winner-takes-all learning rule. This rule more closely
than Perceptron or backpropagation mimics the learning processes taking place in
biological neural circuits. It states that only the neuron whose weight vector (sy-
napse) is the closest to the input’s vector is the winner and as such increases its
weight to get it even closer to the input pattern vector. Often, a number of neurons
in close neighborhood of the winning neuron also adjust their weights.

The first rule for networks of spiking neurons, called Spike Time-Dependent
Plasticity (STDP), was specified by Song et al. [28]. Swiercz et al. [31] specified
another rule for spiking neurons called Synaptic Activity Plasticity Rule (SAPR).
The two rules are compared in Fig. 8. Konorski’s observation is translated, in both
rules, into the following recipe:

The adjustment of the strength of synaptic connections between pre-synaptic neuron “j” and
post-synaptic neuron “i” takes place every time the postsynaptic neuron “i” fires, according
to the function specified either by STDP or SAPR. If Δt is positive that means the
pre-synaptic neuron fired before the post-synaptic neuron and the strength between the two
is increased. If Δt is negative it means that the pre-synaptic neuron fired after the
post-synaptic neuron fired and the strength between the two is decreased.

Fig. 8 Comparison of the SAPR and STDP: the latter is fixed while the former depends on the
shape of excitatory and inhibitory post synaptic functions of neurons
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The difference between the two rules is that SAPR uses a function that is
continuous and differentiable (important in several applications); it is also dynamic
because it uses actual post-synaptic potential functions to modify the connection
strengths between the neurons. In other words, the adjustments depend on the shape
of SAPR, which in turn depends on the shape of the chosen postsynaptic functions
in a given neural circuit. The left part of the SAPR function in Fig. 8 (to the left of
the y axis) is the chosen inhibitory PSP while the right part is the chosen excitatory
PSP; see again the two function shapes in Fig. 4. In contrast, the STDP rule uses a
static function meaning that the adjustments are always the same; they do not
depend on the shape of inhibitory/excitatory PSPs for a given Δt.

4 Network Architecture

As stated above, DNN use a hierarchical architecture, vaguely mimicking the
brain’s hierarchical way of performing cognitive tasks. This architecture is one of
the key distinguishing factors between several types of neural networks and DNN.
It follows that neural networks with just one hidden layer, such as SVM, RBF, or
Kohonen’s self-organizing feature map, are not DNN. As a digression, a popular
decision tree algorithm does not perform deep learning either, in spite of its hier-
archical architecture, since it uses original features and not a hierarchy of trans-
formed features.

Hierarchical processing of information in the brain was first discovered by
neurophysiologists Hubel and Wiesel [8] who studied the cat’s visual system; for
this work they were awarded a Nobel Prize. Not only they observed the brain’s
hierarchical way of processing information but also that at each level of processing
the brain extracts more general features performed by complex cells, that aggregate
the features extracted at the previous level to, at the end of this process, recognize
some objects in the input image. At the first level, the brain focuses on recognizing
specific simple patterns in the input images, such as vertical or horizontal elements
present in input images, which are extracted by simple cells. Hubel and Wiesel were
thus originators of the key ideas leading to development of DNN. It is easy to
notice, see Figs. 9 and 10, that the DNN of today use very similar architectures.

We explain Hubel and Wiesel’s work in some detail using Fig. 9. A very simple
model of the cat’s visual processing system can be implemented using neuron
model of McCulloh and Pitts, which outputs/fires a 1 when the sum of its inputs is
above its threshold, and outputs a 0 otherwise. By changing its threshold value, the
neuron can perform logical operations of conjunction and disjunction. A conjunc-
tion is achieved as follows: if the threshold is relatively high, say, 3, then inputs
from 3 presynaptic neurons (of 1 each) are required to fire it. Such neurons can
recognize different line orientations in the images, such as vertical, horizontal, or
diagonal. The neuron can also perform a disjunction if its threshold is relatively
low, say, 1; then the input (of 1) from any of the three presynaptic neurons fires it.
This is illustrated in Fig. 9, where in the first column we see image of digit 2.
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The four neurons, the simple cells, in the first (hidden) layer perform conjunctions
to recognize three-element line patterns, while the four neurons, the complex cells,
in the second layer perform disjunctions that aggregate the simple patterns into
more complex ones until, at the output layer, digit 2 is recognized. In the parlance
of DNN the conjunction is called convolution, the disjunction a spatial pooling, the
simple cell a feature extractor/detector, and the complex cell a feature
aggregator/analyzer. The difference between the just described very simple scheme
and DNN is that feature extraction in DNN happens (almost) without human
intervention (we describe later how DNN do it).

The first researcher to design a direct precursor of DNN, using Hubel and
Wiesel’s discoveries, was Fukushima [3] who called his network Neocognitron.
Figure 10a illustrates how key features of an image of letter A are first picked up by
simple cells (S) and then aggregated by complex cells (C), in order to recognize
letter A at the output. S-layer of simple cells extracts features from the previous
stage in the hierarchy, while the C-layer of complex cells ensures tolerance for
shifts of features extracted by the S-layer.

DNN became popular and the term “deep learning” was coined and widely
accepted around 2010 due to the development of efficient learning algorithms and
hardware speed-ups such as the use of GPUs. In particular, LeCun [16–18], Hinton
[5, 6] and Krizhevski [14] made significant impact on the field. Comparison of
architecture of Neocognitron shown in Fig. 10a with the DNN architecture of
LeCun’s convolutional network shown in Fig. 10b shows their great similarity.

As aforementioned, the first few layers of DNN perform feature extraction using
unsupervised learning, and only the top layer weights (i.e., those between the last
hidden and output layer) are trained in a supervised mode. In DNN the most often
used approach to perform feature extraction between the input and hidden layer(s)

Fig. 9 a Illustration of how the simple and complex cells extract specific features from input
images; b Implementation of how the features are extracted and aggregated (using three hidden
layers) in Neocognitron to recognize digit 2 (both pictures are taken from Kandel et al. Principles
of Neural Science, 5th edition, [11]
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is to use an idea of autoencoder. Other method often used to perform unsupervised
learning (always a form of clustering) is a Boltzman machine.

We now explain how an autoencoder works using a feed-forward neural network
with backpropagation learning in a vertical composition, meaning that the same
operation that is performed by the first hidden layer on the original input, is also
performed by the second layer on the output of the first hidden layer, etc. Let us also
assume that our input is an image of size n × n and that the number of neurons in
the first hidden layer is p, with p smaller than n2 (this condition is not required but
using it makes it easier to understand and explain). The task of the autoencoder is to
learn outputs of the first hidden layer in such a way that after learning we can
reconstruct (using outputs of the hidden layer) the inputs with a very small dis-
tortion. In other words, the autoencoder learns a compressed (lower dimensional)
version of the inputs. In that respect, the autoencoder is similar to PCA and per-
forms clustering.

Fig. 10 a Fukushima’s Neocognitron architecture, and b LeCun’s convolutional neural network
architecture
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Loosely speaking, the outputs of the first hidden layer neurons are trained to
recognize some specific features, as linear combinations of the original image
features, such as edges, in different positions and orientations. This is what is meant
by saying that new features are automatically learned/extracted by deep neural
networks. The same process is repeated at the output of the second hidden layer,
which takes as input the output of the first hidden layer. The outcome of doing it is
that the previously extracted features, say, edges, are aggregated into more complex
features, say silhouettes of objects. Supervised learning is only then used to train the
weights between the last hidden and the output layer in order to assign labels to the
input images.

Instead of describing Neocognitron or convolutional neural network of LeCun
for which many excellent online resources exist, we describe below a network
called IRNN (Image Recognition Neural Network), which was inspired by the
works of Hubel and Wiesel and Fukushima [2]. In the IRNN the hidden layers
perform explicit clustering operations of the (sub) images for the purpose of
extracting key features at each level of hierarchical processing. IRNN consists of an
input layer, an output layer, and one or more hidden layers, as shown in Fig. 11.
The Sensory layer extracts local features from the images. The role of the hidden
layer(s) is to aggregate local features to generate higher level semi-global features.
The output layer, in a supervised mode, associates the semi-global features with the
known labels. Notice that IRNN operates like a semi-supervised convolutional
DNN. It uses windowing, which is based on a biological observation that a neuron
connected to the sensory system receives inputs from only a portion of the sensory
neurons.

Associa ve 

Sensory 

IRNN

Feature Aggrega ng 

Set of input images

Person 2 Person 1 Fig. 11 IRNN’s architecture:
unsupervised part consists of
the sensory and feature
aggregating layers while the
associative part is supervised
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Figure 11 shows stacks of neurons represented by small balls. How they are
generated and what they represent is explained in Fig. 12. We see there three
(hashed) subimages/windows of the three input images, which are clustered using a
novel image similarity measure [2]. If the first two subimages are similar (as shown)
they are clustered together in neuron n1. Since subimage 3 was found quite different
from the subimages 1 and 2, it creates its own cluster, so the second neuron, n2, is
generated. The weights w1 and w2 are initially set to the first subimage pixel values
vector but are later updated to represent cluster center (thus representing an “av-
erage” subimage). At the end of scanning of entire images the result might be as the
one shown in Fig. 13. Notice, that at the center more neurons (clusters) were
created to represent image details, such as nose, eyes and mouth, while at the
periphery where background was about the same in all images only single
neurons/clusters were needed.

The same process is repeated on the outputs of the sensory layer to aggregate the
local features into more complex semi-global features. Clustering of subimages at
each level is performed with all other layers disabled. Finally, the associative layer
associates the images with recognition codes—like Person 1 or Person 2—using
winner-takes-all learning rule. Note that the number of clusters/neurons in the
IRNN is not predetermined by the user: it depends only on a similarity between the
subimages. Characteristic feature of the IRNN is that if new data become available
the already trained network can be used in two ways. If the new data points are
labeled then additional training continues with the new data. However, if new data
are not labeled only the output layer needs to be trained.

The networks described so far, including convolutional DNN, used only simple,
non spiking, neuron models as their basic processing units. But is it possible to
perform deep learning using networks of spiking neurons? Shin et al. [27] used such
a network for face recognition, without any preprocessing of the images. The
network self-organizes at each level of its hierarchical processing. Even at the
output layer spiking neurons are used for labeling faces, in contrast to more popular

n1

n2

w1

w2

subimage 113

subimage 223

subimage 333 Stack of 2 sensory 
neurons, n1 and n2, 

corresponding      
to subimage 3   

Image 1

Image 2

Image 3

Fig. 12 Explanation of clustering of subimages into a number of clusters/neurons
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use of supervised methods such as backpropagation; similar approach was later
used in Cao, et al. [1]. Specifically, the spiking neuron model used was McGregor’s
with SAPR and STDP learning rules for self-organization of the neurons;
self-organization in essence being a clustering operation. Figure 14 shows archi-
tecture of this a network. The sensory layer serves as relay of the input image but
increases the input dimension, from an image of size n × m to an image of size
3n × 3m. The only hidden layer, the Feature Extraction layer, is composed of

1 1 1 1 1 1 1 1 

1 1 2 2 3 1 1 1 

1 2 2 3 4 2 2 1 

1 2 4 5 3 2 1 1 

1 1 3 6 5 3 1 1 

1 2 4 4 5 3 1 1 

1 1 2 2 2 1 1 1 

1 1 1 1 1 1 1 1

Fig. 13 A hypothetical result of clustering of a set of registered face images

Fig. 14 Architecture of the network of spiking neurons; a High-level block diagram. b Recurrent
synaptic connections between the excitatory neurons in the feature extraction layer. c Synaptic
connections between the excitatory neurons in the sensory/feature extraction layer and the
inhibitory neurons in the feature extraction layer (taken from Shin et al. [27] paper)
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excitatory and inhibitory neurons, while keeping their ratio close to the one
observed in human brain. Notice that no supervised training is performed by this
layer. Instead, multiple submitting of the input images is required until there is a
negligible change in the result of self-organization. It was shown that using SAPR
rule gave better results in recognizing face images than using STDP. The Recog-
nition layer also uses spiking neurons: the neuron that spikes the most for a known
input face image “recognizes” the person. The network performed particularly well
on rotated and partially occluded images. In short, the network uses raw images for
input, extracts key features without any training between the sensory and feature
extracting layers. This is in contrast to using an autoencoder that can be seen as a
supervised training method where the label is the compressed pattern of the input
pattern.

5 Problems with DNN Learning

Popular literature paints the advent of DNN as the panacea for solving difficult
problems, such as image recognition, hand written character recognition, etc.
Moreover, that it is done with high confidence/accuracy and without the need for
human participation. Unfortunately, history of science tells us that new technologies
are often accompanied by a high dose of hype, and DNN are no exception to this.
As described below, two groups of researchers have shown spectacular failing of
DNN on image recognitions tasks that are trivial for humans.

In one experiment, the researchers used a trained DNN and ran it on slightly
modified images, called adversarial examples. The network has seen the original
images (before modification) in training. The modification was such that that there
was no perceptible to the human eye difference between the original and adversarial
image; the latter had only slightly different statistical properties. For example, there
was no way to tell the difference between the image of a dog and its slightly
modified image. However, when the latter was input to the AlexNet (open source
implementation of a convolutional neural network), which was trained on the
original image of the dog, it failed to recognize it [32].

In another work, the researchers took the opposite approach. Namely, they
modified (using genetic algorithms) the image used in training in such a way that it
had no resemblance whatsoever to the original image. For example, an image
looking like a TV static noise was not only recognized by LeNet (part of Caffe
software package) say, as peacock, but also was very certain (accuracy of 99.6%)
about its recognition decision [22].
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6 Conclusions

The described above DNN shortcomings do not outweigh their many advantages.
However, lots of research is needed to answer the question of why they failed in
those experiments. I think it is increasingly more important for the computational
researchers to team up with neuroscientists to come up with better algorithms for
image recognition so that the algorithms cannot be so easily fooled [15]. That may
require, in the first place, more work by the neuroscientists to better understand
processes used by the brain in recognition tasks.

The easy fooling of DNN in some recognition tasks, which are easily recognized
by humans, poses a very serious cybersecurity risk. Modern society heavily relies
on machine learning techniques, like DNN, for performing many everyday tasks
such as medical diagnosis, self-driving cars, investing financial assets, and even in a
legal system. Since the researchers have shown that it is relatively easy to come up
with adversarial examples, the automated systems we so much now depend on can
produce possibly disastrous results. It is thus increasingly important for researchers
to add safety features to deep learning algorithms they are developing, something
that software engineers have been doing for a long time to assure safety of their
code. To start with, researchers should routinely use in training adversarial exam-
ples, in addition to original ones, to make their systems more secure.
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Part III
Intelligent Technologies

in Systems Modeling



Techniques for Construction
and Integration of Rule Bases

Grzegorz J. Nalepa

Abstract This chapter discusses issues in the practical integration approaches for

intelligent rule-based systems. In it selected issues that need to be addressed for per-

forming integration of rule based systems are identified and discussed. These include

high level modeling techniques for rule bases, integration architectures for rule-based

systems, and rule interoperability challenges. In the chapter a short review of differ-

ent rule types and languages used to express them is given. Moreover, important

issues regarding construction of complex rule bases are introduced. Furthermore,

the execution issues of rule bases are considered, with the emphasis on addressing

the structure identified during modeling. Finally, main approaches to integration and

interoperability of rule-based systems are given.

1 Introduction

Intelligent systems that use rules for capturing and executing knowledge have been

a widely used technology for several decades. Rule-based shells are a commonly

referred technology supporting the execution of such systems. Originally developed

for rule-based expert systems [22, 32, 39], shells are software frameworks that sup-

port knowledge engineers by providing a rule language for encoding the rule base

and a generic inference engine for execution. CLIPS (C Language Integrated Pro-

duction System) [22, 64] is probably the one best known. Currently, the CLIPS rule

language is a multi paradigm programming language that provides support for rule-

based, object-oriented and procedural programming. The wide spread and accep-

tance of CLIPS resulted in the development of Jess [19]. While the differences in the

language were minimal, Jess was entirely written in Java which improved its integra-

tion capabilities. Today construction of rule-based systems (RBS) is a well-studied

field with important handbooks available [22, 32].
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The development of intelligent systems in last decades shows that rule-based sys-

tems (RBS) are still a technology of great potential and many applications [24]. How-

ever, it is also clear that rules, while very useful, need to be integrated with other

paradigms. This integration concerns not only other models of data and knowledge

processing, but also software development and implementation paradigms. Practi-

cal integration approaches for intelligent systems are and probably will be an area

of active research. This also gives motivation for this chapter. Its objective is the

identification of selected issues that need to be addressed for performing integra-

tion of rule based systems. These issues include: (1) high level modeling techniques

for rule bases, (2) integration architectures for rule-based systems, and (3) and rule

interoperability. They will be discussed in the reminder of the chapter.

It is important to note, that this chapter has mostly the knowledge engineering

perspective on knowledge representation [7, 29]. It means we assume that the rule-

base is interactively developed by knowledge engineers using knowledge acquired

from human experts. While it was the first and original perspective in knowledge-

based systems, for several decades there have been number of advanced methods

for an automatic construction of rule sets from data [16, 69]. Today, many classic

machine learning [17] algorithms are available to build and optimize rule sets and

decision trees [66], that in general correspond to rule-based knowledge. These meth-

ods are commonly used in data mining [27] systems, including recent works in learn-

ing (mining) from data streams, e.g. [67]. While the perspective on rules and their

applications is slightly different (see the discussion on rule types in the next section),

some of problems identified in this chapter remain the challenge. This includes han-

dling large rules sets through structuring, integration of rule-based components, as

well as rule interoperability issues.

The structure of the chapter is as follows. In Sect. 2 a short review of different rule

types and languages used to express them is given. Then in Sect. 3 important issues

regarding construction of complex rule bases are introduced, including modeling,

structuring, and analysis. Section 4 is devoted to the execution issues of rule bases;

the emphasis is put on addressing the structure identified during modeling. Next, in

Sect. 5 main approaches to integration of rule-based systems are given. The presen-

tation of problems ends in Sect. 6 where important tools for rule interoperability are

presented. The chapter is summarized in Sect. 7.

2 Expressing Rules with Rule Languages

Rules are often simply considered conditional statements, that are evaluated or exe-

cuted to make decision. Rules can also express constraints or regularities. There

might be different sources of rules, and thus diverse ways to construct them. They

can be provided based on knowledge possessed by human experts and then acquired

and properly represented in the knowledge engineering process. Another common

case is the automatic construction of rules and rule sets based on the available data.

In computational intelligence [33] number of data mining techniques are used for

this purpose, e.g. [16].
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To evaluate and execute rules a special mechanism has to be implemented. In

the common case, its role is to check to conditional part of the rule and if required

run the decision/derivation part. The basic form of rules as well as the construction

of the execution mechanism may seem straightforward. However, in practice proper

formulation of rules, and rule sets turns out to be quite challenging. Not only, rules

express different kinds of knowledge acquired from experts or harvested from the

available data, but also the use of this knowledge can differ. Example tasks include

(but are not limited to) identification/classification, or decision/control. Therefore,

number of rule types are identified in the literature.

2.1 Types of Rules

Considering logical aspects of inference with rules a basic distinction could be on

deductive and abductive (derivation) rules (used in forward and backwards chaining

respectively). Moreover, concepts of facts (rules with no condition) and constraint
rules (defining certain conditions that must hold) [7] are introduced. In [75] an inter-

esting classification is proposed. It is oriented on rule exchange and follows OMG

MDA [44]. On the “computation independent” level three general types of rules

are identified: integrity, derivation, and reaction. An extended classification is pro-

vided by the RuleML organization [58]: integrity, derivation, reaction, production,

and transformation rules. Furthermore, in business rules approach [26] a high level

BR classification scheme is considered with: terms, facts, and rules. Then the fol-

lowing types of rules are identified: mandatory constraint, guideline, action enabler,

computation, inference. Finally, in machine learning [17] and data mining [27] asso-
ciation rules, expressing certain correlation between features (attributes) are consid-

ered, as well as classification rules. However, the later can be simply interpreted as

derivations.

2.2 Rule Languages

In general, rules need to be encoded in some kind of notation for computer process-

ing, with the use of rule language. First of all, a rule language can be a certain well-

defined notation for encoding and storing rules. In such a case only its syntax has

to be defined. Such a language can be oriented on rule execution, thus being close

(in terms of its goals) to general programming languages. Examples of such lan-

guages are CLIPS, Jess, or Drools. Another objective might be rule interchange and

translation. In such a case the language should offer a richer syntax, that allows for

expressing different types of rules (perhaps not all of them would be present in every

rule base). Examples of such languages are RuleML and RIF. In the case of these lan-

guages the semantics of rules is also considered, although not always fully defined.



206 G.J. Nalepa

Formalized languages are an important class of rule languages. Both syntax and

semantics of such languages is formally defined. In most of the cases such languages

serve not only to represent rules, but are more general knowledge representation

languages [29]. Examples include F-Logic [36], or more recently Description Log-

ics [2]. In our research we proposed a dedicated formalized language for rules based

on attributive logic [53] called XTT2 [54]. With formalized languages the inference

is well-defined, and interchange much simplified. The design issue can also be bet-

ter addressed. A limitation can be a lower flexibility and expressiveness compared to

solutions like CLIPS. This is due to the fact that “programming rule languages” have

often vague (undefined) semantics. A clear benefit of formalized solution is also the

possibility of formal model checking and verification.

From the perspective of this chapter an important and large group of rule lan-

guages are attributive languages. Knowledge representation based on attributes is

very common and intuitive, as it is related to technical ways of presentation. In such a

case the behavior of a physical system is described by providing the values of system

variables. This kind of logic approach is used in various applications e.g. relational

database tables [13], attributive decision tables and trees [37, 60], and attributive

RBS [40]. In order to define characteristics of the system one selects some specific

set of attributes and assigns them some values. This way of describing an object and

system properties is both simple and intuitive. Such languages provide a number of

features, making them efficient tool for practical representation and manipulation of

knowledge. After [40], these features can be as follows: introducing variables (the

same attribute can take different values and there is no need to introduce new proposi-

tional symbols), specification of constraints (using relations between attribute values

it is possible to specify constraints), and parametrization (attributes are parameters to

be instantiated). Thanks to these advantages, the attributive logic is more expressive

than the propositional logic.

3 From Construction of Rule Sets to Design of Rule Bases

Basic discussion of rule-based systems is commonly focused on building single

rules, or constructing relatively small sets of rules. This is justified in simple cases,

or studies of rule extraction algorithms. However, in engineering practice the size,

structure, properties, and quality of such rule sets is very important. These chal-

lenges give motivation to consider proper building of rule bases as a dedicated design

process. In such a process certain activities, often ordered as phases can be identified:

∙ rule base modeling—may include selection of a certain representation mechanism

that can simply the design. Very often these are visual forms of rule sets, such as

decision tables or decision trees.

∙ structure identification—where relation between groups of rules are identified.

∙ analysis—allows for assuring the quality of the rule base.

We discuss these issues next.
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3.1 Rulebase Modeling

Rule base modeling is an evolutionary process. Due to the large amount of rules or

complex dependencies, the modeled knowledge may not reflect the acquired knowl-

edge in an appropriate way. Therefore, in order to make the modeling process more

efficient a number of visual methods are developed. The visual (or semi-visual) lan-

guages facilitate modeling phase making it more transparent for the knowledge engi-

neer. As the number of rules identified in the system is increasing, it may be difficult

to model and manage them. Thus, in complex systems having rule sets consisting

of thousands of rules, various forms of rule set representation are used. Such forms

as tables or trees are logically equivalent to a set of single rules, but they are easier

to understand. Moreover decision diagrams are also used [40]. They represent the

decision making process in a the form of graph, so a more general structure than a

tree). In some cases basic decision tables, or diagrams can also be built automatically

from computational intelligence models [11].

Decision tables are used to group similar rules. Rules grouped into a table usu-

ally correspond to the canonical set of rules, i.e. a rule set satisfying the assumptions

that [40]: all rules use the same propositional symbols in the same order, and rules

differ only with respect to using the negation symbol before the propositional sym-

bol. A set of rules which is not in the canonical form, can always be transformed

to an equivalent canonical set. Typically, such canonical sets of rules are used for

creating decision tables. In the basic binary decision table each rule is specified in

a single row, in which the first n columns specify conditions under which specific

conclusion is fulfilled.

To enhance the expressive power and knowledge representation capabilities

Attributive Logic can be used, for Attribute-Value Pair Table (AV-Pair Table) or [40]

for Attributive Decision Table (AD-Table). A row of an AD-Table represents a rule,

expressed as follows:

ri ∶ (p1 = vi1) ∧ (p2 = vi2) ∧⋯ ∧ (pn = vin) → h1 = wi1 ∧ h2 = wi2 ∧⋯ ∧ hm = wim

Conditions of such a rule can take several values from a specified domain. Moreover,

this approach can be extended in order to allow for specifying an attribute value as

an interval or a subset of the domain [40]. An example of such a table determining

a rented car category based on the driver age and driving license holding period is

presented in Table 1.

Decision trees allow for organizing rules in a hierarchical manner. As they show

the dependencies between conditions and decisions, this clarifies the thinking about

the consequences of certain decisions being made [25]. A decision tree has a

flowchart-like structure in which a node represent an attribute and branches from

such a node represent the attribute values. The end nodes (leaves) represent the final

decision values. Such a form of knowledge representation allows for clear presen-

tation of the decision process. Unfortunately, decision trees become much more

complex if each attribute has a large number of different values because of the
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Table 1 An example of decision table

Driver age Driving license holding period Rented car category

<18 Any None

<21 <2 A

<21 >=2 {A, B}

>=21 <2 {A, B, C}

>=21 >=2 {A, B, C, D}

none

A A, B A, B, C A, B, C, D

< 18 < 21 >= 21

< 2 < 2>= 2 >= 2

driver age

driver license 
holding period

rented car 
category

Fig. 1 An example of a decision tree corresponding to the decision table

redundancy of nodes. An example of a decision tree corresponding to the decision

table from Table 1 is presented in Fig. 1.

Both trees and tables are also useful from practical point of view, as they provide

a visual representation of the rule base. We assume after [40] that the transformation

between rules, tables, and trees is always possible (having some syntactic restric-

tions). These visual models help during the design process of rule bases.

3.2 Structure

Large rule sets should more commonly be referred to as “rule bases” as rules in such

a set are most often interrelated. Relations of rules in a rule base can be expressed

explicitly in rule bodies. Examples include rules for decision control, where exe-

cution of certain rules explicitly calls another rules. Moreover, there are cases of

rewriting systems, where some rules can be modified by others. Furthermore, rule

sets can be explicitly partitioned into groups operating in or regarding given situ-

ations. There might also occur implicit relations between rules. Probably the most

common and important case is when rules that share the same attributes. Even if such

rules are not grouped together they could be related to similar situations, or objects.

What makes such cases even more complicated are logical relations between rules.
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This can result in contradicting or excluding which can lead to unexpected operation

of the system as a whole. There are different solutions to address these issues.

A simple solution, common in rule-based shells, is the introduction of modular-

ization of the rule base. CLIPS offers functionality for organizing rules into so-called

modules. They allow for the restriction of access to their elements from other mod-

ules, and can be compared to global and local scoping in other programming lan-

guages. In CLIPS each module has its own pattern-matching network for rules and

its own agenda (rules to be fired). Jess provides a similar module mechanism that

helps to manage large rule bases. Modules provide a control mechanism: rules in a

module will fire only when this module has the focus, and only one module can have

focus at a time. In general, although any Jess rule can be activated at any time, only

rules in a module having focus will fire. In certain cases this mechanism can improve

management of the rule base., as the large set of rules can be partitioned into smaller

ones. It also has positive impact on the performance of the inference process as not

all of the rules need to be analyzed. A similar approach was employed in the Drools

system [8]. However, as Drools moved away from CLIPS-like inference in large rule

bases to a dedicated process engine, it will be described in the subsequent section on

inference.

Another approach is to introduce the structure into the model of the knowledge

base during the design. Use of visual representation methods such as decision tables

can simplify grouping of rules sharing the same attributes [72]. A decision tree can

also be used to represent a group of rules but emphasizing the inference process.

There exist hybrid representations such as XTT2 (eXtended Tabular Trees) that com-

bine tables with trees [54]. While tables group rules with the same attributes, a high

level inference network allows to control the inference process. The tables can be

connected during the design process to denote relations between groups of rules.

These connections can be further used by the inference engine to optimize the infer-

ence process. For more detail see [46]. In [50] a complete design and integration

approach for formalized rule-based systems was introduced. It is called Semantic
Knowledge Engineering (SKE) as it put emphasis on the proper interpretation of

rule based knowledge as well as on its integration with other software engineering

paradigms. In the subsequent parts of this chapter we will briefly discuss how infer-

ence control and integration are handled in SKE.

3.3 Analysis

Rule-based systems are widely used in areas where high performance and reliability

are important. In some cases a failure of such system may have serious consequences.

Therefore, it is crucial to ensure that the system will work correctly in every possible

situation.

Verification and validation were discussed by many authors, including [1, 55,

57, 61]. Verification concerns proving correctness of the set of rules in terms of

some verifiable characteristics [4]. In fact features such as consistency, completeness,
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and various features of correctness may be efficiently checked only by using formal

methods [41]. In turn, validation is related to checking if the system provides correct

answers to specific inputs. In other words, validation consists in assuring that the

system is sound and fits the user requirements.

According to [76] verification and validation procedures of the system can be

understood as one of the following: anomaly detection, formal verification, parallel

use, rule base visualization to aid review, code review, testing. That study shows,

that verification of the rule based systems is dominated by testing and code review.

This approach highly depends on human skills, since incorrectly written test may

produce wrong results. Formal verification and anomaly detection are not so widely

used despite the fact that those methods usually have strong logical foundations and

in most cases exceed testing and debugging approach.

According to comparison of existing verification tools in [71] one can draw a con-

clusion, that the main reason why formal verification is not widely used among expert

system developers is that it requires formal knowledge representation. In fact, most

of these tools are usually based on propositional or predicate logic. Melodia [10]

uses propositional logic and flat rule base. Clint [15], Cover [63], use predicate logic

and a flat rule base. Moreover, Indepth [43] introduces a hierarchical representation,

Covadis [65] uses simple production rules language with a flat rule base. However,

common expert system shells such as CLIPS, Jess or Drools do not provide for-

mal knowledge representation, so it is not possible to apply formal methods to these

tools. Although there are some analysis tools that are dedicated to aforementioned

shells like CrsvClips [14], Drools Verifier [12], their aim is not to provide formal

verification, but to offer a framework for writing tests.

Verification of knowledge in RBS is typically considered the last stage of the

design procedure [39]. It is assumed to be performed on a complete, specified knowl-

edge base [62, 73], as such it is costly and difficult. In the SKE approach we advocate

for approaches that introduce a formalized description of rule base. Thanks to them

formal verification of the rule base is possible during its design. A verification frame-

work for XTT2 knowledge bases called HalVA was introduced in [47]. It allows for

verification of formal properties such as determinism, or local completeness, as well

a redundancy (subsumption). The toolset works on the XTT2 table level and is inte-

grated as a module of the HeaRT [48] inference engine, that can be called during the

design of the rulebase. Its full description can be found in [50].

4 Execution of Rule Bases

4.1 Inference in Rule Bases

In RBS the execution of rule base is related to the automated inference process per-

formed by an inference engine. It uses specific algorithms to analyze the contents of

the rule base, identify rules that can be fired, and fires them. It is generally assumed

that the engine and algorithm are independent from the encoded knowledge and
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allow for processing knowledge from any domain. Important aspects that determine

operations of the inference engine include the inference mode and tasks. Inference
mode defines how the knowledge contained in the rule base is processed [32]. For-

ward chaining is the data-driven (or bottom-up) reasoning. This mode of reasoning

starts from the existing knowledge stored as facts and continues until no further con-

clusions can be drawn. Backward chaining is a reverse process to forward chaining

and is called goal-driven reasoning. In this mode the system has a goal (a hypo-

thetical solution) and the inference engine attempts to find the evidence to prove

it with the help of the facts stored within fact base. Both inference modes can be

applied to different kinds of problems. However, according to [22] forward chaining

is a natural way to design expert systems for analysis and interpretation. An infer-
ence task is a scenario of using rules that is performed by inference engine working

in a given inference mode. Thus, it is important to distinguish between inference

modes, like forward and backward chaining, and inference tasks. Therefore, a given

inference task can be performed in different inference modes. Examples include final
consequence that determines the evaluation of a given set of rules in order to infer

all possible conclusions based on the existing facts and the facts drawn during infer-

ence. consequence reduction forces an inference engine to answer question if a given

hypothesis can be proved to be true according to existing facts. Executing this task,

an inference engine tries to find such sequence of rules that allows for expressing the

hypothesis by means of the existing facts.

A typical forward chaining inference process performed in RBS is an iterative

process consisting of the following steps: match, conflict set resolution, action,

return. Among these four steps, the first step is the bottleneck of inference because it

requires to match facts stored within fact base to rules in order to check if a given rule

has satisfied conditions. An important and now commonly used algorithm is called

Rete [18]. This algorithm allows for avoiding the Naïve approach and makes the

match step much more efficient. Knowledge compilation is used where each knowl-

edge base is compiled and the set of all rules is transformed into so-called discrimi-

nation network that represents all the rules in the form of directed and acyclic graph.

Each node of this graph corresponds to single condition of a certain rule. The second

idea is to store the information concerning facts satisfying certain condition within

corresponding node. Thanks to that, operations performed during this step are lim-

ited to monitor only changes (adding or removing) made in the fact base. When such

change is observed, it is passed through the network in order to identify rules having

satisfied their conditions. As many unnecessary rules can be fired, we shall refer to

the inference scheme as a blind one.

State saving mechanism implemented in Rete is not very efficient. The structure

of the network is often redundant, and the number of elements stored in memory

may be combinatorially explosive. To address these problems an improved algorithm

called TREAT was proposed by Miranker [45]. The conflict set is explicitly retained

across production system cycles which allows for advancements over Rete. Both

Rete and TREAT offer static networks. The structures of the networks are defined
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arbitrary by the design engineer and look mostly the same for all kinds of knowledge

bases. This often leads to the creation of networks that are not optimal for some

knowledge bases. To address this problem a new discrimination network algorithm

called Gator [28] was proposed. It is based on Rete, but additionally implements

mechanisms for optimizing network structure according to specific knowledge base

characteristic.

4.2 Improving Inference in Structured Rule Bases

Modularization of knowledge base helps managing rules, and improves efficiency of

rule-based system execution. The structuring of the rule base can be used during the

inference process. CLIPS modules allow for restriction of access to their elements

from other modules, and can be compared to global and local scoping in other pro-

gramming languages. In CLIPS each module has its own pattern-matching network

for its rules and its own agenda. When a run command is given, the agenda of the

module which is the current focus is executed. Rule execution continues until another

module becomes the current focus, no rules are left on the agenda, or the return func-

tion is used from the RHS of a rule. Whenever a module that was focused on runs

out of rules on its agenda, the current focus is removed from the focus stack and the

next module on the focus stack becomes the current focus. Before a rule executes,

the current module is changed to the module in which the executing rule is defined.

The current focus can be dynamically switched. A similar mechanism is present in

Jess.

The Drools platform introduced a RuleFlow tool. It is a workflow and process

engine that allows advanced integration of processes and rules. It provides a graphi-

cal interface for processes and rules modeling. Drools have built-in a functionality to

define the structure of the rulebase which can determine the order of the rules evalu-

ation and execution. The rules can be grouped in a ruleflow-groups which defines the

subset of rules that are evaluated and executed. The ruleflow-groups have a graphical

representation as the nodes on the ruleflow diagram. The ruleflow-groups are con-

nected with the links what determines the order of its evaluation. A ruleflow diagram

is a graphical description of a sequence of steps that the rule engine needs to take,

where the order is important.

More recently, Drools moved from a dedicated flow control engine into the inte-

gration of rule-based reasoning system with a complete Business Process Manage-

ment systems in Drools 5. In this case rule-based subsystems can be called arbitrarily

by a high-level flow control mechanism. In this case it is a Business Process engine

jBPM. This approach to controlling the rule-based inference will be described in the

section regarding integration of RBS.
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4.3 Inference Control in SKE

In the SKE approach the rule base is composed of extended decision tables in the

XTT2 notation. Any table can have input links (inputs) as well as output links (out-

puts). Links are related to the possible inference order. Tables to which no connec-

tions point are referred to as input (or start) tables. Tables with no connections point-

ing to other tables are referred to as output tables. All the other tables (ones having

both input and output links) are referred to as middle tables.

We consider a network of tables connected according to the following principles:

there is at least one input table, there is at least one output table, there is zero or more

middle tables, and all the tables are interconnected. The aim is to choose the inference

order. The basic principle is that before firing a table, all the immediately preceding

tables must have already been fired. The structure of the network imposes a partial

order with respect to the order of table firing. Firing the table involves processing in a

sequence all the rules in the table. In [46] several dedicated algorithms for inference

control were described. This approach is only suitable for relatively small knowledge

bases, where the manual analysis is possible. Therefore, more complex modes are

considered, including DDI (Data-Driven Inference), TDI (Token-Driven Inference),

and GDI (Goal-Driven Inference).

The Data-Driven Inference algorithm identifies start tables, and puts all the tables

that are linked to the initial ones in the XTT2 network into a FIFO queue. When there

are no more tables to be added to the queue, the algorithm fires selected tables in the

order they are popped from the queue. The forward-chaining strategy is suitable for

simple tree-like inference structures. However, it has limitations in a general case,

because it cannot determine tables having multiple dependents. The Token-Driven
Inference approach is based on monitoring the partial inference order defined by

the network structure with tokens assigned to tables. A table can be fired only when

there is a token at each input. Intuitively, a token is a flag signaling that the necessary

data generated by the preceding table is ready for use. The Goal-Driven inference
approach works backwards with respect to selecting the tables necessary for a spe-

cific task, and then fires the tables forward so as to achieve the goal. One or more

output tables are identified as the ones that can generate the desired goal values and

are put into a LIFO queue. As a consequence, only the tables that lead to the desired

solution are fired, and no rules are fired without purpose. All of the mentioned infer-

ence modes are implemented as a part of a dedicated inference engine for SKE called

HeaRT [48].

5 Integration of Rule-Based Systems

Historically, rule-based systems were considered as stand alone. This meant such a

systems was an independent software component (sometimes integrated in a hard-

ware systems). As such, it was fully responsible to process input data, perform
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processing, and then appropriate decision making and ultimately produce output

data, or carry out control actions. Therefore, with time, in classic RBS systems such

as CLIPS, number of additional libraries were created to support such an environ-

ment. Today however, such an approach seems redundant and it is rather rare. RBS

are considered software components, that have to be integrated in a larger software

environment using some well-defined software engineering approaches [70]. There-

fore, here we give a short account of main architectures to integrate rule-based sys-

tems with a larger software environment.

The already mentioned, classic approach with standalone systems can be consid-

ered a homogeneous one. As in such a case the RBS should be able to provide not

just the decision making, but also vital part of interfaces on the software runtime

level. An important aspect is in fact related to the rule language level. In this case,

the rule language should be powerful enough to program all of these features, as it

is the only language available for the system designer. This results is the design of

expressive rule languages like in the case of CLIPS with additional programming

libraries, or language extensions such as COOL [23].

An alternative approach is to restrict the role of the RBS only to decision making.

In this case, the remaining functionality is delegated to another systems or compo-

nents. The RBS only needs to posses interfaces allowing for such lower-level integra-

tion. It also operates as intelligent middleware, not a stand-alone system. Therefore,

such an architecture can be simply referred to as heterogeneous one.

5.1 Heterogeneous Integration

The rule-based component can be integrated with a larger software system using

common software design patterns [20]. An example of such an approach was previ-

ously proposed in [50]. It is related to bridging knowledge engineering with software

engineering [70]. Historically, when the software systems became more complex,

the engineering process became more and more declarative in order to model the

systems in a more comprehensive way. It made the design stage independent of pro-

gramming languages, which resulted in a number of approaches. One of the best

examples is the MDA (Model-Driven Architecture) approach [44]. Since there is no

direct “bridge” between declarative design and sequential implementation, a sub-

stantial work is needed to turn a design into a running application. This problem is

often referred to as a semantic gap between a design and its implementation [42]. It

is worth noting that while the conceptual design can sometimes be partially formally

analyzed, the full formal analysis is impossible in most cases [52]. However, there is

no way to assure that even a fully formally correct model would translate to a correct

code in a programming language. Moreover, if an application is automatically gener-

ated from a designed conceptual model, then any changes in the generated code have

to be synchronized with the design. Another issue is the common lack of separation

between core software logic, interfaces, and presentation layers.
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Some of the methodologies e.g. the MDA, and the design approaches e.g. the

MVC (Model-View-Controller) [9] try to address this issue. The main goal is to

avoid semantic gaps, mainly the gap between the design and the implementation. In

order to do so, the following elements should be developed: a rich and expressive

design method, a high-level runtime environment, and an effective design process.

Methodologies which embody all of these elements should eventually shorten the

development time, improve software quality, and transform the “implementation”

into the runtime-integration and introduce the so-called “executable design”.

Using these ideas the heterogeneous integration of a RBS may be considered on

several levels:

∙ runtime level: the application is composed of the rule-based model run by the

inference engine integrated with the external interfaces.

∙ service level: the rule-based core is exposed to external applications using a

network-based protocol. This allows for a SOA (Service-Oriented Architecture)-

like integration [3] where the rule-based logic is designed and deployed using an

embedded inference engine.

∙ design level: integration considers a scenario, where the application has a clearly

identified logic-related part, which is designed using visual design method for

rules (such as decision table, or decision trees), and then translated to a domain-

specific representation.

∙ rule language level: in this case rule expressions can be mixed with another pro-

gramming language, and both syntax and semantics are mixed. However, this

allows for an easy integration of rule-based code with rich features of another

programming environment (e.g. Java).

We will now discuss how these are integrated in the SKE.

5.2 Integration in the SKE Approach

The SKE approach provides a heterogeneous solution through a clear separation of
core business logic. Eventually it can shorten the development time by transform-

ing the “implementation” into the runtime-integration with rule-based model. The

approach introduces a strong separation of the core application logic from the inter-

faces. In fact, it is assumed that the MVC-like software design pattern is used. The

intelligent application is decomposed into a Model that captures the logic, a View

that corresponds to different interfaces, and a Controller that links these two. The

SKE architecture provides means for the design and implementation of software

logic and the integration of this logic with the presentation layer. The emphasis is on

a rich and formally designed and analyzed knowledge-based model. It is important

to observe that as opposed to standard software engineering approaches there are no

differences in the semantics of design methods. Thanks to the XTT-based logic core,

the knowledge base is represented using a formalized knowledge model. This allows

for using formal analysis of the model and avoiding common evaluation problems.
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Fig. 2 Heterogeneous

system architecture [50]
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Such an analysis can be provided at the design stage, which allows for a gradual

refinement of the designed system (Fig. 2).

The concept of the model considered here is based on certain concepts related

to classic control theory and dynamic system modeling. The primary assumption is

that the rule-based model is a model of a dynamic system having a certain state. The

state is described using attributes that represent important properties of the system.

A statement that an attribute has a given value can be interpreted as a fact in terms of

classic expert systems. The concept of the state is similar to the one in dynamic sys-

tems and state-machines. The current state of the system is considered as a complete

set of values of all the attributes at the instant of time. The dynamics of the system

(transitions between states) is modeled with the use of rules described by a logical

representation. The conditional part of a rule is an expression related to the state to

be matched. The decision part includes statements that modify a system state in case

the rule is fired (the proper decision) and actions that do not change attribute values,

thus the state. This is a declarative model.

In general, the values of the XTT attributes in the model can be modified by an

independent external system (or user). This case concerns attributes representing

some process variables, which are taken into account in the inference process, but

depend only on the environment and external systems. As such, the variables cannot

be directly changed by the XTT system. Values of those variables are obtained as

a result of some measurement or observation process, and are assumed to be put into

the inference system via a blackboard communication method [30].

To connect the internal system memory with the external environment, callbacks
are used. These are dedicated functions related to system attributes. Callbacks are

invoked to get and send attribute values from and to the environment. The values

of internal attributes can only be modified by the inference process itself. In such a

case, values of attributes are obtained at certain stages of reasoning as the result of

the operations performed in the decision part of XTT rules.
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The integration of a heterogeneous system is considered mainly at the at the run-

time, service and design levels.

∙ runtime level: the application is composed of the rule-based model run by the infer-

ence engine integrated with the external interfaces using the callback mechanisms.

The model is run by the XTT inference engine that uses callbacks to communicate

with front-ends implemented with other languages e.g. Java.

∙ service level: the rule-based core is exposed to external applications using a

network-based protocol. This allows for a SOA-like integration [3] where the XTT

logic is designed and deployed using the dedicated inference engine. The state of

the XTT-based system can be modified with the use of callbacks triggered by

attribute changes.

∙ Design level: integration considers a scenario, where the application has a clearly

identified logic-related part, which is designed using the XTT method, and then

translated to a domain-specific representation. As an example, in [51] the transla-

tion from XTT to the UML notation is discussed.

An important issue is the integration of rules and processes that will be discussed

next.

5.3 Integration of Rules and Business Process System

Drools 5 platform includes several integrated modules including Drools Expert
and jBPM [68]. The former is a business rules execution engine. It implements an

extended version of Rete, called ReteOO. Improvements include the object-oriented

type system that allows for tight integration with Java. In fact the whole platform

is implemented in JavaEE. JBPM is a full-fledged process execution engine. It exe-

cutes business process models encoded in the BPMN notation [59]. This notation

includes dedicated syntactic constructs, so-called rule tasks. Thanks to them it is

possible to delegate the execution of details of business process logic to a rule-bases

system. Practically it can be any system implemented in Drools. However, from the

design transparency perspective a reasonable approach is to connect only restricted

well-defined subsystems, or even single modules (tables).

Following the previously defined levels, such a scenario for integration is mainly

runtime-oriented. While proper design tools are currently not available for Drools,

with some extensions this integration can also be reflected on the design level. Pre-

liminary work in this direction was presented in [38], where a web design frame-

works for business process with rules where presented. Drools also allows for

service-level integration, as the whole runtime environment is web-enabled. It sup-

ports the orchestration of web services using rules. Execution of such solutions is

supported by the runtime environment.
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6 Rule Interoperability

Having complete, possibly verified and validated system, it is desirable to ensure

method for sharing knowledge with other systems, representations and tools. Fur-

thermore, with the increasing number of rules application areas, the number of dif-

ferent rule representations is also growing. The differences between these represen-

tations cause that the rule-based knowledge cannot be easily shared among different

rule bases. Usually, the naive translation methods do not take rule base semantics

into account what leads the semantics mismatch before and after translation. This

problem is called rule interoperability problem and it has been known since classic

expert systems [22]. Today it returns because of novel nature of rules applications

in business technologies. In the context of this problem, a lot of research has been

conducted. The goal is to facilitate the process of interoperability between represen-

tations by providing intermediate and formalized format for knowledge translation.

In general, the methodology of interoperability must take two aspects into account:

syntax that is used for knowledge encoding and semantics. On each of these two

levels some problems can be identified, including ambiguous semantics, different

expressiveness, and syntactic power.

Over the time, many different methods and approaches to the knowledge inter-

operability problem were developed. Some of them are general-purpose i.e. aim at

providing framework for translation between many different representations. His-

torically, first of such approaches that were developed was called Knowledge Inter-

change Framework. Due to the difficulty of maintaining of such approaches, there is

very few technologies use this framework. This is why, modern methods providing

wide support for many different representations, are usually divided into so-called

dialects. Each dialect has a well-defined semantics and thus is intended to translation

of rules expressed in some well-defined representations. Rule Interchange Frame-
work consists of several dialects providing support for example for production rules.

Apart from the methods supporting many different representations, more specialized

approaches are also developed. Many of the existing technologies are dedicated for

a certain set of representations that share similar assumptions and thus have sim-

ilar semantics. Rule Markup Language is an example of such technologies that is

dedicated for representations used mainly within Semantic Web. In turn, Production
Rule Representation allows for expressing production rules that perform actions and

thus allow for changing system state.

Knowledge Interchange Framework (KIF) [21] constitutes one of the first imple-

mentation of formal knowledge interoperability approach that uses unified interme-

diate representation model providing declarative semantics. KIF was intended to be

a formal language for the translation of knowledge among disparate computer pro-

grams providing possibility of precise definition of knowledge semantics. It was not

limited only to rules but supports also other representation techniques like frames,

graphs, natural language, etc. It is important to note that KIF was not intended as a

primary language for interaction with human users (though it can be used for this

purpose). Different programs could interact with their users in whatever forms that
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are most appropriate to their applications. The formal definition (specification) of

KIF provides very complex meta-model consisting of large number of classes. More-

over, its complexity led to very weak tool support and currently there is no tools that

support KIF even partially.

Rule Interchange Format (RIF) [34, 35] is a result of research conducted by Rule

Interchange Format Working Group. This group was established by the World Wide

Web Consortium (W3C) in 2005 to create a standard for exchanging rules among

rule systems, in particular among web rule engines. Although originally envisioned

by many as a rule layer for the Semantic Web, in reality the design of RIF is based on

the observation that there are many rule languages in existence, and what is needed

to exchange rules between them. In RIF rule systems fall into three main categories:

first-order, logic-programming, and action rules. These paradigms share little in

terms of syntax and semantics. Moreover, there are large differences between sys-

tems even within the same paradigm. The approach taken by the group was to design

a family of languages, called dialects with rigorously specified syntax and semantics

of different rule systems.

Production Rule Representation (PRR) [58] is an OMG standard for production

rule representation, that addresses the need for a representation of production rules in

UML models (i.e. business rule modeling as part of a modeling process). It adopts the

rule classification scheme supplied by the RuleML Initiative and supports only pro-

duction rules. It provides the MOF-based metamodel and profile that are composed

of a core structure referred to as PRR Core and a non-normative abstract OCL-based

syntax for the expressions, defined as an extended PRR Core metamodel referred to

as PRR OCL [58].

Rule Markup Language (RuleML) [5, 6] is defined by the RuleML Initiative.
1

This initiative aims at developing an open, vendor neutral XML/RDF-based rule

language allowing for exchange of rules between various systems including: distrib-

uted software components on the web, heterogeneous client-server systems found

within large corporations, etc. RuleML is intended to be used in Semantic Web and

this is why it offers XML-based language syntax for rules. In turn, the abstract syn-

tax of this language is specified by means of a version of Extended BNF, similar

to EBNF notation used for XML. RuleML provides an underlying formalism which

precisely defines semantics of the language. This formalism is based on the partial

logic [31] and provides a formal meaning for RuleML knowledge bases written in the

abstract syntax. The foundation for the kernel of RuleML is the Datalog (constructor-

function-free) sublanguage of Horn logic. Its expressiveness allows for expressing

both forward (bottom-up) and backward (top-down) rules in XML. It also supports

different kind of rules: derivation rules, transformation rules, reaction rules and pro-

duction rules. The formal model of RuleML is comprehensively described in [74].

Interoperability problems exist not only with rule bases design by knowledge

engineers but also with rule sets built with data mining tools. This short review of

existing tools for translating rules bases gives a certain insight to the main problems

encountered when translating one rule set into another. Clearly a proper formaliza-

1
See http://www.ruleml.org.

http://www.ruleml.org
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tion of both syntax and semantics of rules can be useful in such translation. How-

ever, few methods and tools support such formalization, which turns out to be quite

tedious. Finally, collaborative tools for knowledge engineering, such as semantic

wikis can improve the way rule-based knowledge is created, and shared [49].

7 Concluding Remarks

The objective of this chapter was to emphasize and discuss selected important

challenges in integration of rule-based systems. They include modeling techniques

for structures rule bases, integration architectures using software engineering par-

adigms, as well as rule interoperability issues. These challenges exist both in rule

bases developed by knowledge engineers using expert knowledge, and in cases where

rule sets are built by data mining approaches [56], in computational intelligence par-

adigm [33]. We gave examples of selected tools, and techniques to address these

challenges.
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New Aspects of Interpretability of Fuzzy
Systems for Nonlinear Modeling

Krystian Łapa, Krzysztof Cpałka and Leszek Rutkowski

Abstract Fuzzy systems are well suited for nonlinear modeling. They can be effec-

tively used if their structure and structure parameters are properly chosen. Moreover,

it should be ensured that system rules are clear and interpretable. In this paper we

propose a new algorithm for automatic learning and new interpretability criteria of

fuzzy systems. Interpretability criteria are related to all aspects of those systems, not

only their fuzzy sets and rules. Therefore, proposed criteria also concern parameter-

ized triangular norms, discretization points and weights of importance from the rule

base. As of the present time similar solutions have not been discussed in the litera-

ture. The proposed criteria are taken into account in the learning process, which is

carried out with the use of a new learning algorithm. It was created by combining the

genetic and the firework algorithms (this particular combination makes it possible

to automatically choose not only system parameters but also its structure). It is an

important advantage as most of the learning algorithms can only select system para-

meters when their structure has been specified by the designer. Proposed solutions

were tested using typical simulation problems of nonlinear modeling.
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1 Introduction

Modeling is creation of simplified models of objects. It provides predictability,

increases safety, reduces running costs, provides the ability to control, explains the

principles of operation, etc. Most modeling problems are nonlinear [7]. Fuzzy sys-

tems work within this application range. This paper deals with interpretability of

fuzzy systems which can be used in nonlinear modeling.

1.1 Model Representation

The model is expected, among others, to work accurately and perform readable

(interpretable) operations. This last feature allows one to acquire knowledge about

how a given object works. There are three different representations of a model related

to the possibility of its interpretation: white-box, gray-box and black-box. White-box

modeling uses phenomenological model, which is the mathematical description [13,

43, 61]. White-box models are readable but often simplified. Simplifying assump-

tions usually refer to characteristics idealization and linearization, skipping the sat-

uration phenomenon, friction, etc. In black-box methods behavior of the object is

modeled on the basis of the cause-and-effect relationships [35, 63, 88, 103]. Black-

box models are accurate, but mostly not interpretable. From the point of view of

interpretability, gray-box models are the most important methods. They offer a sat-

isfactory compromise between accuracy and interpretability. Gray-box models often

base on computational intelligence methods, e.g. decision trees [6, 51, 64], fuzzy

systems [17, 30, 42, 44, 72, 76, 78, 94, 99–102], neural networks [23, 25, 41] etc.

In this work we discuss fuzzy systems since they use clear and intuitive fuzzy

rules [72]. These rules take the form of IF…THEN…, which provides good oppor-

tunities for interpretation. Fuzzy systems can be used in direct or indirect nonlinear

modeling [55, 70]. In indirect modeling they can, for example, explain the idea of

switching component models in the methods of sectoral non-linearity [45] or model

coefficients of so-called matrices of state variables [65], thus explaining elemen-

tary dependences which occur in the object. They can also model derogations of

state variable matrix coefficients from their linear counterparts while explaining the

source of nonlinearity [8]. Generally, fuzzy systems are used not only for non-linear

modeling but also for classification. In particular, they are used e.g. in medical diag-

nostics, economics, controlling, forecasting, biometrics, databases, natural language

processing, image processing, and many others. In each of these applications inter-

pretation of the knowledge stored in the system is of great importance.
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1.2 Interpretability of Fuzzy Systems

In the past researchers mainly paid attention to the accuracy of fuzzy systems while

ignoring issues of their interpretability. However, in the 1990s they started to notice

the fact that a large number of rules or fuzzy sets in those rules is not conducive to the

readability of the rule base. Then, they began to form solutions which related to the

term of “interpretability”. Nowadays fuzzy system designers are trying to reach an

acceptable compromise between accuracy and interpretability [31, 40, 54, 81, 83,

90, 95]. It is more difficult in the case of modeling than in the case of classification,

because any change in the system structure developed to improve rules readability

may result in deterioration of accuracy.

In the literature a number of papers on the subject of interpretability of fuzzy

systems can be found. Their authors have proposed among the others:

∙ Solutions aimed at reducing the number of fuzzy rules [1, 4, 31, 33, 40, 50, 54],

reducing the number of fuzzy sets [34] and aimed at reducing the number of system

inputs [4, 91, 93]. Limitations were also related to the number of antecedences

in fuzzy rules. The optimal number was most often set to Miller number, which

equals 7 ± 2 [2, 4, 40, 66]. Miller number was designated in 1956 by George

Miller and it represents the maximum pieces of information that can be directly

distinguished by a human [59]. The use of restrictions in a system structure was

often associated with a reduction of redundant elements and merging of similar

ones [15, 34, 36, 38, 46, 67, 84].

∙ Solutions related to correct notation of fuzzy rules [4, 50], correct activation of

fuzzy rules [2, 26, 54], distinguishability and interdependence of fuzzy sets (e.g.

their overlapping) [57, 58, 66] as well as solutions on issues such as: complemen-

tarity, fitting in with data, etc. [9, 28, 31].

∙ Solutions related to fuzzy systems construction aimed at interpretability. In the

papers [15, 18, 19, 22, 68, 72–75, 79, 80, 86, 87] the use of additional weights

of importance of the rules, antecedences, consequences and system inputs was

proposed. In the paper [82] a dynamic structure of connections between fuzzy

sets and rules was considered. It was proposed, among others, in order to reduce

system complexity and to simplify the rule-based notation. In the papers [15, 27]

parameterized triangular norms were used (as precise aggregation operators) in

order to increase accuracy, and in the paper [27] the authors reviewed parame-

terized triangular norms in terms of their suitability for the construction of fuzzy

systems. In the paper [15] the authors used an extended (precise) defuzzification

mechanism in which the number of discretization points does not have to be equal

to the number of rules. This was suggested, among others, in order to increase

accuracy of the system with a fixed number of rules and to provide opportunities

to reduce the complexity of rules.
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1.3 Attempts at Systematizing Solutions for Interpretability of
Rule-Based Systems

The literature abounds in numerous attempts to systematize solutions for inter-

pretability (e.g. [32, 83, 85]). The systematics presented in [32] deserves a spe-

cial attention. Its authors have proposed division of solutions for interpretability into

four groups-quadrants: (a) Quadrant concerning solutions aimed at reducing com-

plexity at fuzzy rules level (it takes into account, among others, the number of fuzzy

rules, the number of antecedences in each rule and using Miller number), (b) quad-

rant concerning solutions aimed at reducing the complexity at the fuzzy partitioning

level (it takes into account, among others, the number of fuzzy sets associated with

various inputs and outputs and the number of inputs), (c) quadrant concerning solu-

tions aimed at increasing semantic readability at the fuzzy rules’ level (it takes into

account, among others, the consistency of the rules, activation level of rules and

readability of rule-based notation), and (d) quadrant concerning solutions aimed at

increasing semantic readability at the fuzzy partitioning level (it takes into account,

among others, a coverage degree of the input data by fuzzy sets, normalization of

fuzzy sets, distinctness of fuzzy sets and fuzzy sets complementarity).

An interesting semantics has also been proposed in [3], which can complement the

semantics proposed in [32]. In this semantic interpretability criteria were divided in

terms of their readability of the knowledge accumulated in the system and a different

importance was symbolically assigned to the criteria. There are: (a) very important

criteria (for the complexity of fuzzy rules and notation readability), (b) important

criteria (for the semantics of rules and fuzzy sets, including the criteria for order-

ing fuzzy sets, semantic phrases used, sharing of fuzzy sets by a number of rules,

etc.), and (c) the least important criteria (for the normalization of fuzzy sets, their

complementarity, coverage of input data area, etc.).

1.4 Solutions Proposed in This Paper

The solutions proposed in this paper can be summarized as follows (Fig. 1): (a) In

this paper the issue of interpretability has been treated comprehensively in terms

of semantics considered in Sect. 1.3. Moreover, the proposed interpretability criteria

apply to all aspects of fuzzy system designing. In particular, they include, among oth-

ers, interpretability of fuzzy sets and rules, parameterized triangular norms, weights

of importance and discretization points. This approach gives a broader look at the

issue of interpretability, going beyond the concept of interpretability conception of

a fuzzy set and fuzzy rule (most often discussed in the literature). (b) In this paper

we propose a new hybrid algorithm for selection of the structure and parameters of

a fuzzy system, constructed on the basis of the genetic [24, 29, 96, 98] and the fire-

work [89] algorithms. This algorithm uses the idea of the genetic algorithm based

on the biological evolution of species for the selection of the system structure (3)
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precise aggregation
operators

precise defuzzification
mechanism

I. Impact on interpretability
by appropriate structure of a fuzzy system

Fuzzy system for knowledge extraction
fuzzy sets fuzzy rules

weights of importance
of fuzzy sets

weights of importance
of fuzzy rules

system structure system parameters

II. Impact on
interpretability
by appropriate

approach to
a learning process

a new hybrid
genetic-firework

algorithm

III. Impact on interpretability
by minimization of appropriate interpretability criteria

a new complexity
criterion

a new criterion
for fuzzy sets' readability

a new criterion
for fuzzy rules' readability

a new criterion of weights
of importance readability

a new criterion of aggregation
operators' readability

a new criterion
of defuzzification readability

Fig. 1 Summary of the solutions proposed in this work

and the idea of the firework algorithm based on the behavior of exploding fireworks

for the selection of system structure parameters (3). The vast majority of algorithms

presented in the literature can select system parameters only when its structure has

been indicated by the designer (selected earlier by trial and error). Moreover, our

algorithm takes into account all the interpretability criteria considered in this paper

and it belongs to the methods based on populations [11, 49, 52, 53, 60, 62, 72].

It can be noted that the solutions proposed in this paper relate to interpretability

directly and indirectly. The direct approach formulates appropriate criteria (Sect. 4)

and uses them in the automatic process of fuzzy system selection. The indirect

approach uses precise aggregation and inference operators in system design. They

were proposed in our previous work [15, 16, 77] and called flexible. Their use allows

for achieving good accuracy with a simpler system structure. Therefore, it makes a

good starting point for direct impact on interpretability of a rule-based system. The

use of the learning algorithm also affects the indirect impact on interpretability. It

creates a good opportunity to find an appropriate trade-off between interpretability

and accuracy.

2 Description of a Neuro-Fuzzy System for Non-linear
Modeling

Further on in this paper a typical multi-input, multi-output Mamdani-type flexible

fuzzy system will be considered [15, 16, 71, 72]. This system performs mapping

𝐗 → 𝐘, where 𝐗 ⊂ 𝐑n
and 𝐘 ⊂ 𝐑m

.
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2.1 Rule Base

The rule base of the considered system consists of a collection of N fuzzy rules Rk
,

k = 1,… ,N. Each rule Rk
takes the following form:

Rk ∶

[(
IF
(
x̄1 isAk

1

) |||wA
k,1 AND…AND

(
x̄n isAk

n
) |||wA

k,n
THEN

(
y1 isBk

1

) |wB
1,k,… ,

(
ym isBk

m
) |wB

m,k

) |||wrule
k

]
, (1)

where n is the number of inputs, m is the number of outputs, �̄� =
[
x̄1,… , x̄n

]
∈ 𝐗 is

a vector of input signals (input linguistic variables for the singleton type fuzzifica-

tion used), 𝐲 =
[
y1,… , ym

]
∈ 𝐘 is a vector of output linguistic variables, Ak

1,… ,Ak
n

are input fuzzy sets characterized by membership functions 𝜇Ak
i

(
xi
)

(i = 1,… , n),

Bk
1,… ,Bk

m are output fuzzy sets characterized by membership functions 𝜇Bk
j

(
yj
)

(j = 1,… ,m), wA
k,i ∈ [0, 1] are weights of antecedents, wB

j,k ∈ [0, 1] are weights of

consequences, wrule
k ∈ [0, 1] are weights of rules.

Fuzzy sets Ak
i and Bk

j are fuzzy values of linguistic variables representing val-

ues such as e.g. ‘very low’, ‘low’, ‘medium low’, ‘medium’, ‘medium high’, ‘high’,

‘very high’, ‘near [value]’, etc. Later in this paper we consider the system, in which

membership functions 𝜇Ak
i

(
xi
)

and 𝜇Bk
j

(
yj
)

of fuzzy sets Ak
i and Bk

j are Gaussian

functions, represented as follows:

𝜇 (x) = exp
(
−
(x − x̄

𝜎

)2)
. (2)

Selection of a membership function allowed us to give more detailed information in

Sects. 3.1 and 4.2. The Gaussian function reflects well the industrial, natural, medical

and social processes; however, our solutions may be related to any other membership

function.

The flexibility of the system (3) is a result of using: (a) weights in the rule base,

(b) precise aggregation operators of antecedences and rules (Sect. 2.3), (c) precise

inference operators (Sect. 2.3), and (d) a precise defuzzification process (Sect. 2.2).

2.2 Defuzzification Process

Defuzzification is used to determine output signals of fuzzy system ȳj for given input

signals. This is carried out as follows:
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ȳj =

Rj∑
r=1

ȳdefj,r ⋅

N
↔

S
∗

k=1

⎧⎪⎨⎪⎩
↔

T
∗
{

𝜏k (�̄�) , 𝜇Bk
j

(
ȳdefj,r

)
;

1,wB
j,k, p

imp

}
;

wrule
k , pagr

⎫⎪⎬⎪⎭
Rj∑
r=1

N
↔

S
∗

k=1

⎧⎪⎨⎪⎩
↔

T
∗
{

𝜏k (�̄�) , 𝜇Bk
j

(
ȳdefj,r

)
;

1,wB
j,k, p

imp

}
;

wrule
k , pagr

⎫⎪⎬⎪⎭

, (3)

where 𝜏k (�̄�) is the activation level of the rule k. It is determined for the input signals

vector �̄� and defined as follows:

𝜏k (�̄�) =
n

↔

T
∗

i=1

{
𝜇Ak

i

(
x̄i
)
;wA

k,i, p
𝜏

}
, (4)

and
↔

T
∗
{⋅} and

↔

S
∗
{⋅} are Dombi parameterized triangular norms with weights of

arguments (Sect. 2.3), p𝜏 is a shape parameter of t-norm used for aggregation of

antecedences, pimp
is a shape parameter of t-norm used for inference, pagr is a shape

parameter of t-conorm used for aggregation of inferences from rules, and ȳdefj,r (r =
1,… ,Rj) are discretization points.

Discretization points are points in space𝐘, which are related to the defuzzification

and they are independent of the rule base (1). In these points discretization of output

fuzzy sets and fuzzy sets obtained in response to the input signals of the system

�̄� is performed. The most frequently used defuzzification methods (Center of area,

Center of gravity, Fuzzy mean, Weighted fuzzy mean, Quality method, etc., [48, 72])

associate the number of discretization points with the number of output fuzzy sets

(rules). In the system considered in this paper the number of discretization points

Rj for any output j does not have to equal the number of rules N. This creates good

opportunities for increasing the interpretability and accuracy of the fuzzy system.

This issue was discussed in detail in our previous papers [15, 16]. In these papers

detailed information on derivation of the formula (3) and linking it with the rule base

of the form (1) can also be found.

2.3 Aggregation and Inference Operators

In this section parameterized Dombi-type triangular norms with weights of argu-

ments, used in Eqs. (3) and (4), are considered. Their use contributes indirectly to

an increase of the interpretability of the system (3). This is due to high working pre-

cision of these operators, which allows for achieving the expected accuracy of the

system (3) with a smaller number of rules N.

Parameterized Dombi-type triangular norms with weights of arguments have the

following form:
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⎧⎪⎪⎨⎪⎪⎩

↔

T
∗
{𝐚;𝐰, p} =

n
↔

T
∗

i=1

{
ai;
wi, p

}
=

(
1 +
( n∑

i=1

(
wi⋅(1−ai)

1−wi⋅(1−ai)
)p) 1

p

)−1

↔

S
∗
{𝐚;𝐰, p} =

n
↔

S
∗

i=1

{
ai;
wi, p

}
= 1 −

(
1 +
( n∑

i=1

(
wi⋅ai

1−wi⋅ai

)p) 1
p

)−1

,

(5)

where p ∈ [0,∞) and parameters w1,… ,wn ∈ [0, 1] are weights of arguments

a1,… , an ∈ [0, 1]. Operators of the form (5) were formed from the combination of

two types of triangular norms. The first type comprises parameterized Dombi-type

triangular norms (marked with the symbol “↔.”). Their way of working depends on

the value of the parameter p. By changing value of the parameter p it is possible to

achieve similar behavior to typical non-parametric norms, such as min/max norms,

Hamacher norms, Łukasiewicz norms, algebraic norms, etc. Apart from the Dombi-

type norms, in the literature many other types of parameterized triangular norms

(e.g. Frank, Dubois and Prade, Schweizer and Skalar, Weber, Yager, Yu, etc.) can be

found. The second type of triangular norms used in the construction of operators of

the form (5) are standard triangular norms with weights of arguments (marked with

the symbol “∗”) [15, 16]. They can be described as follows:

⎧⎪⎨⎪⎩
T∗ {𝐚;𝐰} =

n
T∗
i=1

{
ai;wi

}
=

n
T
i=1

{
1 − wi ⋅

(
1 − ai

)}
S∗ {𝐚;𝐰} =

n
S∗
i=1

{
ai;wi

}
=

n
S
i=1

{
ai ⋅ wi

}
.

(6)

Examples of triangular norms with weights of arguments are standard algebraic

norms: ⎧⎪⎨⎪⎩
T∗ {𝐚;𝐰} =

n∏
i=1

(
1 +
(
ai − 1

)
⋅ wi
)

S∗ {𝐚;𝐰} = 1 −
n∏
i=1

(
1 − ai ⋅ wi

)
.

(7)

The idea of operation of triangular norms with weights of arguments (especially

the idea of reducing arguments with weights equal to 0) can be summarized as fol-

lows: T∗ {a1, a2;w1, 0
}
= a1, T∗ {a1, a2; 1, 1} = T

{
a1, a2

}
, S∗
{
a1, a2;w1, 0

}
= a1

i S∗
{
a1, a2; 1, 1

}
= S
{
a1, a2

}
. More detailed information on the operators of the

forms (5)–(7) can be found in our previous papers [15, 16].

3 Description of a New Fuzzy System Learning Algorithm

The proposed hybrid genetic-firework algorithm aims at selection of the structure

and parameters of the fuzzy system (3) (Fig. 1). The purpose of the algorithm is also

to minimize interpretability criteria presented in Sect. 4.
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The proposed algorithm belongs to so-called population-based algorithms. They

provide a method for solving optimization problems. They can be defined as search

procedures based on the mechanisms of natural selection and inheritance and they

use the evolutionary principle of survival of the fittest individuals. What differs pop-

ulation algorithms from traditional optimization methods, among others, is that they

(a) do not process task parameters directly, but their encoded form, (b) do not conduct

a search starting from a single point, but from a population of points, (c) use only the

objective function and not its derivatives, and (d) use probabilistic, not determinis-

tic selection rules. Owing it to the above mentioned features, population algorithms

have the advantage over other optimization techniques such as analytical, inspection,

random methods, etc. [72].

3.1 Encoding of Potential Solutions

Encoding of population of potential solutions used in the algorithm refers to the

Pittsburgh approach [37]. A single individual of the population (𝐗ch) is therefore

an object that encodes the complete structure of the fuzzy system (3) (𝐗str
ch ) and its

parameters (𝐗par
ch ):

𝐗ch =
{
𝐗str

ch ,𝐗
par
ch

}
. (8)

Part 𝐗str
ch of the individual 𝐗ch encodes the whole structure of the fuzzy system

(3) in a binary form, which has the following form:

𝐗str
ch =

⎧⎪⎪⎨⎪⎪⎩

x1,… , xn,
A1
1, ...,A

1
n, ...,A

Nmax
1 , ...,ANmax

n ,

B1
1, ...,B

1
m, ...,B

Nmax
1 , ...,BNmax

m ,

rule1, ..., ruleNmax,
ȳdef1,1 , ..., ȳ

def
1,Rmax, ..., ȳ

def
m,1, ..., ȳ

def
m,Rmax

⎫⎪⎪⎬⎪⎪⎭
=
{
Xstr
ch,1, ...,X

str
ch,Lstr

}
, (9)

where ch = 1, ...,Npop is the index of an individual in a population, Npop is the

number of individuals in a population, Nmax is the maximum (allowed) number of

rules in the system (3) (selected individually for the considered problem),Rmax is the

maximum (allowed) number of discretization points in the system (3) (also selected

individually for the considered problem) and Lstr is the number of the individual

components 𝐗str
ch (referred to as genes from now on), which is determined as follows:

Lstr = Nmax ⋅ (n + m + 1) + n + Rmax ⋅ m. (10)

In the encoding procedure of 𝐗str
ch it is assumed that each individual of the popula-

tion encodes the maximum number of rules Nmax indicated by the user and number

of discretization points Rmax. The algorithm searches the real number of the system

(3) rules in the range N ∈ [1,Nmax] and the real number of discretization points in
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the range Rj ∈ [1,Rmax] (j = 1,… ,m). Therefore, it is a different approach than in

the conventional methods of learning, in which the user (mostly using the trial-and-

error method) had to clearly indicate N and Rj.

The principle adopted in the encoding procedure 𝐗str
ch is such that the gene

with value 0 of the individual 𝐗str
ch excludes the associated element from the

target system structure (3) and vice versa. This element can be: a rule

(rulek, k = 1,… ,Nmax), an antecedence (Ak
i , i = 1,… , n, k = 1,… ,Nmax), a con-

sequence (Bk
j , j = 1, ...,m, k = 1, ...,Nmax), an input (x̄i, i = 1,… , n) and a discretiza-

tion point (ȳr, r = 1,… ,Rmax).

Part 𝐗par
ch of the individual 𝐗ch encodes the real parameters of the fuzzy system

and it has the following form:

𝐗par
ch =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

x̄A1,1, 𝜎
A
1,1,… , x̄An,1, 𝜎

A
n,1,…

x̄A1,Nmax, 𝜎
A
1,Nmax,… , x̄An,Nmax, 𝜎

A
n,Nmax,

ȳB1,1, 𝜎
B
1,1,… , ȳBm,1, 𝜎

B
m,1,…

ȳB1,Nmax, 𝜎
B
1,Nmax,… , ȳBm,Nmax, 𝜎

B
m,Nmax,

wA
1,1,… ,wA

1,n,… ,wA
Nmax,1,… ,wA

Nmax,n,

wB
1,1,… ,wB

m,1,… ,wB
1,Nmax,… ,wB

m,Nmax,

wrule
1 ,… ,wrule

Nmax,

p𝜏 , pimp
, pagr ,

ȳdef1,1 ,… , ȳdef1,Rmax,… , ȳdefm,1,… , ȳdefm,Rmax

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭

=
{
Xpar
ch,1,… ,Xpar

ch,Lpar

}
, (11)

where

{
x̄Ai,k, 𝜎

A
i,k

}
are membership function parameters (2) of input fuzzy sets

Ak
1,… ,Ak

n,

{
ȳBj,k, 𝜎

B
j,k

}
are membership function parameters (2) of output fuzzy sets

Bk
1,… ,Bk

m and Lpar is the number of components of individual 𝐗par
ch , determined as

follows:

Lpar = Nmax ⋅ (3 ⋅ n + 3 ⋅ m + 1) + Rmax ⋅ m + 3. (12)

In the encoding procedure of 𝐗par
ch it is assumed that only genes 𝐗par

ch , whose coun-

terparts in 𝐗str
ch are equal to 1, are considered in the construction of the system (3).

Moreover, analyzing 𝐗str
ch of the form (9) the actual number of inputs encoded in the

individual 𝐗ch can be easily indicated:

nch =
n∑
i=1

𝐗str
ch
{
xi
}
, (13)

where 𝐗str
ch

{
xi
}

is the parameter of the individual 𝐗str
ch associated with the input xi.

The adoption of this notation greatly facilitated, among others, notation of inter-

pretability criteria considered in Sect. 4. Similarly to nch, the actual number of rules

Nch, the actual number of discretization points Rj,ch for any input j, the number of

input fuzzy sets nantch and the number of output fuzzy sets nconch can be deter-

mined. They are taken into account in the target structure of the fuzzy system (3)
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encoded in the individual 𝐗ch. On the basis of the notation used in (13), function

noifs (⋅), which allows us to determine the number of fuzzy sets for the input i, can

also be defined as follows:

noifs (i) =
Nch∑
k=1

𝐗str
ch
{
rulek

}
⋅ 𝐗str

ch
{
Ak
i
}
. (14)

Function noofs (⋅), which allows us to determine the number of fuzzy sets for the

output j, can be defined analogously. Functions noifs (⋅) and noofs (⋅) are used in

Sect. 4.2.

3.2 Evaluation of Potential Solutions

As already mentioned, each individual in the population (𝐗ch) encodes parameters

𝐗par
ch (formula (11)) and structure 𝐗str

ch (formula (9)) of a single system (3). The pur-

pose of the algorithm is to minimize the value of the evaluation function specified

for the individual 𝐗ch in the following way:

f f
(
𝐗ch
)
= T∗

{
f facc

(
𝐗ch
)
, f f int

(
𝐗ch
)
;

wf facc,wf f int

}
, (15)

where component f facc
(
𝐗ch
)

specifies the accuracy of the system (3), component

f f int
(
𝐗ch
)

specifies interpretability of the system (3) according to the adopted inter-

pretability criteria, T∗ {⋅} is a weighted algebraic triangular norm of the form (7),

wf facc ∈ [0, 1] represents weight of the component f facc
(
𝐗ch
)

and wf f int ∈ [0, 1]
represents weight of the component f f int

(
𝐗ch
)
. Values of weights wf facc and wf f int

result from expectations of the user regarding the ratio between the accuracy of the

system (3) and its interpretability.

Component f facc
(
𝐗ch
)

is determined as follows:

f facc (𝐗) = 1
m

m∑
j=1

1
Z

Z∑
z=1

|||dz,j − ȳz,j
|||

max
z=1,...,Z

{
dz,j
}
− min

z=1,...,Z

{
dz,j
} , (16)

where Z is the number of sets of a learning sequence, dz,j is the desired output value

of output j for input vector z (z = 1, ...,Z), ȳz,j is the real output value j calculated by

the system for the input vector �̄�z. Equation (16) takes into account the normaliza-

tion of errors at different outputs of the system (3) in order to eliminate significant

differences between them.

Component f f int
(
𝐗ch
)

takes into account interpretability criteria proposed in

Sect. 4. Their aggregation is realized as follows:
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f f int
(
𝐗ch
)
= T∗

{
f f intA

(
𝐗ch
)
, f f intB

(
𝐗ch
)
, ...;

wf f intA,wf f intB, ...

}
, (17)

where f f intA (⋅), f f intB (⋅), ... are functions representing considered interpretability

criteria defined in Sect. 4, wf f intA ∈ [0, 1], wf f intB ∈ [0, 1],... are weights of impor-

tance of function f f intA (⋅), f f intB (⋅),... and T∗ {⋅} is weighted algebraic triangular

norm of the form (7). The values of weights in Eq. (17) can be selected on the basis

of suggestions given in the paper [3], which was done in our simulations.

In most applications, the objective adopted in the design phase is to obtain a single

fuzzy system. It is expected that the system will be characterized by good accuracy

and interpretability. But if it was necessary to obtain a set of solutions with differ-

ent proportions of accuracy-interpretability (in terms of Eq. (15)), then possibilities

offered by the methods based on Pareto fronts [21] could be used instead of criteria

aggregation.

3.3 Processing of Potential Solutions

The hybrid genetic-firework algorithm under consideration works according to the

steps shown in Fig. 2.

Step 1. Initiation of population

In this step the population of individuals 𝐗ch, ch = 1,… ,Npop is initialized. These

individuals are interpreted as fireworks. Fireworks are defined as locations of their

“explosion”. Each gene Xstr
ch,g of these individuals (affecting the form of the fuzzy

system structure (3)) is initially drawn from the set {0, 1} and each gene Xpar
ch,g (deter-

mining the values of the structure parameters) is initially drawn taking into account

any possible limitations on its value.

Step 2. Evaluation of individuals

In this step evaluation of Npop individuals (referred to as fireworks) belonging to the

population is performed by using the evaluation function f f
(
𝐗ch
)

of the form (15).

Step 3. Generation of sparks

The idea of this step is to generate sparks from the fireworks in order to exploit the

search space. In this step only individuals 𝐗par
ch which encode parameters are mod-

ified. Individuals 𝐗str
ch encoding structure are not modified-a change of those indi-

viduals is performed in the next step. If individuals encoding structure are modified

with the same intensity as the ones encoding parameters, the algorithm has a small

chance to find a satisfactory solution. The approach proposed in our algorithm indi-

cates a set of structures (resulting from the population) and then looks for a solutions

in their surrounding (with close/similar values of parameters). In turn, a mechanism

for generating random sparks (described in the next step) allows us to search for new

structures of the system (3).
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Fig. 2 Block schema of the

hybrid genetic-firework

algorithm

moving selected individuals to the new population

evaluation of fireworks

generation of sparks by each firework

generation of additional sparks

evaluation of sparks

creation of a new population of fireworks

initiation of fireworks population

stopstart

replacing the old population by the new one

stopping criterion

yesno
presentation of the best individual

moving the best firework to the new population

The operation of sparks generation discussed in this step involves determination

of the number of sparks for each firework. This number is dependent on the value of

the firework fitness function (15). If the value of the adaptation function of a firework

is smaller (in minimization problem), the number of its sparks is greater. The number

of sparks for the firework 𝐗ch is determined as follows:

sch = Nspa ⋅
max
{
f f
(
𝐗1
)
,… , f f

(
𝐗Npop

)}
− ff
(
𝐗ch
)
+ 𝜉

Npop∑
i=1

(
max
{
f f
(
𝐗1
)
,… , f f

(
𝐗Npop

)}
− ff
(
𝐗i
))

+ 𝜉

, (18)

where Nspa is a parameter of the algorithm which controls the number of created

sparks and 𝜉 is a small real number which prevents dividing by 0. The algorithm

assumes that the target number of sparks for each firework (denoted as ŝch) has to

be within the range
[
b ⋅ Nspa, a ⋅ Nspa

]
, while parameters a and b of the algorithm

should meet the assumption a < b < 1. Value a ⋅ Nspa is the minimum number of

generated sparks (value a has to be relatively low), value b ⋅ Nspa is the maximum

number of generated sparks (value b has to be greater than a, but not greater than 1).

In this way, the worst fireworks in a population always receive at leastNspa ⋅ a sparks

and the best fireworks get maximum Nspa ⋅ b sparks. It is calculated as follows:
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ŝch =
⎧⎪⎨⎪⎩
round (Nspa ⋅ a) for sch < Nspa ⋅ a
round

(
sch
)

for sch ∈ (Nspa ⋅ a,Nspa ⋅ b)
round (Nspa ⋅ b) for sch > Nspa ⋅ b

, (19)

where round (⋅) is a function approximating the real value of the argument to the

nearest integer. After this operation, the total number of sparks generated by all fire-

works is divided between fireworks included in the population.

Before sparks are generated it is necessary to determine the area of their location.

The amplitude of explosion has to be determined for this purpose:

ampch = amp ⋅
f f
(
𝐗ch
)
− min

{
f f
(
𝐗1
)
,… , f f

(
𝐗Npop

)}
+ 𝜉

Npop∑
i=1

(
f f
(
𝐗i
)
− min

{
f f
(
𝐗1
)
,… , f f

(
𝐗Npop

)})
+ 𝜉

, (20)

where amp is the algorithm parameter indicating the maximum amplitude of explo-

sion. Its value is inversely proportional to the value of the evaluation function. The

high amplitude means that “good” individuals generate sparks in their surround-

ings and vice versa. After the number of sparks and their amplitude are determined,

the number of genes for further modification (round
(
Lpar ⋅ Ur (0, 1)

)
is calculated

individually for each 𝐗par
ch (function Ur (0, 1) returns the real value of random unit

interval). Next, for each spark (a clone of the firework), the round
(
Lpar ⋅ Ur (0, 1)

)
randomly chosen genes 𝐗par

ch are modified as follows:

Xpar
ch,g ∶= Xpar

ch,g + ampch ⋅ Ur (−1, 1) , (21)

where Ur (−1, 1) is a random number of the range [−1, 1]. Update of the individual

genes 𝐗par
ch , according to the relation (21), is called “generation of sparks”. Created

sparks are evaluated using the defined evaluation function (15).

Step 4. Generation of additional sparks

Generating additional sparks in order to explore the search space involves random

selection of Nsparnd fireworks from the set of Npop fireworks. Then, the part encod-

ing parameters 𝐗par
ch and the part encoding structure 𝐗str

ch are modified for each of

the selected Nsparnd fireworks. Modification of the part 𝐗par
ch encoding parameters

starts with determination of the directions of sparks propagation. This is similar to

the previous step but the procedure for updating selected genes of the individual 𝐗par
ch

is different. The revision is performed as follows:

Xpar
ch,g ∶= Xpar

ch,g ⋅ Ug (1, 1) , (22)

where Ug (1, 1) is a real number drawn from the Gaussian distribution (normal distri-

bution). Modification of selected individuals 𝐗str
ch encoding the structure takes place

using a mutation operator (known from the genetic algorithm). For each gene of
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modified individuals 𝐗str
ch a number from the range [0, 1] is drawn. If it is lower than

so-called probability of mutation pm ∈ (0, 1) (which is a parameter of the algorithm),

then the value of the gene is changed to its opposite value (i.e. from 0 to 1 or vice

versa). Created sparks are evaluated using the defined fitness function (15).

Step 5. Creation of a new population of individuals

The new population of individuals is joined by the currently best firework (having

the lowest value of the minimized fitness function of the form (15)) and Npop − 1
individuals selected from the sparks generated in the last two steps and other fire-

works are chosen. The selection of Npop − 1 individuals is done using the roulette

wheel method. Selection probability of the individual 𝐗ch is determined as follows:

p
(
𝐗ch
)
=

Npop+Nspa∑
ch2=1

‖‖‖𝐗ch − 𝐗ch2
‖‖‖

f f
(
𝐗ch

) , (23)

where ‖⋅‖ is an adopted method of calculating the distance (e.g. Euclidean, Manhat-

tan type, etc.).

Step 6. Replacement of the population

In this step the old population of individuals is replaced by the population generated

in the previous step. In the new population all individuals are treated as fireworks.

Stopping criterion check is also performed. In turn, the stopping criterion may take

into account achievement of the threshold value of the evaluation function by the best

individual from the population or performance of the maximum allowed number of

the algorithm steps. If this condition is not met, the algorithm goes back to step 3.

4 New Interpretability Criteria of a Fuzzy System for
Nonlinear Modeling

In this section new interpretability criteria of the form (3) which can be used in non-

linear modeling issues are described. Those criteria are general measures of inter-

pretability, whose values are in the range [0, 1]. Due to that, they can be used in the

function of the form (17) and minimized. The purpose of this minimization is to

reduce the complexity of the system (3) (especially the rules of the form (1)) and to

increase its interpretability.

The advantages of interpretability measures proposed in this section can be sum-

marized as follows:

∙ They were designed taking into account both semantics discussed in Sect. 1.3, in

particular all the quadrants considered in the paper [32].
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∙ They were adapted to the general specifics of the rule base. They also refer to the

aspects of the system (3) flexibility (presented in Sect. 2) and are used to evalu-

ate readability of weights of importance, parameters of triangular norms and dis-

cretization points of the defuzzification mechanism. Apart from a single paper

(this paper appeared in the field of discretization points interpretability enforce-

ment [56]) no similar issues have been considered in the literature so far.

An additional advantage of the proposed criteria is drawing attention to the fact

that interpretability of fuzzy systems is an issue that can be considered more compre-

hensively, without focusing only on the “fuzzy set” or “fuzzy rule” notions (Fig. 1).

4.1 Complexity Evaluation Criterion

This criterion allows us to evaluate complexity of the fuzzy system (3). It bases on

the genes analysis of the individual 𝐗str
ch encoding the structure of the form (9). It

takes into account the number of fuzzy rules of the form (1), antecedences of rules,

consequences of rules, inputs and discretization points.

The method of operation of the considered criterion is shown in Fig. 3 and it is

expressed as follows:

f f intA
(
𝐗ch
)
=

⎛⎜⎜⎜⎜⎜⎜⎜⎝

n∑
i=1

𝐗str
ch

{
xi
}
⋅
Nmax∑
k=1

𝐗str
ch

{
rulek

}
⋅ 𝐗str

ch

{
Ak
i

}
+

+
m∑
j=1

Nmax∑
k=1

𝐗str
ch

{
rulek

}
⋅ 𝐗str

ch

{
Bk
j

}
+

+
m∑
j=1

Rmax∑
r=1

𝐗str
ch

{
ȳdefj,r

}

⎞⎟⎟⎟⎟⎟⎟⎟⎠
Nch ⋅

(
nch + m

)
+ m ⋅ Rmax

, (24)
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Fig. 3 Three exemplary cases obtained for criterion (24): a negative, b intermediate, c preferred

(low complexity of the system (3), low criterion value). Discretization points are denoted as black

circles
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where 𝐗str
ch

{
xi
}

are parameters of 𝐗str
ch associated with the input xi, etc. A detailed

explanation of the adopted notation is given in the context of the formula (13).

4.2 Fuzzy Sets Readability Evaluation Criterion

In this section two criteria related to readability of fuzzy sets are proposed. The first

one concerns the position of fuzzy sets while the other refers to the consistency of

their shape. The criteria have been adapted to the membership function (2) consid-

ered in this paper, but they can be easily adapted to some other membership func-

tions.

Fuzzy sets position evaluation criterion

The criterion under consideration makes it possible to evaluate the correctness of the

input and output fuzzy sets’ distribution. Incorrect distribution of fuzzy sets results

from their overlapping and their remoteness. The distribution of fuzzy sets can be

evaluated, among others, by analyzing the intersections of adjacent fuzzy sets. The

considered criterion takes into account two points of intersection for each pair of

adjacent fuzzy sets. The use of the first intersection point allows us to assess the

distance between fuzzy sets while the use of the other allows us to assess overlapping.

The method of operation of the considered criterion is shown in Fig. 4 and it is

expressed as follows:
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Fig. 4 Three exemplary cases obtained for criterion (25): a negative, b intermediate, c preferred

(correct distribution of fuzzy sets, low criterion value)
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f f intB
(
𝐗ch
)
=

= 1
2⋅(nch+m)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

n∑
i=1

noifs(i)−1∑
k=1

⎛⎜⎜⎜⎜⎝

2 ⋅ |||cintB − inter1
(
Ak
i ,A

k+1
i

)|||+
+inter2

(
Ak
i ,A

k+1
i

)
n∑
i=1

noifs(i)−1

⎞⎟⎟⎟⎟⎠
+

+
m∑
j=1

noofs(j)−1∑
k=1

⎛⎜⎜⎜⎜⎜⎜⎜⎝

2 ⋅
||||cintB − inter1

(
Bk
j ,B

k+1
j

)||||+
+inter2

(
Bk
j ,B

k+1
j

)
m∑
j=1

noofs(j)−1

⎞⎟⎟⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
(25)

where cintB determines the desired value of the membership function at the intersec-

tion point between two adjacent fuzzy sets (in the simulations we adopted value 0.5),

noifs (i) is a function of the form (14) which determines the number of active fuzzy

sets for i-th input, noofs (j) is a function which analogously determines the number

of active fuzzy sets for j-th output, inter1 (⋅) and inter2 (⋅) are the functions which

determine the values of two intersection points of fuzzy sets. In the case where the

sets are expressed by the Gaussian function of the form (2), then functions inter1 (⋅)
and inter2 (⋅) take the following form:

⎧⎪⎪⎪⎨⎪⎪⎪⎩

inter1
(
Ak
i ,A

k+1
i

)
= exp

⎛⎜⎜⎝−
1
2

(
𝐗supp

ch

{
x̄Ai,k
}
+𝐗supp

ch

{
x̄Ai,k+1

}
𝐗supp

ch

{
𝜎
A
i,k

}
+𝐗supp

ch

{
𝜎
A
i,k+1

}
)2⎞⎟⎟⎠

inter2
(
Ak
i ,A

k+1
i

)
= exp

⎛⎜⎜⎝−
1
2

(
𝐗supp

ch

{
x̄Ai,k
}
+𝐗supp

ch

{
x̄Ai,k+1

}
𝐗supp

ch

{
𝜎
A
i,k

}
−𝐗supp

ch

{
𝜎
A
i,k+1

}
)2⎞⎟⎟⎠

, (26)

where 𝐗supp
ch is a temporary set of the system parameters, containing parameters of

input and output fuzzy sets sorted in relation to the centers of these sets:

𝐗supp
ch =

⎧⎪⎪⎨⎪⎪⎩

x̄A1,1, 𝜎
A
1,1, x̄

A
1,2, 𝜎

A
1,2,… ,

x̄Anch,1, 𝜎
A
nch,1

, x̄Anch,2, 𝜎
A
nch,2

,… ,

ȳB1,1, 𝜎
B
1,1, ȳ

B
2,Nch

, 𝜎
B
2,Nch

,… ,

ȳBm,Nch
, 𝜎

B
m,Nch

, ȳBm,Nch
, 𝜎

B
m,Nch

,…

⎫⎪⎪⎬⎪⎪⎭
. (27)

Criterion for assessing similarity of fuzzy sets width

The considered criterion is a cohesion measure of the widths of input and output

fuzzy sets. It is of a great importance for semantic readability of the fuzzy system

(3) rule base, because it facilitates the understanding of the rule-based notation (1).
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Fig. 5 Three exemplary cases obtained for criterion (28): a negative, b intermediate, c preferred

(minor differences between the widths of fuzzy sets, low criterion value)

The method of operation of this criterion is shown in Fig. 5 and it is expressed as

follows:

f f intC
(
𝐗ch
)
=

⎛⎜⎜⎜⎜⎝

n∑
i=1

𝐗str
ch

{
xi
}
⋅
Nmax∑
k=1

𝐗str
ch

{
rulek

}
⋅ shx

(
𝐗ch, i, k

)
+

+
m∑
j=1

⋅
Nmax∑
k=1

𝐗str
ch

{
rulek

}
⋅ shy

(
𝐗ch, j, k

)
⎞⎟⎟⎟⎟⎠

nch + m
, (28)

where shx
(
𝐗ch, i, k

)
and shy

(
𝐗ch, j, k

)
are functions used to determine the propor-

tion between the widths of fuzzy sets, working analogously for input and output

fuzzy sets. Function shx
(
𝐗ch, i, k

)
is defined as follows:

shx
(
𝐗ch, i, k

)
=

= 1 −
min

(
𝐗par

ch

{
𝜎
A
i,k

}
,

1
Nch

Nmax∑
l=1

(
𝐗str

ch {rulel}⋅𝐗par
ch

{
𝜎
A
i,l

}))

max

(
𝐗par

ch

{
𝜎
A
i,k

}
,

1
Nch

Nmax∑
l=1

(
𝐗str

ch {rulel}⋅𝐗par
ch

{
𝜎
A
i,l

})) , (29)

where 𝐗par
ch

{
𝜎
A
i,k

}
is a gene of the individual 𝐗par

ch associated with the parameter 𝜎
A
i,k.

A function shy
(
𝐗ch, j, k

)
related to the outputs can be determined in a similar way.

4.3 Fuzzy Rules Readability Evaluation Criteria

In this section two criteria related to the readability of fuzzy rules are presented: the

criterion considering uniformity of covering data points with input fuzzy sets and

the criterion limiting the number of simultaneously activated fuzzy rules.
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Fig. 6 Three exemplary cases obtained for criterion (30): a negative, b intermediate, c preferred

(good matching of fuzzy sets to the data, low criterion value). Location of the signals coming from

the learning sequence sample is denoted as a triangle

Criterion for assessing coverage of the data space by input fuzzy sets

The considered criterion allows one to evaluate matching of input fuzzy sets to the

input data. For properly positioned input fuzzy sets associated with the input i, the

sum of memberships determined for the signal given on the input i is equal to 1. This

assumption is valid for all system inputs (3) and it is evaluated in the context of the

whole learning sequence
{
�̄�z,𝐝z

}
(z = 1,… ,Z).

The method of operation of the considered criterion is shown in Fig. 6 and it is

expressed as follows:

f f intD
(
𝐗ch
)
=

Z∑
z=1

n∑
i=1

⎛⎜⎜⎜⎝
𝐗str

ch

{
xi
}
⋅

⋅max

{|||||1 −
Nmax∑
k=1

𝐗str
ch

{
rulek

}
⋅ 𝜇Ak

i

(
x̄z,i
)||||| , 1
}⎞⎟⎟⎟⎠

Z ⋅ nch
. (30)

Criterion for assessing fuzzy rules activity

The considered criterion makes it possible to evaluate activation level of the rules

in the system (3). The proper rule activation level (1) is achieved when for each set

from the learning sequence activation of a single rule from the rule base occurs and

activation of the other rules is minimal. Activation level of the rule k of the system

(3) is expressed using Eq. (4).

The method of operation of the considered criterion is shown in Fig. 7 and it is

expressed as follows:

f f intE
(
𝐗ch
)
= 1 − 1

Z

Z∑
z=1

(
max

k=1,…,Nmax

{
𝐗str

ch

{
rulek

}
⋅ 𝜏k
(
�̄�z
)})2

Nmax∑
k=1

𝐗str
ch

{
rulek

}
⋅ 𝜏k
(
�̄�z
) . (31)
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Fig. 7 Three exemplary cases obtained for criterion (31): a negative, b intermediate, c preferred

(a small number of fuzzy rules activated at the same time, low criterion value). Location of signals

coming from the learning sequence sample is denoted as a triangle

4.4 Criterion for Assessing the Readability of Weight Values
in the Fuzzy Rule Base

The use of weights in the rules base of the fuzzy system has many advantages: (a) it

increases the flexibility of the problem description, (b) it allows for the introduction

of a hierarchy of importance in the rules base, and (c) it increases the accuracy of

the system [15, 39, 86]. However, weights in the rule base may sometimes affect

readability of fuzzy systems [69]. In the system of the form (3), weights have speci-

fied interpretation in the context of rules of the form (1) and dedicated aggregation

operators of the forms (5) and (6), used for their processing. Therefore, it seems that

this usage of weights positively affects the readability of the system (3).

The considered criterion allows us to evaluate readability of weight values from

the rule base of the form (1) of the system (3). Preferred values of weights are those

which are close to the values of the set {0.0, 0.5, 1.0}. Then, they can be easily labeled

as: “not important”, “important” and “very important”.

The method of operation of the considered criterion is shown in Fig. 8 and it is

expressed as follows:

f f intF
(
𝐗ch
)
=

= 1 −

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Nmax∑
k=1

𝐗str
ch {rulek}⋅

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

n∑
i=1

𝐗str
ch

{
xi
}
⋅ 𝐗str

ch

{
Ak
i

}
⋅ 𝜇w

(
wA
i,k

)
+

+
m∑
j=1

𝐗str
ch

{
Bk
j

}
⋅ 𝜇w

(
wB
i,k

)
+

+
Nmax∑
k=1

𝜇w
(
wrule
k

)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠⎛⎜⎜⎜⎜⎜⎜⎝

Nmax∑
k=1

𝐗str
ch {rulek}⋅

⎛⎜⎜⎜⎜⎜⎜⎝

n∑
i=1

𝐗str
ch

{
xi
}
⋅ 𝐗str

ch

{
Ak
i

}
+

+
m∑
j=1

𝐗str
ch

{
Bk
j

}
+ 1

⎞⎟⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎠

,

(32)

where 𝜇w (⋅) is a function “promoting” values 0.0, 0.5 and 1.0, expressed as follows:
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Fig. 8 Three exemplary cases obtained for criterion (32): a negative, b intermediate, c preferred

(good readability of weights, low criterion value). Weights’ values are denoted as rectangles.

“Black” rectangles indicate value of weight equal to 1.0 and “white” ones indicate value of weight

equal to 0.0

𝜇w (x) =

⎧⎪⎪⎨⎪⎪⎩

a−x
a

for x ∈ [0, a]
x−a
b−a

for x ∈ (a, b]
c−x
c−b

for x ∈ (b, c]
x−c
1−c

for x ∈ (c, 1]

, (33)

where a = 0.25, b = 0.50, and c = 0.75.

4.5 Criterion for Assessing the Readability of Triangular
Norms

The considered criterion allows one to evaluate readability of the shape parameter of

parametrized triangular norms with weights of arguments of the form (5) described

in Sect. 2.3. In the system (3) these norms are used for aggregation of antecedences

(they have a parameter p𝜏), generation of inferences from the rules (they have a para-

meter pimp
) and aggregation of inferences from the rules (they have a parameter pagr).

The precision of their operation can usually achieve a better accuracy of the system

[15, 27, 72]. This allows for a better use of abilities of the rule base (1) without sub-

stantially increasing the number of rules. Moreover, application of the norms of the

form (5) facilitates the selection of aggregation operators for the system (3), which

takes place automatically by changing the shape parameter and not by the trial-and-

error method.

The readable parameter of the norms (5) is the one for which norms (5) approx-

imate the shape of the typical, nonparametric triangular norms. This is because it



New Aspects of Interpretability of Fuzzy Systems for Nonlinear Modeling 247

Table 1 A set of values of the parameter of Dombi-type parametrized triangular norms of the form

(5), for which their shape approximates the shape of typical and non-parametric triangular norms

Parameter value Non-parametrized norm Similarity

p = 0.00 Drastic Full

p = 0.43 Algebraic High

p = 0.71 Łukasiewicz High

p = 1.00 Hamacher Full

p → ∞ Min/max Full

is assumed that operation of nonparametric norms (e.g. minimum/maximum oper-

ator) is more intuitive. Table 1 contains a set of selected values of the parameter of

Dombi-type parametrized triangular norms of the form (5), for which their shape

approximates the shape of typical and non-parametric triangular norms [47]. The

data presented in the table were generated for the two-argument norms with an accu-

racy of 0.01.

The method of operation of the considered criterion is shown in Fig. 9 and it is

expressed as follows:

f f intG
(
𝐗ch
)
= 1

3
(
𝜇p
(
𝐗par

ch {p𝜏}
)
+ 𝜇p

(
𝐗par

ch

{
pimp}) + 𝜇p

(
𝐗par

ch {pagr}
))

, (34)

where 𝜇p(⋅) is a function “promoting” values presented in Table 1. The formula of

function 𝜇p (x) is as follows:

𝜇p (x) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

a−x
a

for x ∈ [0, a]
x−a
b−a

for x ∈ (a, b]
c−x
c−b

for x ∈ (b, c]
x−c
d−c

for x ∈ (c, d]
e−x
e−d

for x ∈ (d, e]
x−e
f−e

for x ∈ (e, f
]

g−x
g−f

for x ∈ (f , g
]

x−g
h−g

for x ∈ (g, h
]
,

(35)

where a = 0.21, b = 0.43, c = 0.57, d = 0.71, e = 0.85, f = 1.00, g = 1.20, h =
10.00.



248 K. Łapa et al.

(a) (b) (c)
pT

pimp

pagr

0.00 1.00 10.00p

µ pp( )
1.00

0.00

pT

pimp

pagr

0.00 1.00 10.00p

µ pp( )
1.00

0.00

pT

pimp

pagr

0.00 1.00 10.00p

µ pp( )
1.00

0.00

Fig. 9 Three exemplary cases obtained for criterion (34): a negative, b intermediate, c preferred

(good readability of parameters of Dombi-type norm, low criterion value)
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Fig. 10 Three exemplary cases obtained for criterion (36): a negative, b intermediate, c preferred

(properly distributed discretization points, low criterion value). Discretization points are denoted

as black circles

4.6 Criterion for Assessing the Defuzzification Mechanism

The considered criterion allows us to evaluate distribution of discretization points

of the system (3) described in Sect. 2.2. Points distributed correctly are the ones

which are placed close to the centers of output fuzzy sets and in their borders (for

the proposed criterion this is controlled by the parameter cintH). Properly spaced

discretization points increase precision of the defuzzification operator, which can

help to increase accuracy of the system (3). This is due to the fact that a greater

number of discretization points increases the importance of the shape of fuzzy sets,

which makes it possible to achieve better accuracy of the system without increasing

the number of rules. The other advantages of the defuzzification operator used are

described in Sect. 2.2.

The method of operation of the considered criterion is shown in Fig. 10 and it is

expressed as follows:

f f intH
(
𝐗ch
)
=

=

m∑
j=1

Nmax∑
k=1

⎛⎜⎜⎜⎜⎜⎜⎜⎝

𝐗str
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{
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}
⋅

⋅
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1 − max
{
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j

(
ȳdefj,1

)
, ..., 𝜇Bk

j

(
ȳdefj,Rj

)}
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+
||||cintH−max

{
𝜇Bk

j

(
ȳdefj,1

)
, ..., 𝜇Bk

j

(
ȳdefj,Rj

)}||||
⎞⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎟⎠
2⋅

m∑
j=1

Nmax∑
k=1

(
𝐗str

ch

{
Bk
j

}) ,

(36)

where cintH ∈ [0, 1] is a parameter specifying the desired value of membership func-

tion in the “redundant” discretization points.
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Table 2 Simulation problems discussed

No. Test set name Number of

input attributes

Number of

output attributes

Number of sets Problem label

1. Airfoil

self-noise [12]

5 1 1503 ASN

2. Box & Jenkins

gas furnace [10]

6 1 290 BJG

3. Energy efficient

[92]

8 2 768 EE

4. Concrete slump

[97]

7 3 103 CS

5. Van der Pol

oscillator [5]

2 2 1000 VPO

6. Brusselator [14] 2 2 1000 BR

5 Simulations

The set of issues examined in the simulations is shown in Table 2. The purpose of

the simulations was to obtain systems of the forms (3) characterized by the lowest

values of elements of the forms (16) and (17).

The method of conducting simulations and interpreting the results can be sum-

marized as follows:

∙ In the simulations we used the fuzzy system of the form (3). We used the new

hybrid genetic-firework algorithm described in Sect. 3 to select its structure and

parameters. In this process the new interpretability criteria described in Sect. 4

were taken into account.

∙ The simulations were performed for seven different variants of weights of the eval-

uation function (15): from the one focused on accuracy (W1) to the one focused

on interpretability (W7). The set of these variants is shown in Table 3.

∙ The simulations were performed taking into account all the criteria described in

Sect. 4. The function of the form (17) was used for aggregation of these criteria.

They have the following weight values: wf f intA = 0.5, wf f intB = 1.0, wf f intC = 0.5,

wf f intD = 0.5, wf f intE = 0.2, wf f intF = 0.2, wf f intG = 0.2, wf f intH = 0.2. These val-

ues refer to the semantics presented in [3].

∙ Each simulation (for each variant W1...W7) was repeated 100 times, each time

drawing a population of individuals of the form (8). The obtained results were

averaged and they are presented in Table 7 and in Fig. 17. Due to the varying com-

plexity of the considered simulation problems, Fig. 17 is indicative.
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Table 3 A set of variants of the weights of the evaluation function (15)

Variant wf facc wf f int Description

W1 1.00 0.10 Focused on high accuracy

W2 0.85 0.25 Focused on accuracy

W3 0.70 0.40 Intermediate between W2 and W4

W4 0.55 0.55 Taking into account the compromise between

interpretability and accuracy

W5 0.40 0.70 Intermediate between W4 and W6

W6 0.25 0.85 Focused on interpretability

W7 0.10 1.00 Focused on good interpretability

Table 4 A set of parameters of the hybrid genetic-firework algorithm

Description Notation Value

Number of iterations Niter 1000

Number of fireworks Npop 10

Parameter controlling the number of sparks Nspa 100

Number of additional sparks Nsparnd 10

Parameter limiting the minimum number of sparks a 0.02

Parameter limiting the maximum number of sparks b 0.40

Maximum amplitude of explosion amp 0.50

Table 5 A set of parameters of the fuzzy system of the form (3) described in Sect. 2

Description Notation Value

Maximum number of rules Nmax 7

Maximum number of discretization points Rmax 21

Minimum value of Dombi-norm parameters p 0.00

Maximum value of Dombi-norm parameters p̄ 10.00

Expected intersection point of fuzzy sets cintB 0.5

Parameter concerning distribution of discretization points cintH 0.5

∙ A set of parameters of the hybrid genetic-firework algorithm is presented in Table 4

and a set of parameters of the fuzzy system of the form (3) is presented in Table 5.

Moreover, the Eq. (23) uses the Euclidean measure.

The remarks on the way of interpretation of fuzzy rules of the form (1) obtained

in simulations can be summarized as follows:

∙ The fuzzy rules are presented in Table 6 and in Figs. 11, 12, 13, 14, 15 and 16.

Each fuzzy set and each fuzzy rule has a weight of importance represented in the

Figs. 11, 12, 13, 14, 15 and 16 by the rectangle. Filling of the rectangle depends on

the weight value: full filling means that weight value is 1.0 and an empty rectangle
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Table 6 Summary with examples of fuzzy rules in the form of (1) of the fuzzy system (3) for

variant W6

ASN

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

R1∶ IF

⎛⎜⎜⎜⎜⎜⎝

frequency[1] is medium |i AND
angle[2] is high |n AND

chord length[3] is medium |i AND
fs velocity[4] is low |v

⎞⎟⎟⎟⎟⎟⎠
THEN

(
pressure[1]islow |i ) |i

R2∶ IF

⎛⎜⎜⎜⎜⎜⎜⎝

frequency[1]islow |i AND
angle[2]islow |i AND

chord length[3]islow |n AND
fs velocity[4]ishigh |i AND
displacement[5]islow |i

⎞⎟⎟⎟⎟⎟⎟⎠
THEN

(
pressure[1]ishigh |v ) |i

R3∶ IF
⎛⎜⎜⎜⎝

frequency[1]ishigh |iAND
chord length[3]ishigh |iAND
displacement[4]ishigh |i

⎞⎟⎟⎟⎠
THEN

(
pressure[1]ismedium |i ) |i

.

BJG

⎧⎪⎪⎨⎪⎪⎩

R1∶ IF
⎛⎜⎜⎜⎝
gas flow(t − 2)[2] is near 55.55 |i AND
gas flow(t − 5)[5] is near −1.61 |i AND

gas flow(t − 6)[6] is near −1.73 |i
⎞⎟⎟⎟⎠
THEN

(
CO2[1] is high |i ) |i

R2∶ IF
(
gas flow(t − 1)[1] is low |i ) THEN

(
CO2[1] is low |v ) |i

R3∶ IF
(
gas flow(t − 1)[1] is high |i ) THEN

(
CO2[1]ismedium |v ) |i

.

EE

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

R1∶ IF

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

compactness[1] is high |i AND
surface area[2]islow |i AND
roof area[4]ismedium |i AND
height[5] is near 5.35 |i AND
orientation[6] is low |v AND

glazing area[7] is low |i

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠

THEN

(
heating[1] is low |i AND

cooling[2] is high |i
)
|i

R2∶ IF

(
roof area[4] is low |i AND
glazing area[7] is high |i

)
THEN

(
heating[1] is high |i AND
cooling[2] is medium |i

)
|i

R3∶ IF

⎛⎜⎜⎜⎜⎜⎜⎝

compactness[1] is low |i AND
surface area[2] is high |i AND

wall area[3] is near 343.93 |i AND
roof area[4] is high |i AND
orientation[6] is high |i

⎞⎟⎟⎟⎟⎟⎟⎠
THEN

(
cooling[2] is low |i ) |i

.

CS

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

R1∶ IF
⎛⎜⎜⎜⎝

cement[1] is low |i AND
coarse aggr.[6] is near 741.26 |i AND

fine aggr.[7] is near 696.57 |i
⎞⎟⎟⎟⎠
THEN

⎛⎜⎜⎜⎝
slump[1] is low |i AND
flow[2] is high |i AND
strength[3] is low |i

⎞⎟⎟⎟⎠
|i

R2∶ IF

⎛⎜⎜⎜⎜⎜⎝

cement[1] is high |i AND
slag[2] is near 123.55 |i AND
fly ash[3] is near 108.30 |i AND

water[4] is near 191.53 |i

⎞⎟⎟⎟⎟⎟⎠
THEN

(
slump[1] is high |i AND
mpa[3] is medium |i

)
|i

R3∶ IF
(
sp[5] is near 7.06 |v ) THEN

(
flow[2] is low |i AND
strength[3] is high |i

)
|i

.

VPO

⎧⎪⎪⎨⎪⎪⎩

R1∶ IF

(
x(t)[1] is low |i AND

y(t)[2] is high |i
)

THEN
(
x(t + 1)[1] is low |i ) |i

R2∶ IF
(
x(t)[1] is high |v ) THEN

(
x(t + 1)[1] is high |i AND

y(t + 1)[2] is high |i
)

|i
R3∶ IF

(
x(t)[1] is medium |i AND

y(t)[2] is low |i
)

THEN

(
x(t + 1)[1] is medium |i AND

y(t + 1)[2] is low |i
)
|i

.

BR

⎧⎪⎪⎨⎪⎪⎩

R1∶ IF
(
y(t)[2] is near − 0.02 |i ) THEN

(
x(t + 1)[1] is low |i AND

y(t + 1)[2] is low |i
)

|i
R2∶ IF

(
x(t)[1] is high |i ) THEN

(
x(t + 1)[1] is high |v AND

y(t + 1)[2] is high |i
)

|i
R3∶ IF

(
x(t)[1] is low |i ) THEN

(
x(t + 1)[1] is medium |v AND

y(t + 1)[2] is medium |v
)
|i

.
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Fig. 11 Exemplary representation of the fuzzy system rules (3) for the ASN problem and variants:

a W2, b W4, c W6

means that the weight is 0.0. Graphic representation of fuzzy rules also takes into

account the values of parameters of Dombi-type norm of the form (5).

∙ Weight symbols in notation of rules of the form (1) were replaced by linguistic

labels (Table 6). They are: ‘v’ when weight value is greater than 0.75 (very impor-
tant), ‘i’ when weight value is in the range [0.25, 0.75] (important), ‘n’ when

weight value is less than 0.25 (not important).
∙ Names of input fuzzy sets Ak

i and output fuzzy sets Bk
j in notation of rules of

the form (1) were replaced by the following linguistic labels: ‘very low’, ‘low’,

‘medium low’, ‘medium’, ‘medium high’, ‘high’, ‘very high’ (Table 6). Fuzzy sets,

which were reduced in the system, were not included in the notation of rules (1).

Sometimes in the literature these sets are described as ‘don′t care’ sets [72]. If the

fuzzy system has only one fuzzy set assigned to a specific input or output, its label

is set to ‘near [value]’.
∙ Names of inputs and outputs in notation of the rules of the form (1) were replaced

by linguistic labels taken from the description of the described simulation prob-

lems (Table 6). Moreover, these names were extended by input or output index

placed in square brackets (e.g. ‘frequency[1]’). It makes it possible to clearly asso-

ciate general notation of fuzzy sets (i.e. Ak
i , B

k
j ), presented in Figs. 11, 12, 13, 14,

15 and 16, with linguistic labels used in rules notation presented in Table 6.
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Fig. 12 Exemplary representation of the fuzzy system rules (3) for the BJG problem and variants:

a W2, b W4, c W6

The conclusions from the simulations can be summarized as follows:

∙ The fuzzy sets for variant W2 (column a in Figs. 11, 12, 13, 14, 15 and 16) are

characterized by low readability. However, the systems related to these sets work

with high accuracy. The accuracy is similar to the one obtained in variant W1

focused on accuracy. It is also comparable to the results obtained using methods

of other authors which focused on accuracy [20, 65, 92].

∙ The fuzzy sets for variant W4 (column b in Figs. 11, 12, 13, 14, 15 and 16) have

good interpretability. Number of rules for this variant is in the range from 3 to 4

with a good accuracy of the system (Fig. 17). This is a good basis for interpretation

of these rules.

∙ The fuzzy sets for variant W6 (column c in Figs. 11, 12, 13, 14, 15 and 16), have

very good interpretability. In these cases reduction of system outputs often occurs,

and the number of rules is usually equal to 3. Moreover, the system accuracy is

acceptable (Fig. 17).
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Fig. 13 Exemplary representation of the fuzzy system rules (3) for the EE problem and variants:

a W2, b W4, c W6

∙ The results for intermediate variants W3 and W5 and extreme variants W1 and W7

are shown in Table 7 and in Fig. 17. They show dependence between the system

accuracy (3) and its interpretability. The results are (as expected) differential. This

is also reflected in Figs. 11, 12, 13, 14, 15 and 16.
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Fig. 14 Exemplary representation of fuzzy rules of the system (3) for the CS problem and variants:

a W2, b W4, c W6

∙ The average number of rules Nch, antecedences nantch, consequences nconch,

inputs nch and discretization points Rj,ch was different for different simulation vari-

ants (Fig. 17). Values of these components decrease for cases characterized by

greater interpretability.
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Fig. 15 Exemplary representation of fuzzy rules of the system (3) for the VPO problem and vari-

ants: a W2, b W4, c W6
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Fig. 16 Exemplary representation of fuzzy rules of the system (3) for the BR problem and variants:

a W2, b W4, c W6

∙ The results obtained for the AGF algorithm are in all aspects better than the ones

obtained for the AGS algorithm (genetic algorithm cooperating with evolution-

ary strategy). The AGS algorithm was tested as a primary algorithm in order to

compare obtained results.
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Fig. 17 Graphical presentation of the components of the evaluation function of the forms of (15)

and (17) averaged in the context of all the problems of simulation and performed 100 times. These

values were referred to the component f facc (⋅) defined by Eq. (16)
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Table 7 Values of the evaluation function (15) components and RMSE, averaged for 100 repeti-

tions of the hybrid genetic-firework algorithm (AGF) and the genetic algorithm cooperating with

the evolutionary strategy (AGS). The best results in the context of considered variants are in bold

Problem Algorithm W1 W2 W3 W4 W5 W6 W7

ASN AGS 5.635 5.358 8.192 8.246 8.314 8.391 8.286

AGF 4.777 4.553 6.930 6.903 7.059 6.960 6.999
ffacc 0.098 0.094 0.150 0.149 0.150 0.149 0.153

ffint 0.736 0.791 0.272 0.245 0.270 0.245 0.260

BJG AGS 1.329 1.275 1.203 1.430 1.950 3.828 4.015

AGF 1.062 0.993 0.966 1.148 1.557 3.257 3.245
ffacc 0.052 0.048 0.048 0.054 0.078 0.181 0.180

ffint 0.723 0.787 0.653 0.587 0.434 0.280 0.278

EE AGS 6.541 7.074 7.330 7.433 7.787 8.312 8.101

AGF 5.624 5.950 6.268 6.445 6.725 7.060 7.441
ffacc 0.082 0.084 0.090 0.093 0.096 0.102 0.110

ffint 0.705 0.781 0.436 0.444 0.421 0.402 0.377

CS AGS 20.833 19.767 22.103 25.400 25.793 26.783 26.448

AGF 16.668 16.082 17.800 20.458 20.900 22.225 21.288
ffacc 0.158 0.157 0.178 0.198 0.201 0.211 0.207

ffint 0.763 0.750 0.492 0.370 0.377 0.352 0.346

VPO AGS 0.033 0.034 0.045 0.054 0.053 0.054 0.053

AGF 0.027 0.028 0.037 0.044 0.044 0.044 0.045
ffacc 0.065 0.062 0.083 0.151 0.152 0.150 0.159

ffint 0.784 0.860 0.529 0.272 0.251 0.248 0.274

BR AGS 0.187 0.182 0.195 0.259 0.348 0.441 0.435

AGF 0.152 0.146 0.167 0.219 0.302 0.353 0.364
ffacc 0.033 0.033 0.041 0.052 0.087 0.105 0.118

ffint 0.796 0.855 0.471 0.379 0.356 0.287 0.280

6 Conclusions

In this paper we have proposed a complex approach to the design of fuzzy systems. It

has been developed for applications in the field of nonlinear modeling, but it can also

be used in classification issues. The new aspects of the proposed approach include:

(a) the hybrid genetic-firework algorithm and (b) the interpretability criteria of fuzzy

systems.

The genetic-firework algorithm was created by combining the genetic and fire-

work algorithms. Not only can the algorithm select parameters of the fuzzy system

rules but, owing it to the particular combination of the two algorithms, it can also

select its structure. All this creates a significant advantage of the proposed algorithm.

The proposed new interpretability criteria of fuzzy systems are related to all com-

ponents of fuzzy systems: fuzzy sets, fuzzy rules, weights of importance of rules,
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weights of importance of the rules antecedences, weights of importance of rules

consequences, discretization points of the system, shape parameters of used aggre-

gation and inference operators. Therefore, these criteria do not focus only on fuzzy

sets and rules, as it is often the case in the solutions proposed by other authors.

In the simulations we have obtained systems characterized not only by a good

accuracy but also a suitable readability in terms of the proposed criteria. Therefore,

the solutions proposed in this paper (the algorithm and the criteria) allow one to

use the abilities of the fuzzy system more comprehensively and at the same time to

receive good results.

In our future papers on interpretability of fuzzy systems we are planning to,

among others, develop a new hybrid algorithm searching Pareto fronts (associ-

ated with accuracy and interpretability), generalize our discussion for any member-

ship function and parametrized triangular norms of different type. We find the pre-

obtained results encouraging so as to continue our research studies in this particular

direction.
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On the Intuitionistic Fuzzy Sets of n-th Type

Krassimir T. Atanassov and Peter Vassilev

Abstract A survey and new results, related to the intuitionistic fuzzy sets of n-th

type are given. Some open problems are formulated.

1 Introduction

The idea for Intuitionistic Fuzzy Sets (IFSs, see [4, 5]) from n-th type (IFS-nT) was

introduced by the first author in 1989 (see [2]) and illustrated for the case of second

type in [3]. In [2], the geometrical interpretation of the IFS-2T is given. The results

of this paper were extended sequentially in [3, 4, 17].

During last 2–3 years, some colleagues re-discovered the concept of IFS-2T and

more general, IFS-nT, but using for them (incorrectly) the name Pythagorean fuzzy

sets (see, e.g. [7–10, 12–14, 18–20, 26–31]). Really, the so-called Pythagorean fuzzy

sets coincide exactly with IFS-2T and if we like to use the new name, the IFS-nT

probably must be called Fermatian fuzzy sets. But, the truth is that these new names

only generate a terminological chaos! Of course, this situation is not a new one. The

IFSs were introduced in June 1983 in [1]. Using the same name, but in another sense,

more than an year later, Takeuti and Titani published paper [22]. In 1993, changing

cosmetically the form of IFSs, Gau and Buehrer introduced the concept of vague
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sets [11]. For these sets, H. Bustince and P. Burillo proved in [6] that they coincide

totally with IFSs.

With the aim to stop the use of different names for the IFS-nTs and having in mind

that this name exists already 28 years, below we give the basic theoretical results of

IFS-nTs and we hope that in future the colleagues will start using the original name

of these sets. The sense of the name “intuitionistic” for the IFSs is discussed in details

in [5] and all discussion from there is valid for the IFS-nTs, too.

In the end of the paper, we formulate some problems, related to the IFS-nTs.

2 A Second Type of IFSs

Following the definition of the concept of IFS, here we will introduce the concept of

IFS of second type (IFS-2T) [3].

Let a set E be fixed. An IFS-2T A∗
in E is an object of the following form:

A∗ = {⟨x, 𝜇A(x), 𝜈A(x)⟩|x ∈ E}

where the functions 𝜇A ∶ E → [0, 1] and 𝜈A ∶ E → [0, 1] define respectively the

degree of membership and the degree of non-membership of the elements x ∈ E,

and for every x ∈ E:

0 ≤ 𝜇A(x)2 + 𝜈A(x)2 ≤ 1.

Every ordinary fuzzy set has the form:

{⟨x, 𝜇A(x),
√

1 − 𝜇A(x)2⟩|x ∈ E}.

If

𝜋A(x) =
√

1 − 𝜇

2
A(x) − 𝜈

2
A(x),

then 𝜋A(x) is the degree of non-determinacy of the element x ∈ E to the set A. In

case of ordinary fuzzy sets, 𝜋A(x) = 0 for every x ∈ E.

For simplicity below we will write A instead of A∗
.

Obviously, for all real numbers a, b ∈ [0, 1], if

0 ≤ a + b ≤ 1,

then

0 ≤ a2 + b2 ≤ 1.

Unlike the geometrical interpretation of the ordinary IFSs (see [4, 5]), the geomet-

rical interpretation of the IFS–2Ts has the form shown in Fig. 1. The interpretation

function is denoted by gA, and gA ∶ E → F.
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Fig. 1 Geometrical

interpretation of IFS-2Ts
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Here, the inequality

0 ≤ a + b ≤ 1

between coordinates ⟨a, b⟩ of the point fA(x) ∈ F changes to the inequality

0 ≤ a2 + b2 ≤ 1

between coordinates ⟨a, b⟩ of the point gA(x) ∈ F.

Here we will define over the IFS-2Ts analogues of only first two modal operators

over IFSs.

A = {⟨x, 𝜇A(x),
√
1 − 𝜇A(x)2⟩|x ∈ E};

♢A = {⟨x,
√
1 − 𝜈A(x)2, 𝜈A(x)⟩|x ∈ E}.

The geometrical interpretation of the two modal operators over IFS-2T is almost

identical to its IFS version—the difference is only in the form of the figure F (see

Fig. 2).

3 IFS-nTs

Let a set E be fixed. Let n > 0 be a real number. An IFS-nT A∗
in E is an object of

the following form:
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A∗ = {⟨x, 𝜇A(x), 𝜈A(x)⟩|x ∈ E} (1)

where the functions 𝜇A ∶ E → [0, 1] and 𝜈A ∶ E → [0, 1] define respectively the

degree of membership and the degree of non-membership of the elements x ∈ E,

and for every x ∈ E:

0 ≤ 𝜇A(x)n + 𝜈A(x)n ≤ 1. (2)

With the above aim we check that the new definition is correct.

Let

𝜋A(x) =
(
1 − ((𝜇A(x))n + (𝜈A(x))n)

) 1
n
. (3)

For every two IFS-nTs A and B the following relations and operations can be

defined:

A ⊂ B iff (∀x ∈ E)(𝜇A(x) ≤ 𝜇B(x)&𝜈A(x) ≥ 𝜈B(x));
A ⊃ B iffB ⊂ A;
A = B iff (∀x ∈ E)(𝜇A(x) = 𝜇B(x)&𝜈A(x) = 𝜈B(x))
¬A = {⟨x, 𝜈A(x), 𝜇A(x)⟩|x ∈ E}
A ∩ B = {⟨x,min(𝜇A(x), 𝜇B(x)),max(𝜈A(x), 𝜈B(x))⟩|x ∈ E};
A ∪ B = {⟨x,max(𝜇A(x), 𝜇B(x)),min(𝜈A(x), 𝜈B(x))⟩|x ∈ E};

We will introduce only the most important properties of these operations.

Theorem 1 Let n > 0 be a real number. For every three IFS-nTs A,B and C:

(a) A ∪ B = B ∪ A;
(b) A ∩ B = B ∩ A;
(c) (A ∪ B) ∪ C = A ∪ (B ∪ C);
(d) (A ∩ B) ∩ C = A ∩ (B ∩ C);
(e) (A ∪ B) ∩ C = (A ∩ C) ∪ (B ∩ C);
(f) (A ∩ B) ∪ C = (A ∪ C) ∩ (B ∪ C).

Let for every IFS-nT A, the IFS-topological operators have the forms

C(A) = {⟨x,K,L⟩|x ∈ E},whereK = sup
x∈E

𝜇A(x),L = inf
x∈E

𝜈A(x);

I(A) = {⟨x, k, l⟩|x ∈ E},where k = inf
x∈E

𝜇A(x), l = sup
x∈E

𝜈A(x).

We call again these operators “closure” and “interior”, respectively, and for them

the following assertion holds:

Theorem 2 For each n > 0 and every two IFS-nTs A and B:

(a) I(A) ⊂ A ⊂ C(A);
(b) C(C(A)) = C(A);
(c) C(I(A)) = I(A);
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(d) I(C(A)) = C(A);
(e) I(I(A)) = I(A);
(f) C(A ∪ B) = C(A) ∪ C(B);
(g) C(A ∩ B) ⊂ C(A) ∪ C(B);
(i) I(A ∪ B) ⊃ I(A) ∪ I(B);
(j) I(A ∩ B) = I(A) ∩ I(B);
(l) I(A) = C(A).

Now, we can define for each real number n > 0:

A = {⟨x, 𝜇A(x), (1 − ((𝜇A(x))n)
1
n ⟩|x ∈ E},

♢A = {⟨x, (1 − (𝜈A(x))n)
1
n , 𝜈A(x)⟩|x ∈ E}.

Obviously, for every IFS-nT A:

A ⊂ A ⊂ ♢A.

These operators may be extended by analogy with the IFS-case (see, e.g. [5]) for

every 𝛼, 𝛽 ∈ [0, 1]:

D
𝛼

A = {⟨x, ((𝜇A(x))n + 𝛼

n(𝜋A(x))n)
1
n , ((𝜈A(x))n + (1 − 𝛼

n)(𝜋A(x))n)
1
n ⟩|x ∈ E},

F
𝛼,𝛽

A = {⟨x, ((𝜇A(x))n + 𝛼

n(𝜋A(x))n)
1
n , ((𝜈A(x))n + 𝛽

n(𝜋A(x))n)
1
n ⟩|x ∈ E},

where 0 ≤ 𝛼

n + 𝛽

n ≤ 1,

G
𝛼,𝛽

A = {⟨x, 𝛼𝜇A(x), 𝛽𝜈A(x)⟩|x ∈ E},

H
𝛼,𝛽

A = {⟨x, 𝛼𝜇A(x), ((𝜈A(x))n + 𝛽

n(𝜋A(x))n)
1
n ⟩|x ∈ E},

J
𝛼,𝛽

A = {⟨x, ((𝜇A(x))n + 𝛼

n(𝜋A(x))n)
1
n , 𝛽𝜈A(x)⟩|x ∈ E},

H∗
𝛼,𝛽

A = {⟨x, 𝛼𝜇A(x), ((𝜈A(x))n + 𝛽

n(1 − 𝛼

n(𝜇A(x))n − (𝜈A(x))n))
1
n ⟩|x ∈ E},

J∗
𝛼,𝛽

A = {⟨x, ((𝜇A(x))n + 𝛼

n(1 − (𝜇A(x))n − 𝛽

n(𝜈A(x))n))
1
n , 𝛽𝜈A(x)⟩|x ∈ E},

The basic properties of the standard IFSs are valid here, too. For example, the

following assertions can be proved by the way, as for the standard IFS case.

Theorem 3 For each natural number n > 0, for each IFS-nT A, and for every two
real numbers 𝛼, 𝛽 ∈ [0, 1]:
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¬D
𝛼

¬(A) = D(1−𝛼n)(A),

¬F
𝛼,𝛽

¬(A) = F
𝛽,𝛼

(A), if 𝛼n + 𝛽

n ≤ 1,

¬G
𝛼,𝛽

¬(A) = G
𝛽,𝛼

(A),

¬H
𝛼,𝛽

¬(A) = J
𝛽,𝛼

(A),

¬J
𝛼,𝛽

¬(A) = H
𝛽,𝛼

(A),

¬H∗
𝛼,𝛽

¬(A) = J∗
𝛽,𝛼

(A),

¬J∗
𝛼,𝛽

¬(A) = H∗
𝛽,𝛼

(A).

Theorem 4 For each natural number n > 0, for each IFS-nT A, and for every four
real numbers 𝛼, 𝛽, 𝛾, 𝛿 ∈ [0, 1], so that 𝛼n + 𝛽

n ≤ 1 and 𝛾n + 𝛿

n ≤ 1:

F
𝛼,𝛽

(F
𝛾,𝛿

(A)) = F
𝛼
n+𝛾n−𝛼n𝛾n−𝛼n𝛿n,𝛽n+𝛿n−𝛽n𝛾n−𝛽n𝛿n(A),

G
𝛼,𝛽

(G
𝛾,𝛿

(A)) = G
𝛼
n
𝛾
n
,𝛽

n
𝛿
n(A).

4 Uses of IFS-nT and Additional Results

IFS-2T find their use in image enhancement [15]. Another type of intuitionistic fuzzy

sets also used in image enhancement are the intuitionistic fuzzy sets of root type [16],

with (1), such that √
𝜇A(x)
2

+
√
𝜈A(x)
2

≤ 1. (4)

This definition does not conform to the general notion considered in [17], where

the authors studied the properties of sets of IFS-nT, namely (1), satisfying (2), where

n ∈ (0,+∞).
It is interesting to investigate if other types of IFS-nT may be successfully applied

for image enhancement.

Remark 1 Note that for n ≥ 1 (2) may be also stated in an equivalent form:

(
𝜇A(x)n + 𝜈A(x)n

) 1
n ≤ 1. (5)

Remark 2 (cf. [17]) If 0 < n < m < ∞ it is fulfilled that an IFS-nT is also an IFS-

mT.
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It seems these results are not well known, since an article discussing a particular case

of this investigation has appeared recently [21]. Further investigation was done by P.

Vassilev in [23] for the extended modal operator analogous to F
𝛼,𝛽

and Gn
𝛼,𝛽

over the

IFSs. More thorough investigation was done by P. Vassilev for the pointwise operator

Fn
𝛼(x),𝛽(x) in his Ph.D. thesis [24]. Namely, the following result is established there:

Theorem 5 ([24, Theorem 2.47]) Let A be an IFS-nT (n ∈ (0,∞)) over E and B is
an IFS over E. Then the pointwise operator

Fn
B ∶ IFS-nT(E) → IFS-nT(E)

is given by
Fn
B(A) = {⟨x, �̂�A(x), �̂�A(x)⟩|x ∈ E},

where
�̂�A(x) = (𝜇n

A(x) + 𝜇B(x)𝜋∗
A(x))

1
n

�̂�A(x) = (𝜈nA(x) + 𝜈B(x)𝜋∗
A(x))

1
n

and
𝜋

∗
A(x) = 1 − 𝜇

n
A(x) − 𝜈

n
A(x)

Remark 3 If B is taken as an IFS-nT, the resulting operator will coincide with the

one in the previous section.

Recognizing that (5) may be viewed as distance generated by Minkowski’s norm 𝜑n
for n ≥ 1 and by an appropriate subnorm for n ∈ (0, 1) to the point (0, 0), P. Vassilev

introduced a unified metric approach to the notion IFS-nT by introducing the notion

d
𝜑

-IFS [24, 25]. It is noteworthy that while both notions describe the same triples

as sets, one way that the “hesitancy function” may be defined for IFS-nT (a slightly

different version of 𝜋A from (3)):

𝜋

∗
A(x) = 1 − 𝜇

n
A(x) − 𝜈

n
A(x) (6)

does not, in general, coincide with the way it is defined for d
𝜑

-IFS:

𝜋d(A)(x) = 1 − 𝜑((𝜇A(x), 𝜈A(x))). (7)

which in the case of 𝜑n norms coincides with:

𝜋d
𝜑n
(A)(x) = 1 − (𝜇A(x)n + 𝜈A(x)n)

1
n

The exception to this is for n = 1, where (3), (6), (7) are identical, which in our

view reinforces the idea that IFS are the most natural among the IFS-nTs.
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5 Analogues of Mappings of Complex Numbers

Following [5, p. 51], we can easily introduce by analogy the n-analogue (for n ≥ 1)

for complex numbers a + ib and a − ib, with the constraints a ∈ [0, 1], b ∈ [−1, 1]
and the condition

an + |b|n ≤ 1

Then a a transformation formula analogous to [5, (3.4)] is the following (for n ≥ 1):

f (a, b) =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

⟨(
an

2

) 1
n
,

(
an

2
+ bn

) 1
n

⟩

, for b ≥ 0
⟨(

an

2
+ |b|n

) 1
n
,

(
an

2

) 1
n

⟩

, for b ≤ 0

The fact that f is a bijection is easy to check. We will start by showing that f is an

injection.

Let us be given (a, b) and (c, d) such that |a − c| + ||b| − |d|| ≠ 0, a, c ∈ [0, 1]
x0, x1 ∈ [0, 1], b, d ∈ [−1, 1].

Then f (a, b) ≠ f (c, d). The case when b and d are of the same sign is obvious. Let

us suppose, without loss of generality that b ≥ 0 and d ≤ 0.
Then f (a, b) = f (c, d) is equivalent to:

{
an

2
= cn

2
+ |d|n

an

2
+ bn = cn

2

But the above is only possible when a = b = c = d = 0. Hence, f is an injection.

It remains to prove that for any (x, y) ∈ [0, 1] × [0, 1] such that xn + yn ≤ 1, there

exists (x0, y0) ∈ [0, 1] × [−1, 1] with xn0 + |y0|n ≤ 1 and f (x0, y0) = (x, y).
We will consider the three possible cases.

In Case 1: x = y, we have x0 = 2
1
n x, y0 = 0. Since, 2xn ≤ 1,we have x ≤ 1

2
1
n
, hence

x0 ∈ [0, 1], y0 ∈ [−1, 1].
Let Case 2: x > y, be fulfilled. Then y < 1

2
1
n
. Hence, x0 = 2

1
n y < 1 and we deter-

mine that |y0| = (xn − yn)
1
n , i.e. y0 = −(xn − yn)

1
n . It is easy to check that x0 ∈

[0, 1], y0 ∈ [−1, 0].
Analogously, let Case 3: x < y be fulfilled. Then x < 1

2
1
n
.Hence, x0 = 2

1
n x < 1 and

we determine that y0 = (yn − xn)
1
n . It is easy to check that x0 ∈ [0, 1], y0 ∈ [0, 1].

Thus we have shown that for any point (x, y) there is a pre-image with f . Thus, f
is a bijection.

As a result of this, if we take two conjugate complex points a + ib and a − ib,
their repsective images with f are in relation negation similarly to the the situation
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described in [5]. That is

¬f (a, b) = f (a,−b),

i.e. the intuitionistic fuzzy pairs which after the transformation correspond to these

two points are negations of one another.

6 Conclusion

In the future we plan to work on the development of the theory of IFSnT pointing

our attention to:

Open Problem 1. What specific for particular IFSnT operators may be defined?

Open Problem 2. Can the defined above operators be modified in the sense of [5]?

Open Problem 3. What other negation operators may be defined over IFSnT?

Open Problem 4. What other implications may be defined over IFSnT?
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MCTS/UCT in Solving Real-Life Problems

Jacek Mańdziuk

Abstract Monte Carlo Tree Search (MCTS) supported by the Upper Confidence

Bounds Applied to Trees (UCT) method, i.e. MCTS/UCT, since its onset in 2006,

has been one of the state-of-the-art techniques in game-playing domain. In particu-

lar, the recent breakthroughing success of this method (combined with deep neural

networks trained with the reinforcement learning algorithm) in the game of Go, made

its leading position even stronger than before. In this paper we summarize our studies

in application of MCTS/UCT to domains other than games, with particular empha-

sis on hard real-life problems which possess a large degree of uncertainty due to

existence of certain stochastic factors in their definition. The two example prob-

lems of this nature considered in this work are Capacitated Vehicle Routing Problem

with Traffic Jams and Risk-Aware Project Scheduling Problem. Our results show that

MCTS/UCT is a viable method in these two domains, efficiently dealing with uncer-

tainty by means of on-line adaptation of the core MCTS simulations to the current

situation (actual realization of the stochastic components).

Keywords Monte Carlo Tree Search ⋅Upper Confidence Bounds Applied to Trees ⋅
Dynamic Vehicle Routing Problem ⋅ Traffic jams ⋅ Project scheduling

1 Introduction

Monte Carlo Tree Search (MCTS) [2] is a simulation-based method of searching

a problem space represented in a tree-based form. A typical example are classical

board games (e.g. chess, checkers, Othello, Go, etc.) in which possible game contin-

uations from the current game state can be represented in the form of the so-called

game tree. The method is particularly well-suited to games for which a meaningful
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and compact evaluation function is not known (e.g. Go [6, 21], Havannah [27] or

Arimaa [26]).

The most popular implementation of the MCTS method was proposed in 2006 by

Kocsis and Szepesvari [10] under the name Upper Confidence Bounds Applied to

Trees (UCT) and soon after became one of the state-of-the-art approaches in game-

playing domain. In this paper we summarize our recent results related to application

of MCTS/UCT to domains other than games, showing plausibility and strong poten-

tial of the method in solving hard and varying in time real-life optimization problems.

The remainder of the paper is structured as follows. In the next section the

MCTS/UCT approach is presented and its application to games is briefly discussed.

In Sect. 3 the Capacitated Vehicle Routing Problem with Traffic Jams is introduced

along with proposed UCT-based solution method, and its comparative results with

two most popular swarm optimization algorithms, specifically developed and tuned

for solving this problem. In Sect. 4 the Resource Constrained Projet Scheduling Prob-

lem (frequently considered in scheduling problems domain) is briefly recalled and

its non-deterministic version—Risk-Aware Project Scheduling Problem—proposed,

accompanied by the UCT-based approach and its results versus the outcomes of

the heuristic solver, typically applied in this area. The main qualitative observations

related to general applicability of the UCT method and its synergetic combinations
with domain knowledge heuristics conclude the paper is Sect. 5.

2 Monte Carlo Tree Search

The MCTS algorithm is an iterative simulation-based method of searching the prob-

lem space, in the case potential solutions of the problem can be represented as paths

in a specifically designed problem tree. In the problem tree, nodes represent possi-

ble problem states (or partial solutions) and edges correspond to possible actions.

Application of an action in a given state leads to a new state, located one level below

in the problem tree (a child node). In the current state of the problem, application

of MCTS relies on performing massive simulations, from the node representing that

state (the root node of a tree). Certainly for complex problems the respective tree

based representation is too big to fit in memory and only a part of it is kept and

maintained online by the method. The problem tree is gradually extended usually

by adding one new node in each of the performed simulations. More precisely, each

simulation consists of the four following phases, depicted in Fig. 1.

Selection: starting from the root node, traverse the tree down until a leaf node is

reached. In each node, choose the child node according to some in-tree node selection
policy;

Expansion: if the leaf node is not terminal, choose a continuation which falls out of

the tree and allocate a new child node. This new node is added to the tree and serves

as the starting point for the next phase;
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Fig. 1 Four phases of the MCTS algorithm. The figure replicates an illustration presented in [3]

for games domain. In other optimization problem domains, instead of playing a game and prop-

agating its outcome, the system explores a full path to the solution state and back-propagates the

corresponding goal value

Simulation: starting from a state associated to the newly expanded node, perform

a full game simulation (i.e. to the terminal state) choosing the subsequent states

according to some out-of-the-tree selection policy;

Backpropagation: once the simulation reaches a terminal state (i.e. the one which

corresponds to some solution of the problem being solved) read out the solution

value (score) and propagate it along the solution path, all the way back to the root

node. Update the average solution score and increment the number od visits of each

in-tree node including the newly-added one.

When the time allotted for the simulations is exhausted, an action leading to the

state with the highest average score among the root child states is selected to be per-

formed as a part of real (i.e. not simulated) solution. In the out-of-the-tree selection
procedure the next node to be visited is usually selected uniformly among all pos-

sible choices (as the Monte Carlo part of the method’s name suggests), the in-tree
selection policy may vary, depending on particular problem being solved. One of the

most popular choices is the Upper Confidence Bounds Applied to Trees (UCT) [10]

selection method, described in the next section.

2.1 Upper Confidence Bounds Applied to Trees

The main purpose of the in-tree selection policy is to choose the nodes in a way

that maintains a balance between exploration of the less frequently simulated actions

(nodes) and exploitation of the already promising ones. In order to serve this purpose

the action selection process follows the following procedure:

If, in the currently simulated node s, there exist some actions which have not been

yet visited, one of them is uniformly selected, and the corresponding state is assigned
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as the successor node. Otherwise, an action a∗ to be performed is chosen according

to the following rule:

a∗ = arg max
a∈A(s)

⎧
⎪
⎨
⎪
⎩

Q(s, a) + C

√
ln [N(s)]
N(s, a)

⎫
⎪
⎬
⎪
⎭

(1)

whereA(s)—is a set of actions available in s;Q(s, a)—is an assessment of performing

action a in state s based on previous simulations; N(s)—is a number of previous

simulations going through state s; N(s, a)—is a number of times an action a has been

sampled in state s; C—is a coefficient defining an impact of the latter component

(exploration) in (1).

It can be theoretically proven that the simulation-based assessment of Q(s, a), for

each node s and each action a in s, converges to its true (real) value when the number

of simulations tends to infinity.

2.2 MCTS/UCT in Games — a Short Overview

MCTS/UCT is renowned for being the state-of-the-art algorithm for searching a

game tree in a variety of games. It is particularly useful in complex games with

high branching factors such as Go or Hex [1], for which a compact evaluation func-

tion is not known. Since the introduction of MCTS/UCT to a domain of General

Game Playing (GGP) [8, 28] in 2007, it has also become a backbone of almost all

the strongest players [25]. GGP deals with creating autonomous agents capable of

playing many games with a high level of competence. The term was proposed by

Stanford Logic Group in 2005, together with the introduction of the GGP Compe-

tition as the official world championships. Our player, called MINI-Player [23, 24],

has been our annual entry to the competition in the years 2012, 2013 and 2014.

The most remarkable success of MCTS/UCT in games was related to the game

of Go, where majority of the strongest programs, e.g. MoGo [7], CrazyStone [5]

or the latest accomplishment AlphaGo [21] use variants of MCTS. In contrast to all

variations of the min-max alpha-beta search, the MCTS is an aheuristic, knowledge-

free [12, 13] method, which means that it does not require any game-specific

knowledge except for the rules of move generation and definition of the goal states

with their assigned payoffs. Consequently, in principle, the MCTS/UCT method is

applicable to a wide variety of search and decision-making problems. Two examples

of such application domains are presented in the following sections.
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3 Capacitated Vehicle Routing Problem with Traffic Jams

Capacitated Vehicle Routing Problem (CVRP) is a widely-known NP-hard optimiza-

tion problem, whose goal is to define a set of routes of a minimum cumulative length

(cost), given a certain number of homogeneous trucks (with some pre-defined capac-

ity) and a certain set of clients (each of them defined by a 2D location and requested

demand of goods to be delivered). The trucks start and end their routes in a depot

(having a certain 2D location). Each client must be served by exactly one truck and in

one shot, i.e. multiple visits to one client are not allowed. Roughly speaking, CVRP

combines the multiple-tour formulation of the Traveling Salesman Problem with the

Bin Packing Problem. For its formal definition and a review of Operational Research

and Computational Intelligence approaches please refer, for example, to [17].

In our previous paper [14], the baseline problem formulation was further extended

and complicated by adding stochastically defined events—traffic jams—occurring

on the atomic parts of the routes (edges) and resulting in temporal increase of the cost

of traversal (of such a jammed edge). The effective problem formulation is abbrevi-

ated as CVRPwTJ, i.e. CVRP with Traffic Jams.

Highly dynamic nature of CVRPwTJ (stemming from frequently changing traffic

conditions), requires the methods used to solving it to be able to swiftly and almost

instantly adapt to frequent, on-line changes of the cost function values.

3.1 MCTS/UCT Approach to CVRPwTJ

In the approach proposed in [14], the MCTS/UCT is applied to a specifically defined

set of UCT trees, each devoted to a particular truck and representing possible con-

tinuations of the currently committed part of the route of that truck. In the first step

an initial solution is build, for the static version of the problem (there are no traffic

jams imposed yet) using the modified version [19] of the Savings algorithm [4].

Suppose the initial solution is composed of k routes, i.e. k trucks are employed. In

such a case the initial set of UCT trees is composed of k degenerated trees—each in

the form of a path with the first and the last elements being a depot and the internal

nodes representing clients to be served in a given order defined by the initial solution.

At each time step the internal UCT simulations are performed simultaneously for

all k trees, which are gradually extended by adding one leaf node at each simula-

tion (cf. Sect. 2.1). While the general simulation scheme follows the classical UCT

pattern, there are several differences reflecting the specificity of the CVRPwTJ [14].

In particular, since shorter solutions are preferred over the longer ones, the UCT

formula (1) is modified to the following version (2), which favors lower Q(s, a) out-

comes:

a∗ = arg max
a∈A(s)

⎧
⎪
⎨
⎪
⎩

C

√
ln [N(s)]
N(s, a)

− Q(s, a)
⎫
⎪
⎬
⎪
⎭

(2)
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The other pertinent difference is that the next compound step (simultaneous move-

ment of all k trucks) is a result of a combined knowledge obtained from all k trees

(not one tree as in the typical UCT implementation). To this end, once in each tree the

most promising action is selected, then these k selected actions are sorted in descend-

ing order based on their UCT values (i.e. values of C
√

ln[N(s)]
N(s,a)

− Q(s, a) in (2)) and

afterwards executed in this order. This way, execution of higher-ranked actions may

disable some of lower-ranked ones. In such a case the next-best candidates in the

respective UCT trees are selected as replacements (for these disabled actions). Please

consult [14] for the details.

After an assumed number of internal simulations are executed, the real (actual)

movement of k trucks is simultaneously made (concurrently in all k trees) following

the smallest Q(s, a) values among the child nodes.

3.2 Possible Actions in the UCT Trees

As previously stated nodes in the jth UCT tree represent possible variants of the

remaining part of the jth route, i.e. the order of service of clients remaining for the

jth truck. The edges coming out from a given node in the jth tree represent potential

actions to be applied to the jth route or to a combination of this route and some other

route. Three types of actions, differing by the level of complexity, were proposed,

denoted by: level-0, level-1 and level-2, which modify 0, 1 and 2 existing routes,

respectively. Each action has some legality conditions which must be fulfilled in

order for this action to be available (see [14] for further explanation).

Level-0 and level-1 actions are listed in Table 1. All of them are self-explanatory.

This selection of actions was complemented by the set of four more complex, level-
2 actions (denoted A9–A12), which operate on (any) two routes. Since, all pairs of

routes are considered, there can be many realizations of each of these actions in

one time step, depending on the number of route pairs fulfilling legality conditions.

While these four actions differ by implementation details (described in [14]), their

underpinning idea is to exchange customers between two routes so as to locally min-

imize the total travel cost. As a special case of this exchange mechanism a merge

operation is considered as action A12.

Generally speaking all 13 actions are rooted in the following rationale: if the con-

sidered candidate edge is not jammed then traverse it, otherwise make an attempt

to enhance the planned route (by avoiding a traffic jam) by means of local changes

in the planned orders of visited clients. In theory, one might proceed with defin-

ing even more complex actions, e.g., the ones involving three or more routes, but

such approach immediately becomes infeasible due to computational complexity

explosion.
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Table 1 Actions of the types level-0 and level-1
Ac. L. Action description

A0 0 Continue the planned (non-jammed) route

A1 0 Continue the planned (jammed) route

A2 1 Move the current client at the end of a route (just before returning to the depot)

A3 1 Move the current client X into locally optimal place in a route, i.e. between

clients B and C so as to minimize |BX| + |XC| − |BC|
A4 1 Insert the first found client to whom there is no TJ before the current client (as

the first one)

A5 1 Reverse the route (except for the depot which remains the closing element)

A6 1 Insert the client to whom the edge from the current state is the cheapest as the

first one

Due to greedy nature of this action, the score Q in (2) is multiplied by a penalty

(discouraging) factor > 1
A7 1 Insert the client to whom the edge from the current state is the second cheapest

as the first one

Due to greedy nature of this action, the score Q in (2) is multiplied by a penalty

(discouraging) factor > 1
A8 1 The current route is finished (by immediately moving to a depot)

A new route is commenced from the depot with all customers left inherited

from the finished route

Ac. denotes the code of an action, L. is level-type

3.3 Results

The above-described UCT-based approach was experimentally verified on a set of

widely-known static benchmarks downloaded from the CVRP webpage [18]. In

each case the initial conditions (i.e. the number of available trucks, their capacity,

clients requests’ sizes, and the coordinates of a depot and customers) are included

in the benchmark set definition. These (static) CVRP instances were transformed

into dynamic versions (CVRPwTJ) by imposing traffic jams with uniform probabil-

ity distributions. More precisely, at (the beginning of) each time step of the solving

method, on each edge eij a traffic jam was defined with a certain probabilityP. In such

a case, the regular cost cij of traversing this edge was multiplied by the traffic inten-

sity I(eij) (sampled from a certain probability distribution) for a randomly selected

number of steps L(eij). In order to prevent intensities of traffic jams from exponential

growth, if a traffic jam was selected for an already jammed edge, then its intensity

remained unchanged and only its length (L(eij)) was increased by a newly-sampled

value. Traffic jams’ steering parameters tested in the experiments belonged to the

following ranges:

P ∈ {0.02, 0.05, 0.15}, I = UINT [10, 20], L = UINT [2, 5], (3)
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where UINT [a, b] denotes random uniform selection of any integer x, such that

a ≤ x ≤ b. Based on the initial calibration tests, the value of C in (2) was set to 1.8
multiplied by the length of the initial solution found for the static instance. The size

of benchmark sets ranged from 19 to 150 and the number of available trucks varied

from 2 to 14.

The proposed simulation-based approach was compared on a common ground

with selected population-based methods. The selection of comparative methods

included Ant Colony Optimization (ACO) [14, 15], Tabu Search (TS) [16], Genetic

Algorithms (GA) [16], and Particle Swarm Optimization (PSO) [15]. Since the focus

of this paper is on making qualitative conclusions related to the universality of the

MCTS/UCT in solving dynamic optimization problems the exact numerical results

are not presented - they can be accessed in the above-cited papers [14–16].

On a general note, the UCT method applied to CVRPwTJ outperformed the com-

petitive methods by a clear margin, except for the GA version specifically tailored

and optimized for this task, which nevertheless turned out to be slightly inferior

to proposed UCT forest. The main advantage of the UCT was visible in the case of

P = 0.15, i.e. the most dynamic situation with frequent traffic jams generated in sub-

sequent time steps. In this case all differences in results were statistically significant

(in favor of UCT).

Generally speaking, UCT is a much more repeatable (stable) method, with signif-

icantly lower standard deviation of results. Furthermore, it is easier to parameterize

than GA, i.e. its main competitor. UCT yielded results of similar quality over a wide

range of C selections, between 0.9 and 1.8 (note that theoretically advisable value of

that parameter equals

√
2).

4 Risk-Aware Project Scheduling Problem

The other problem considered in this paper to illustrate the usage of the UCT algo-

rithm is the Resource-Constrained Project Scheduling Problem (RCPSP) and its

extension Risk Aware Project Scheduling Problems (RAPSP). RCPSP is a popu-

lar NP-complete [22] optimization problem, especially interesting due to its almost

direct applicability to real-life scenarios. While the problem closely fits to various

static project scheduling cases, it is—on the other hand—too simplistic to cover a

wide range of possible situations that may potentially occur during project execution.

For this reason, a new class of related problems, namely RAPSP, was proposed

in our previous papers [29, 30], so as to address unpredictable, non-deterministic

aspects of real-life project scheduling and execution. In addition to standard formu-

lation of RCPSP (whose goal is to find a legal schedule that minimizes the makespan

of the project), the new model built on top of RCPSP introduces several new con-

cepts:
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1. non-deterministic activity durations taking into account unavoidable mistakes

in estimations;

2. non-renewable resources—as in multi-mode RCPSP;

3. risks—unpredictable external events that may influence the project characteris-

tics in various ways;

4. risk responses—special, optional activities (not required for completion of the

project) whose effects influence project parameters (analogically to risks).

In particular the last facet of RAPSP, i.e. optional risk responses, which can be pro-
actively or post-factum applied to mitigate (or eliminate) potential risks, makes the

problem interesting for at least two reasons. First of all, the inclusion of risk manage-

ment process makes the problem fit even closer to actual real-life scenarios. Second

of all, a dynamic characteristic of the RAPSP formulation makes it an especially

well-suited testbed for various AI- and CI-based approaches.

As mentioned above, RCPSP is a relatively popular NP-complete optimization

problem, with various practical realizations. For the sake of brevity of the paper,

we’ll skip its formal definition here (which can be found, for instance, in [22]) and

describe the problem informally. A single-mode deterministic RCPSP instance spans

a number of activities as well as capacitated renewable resources. All activities are

required to be completed in order for the whole project to be finished. Each activity

has a certain time span and requires certain resources, i.e. cannot be started unless

sufficient amounts of resources of each required type are available. Furthermore,

activities may have predecessors (activities that must be performed beforehand).

Typically, activities are not preemptive (once started they cannot be split into several

smaller activities).

Below we briefly sketch the newly-added RAPSP concepts that extend the above

RCPSP formulation.

Non-deterministic activities Unlike in RCPSP, RAPSP activities’ durations are not

constant, but rather are random variables sampled from a pre-defined probability dis-

tributions. In our implementation, the actual values of variables (their realizations)

become known at start of the corresponding activity.

Risks Risks represent unpredictable (typically external) events which may possibly

influence project’s execution, and as such are non-deterministic in nature. Despite

differences stemming from their practical meaning, they share a common descrip-

tion pattern, which includes realization conditions, occurrence probabilities, and

effects. Three types of risks (temporal decrease of renewable resource amount, disap-

pearance of non-renewable resource, and underestimation of certain project’s activ-

ities) were employed in our experiments model. Please consult our previous papers

[30, 32] for their exact definitions and parameterizations.

Observe that in practice effects of a currently active risks may influence some

activities in progress, making them, for instance, illegal (e.g., the amount of available

renewable resource may drop below the required level). There are several ways to

deal with this kind of situation, for example, an activity may be canceled or split into
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two. For the sake of simplicity, in the current system implementation, we assume

that risks do not affect activities in progress.

Risk responses Risk responses represent various actions that may be taken to man-

age or handle project risks. They may be performed both reactively (post factum) and

proactively, and their effects will take place whether or not any risks have actually

occurred. In this sense, risk responses are independent of risks themselves. Each

risk response consists in increase of a certain renewable/non-renewable resource

amount using (other) non-renewable resources (e.g. financial budget). Observe that

risk responses are activities which are not (in principle) required to be performed for

the project to be successfully finished. Just like any activity, risk responses may have

positive duration and may require resources. After completion of a risk response, its

effect will materialize and influence the project’s realization.

Heuristic solver Due to NP-completeness of RCPSP and RAPSP, application of any

brute-force method is infeasible except for small instances of a problem. Instead, a

typical approach is based on using some heuristics that guide the scheduling (search)

process. A particular heuristic solver (HS) used in our studies employs a prioritiza-

tion rule and Parallel Schedule Generation Scheme (PSGS) to generate a schedule.

In each time step, all legal activities are commenced according to the order defined

by the selected prioritization rule. Only when all eligible activities have been started

does the algorithm advances to the next time step.

Employing the above approach in solving RAPSP requires certain modifications

so as to accommodate risks and risk responses. In short, simulating typical human

behavior, HS realizes the project by devising a baseline schedule, then following it as

long as possible, and regenerating it in case of major deviations. Therefore, decision

points (time steps in which a new baseline schedule is devised) are defined in any

of the three following situations: either the effects of a new risk or risk response

have just materialized, or there is a certain delay in the current baseline schedule

(greater than 2 time units/steps), or for the first time in the project’s execution a new

risk response has become eligible. In all other cases (time units) a valid currently

adopted baseline schedule should be followed.

A new baseline schedule, whenever necessary, is defined by the HS by creating a

number of randomly chosen legal combinations of risk responses that can be started

immediately and a randomly sampled priority rule (from a set of such rules, see

below). For each such combination a new schedule is simulated starting with exe-

cution of the selected risk responses. Afterwards, the RAPSP project is converted

to a simplified deterministic version, in which all activities durations are set as the

expected values of their distributions. Next, for this deterministic project a schedule

is generated according to PSGS and selected priority rule. This schedule combined

with the respective set of risk responses, becomes a candidate for a baseline sched-

ule. Among certain number of such candidate schedules, the one with the shortest

makespan is finally chosen, as the baseline schedule for the RAPSP project under

consideration and lasts till the next decision point.

Our current implementation of HS relies on a set of five simple priority rules:

1. Duration—preference for activities with greatest duration;
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2. LateFinish (LF)—choosing activities with earlier LF first;

3. LateStart (LS)—choosing activities with earlier LS first;

4. Slack (SL)—preferring activities with low Slack values;

5. DurationWithSuccessors—considering summed duration of the activity and its

direct successors;

6. SuccessorsCount—based on the total number of direct and indirect successors of

the activity.

LF, LS and SL are calculated using a classical technique called Critical Path Analy-

sis [9].

4.1 MCTS/UCT Approach to RAPS

This section describes our UCT-based approach to solving RAPSP instances. First, a

straightforward application of UCT to the above-described model is proposed, which

is then enhanced by adding heuristic domain knowledge to guide the UCT simula-

tions.

Basic UCT Basic UCT (BasicUCT) method is a straightforward application of

the simulation-based UCT approach to solving RAPSP problem. In short, each

BasicUCT simulation covers full realization of the project from its current state until

its completion (a success) or detection it can no longer be completed (a failure). Three

types of actions are eligible in each node of the UCT tree: (1) starting a new (legal)

activity, (2) starting a new (legal) risk response, and (3) noop—i.e. waiting till next

time unit. Observe, that only the third action (noop) advances the project in time.

Consequently, it is possible to start multiple activities and/or risk responses in the

same time unit.

Due to highly dynamic nature of RAPSP stemming from various possible real-

izations of a significant number of random variables, the number of possible project

states can be expected to be explosive for real-life situations. On the other hand, one

can safely assume that minute differences in the current project realization or histor-

ical information about the project’s development can be safely ignored in the current

decision-making process. The above reasoning leads to the idea of clustering pos-

sible states in the UCT tree, i.e. associate UCT statistics not with the exact project

states but with their “generic” (simplified) representations. The detailed description

of this state-simplification process can be found in [30, 32]. State-simplification pro-

cedure imposes adequate modification of the UCT formula (1):

Q(s, a) ∶= Q(s∗, a)
N(s, a) ∶= N(s∗, a)
N(s) ∶=

∑
a∈A(s) N(s∗, a)

(4)

where s∗ denotes a simplified project state representation.
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Finally, specificity of the RAPSP imposes some modifications in the Monte-Carlo

rollouts policy, as fully random state selection can be easily proven not sensible as,

for instance, it never makes sense to wait till the next time unit (the end of the current

unit) when there are no activities, risk responses or effects in progress. In order to

address this property of RAPSP a fairly simple rule-of-thumb policy was developed:

1. if there are any legal activities, then start a randomly sampled one, with proba-

bility 0.9;

2. otherwise, if there are any legal risk responses, then start a randomly sampled

one with probability 0.5;

3. otherwise move to next time unit.

The above probability values were optimized based on some initial tests.

Proactive UCT The other realization of the UCT method in project scheduling is

Proactive UCT (ProUCT) method [29, 30], which incorporates domain knowledge

(the heuristic solver) into BasicUCT simulations. In more detail, while performing

simulations there are only two kinds of available actions: either starting a legal risk

response or letting the HS algorithm create a baseline schedule (as described above)

which is then followed for a number of time units. As soon as a decision point is

reached or a predefined maximum number of time units passes, the control of the

system is transferred back to the UCT part. In other words, each UCT action encom-

passes and governs the process of HS application for several time units. Please note,

that since risk responses are handled by the UCT component of ProUCT, they are

excluded from the HS operational scheme.

Furthermore, these two components are combined in a truly synergetic way, i.e.

the task duration statistics gathered during the UCT simulations are additionally

passed to the HS module in the form of the expected activity durations to improve

HS accuracy. Finally, since there are only two kinds of possible actions (starting a

legal risk response or invoking the HS algorithm to create a new baseline schedule),

whenever at least one eligible risk response is available, a random one is started with

probability 0.8. Otherwise, the HS module is called.

4.2 Results

In this section both UCT approaches (BasicUCT and ProUCT) are briefly compared

with the application of a plain heuristic RAPSP solver HS (which, as stated above,

relies on exactly the same heuristical principles as the ProUCT implementation).

Problem Instances Test cases of the RAPSP were generated by modifying RCPSP

instances provided by the PSPLIB Library [11, 20]—a standard and widely-known

reference site in this domain. Transformation process developed to that extent con-

sisted of two phases. Firstly, all activity duration values were replaced with random

variables with known distributions—thus converting RCPSP into Stochastic RCPSP

(with the use of Beta distribution—the de facto standard in project management
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area). Secondly, three types of risks and corresponding risk responses were added

(the exact parameters, e.g. lengths, realization probabilities, and budget constraints

are presented in detail in [32]). Observe that even though the transformation proce-

dure is deterministic, the resulting RAPSP instances are not, i.e. multiple realizations

of the same project may have different durations even with the same strategy due to

different realizations of random variables describing project risks.

In order to thoroughly compare tested methods on projects with various charac-

teristics, 3 transformation modes were introduced in the source paper [32], namely:

Temporary Effects with Separate Budgets (TSep) In this mode non-renewable

resource risks and risk responses would have temporary effects, lasting 10–30 and

40 time units, respectively. Consequently, no combination of risks and risk responses

could render the project unsuccessful by making it impossible to finish all required

activities. Each risk response category would have a separate budget (a non-

renewable resource).

Temporary Effects with Shared Budget (TSh) TSh differed from TSep only in

that a common budget was introduced for all 3 types of risk responses. Projects of

TSh type allowed for more flexibility in deciding about risk responses since more

legal risk responses combinations were available, thus making the task even more

complex and more dynamic than in the previous case.

Permanent Effects with Separate Budgets (PSep) In this mode risk response bud-

gets were again separate, but non-renewable resource risk and risk-response effects

were permanent. Consequently, certain combinations of risks could, in principle,

lead to a project failure. This threat could be multiplied by poor risk response budget

management.

For the sake of space savings the third type of transformation, which significantly

differs from the former two by the possibility of the project’s failure and therefore

requires application of slightly different success measures, will be omitted here.

Testing Procedure Due to highly non-deterministic nature of the task, the solvers

were tested on several thousand problem instances, in total, so as to obtain meaning-

ful results. Each tested problem instance was solved by each and every algorithm.

Furthermore, for each instance, the same seed was used for a random number gen-

erator for all solvers, i.e. should all the solvers make the same decisions for a given

problem instance, the yielded results would all be the same (the same risks would

materialize at the same times).

Projects with 30, 60 and 120 activities were considered in the experiment, with the

problem instance quantities respectively equal to 480, 480 and 100, for each project

size and each of the two transformation modes (2120 test runs in total). Two statistics

were calculated: the average relative project duration and the win rate. In the first

(length-based) comparison, for each project instance the best performing method

(or more than one method in the case of ties) was assigned a result of 100%, and

the remaining ones had values proportionally higher. The latter statistic (win rate)

simply equaled the number of experiments in which a given solver accomplished
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(a) Duration (b) Win rate

Fig. 2 TSep: relative project durations (left) and solvers win rates (right). a Duration b Win rate

(a) Duration (b) Win rate

Fig. 3 TSh: relative project durations (left) and solvers win rates (right). a Duration b Win rate

the best result (the relative project duration of 100%) divided by the total number of

experiments. Win rates might not sum up to 100% as multiple solvers could achieve

the same result for any given problem instance. Solvers’ internal parameters were set

up based on some number of preliminary tests devoted to their calibration.

Results Results for the projects obtained using the TSep transformation are presented

in Fig. 2a and b, respectively. It can be seen from the figures that BasicUCT fared

visibly worse than the two other methods, and that ProUCT accomplished slightly

(though statistically significantly) better outcomes than HS.

Similar qualitative results were obtained in the case of TSh experiment, which

involved one shared non-renewable resource treated as a risk-response budget. This

new feature added another layer of complexity to the problem, and consequently

more sophisticated risk-management strategies were possible and also more risk

response related decisions were available in practice. Figure 3a and b show that also

in this case ProUCT achieved a (statistically significant) victory over competitive

methods. This can be attributed to the proactive nature of the ProUCT algorithm

and its clearly being better-suited for dealing with risk responses via the use of UCT

algorithm than BasicUCT. Statistical significance of the differences in the results

obtained by any two solvers was verified using Wilcoxon signed-rank test [31].

5 Conclusions

This study and related works indicate that the applicability of MCTS/UCT method

extends beyond games domain where it has already established itself the state-of-
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the-art approach. While the method is, in principle, aheuristic it turns out that taking

advantage of domain knowledge has a twofold advantage over vanilla UCT. First of

all, efficient application of domain knowledge allows for shrinking the UCT tree,

by either grouping some of the states or by restricting the edges in the tree to truly

relevant actions only. Both these possibilities were demonstrated in this paper in the

case of CVRPwTJ and RAPSP—two NP-hard scheduling tasks. For both of them a

problem-tuned application of the MCTS/UCT algorithm proved to be a stronger (or

at least competitive) approach than heuristic-based solution techniques used hith-

erto. The results suggest that in the case of complex and highly dynamic problems

the synergistic UCT + heuristic approach outperforms application of each of the

component methods in isolation.
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Abstract We present a new interactive evolutionary algorithm for Multiple Objec-

tive Optimization (MOO) which combines the NSGA-II method with a cone contrac-

tion method. It requires the Decision Maker (DM) to provide preference information

in form of a reference point and pairwise comparisons of solutions from a current

population. This information is represented with a compatible Achievement Scalar-

izing Function (ASF) which is used to guide the evolutionary search towards the

most preferred region of the Pareto front. The performance of the proposed algorithm

is illustrated on a set of benchmark problems. The experimental results confirm its

ability to converge quickly to the DM’s most preferred region. Its competitive advan-

tage over the state-of-the-art method, called NEMO-0, is increasing when the DM

provides a richer preference information composed of a greater number of pairwise

comparisons of solutions.
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1 Introduction

Multiple Objective Optimization (MOO) is concerned with problems involving sev-

eral objectives to be optimized simultaneously, subject to a set of constraints [3]. It

has been applied in many domains, including engineering design, economics, man-

agement, transportation, and production. In all these fields, decision making needs

to account for multiple conflicting viewpoints, which implies that there is no objec-

tively best solution. Consequently, MOO methods aim at identifying a set of non-

dominated solutions, which form a Pareto front in the objective space.

In the recent years, Evolutionary Multiple Objective Optimization (EMO) meth-

ods are prevailing in decision contexts where an entire Pareto front needs to be

approximated [1]. These algorithms mimic the process of natural evolution by pro-

gressively modifying a set of solutions through mutation, recombination, and selec-

tion [9]. Due to a smart simulation of the principles of reproduction and survival of

the fittest, EMO methods have proven their suitability for finding a well-distributed

set of non-dominated solutions, being a good approximation of the Pareto front, in

many real-world optimization problems [3].

Nonetheless, when using EMO for approximating an entire Pareto front, one

needs to be aware of some concerns. Firstly, evaluating a large set of very diverse

solutions contained in the approximation of the Pareto front with the aim of identi-

fying the most preferred solution may be demanding for the Decision Maker (DM)

in terms of the required cognitive effort. Secondly, generation of an entire represen-

tation of the Pareto front may be resource intensive. Thirdly, when the number of

objectives increases, a selection pressure imposed by the traditional EMO methods

may be insufficient to ensure a satisfactory quality of approximation and distribution.

To address these problems, one has proposed to guide the evolutionary optimiza-

tion by integrating interactively some preference information provided by the DM. In

this way, the search may be focused on the DM’s most preferred region of the Pareto

front, the pace of convergence increases, and the pressure is strengthened enough to

effectively deal with many-objective problems.

The existing interactive evolutionary algorithms account for preference informa-

tion provided in different forms and employ various preference models. When it

comes to the former, the prevailing trend in MOO consists in asking the DM to com-

pare some pairs of solutions from a current population (see, e.g., [4] and [13]). On

the practical side, this allows to avoid by the DM a direct reference to some technical

parameters. From the methodological viewpoint, the inference of a preference model

reproducing such natural holistic preferences necessitates looking for the rational

basis through which the desired pairwise comparisons were made [10].

As far as models used to represent DM’s preferences are concerned, the majority

of interactive evolutionary algorithms incorporate value functions. In particular, in

[7] and [2] one employed, respectively, polynomial or non-linear complex functions.

Conversely, [13] and [4] proposed to use an additive value model. Whichever the
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form of the function, the scores it provides allow comprehensive evaluation of the

solutions in a given population. Such results can be used to guide the evolutionary

search.

In this paper, we propose a new interactive approach to MOO, which combines

an evolutionary algorithm, called NSGA-II [8], with an interactive cone contraction

method originally conceived to deal with a limited number of solutions [10]. We

require the DM to define a reference point and provide – at regular intervals – pair-

wise comparisons of some solutions. These pairwise comparisons are represented

with an Achievement Scalarizing Function (ASF) [15]. The directions of the iso-

quants of all compatible ASFs form a preference cone in the objective space, which

is gradually contracted when more pairwise comparisons are provided. The solu-

tions which are situated within the cone correspond better to the DM’s preferences.

To promote such solutions in the optimization run, we modify NSGA-II so that it

accounts for distances of the solutions from the reference point according to a com-

patible ASF which is the most discriminant with respect to the solutions compared

pairwise by the DM. The phases of preference elicitation and evolutionary search

alternate until the population is well-converged.

The use of the proposed algorithm is illustrated by examples revealing its ability

to focus the search on the DM’s most preferred region. We also discuss results of the

experiments concerning the quality of population constructed by the method, as well

as its convergence speed for different benchmark problems and various simulated

decision making policies.

2 Concepts: Definitions and Notation

Multiple Objective Optimization. We consider MOO problem in which a set of

solutions A = {a1, a2,…} is evaluated in view of m conflicting objectives, F =
{f1, f2,… , fm}. Each solution ai ∈ A is associated with an evaluation vector denoted

by f (ai) = [f1(ai), f2(ai),… , fm(ai)]. Without loss of generality, we assume that for all

objectives less is preferred to more. Thus, a general formulation of a MOO problem

is:

Minimize {f1(ai), f2(ai),… , fm(ai)}
subject to ai ∈ S, (1)

where S is a non-empty feasible region.

Non-dominated Solutions. Solution ai ∈ A is non-dominated if and only if there is

no other ak ∈ A such that ak is at least as good as ai with respect to all objectives,

and strictly better for at least one objective.
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Preference Model. We require the DM to provide some desired values on all objec-

tives which contribute to the definition of a reference point z̄ = {z̄1,… , z̄m}. Most

often, reference points correspond to objective values that the DM would like to

achieve. To represent preferences of the DM and comprehensively judge the quality

of solutions, we use an achievement scalarizing function. It provides a distance of

solution ai ∈ A from reference point z̄. ASF is defined as follows [15]:

s(ai, 𝜆, f ) = maxj{𝜆j(fj(ai) − z̄j)} + 𝜌

m∑

j=1
(fj(ai) − z̄j), (2)

where 𝜆 = [𝜆1,… , 𝜆m] is a weighting vector, 𝜆j ≥ 0, j = 1,… ,m, and 𝜌 > 0 is an

augmentation multiplier. Clearly, the less s(ai, 𝜆, f ), the more ai is preferred to the

DM.

Preference Information. During the optimization run, we expect the DM to answer

pairwise elicitation questions in the form “which one do you prefer, ai or ak?”

for ai, ak ∈ A [6]. The pairs to be compared are either selected by the DM or

drawn randomly. Using ASF, we assume that it is suitable for representing the

DM’s preferences. Thus, answering ai by the DM (denoted by ai ≻DM ak) imposes

s(ai, 𝜆, f ) < s(ak, 𝜆, f ), and indication of ak as more preferred implies an inverse

inequality. Hence, ai ≻DM ak ⇒ ∃j∀l 𝜆l(fl(ai) − z̄l) + 𝛾 ≤ 𝜆j(fj(ak) − z̄j), where 𝛾 =
𝜌

∑m
j=1 𝜆j(fj(ai) − fj(ak)). In this regard, the set of constraints E(DM) given below

translates all pairwise comparisons provided by the DM to a compatible ASF:

for all ai ≻DM ak ∶
[
(
𝜆1(f1(ai) − z̄1) + 𝛾 + 𝜀 ≤ 𝜆j(fj(ak) − z̄j)

)
∧(

𝜆2(f2(ai) − z̄2) + 𝛾 + 𝜀 ≤ 𝜆j(fj(ak) − z̄j)
)
∧

...(
𝜆m(fm(ai) − z̄m) + 𝛾 + 𝜀 ≤ 𝜆j(fj(ak) − z̄j)

)
] ,

for some j = 1,… ,m

⎫
⎪
⎪
⎪
⎬
⎪
⎪
⎪⎭

E(DM)

where 𝜀 is an arbitrarily small positive value.

If 𝜀
∗ = max 𝜀, s.t. E(DM), is greater than 0, the set of compatible ASFs s(DM) is

non-empty. Otherwise, the provided preference information is inconsistent with the

assumed preference model, which means that there is no ASF that would reproduce

all pairwise comparisons provided by the DM.

Representative Achievement Scalarizing Function. If s(DM) ≠ ∅, there is usu-

ally more than one compatible ASF. In this paper, to evaluate a set of solutions we

will use a single compatible ASF sR ∈ s(DM), which is obtained by maximizing

𝜀, subject to E(DM). It aims at discriminating comprehensive values of solutions

compared pairwise by the DM. However, since E(DM) is non-linear, to identify the

most discriminant ASF, we will use Monte Carlo simulation [14]. For this purpose,
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we sample a large set of weights 𝜆 from a uniform distribution, and select the one

for which s(ak, 𝜆, f ) − s(ai, 𝜆, f ) for any ai ≻DM ak is maximal. Clearly, sR imposes a

complete order on set A. In particular, ai is preferred to ak according to sR (ai ≻sR ak)
iff sR(ai, 𝜆R, f ) < sR(ak, 𝜆R, f ).

Dealing with Incompatibility of Preference Information. If there is no ASF com-

patible with the DM’s preferences, some constraints underlying the inconsistency

need to be removed from E(DM). For this purpose, the procedure removes the con-

straints representing the oldest pairwise comparisons. Once the set of constraints

becomes feasible, the method reintroduces the removed constraints starting from

these corresponding to the newest pairwise comparisons until feasibility is main-

tained [5].

3 Interactive Cone Contraction for Evolutionary Multiple
Objective Optimization

The EMO methods aim to approximate an entire Pareto front. In this paper, we refer

to Non-dominated Sorting Genetic Algorithm II (NSGA-II) [8], which starts the

search with the initialization of random population P0 composed of N solutions.

In iteration t, N offspring solutions Qt are created using the usual genetic opera-

tors applied to the parents Pt. Then, both sets of solutions are combined to obtain

population Rt = Pt ∪ Qt of size 2N. The new population (Pt+1) is constructed by:

∙ incorporating the best Pareto fronts (1, 2, …, l) from Rt that entirely fit in Pt+1
(i.e.,

∑l
k=1 |k| ≤ N);

∙ filling the remaining slots (N −
∑l

k=1 |k|) in Pt+1 with the best solutions from

l+1 according to the crowding distance operator.

The process is iterated until a stopping criterion is met (usually, the algorithm is run

for a fixed number of generations).

The proposed algorithm combines NSGA-II with an interactive cone contrac-

tion method [10]. The major difference consists in asking the DM to provide ref-

erence point z̄ and to answer a single pairwise comparison question at regular elic-

itation intervals (EI). Analogously to NSGA-II, the method incorporates fast non-

dominated sorting algorithm as a primary criterion when constructing a new pop-

ulation. When it comes to the secondary criterion, instead of promoting solutions

with the greatest crowding distance, we favor these whose distance from z̄ is the

least according to a representative ASF, sR. Algorithm 1 describes the use of the

proposed method for the t-th generation.
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Algorithm 1 A single iteration of the interactive evolutionary cone contraction

method for constructing the t-th generation (adapted from [12]).

Rt = Pt ∪ Qt
if Time to ask the DM then

Elicit DM’s pairwise comparison

Determine the most discriminant achievement scalarizing function sR
end if
 = 𝚏𝚊𝚜𝚝-𝚗𝚘𝚗-𝚍𝚘𝚖𝚒𝚗𝚊𝚝𝚎𝚍-𝚜𝚘𝚛𝚝(𝚁𝚝)
Pt+1 = ∅ and i = 1
while |Pt+1| + |i| ≤ N do

Pt+1 = Pt+1 ∪ i
i = i + 1

end while
Sort(i, ≻sR )
Pt+1 = Pt+1 ∪ i[1 ∶ (N − |Pt+1|)]
Qt+1 = 𝚖𝚊𝚔𝚎-𝚗𝚎𝚠-𝚙𝚘𝚙(𝙿𝚝+𝟷)

t = t + 1

4 Experimental Results

In this section, we study the performance of the proposed interactive evolutionary

algorithm on a set of benchmark MOO problems involving from 2 to 5 objectives.

Our method (let us denote it by ECC-MRW – evolutionary cone contraction – the
most representative weights) is compared against NSGA-II and NEMO-0 [4]. The

latter method is similar to ECC-MRW with the proviso that it incorporates a general

additive value function as an internal preference model.

In order to model the interaction, we simulate an artificial DM applying some pre-

defined preference model UDM for indicating more preferred option in each pair of

solutions selected by the algorithm. In particular, we use either linear or Chebycheff

function defined as follows:

ULIN
DM (ai) =

m∑

j=1
wjfj(ai), (3)

and UCHEB
DM (ai) = maxj=1,…,m{wjfj(ai)}, (4)

where wj, j = 1,… ,m, is a weight of the j-th objective. Note that since all objectives

are of cost-type, these functions are to be minimized.

The solutions presented to the DM are non-dominated and, whenever possible,

they have the least distance from z̄ for some compatible ASF. In out tests, we assumed

z̄j = 0, for j = 1,… ,m, thus, focusing more on investigating the impact of pairwise

comparisons.

Regarding generation of offspring population, to fill the mating pool we perform

tournament selection with size of 5. We generate offspring by simulated binary

crossover with probability of 1.0 and distribution index of 10 for NSGA-II. For
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NEMO-0 and ECC-MRW the distribution index is set to 1.0 in order to ensure the

convergence of the population. Furthermore, we apply polynomial mutation with

probability of 1∕v (where v is the number of decision variables) and distribution

index of 10 for all the algorithms.

4.1 Illustrative Examples

In this subsection, we use 2-objective benchmark problems ZDT1 and DTLZ2 for

an initial graphical presentation of the convergence and accuracy of the proposed

method. We assume that elicitation interval EI is equal to 8, population size is

set to N = 50, whereas two accounted artificial DM’s Chebycheff value functions

are parameterized with the following weights (w1,w2) for: UCHEB
DM,1 − (0.5, 0.5) and

UCHEB
DM,2 − (0.3, 0.7).
Figure 1 shows the typical results of ECC-MRW, NEMO-0, and NSGA-II after

40, 80, and 200 generations for ZDT1 with a convex Pareto front and a DM whose

value system is simulated with UCHEB
DM,1 . NSGA-II attempts to approximate the entire

Pareto front and gets there only after 200 generations. Conversely, ECC-MRW and

NEMO-0 focus the search only on the region which is relevant from the DM’s per-

spective. For example, after 80 generations both interactive algorithms converged to

the DM’s most preferred region, however, ECC-MRW reached a desired part of the
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Fig. 1 Exemplary results of ECC-MRW, NEMO-0, and NSGA-II on ZDT1 after 40, 80, and 200

generations for UCHEB
1 ((w1,w2) = (0.5, 0.5))
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Fig. 2 Exemplary results of ECC-MRW, NEMO-0, and NSGA-II on ZDT1 after 40, 80, and 200

generations for UCHEB
2 ((w1,w2) = (0.3, 0.7))

Pareto front faster. This proves that incorporation of pairwise comparisons into the

evolutionary search allows speeding up the convergence of the optimization algo-

rithm.

Figure 2 shows the results for the same test problem though with a different DM’s

value function UCHEB
DM,2 . Again, with progressive specification of preference infor-

mation, the interactive evolutionary algorithms are able to systematically focus the

search. Clearly, with more pairwise comparisons, they have a more precise under-

standing of the DM’s needs. Moreover, the pace of convergence of ECC-MRW is

confirmed to be faster than that of NEMO-0. Referring to the form of UCHEB
DM,2 , let us

remind that the greater the weight, the more important it is to minimize the respec-

tive objective. Since in this case w2 = 0.7 > w1 = 0.3, the interactive evolutionary

algorithms put more attention on optimizing f2 rather than f1, thus, converging to

a different part of the Pareto front than when being guided with UCHEB
DM,1 with equal

weights w1 = w2 = 0.5 (see Fig. 1).

Such characteristic performance of the accounted MOO algorithms is confirmed

for DTLZ2 with a concave Pareto front (see Figs. 3 and 4). In this case, the advantage

of ECC-MRW over NEMO-0 is even more evident. Indeed, ECC-MRW focuses on

the most interesting regions of the Pareto front faster and more accurately. The latter

is particularly visible in the sub-figures presented in the bottom-left corners, which

exhibit populations created after 200 generations. This is not surprising, as given an

artificial DM with the Chebycheff value function, an ASF-based preference model

is able to better capture the DM’s preferences.
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Fig. 3 Exemplary results of ECC-MRW, NEMO-0, and NSGA-II on DTLZ2 after 40, 80, and 200
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4.2 Convergence in Terms of the Best-in-population and
Average-of-population Values

In this subsection, we study the convergence of the proposed interactive evolutionary

algorithm. For this purpose, we examine the relative value differences Urel
DM of the

solutions the algorithm constructs:

Urel
DM(ai) = [UDM(ai) − UDM(aw)]∕UDM(aw), (5)

where aw is the true Pareto-optimal solution that is the best in view of the assumed

DM’s value function UDM . For each population, these can be used to derive two

convergence measures [5, 11]:

∙ best-in-population relative value difference, denoted by BRVD, i.e., Urel
DM(a

∗) of

the best solution a∗ according to UDM contained in a given population found by

the algorithm; this convergence measure indicates how far is the best solution in

the population from the Pareto-optimal solution that is truly the best in view of the

assumed DM’s value function UDM; the same value function is used to designate

the best solution in the population;

∙ average-of-population relative value difference, denoted by ARVD, i.e., mean

Urel
DM(ai) for all solutions ai in a given population found by the algorithm; this

convergence measure indicates how far is an average solution in the population

from the Pareto-optimal solution that is truly the best in view of the assumed DM’s

value function UDM; the same value function is used to calculate the average value

of solutions in the population; this measure says whether the algorithm is appro-

priately focusing the search on the region of the greatest interest to the DM.

All results have been averaged over 100 independent runs, each for different weight

vectors of the DM’s assumed value function drawn from a uniform distribution using

the Hit-And-Run algorithm [14].

Figures 5 and 6 present the convergence plots for the best and average conver-

gence measures (BRVD and ARVD) for, respectively, ZDT2 and DTLZ2 (the exact

simulation parameters are provided in Table 1). Note that to make the differences

between BRVD and ARVD for NSGA-II, NEMO-0, and ECC-MRW more evident,

we have used a logarithmic scale for the vertical axes in these figures. These plots

demonstrate:

∙ a competitive advantage that the interactive evolutionary algorithms gain over

NSGA-II when they accumulate a sufficient number of pairwise comparisons to

get a good understanding of the DM’s preferences;

∙ a difference between best-in-population and average-of-population convergence

measures; for example, this difference tends to be small for interactive algorithms

and very large for NSGA-II;

∙ a generation number at which the performance of algorithms stabilizes due to

either converging to the most preferred region (in case of ECC-MRW and NEMO-

0) or getting stuck as a result of insufficient selection pressure (in case of NSGA-
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II); note that such a number can be interpreted in terms of accuracy in identifying

the DM’s most preferred solution, or the Pareto front; in fact, low values of con-

vergence measures BRVD and ARVD for ECC-MRW confirm that the proposed

algorithm works well.
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To comprehensively compare the performance of ECC-MRW, NEMO-0, and

NSGA-II on various benchmark MOO problems, we focused our attention on the

convergence measures BRVD and ARVD. We tested the algorithms against the fol-

lowing benchmark problems: ZDT1, ZDT2, DTLZ1, DTLZ2, DTLZ3, and DTLZ4.

For DTLZ1 test problem we reduced the distance-related bias from 100.0 to 1.0 in

order to focus more on the analysis of the convergence of the algorithms towards the

most preferred region. For each of the problems, in Tables 1 and 2 we provide an

experimental setting. It consists of the assumed DM’s value function, characteristics

of the problem (numbers of objectives m and decision variables v), population size

N, and number of generations for which the algorithms was run G. The elicitation

interval EI was adjusted so that the DM provided 50 pairwise comparisons through-

out G generations. Moreover, when presenting the results in Tables 1 and 2, for each

problem we distinguish in bold the best performing algorithm as well as the one(s)

that did not prove to be significantly worse than it according to a Mann-Whitney-U

test with 5% significance level.

In Table 1, we present the minimal values of BRVD and ARVD throughout G
generations for three algorithms and eleven different settings. For clarity of presen-

tation, the results presented in the main part of the table have been multiplied by

factor p whose value (from 103 to 105, reported in the table) depends on the specific

setting. We also provide an average rank of each algorithm across 100 simulation

runs with different DM’s value functions, e.g., Rank = 1 means that the algorithm

was the best with respect to BRVD (or ARVD) in all 100 runs.

When it comes to the quality of the best constructed solution (BRVD), ECC-

MRW is significantly better than NEMO-0 for all settings involving the DM’s Cheby-

cheff value function. This is confirmed by the mean values as well as by the expected

ranks. For ECC-MRW, the lowest (the worse) such rank is equal to 1.4 (see DTLZ4),

whereas for NEMO-0 the highest (the best) rank is 1.8 (see DTLZ1). Also, low stan-

dard deviation (SD) confirms the robustness of ECC-MRW in terms of its ability for

dealing with different decision policies.

As far as the average value of the entire best population is concerned (ARVD),

ECC-MRW is superior to other methods for the vast majority of considered settings

involving UCHEB
DM . In fact, for many of these settings, ARVD for ECC-MRW is more

advantageous than BRVD for NEMO-0, which indicates that on average all solutions

returned by ECC-MRW are more preferred to the best solution constructed with

NEMO-0. Nonetheless, for few considered variants of DTLZ, the advantage of ECC-

MRW over NEMO-0 is not statistically significant.

Conversely, for a unique test problem ZDT1 that incorporated the DM’s linear

value function ULIN
DM , NEMO-0 proved to be more advantageous than ECC-MRW.

Finally, whichever the considered problem, NSGA-II is much worse than both inter-

active evolutionary algorithms. It is not surprising since the latter ones construct

only solutions that are relevant from the DM’s point of view.

To evaluate the performance of the algorithms throughout all G generations, we

also consider the average values of BRVD and ARVD over G generations. These are

presented in Table 2, using the same convention as in Table 1. The conclusions that
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can be derived from their analysis are similar to those for the minimal (best found)

values. The major differences are the following:

∙ for a problem involving the DM’s linear value function, ECC-MRW is competitive

to NEMO-0; this suggests that using ASF as an internal preference model within

the algorithm might get to the more preferred region faster, even when pairwise

comparison questions are answered with ULIN
DM ;

∙ when the DM’s Chebycheff value function is used, the difference between NEMO-

0 and ECC-MRW is smaller; this indicates that in the initial generations, the algo-

rithms attain similar results, while ECC-MRW gains a competitive advantage only

when it cumulates more preference information;

∙ NSGA-II is more advantageous in terms of BRVD, compared to the results

reported in Table 1; this derives from the fact that even if NSGA-II is not able

to discover solutions which are very relevant from the DM’s point of view, it finds

some reasonably good solution quickly.

5 Conclusions and Future Research

In this paper, we presented an interactive evolutionary algorithm, called ECC-MRW,

for dealing with multiple objective optimization problems. The proposed method

requires the DM to provide a reference point and successively compare pairs of

solutions from a current population. Such preference information is represented by

a compatible instance of an achievement scalarizing function. We use the scores of

solutions derived from an application of the most discriminant compatible function

to modify the selection procedure originally used in NSGA-II. This allows the algo-

rithm to guide the evolutionary search towards the region of the greatest interest to

the DM.

Our empirical results show that the proposed method works well. First, we illus-

trated its ability to focus the search by presenting populations obtained at different

stages of the optimization run. We proved that the algorithm was able to converge

to different parts of the Pareto front depending on various weights put in the value

function of a hypothetical DM. Secondly, we presented results concerning the speed

of convergence to the DM’s most preferred region and accuracy in finding the user-

preferred solutions. Our method proved to vastly outperform NSGA-II for all con-

sidered test functions. Its competitive advantage over the state-of-the-art method,

called NEMO-0, was particularly visible when the DM provided a richer prefer-

ence information, i.e., relatively more pairwise comparisons of solutions. Then, for

many benchmark problems, an average quality of the solutions constructed with

ECC-MRW was more advantageous than a quality of the best solution obtained with

NEMO-0.

We envisage the following future research directions:

∙ designing interactive evolutionary algorithms that would take into all compatible

achievement scalarizing functions instead of solely the most discriminant one, and
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incorporating the outcomes of robustness analysis involving all these functions

into the selection procedure;

∙ studying the performance of algorithms for different elicitation intervals, starting

generations for preference elicitation [11], and interaction patterns [7];

∙ proposing adaptive strategies for preference elicitation that would ask the DM for

comparing pairs of solutions only when it is needed, thus, decreasing the cognitive

effort required from the DM;

∙ developing methods for graphical presentation of the populations constructed by

the algorithms during the entire optimization run rather than only these obtained

after arbitrarily selected few generations.
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A Review of Fuzzy and Mathematic
Methods for Dynamic Parameter
Adaptation in the Firefly Algorithm

Oscar Castillo, Carlos Soto and Fevrier Valdez

Abstract The firefly algorithm is a bioinspired metaheuristic based on the firefly’s
behavior. This paper presents a review on previous works on parameters analysis
and dynamical parameter adjustment, using different mathematical approches and
fuzzy logic.

Keywords Firefly algorithm ⋅ Parameter adaptation ⋅ Optimization problems ⋅
Mathematical functions ⋅ Fuzzy adaptation

1 Introduction

The metaheuristic algorithms for search and optimization divide their work into two
tasks. The first consist in making an exploration or localization of promising areas,
where the best solutions may be, and the second task, the exploitation, which
consist on concentrating in the areas where the best solutions were found to con-
tinue with the search.

The firefly algorithm (FA) has been proved to be very efficient in solving
multimodal, nonlinear, global optimization problems, classification problems, and
image processing. The fireflies are beetles from the Lampyridae family; which the
main characteristic are their wings. Exist over 2000 species of fireflies; their
brightness comes from the special luminal organs under the abdomen. The flashing
light of the fireflies shines in a specific way for each species. Each shining way is an
optical sign that helps the fireflies to find their couple. The light can also work as a
defense mechanism. This characteristic inspired Xin-She Yang in 2008 to design
the firefly algorithm [27].
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This paper is organized as follow. Section 2 describes the firefly algorithm.
Section 3 is about parameter tuning and dynamic adjustment. Section 4 presents a
summary of previous works with FA and where a dynamical adjustment of the FA
parameters is carried out. Section 5 presents some final comments.

2 Firefly Algorithm

The FA uses three idealized rules:

1. Fireflies are unisex so that one firefly will be attracted to other fireflies regardless
of their sex.

2. The attractiveness is proportional to the brightness, and decreases when the
distance increases between two fireflies. Thus for any two flashing fireflies, the
less bright one will move towards the brighter one. If there is no brighter one
than a particular firefly, then it will move randomly.

3. The brightness of a firefly is determined by the landscape of the objective
function.

As it is shown in Fig. 1, the algorithm begins defining the number of fireflies to
use and the number of iterations. The parameters α, β and γ, controlling the
exploration and exploitation, must be initialized, and the optimization function must
be defined. The next step in the algorithm is the main cycle. The firefly algorithm is
based on the attraction between the fireflies depending its light intensity, in the
algorithm one firefly is selected and then its light intensity is compared with all the
other fireflies. If the light intensity of a firefly A is less bright than the firefly B, then
the firefly A is move towards the firefly B. If not, the firefly has only a random
movement. This process continues until all the iterations are over or a stop criterion
is reached.

2.1 Firefly’s Movement

The firefly moves according to the following equation.

xi+1 = xi + β0e
− γ r2ij xi − xj

� �
+ αε1 ð1Þ

The FA movement consists of three terms to determine the next position of the
firefly. The actual position of the firefly is represented by the vector xi, the second
term manage the exploitation where β0 is the initial attraction of the firefly, γ is the
constriction factor, r is the Euclidean distance between the position of the firefly xi
and the firefly xj. The last term manage the exploration where α is the parameter that
controls how much randomness is allow the firefly to have in its movement and ε1
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is a vector that contains random numbers drawn from a Gaussian distribution or
uniform distribution at time t. If β0 = 0, it becomes a simple random walk, or β0 is
the attractiveness at the distance r = 0. On the other hand, if γ = 0, FA reduces to a
variant of particle swarm optimization.

Fig. 1 FA flowchart
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2.2 Light Intensity and Attractiveness

The variation of light intensity and formulation of the attractiveness are very
important in the firefly algorithm. The attractiveness of a firefly is determined by its
brightness, which can be associated with the encoded fitness function.

As a firefly’s attractiveness is proportional to the light intensity that is seen by
adjacent fireflies, we can now define the variation of attractiveness β with the
distance rij between firefly i and firefly j. The light intensity decreases with the
distance from its source, and light is also absorbed by the enviroment, this is why
the attractiveness varies with the degree of absorption γ.

The light intensity is presented in the equation below,

I rð Þ= Is
r2
, ð2Þ

where Is is the intensity at the source. For a given medium with a fixed light
absorption coefficient γ, the light intensity I varies with the distance r.

I = I0e− γr, ð3Þ

where I0 is the original light intensity and combining Eqs. 2 and 3, we have.

I rð Þ= I0e− γr2 , ð4Þ

as a firefly’s attractiveness is proportional to the light intensity that is seen by
adjacent fireflies, we can now define the attractiveness β of a firefly by

β= β0e
− γr2 , ð5Þ

where β0 is the attractiveness at r = 0. Some studies suggest β0 = 1 can be used for
most applications.

The attractiveness function β(r) can be anymonotonically decreasing functions [27].

2.3 Restriction Coefficient

The γ parameter is the absorption coefficient for the light and controls the variation
of the attractiveness (and light intensity), and its values determine the speed of the
convergence of the FA. In theory, γ ∈ 0,∞�j . But if γ is very large, then the light
intensity decreases too quickly and would result in stagnation, thus the second term
(4) becomes negligible. On the other hand if γ is very small then the exponential

factor: e− γr2ij → 1 and would suffer from premature convergence [27]. But this rule
is not always true as was report in [9] were the experiments show that with
γ =0.008 the highest success rate was achieved.
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In [3] is mentioned that for most applications its value varies from 0.01 to 100,
but they used γ =1 for their simulations. Other experiments set the light absorption
coefficient as 0.00006≤ γ ≤ 0.4 and they recommend the fixed value of 0.02 of their
method [28].

However, we can set γ =
ffiffiffi
L

p
, where L is the scale. Or we can set γ =O 1ð Þ if the

scaling variations are not significant, then.
For the population size n we can use 15 ≤ n ≤ 100, or 25 ≤ n ≤ 40 [24].

But there are some cases when a small number of fireflies is more efficient as in [28]
although increasing the population helps to improve the search because more
fireflies are distributed throughout the search space.

2.4 Distance

The variable r in the second term on (1) is the distance between any two fireflies
i and j at vector xi and vector xj, is the Cartesian distance,

rij =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
d

k=1
xi, k − xj, k
� �2s

, ð6Þ

where xi, k is the kth component of the spatial coordinate xi of the ith firefly.
Although the distance r is not limited to the Euclidean distance. If necessary another
type of distance can be use in the n-dimensional hyperspace depending on the type
of problem or our interest. Any measure that can effectively characterize the
quantities of interest in the optimization problem can be used as the distance r [1].
For example [18] uses distance r as the difference between the scores of two fireflies
(solutions). The Hamming distance is used in [9] to represent the structural dif-
ferences between candidate (firefly or solution) genotypes.

2.5 Randomization

The component of uncertainty in (1) is the third term in the equation. This com-
ponent adds randomization to the algorithm that helps to explore various regions of
the search space and has diversity of solutions [24]. With the adequate control of
exploration, the algorithm can jump out of any local optimum and the global
optimum can be reached.

Some experiments suggest α → 1 at the start of the iterations and finishing with
a α → 0. The formula presented below is representing this idea.
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αt = α0δ
t, 0 < δ<1 ð7Þ

where α0 is the initial randomness scaling factor, and δ is a cooling factor, and it
can be use as δ=0.95 to 0.97. If α0 is associated with the scalings of design
variables FA will be more efficient. Let L be the average scale of the problem of
interest, we can set α0 = 0.01L initially. The factor 0.01 comes from the fact that
random walks requires a number of steps to reach the target while balancing the
local exploitation without jumping too far in a few steps, for most problems 0.001
to 0.01 can be used [24].

Another formula for the control of randomness was presented in [27], and the
implementation is as follows:

Δ=1−
10− 4

0.9

� � 1
MAX GEN

,

α t+1ð Þ = 1−Δð Þ*αt,
ð8Þ

where Δ determines the step size of the random walk, MAX_GEN is the maximum
number of iterations and t is the generation counter. The parameter α t+1ð Þ descends
with the increasing of the generation counter.

In [3] they replaced the α by α*Sj, where the scaling parameters Sj in the d
dimensions are determined by the actual scales of the problem of interest, and is
calculated by:

Sj = ujlj ð9Þ

where j = 1,2,…,d, uj and lj are the lower and upper bound. Also in this paper it is
reported that value of the parameter α less than 0.01 do not affect the optimization
results.

With the goal of giving a better exploration behavior to the FA the following
formula is proposed:

∝ = ∝∞ + ∝0 −∝∞ð Þe− t, ð10Þ

where t∈ 0,Max Iteration½ � is the time for simulations and Max_Iteration is the
maximum number of iterations. ∝0 is the initial randomization parameter while ∝∞
is the final value [25].

Referring to the vector of random numbers ε1 it can be drawn from a Gaussian
distribution or Uniform distribution [27]. However, the appropriate distribution
depends on the problem to be solved, more precisely, on a fitness landscape that
maps each position in the search space into fitness value. When the fitness land-
scape is flat, uniform distribution is more preferable for the stochastic search pro-
cess, whilst in rougher fitness landscapes Gaussian distribution should be more
appropriate. Various probability distributions were used to study their impact on the
algorithm, they used Uniform, Gaussian, Lévi flights, chaotic maps, and the
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Random sampling in turbulent fractal cloud. Here’s concluded that in some cases
the selection of the more appropriate randomized method can even significantly
improve the results of the original FA (Gaussian). The best results were observed by
the Random Sampling in Turbulent Fractal Cloud and Kent chaotic map [8].

The original FA doesn’t consider the current global best “gbest”, and adding an
extra term can make an improvement [27].

λϵ2 gbest− xið Þ ð11Þ

In [24] an analysis on the number of iterations needed to achieve a certain level
of accuracy is showed, here we see that the number of iterations it isn’t affected
much by dimensionality and for higher dimensional problems the number of iter-
ations does not increase significantly. The analysis above mentioned was on the
algorithm worst-case scenario.

3 Parameter Control

Parameter control is an open question problem, a quest for the right technique that
can show mathematically how the performance of the algorithm is affected by the
parameters and use this information to make the right adjustment for improvement.
The works that have been done until this moment propose very simple cases, strict
conditions and sometimes unrealistic assumptions, but there are no theoretical
results, so the problem remains unsolved [24].

3.1 Parameter Tuning

The convergence rate of the algorithms is related to the eigenvalues that control the
parameters and the randomness when we represent as a vector equation once
establishing an algorithm as a set of interacting Markov chains. The difficulty of
finding this eigenvalue makes the tuning of parameters a very hard problem. The
aim of parameter tuning is to find the best parameter setting so that an algorithm can
perform well for a wider range of problems, at the end, this optimization problem
requires a higher level of optimization methods [24]. One approach to develop a
successful framework for self-tuning algorithms was in [23] having good results.
Here the FA algorithm is used to tune itself.
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3.2 Parameter Control

After tuning the parameters of an algorithm very often, they remain fixed during
iterations, on the other hand for dynamic parameter control they vary during the
iterations, searching for the global optimal. This is also an optimization problem
unresolved. In the next lines, we are going to point out the considered factors to
construct a fuzzy controller in others studies.

The use of fuzzy logic has been widely use for controlling the parameters of
metaheuristic to get an improve in the performance. Knowing the difficult task of
choosing the correct values of the parameters to have a good balance between
exploration and exploitation, [15] use ACO for doing this work focusing on the
alpha parameter who has a big effect on the diversity and can control the conver-
gence, for the fuzzy control inputs they use the error and change of error with
respect to an average branching factor reference level. And an improvement was
observed but when they try to attack optimization problems with benchmark
functions their proposed strategy fail due to the lack of heuristic information.

Another proposal that improves the performance of the algorithm in this case
PSO is [16] where three approaches using fuzzy control was presented, here two
parameters, the cognitive factor, and social factor, are change dynamically during
execution via a control using fuzzy logic; the inputs consider were iteration,
diversity and error. The results show two of the fuzzy controllers helps to improve
the algorithm. In another study, only using three tests functions, the inputs con-
sidered are the current best performance evaluation and the current inertia weight;
the output variable is the inertia weight [5].

The importance of knowing how much influence a parameter has in the algo-
rithm is crucial for implementing an efficient fuzzy control system [17]. In [4] only
one input (generations) is use for the fuzzy control system and one parameter its
values is dynamically decreasing.

4 FA Applications

FA is potentially more powerful than other existing algorithms such as PSO. And
it’s being used in many areas, for example: benchmark reliability-redundancy
optimization problems [19], benchmark engineering problems [22], path planning
[21], dynamic environment optimization problems [1, 6, 14], neural network
training [13], image and data clustering [10, 29], generate optimized fuzzy models
[12]. Some study leaves the door open for more research where varying an added
parameter can make an improvement on the convergence of the algorithm [26].
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4.1 Firefly Algorithm Parameter Adjustment

The strategy for setting the optimal values of the adjustable parameters on [18] is
trial-and-error, the results show an Hybridizing Firefly Algorithm improvement in
the fitness of the optimal solution was obtained with a significant reduction of the
execution time.

Using the combination of different techniques can obtain good results: Learning
Automata for adapting a parameter, Genetic Algorithm for sharing information
between the populations [7].

For a job scheduling application the FA’s parameters were set doing experiments
and statistical analysis, in this case (the values may be specific to this problem) the
best values were:

100 fireflies, 25 generations, α = 0.5, β = 1 and γ = 0.1. They found the most
influencing factor was α, followed by β, a number of fireflies, generations and
finally γ [11].

The virtue of FA is a natural attraction and how it works for a firefly and his
close neighbors.

4.2 Fuzzy Control for Parameter Adjustment

An important factor to consider in the design of a fuzzy parameter controller is the
iteration, diversity, and error which are used in [20]. But also choosing the right
combination of parameters is important, in this case, the results obtained do not
improve the original algorithm, this may be because they only focus on controlling
the parameters that are responsible for the convergence but forgot to reduce the
parameter responsible for the randomness.

Different analysis leaves to different implementations, [2] considers the param-
eters α (control the exploration) and γ (coefficient of light restriction) to be ones to
control. As inputs to the fuzzy control system they use the variable Count for
referring to the generations and Delta that is defined in 12:

Delta countð Þ= fitnessofthebestsolution countð Þ
− fitnessofbestsolution tillcountð Þ ð12Þ

With the proposed method they reported an increased performance in FA for
solving traveling salesman problems.
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5 Conclusions

There is no correct technique for tuning or dynamically controlling the parameters
of an algorithm, so following a framework is very helpful. It is worth pointing out
the need for investigating how to improve the frameworks that already exists or
create new ones.

For parameter tuning, experiments and stadistical studies is often use and proven
to improve the performance so it shoul be the first technique to try, but the dis-
advantage is setting will only work for this specific problem. In the case of
parameter control a combination of fuzzy logic or another metaheurictic or com-
putational intelligent technique as neural network or learning automata improves
the performance.
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Part V
Applications of Intelligent Technologies



Computational Intelligence Methods
in Personalized Pharmacotherapy

Adam E. Gawęda and Michael E. Brier

Abstract Effective pharmacologic therapy of chronic diseases remains a challenge
to physicians. Individual dose-response characteristics of patients may vary sig-
nificantly across patient populations. In addition, due to the chronic nature of the
process, they may change over time within individual patients as well. Current state
of the art protocols for dose adjustment of pharmacologic agents rely heavily on
data from drug approval process and physician’s expertise. However, they do not
directly incorporate the wealth of knowledge hidden in patient data collected in the
course of the treatment. In this chapter, we review the application of two Com-
putational Intelligence methods, Artificial Neural Networks and Fuzzy Set Theory,
to personalized pharmacologic treatment of a chronic condition using patient data
stored in Electronic Medical Records. As the application example, we use anemia
management in patients with renal failure. To demonstrate the potential of Com-
putational Intelligence methods in improving the disease management, we discuss
three human studies in which the discussed methods proved to be an effective
decision support aid to the physician.

1 Introduction

Pharmacologic treatment of chronic conditions frequently resembles a trial and
error process within a feedback loop. An initial dose of a pharmacologic agent is
first selected based on a standard reference. The patient is then monitored for
therapeutic response and adverse events. Subsequently, the dose is adjusted fol-
lowing the observed patient response. If the response is not sufficient, the dose may
be increased. If one or more adverse events are observed, the dose is decreased or
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even withheld. This trial and error process continues until an optimal balance is
achieved between the desired response and adverse events.

For many pharmacologic agents, the relationship between the dose and response
is non-linear and time-varying. To facilitate the administration of such agents,
practitioners have traditionally used standard protocols derived from official drug
approval data collected. Traditionally, such data have been analyzed using well
established population statistics looking at an average dose-response relationship
within a population of studied subjects. To achieve optimal drug response in an
individual patient, a medical practitioner must combine the knowledge encoded in
such “population-based” protocols with a considerable amount of experience and
expertise. Achieving a desired response on an individual basis is further compli-
cated by other concurrent medications and comorbidities, specific for each patient.

In this chapter, we use anemia of End Stage Renal Disease (ESRD) as an
example of a chronic condition. Anemia is a very common comorbidity in ESRD
and is the result of insufficient production of erythropoietin, a hormone responsible
for stimulating red cell production in the bone marrow. Clinically, anemia is defined
as insufficient amount of healthy red blood cells or hemoglobin. Hemoglobin is the
main part of red blood cells and is responsible for oxygen delivery to tissues to
promote energy metabolism. For a long time, repeated blood transfusions had been
the standard of care for anemia treatment in ESRD. Nowadays, Erythropoiesis
Stimulating Agents (ESA) are the primary form of treatment [1, 2]. However,
effective ESA dosing is challenging due to significant variability in hemoglobin
response across patient populations. Furthermore, large ESA doses without
observable hemoglobin response have been associated with adverse cardiovascular
events [3, 4]. Because of this, the US Food and Drug Administration (FDA) stip-
ulates ESA treatment individualization to decrease the risk of blood transfusions.
Furthermore, changes in reimbursement policy by Medicare, which provides cov-
erage for a large majority of ESRD patients, have led to an evolution of ESA dosing
patterns that results in lower average hemoglobin levels and more transfusions [5].

Ever since the introduction of ESA’s, nephrologists have been administering this
agent according to standardized protocols combining information from the regu-
latory guidelines with their own experience and expertise. In January 2010, the
FDA called for clinical studies to establish better dosing approaches for ESA’s,
including computer-directed algorithms [6]. In this chapter we specifically focus on
the application of two Computational Intelligence methods, Artificial Neural Net-
works (ANN) and Fuzzy Set Theory (FST) to perform dose-response modeling and
individualized dosing of ESA’s in anemia management in ESRD patients.

The chapter is organized as follows. In Sect. 2, we review reported examples in
which ANN’s and Fuzzy Models have been applied to data-driven ESA
dose-response modeling in ESRD patients. We look at the application of Fuzzy
Models for the same purpose. In Sect. 3, we review the results of several clinical
studies in which these techniques have been employed in conjunction with modern
control theoretic tools, to facilitate individualized ESA dosing in ESRD patients.
Section 4 summarizes the review.
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2 Computational Intelligence Approaches to Drug
Response Modeling

2.1 Artificial Neural Networks

Until the late twentieth century, traditional approaches to pharmacologic modeling
heavily relied on physiology-based models. Due to the complex multidimensional
nature of the human body, these physiologic models contained large numbers of
interrelated parameters which posed an extreme challenge when estimating such
models from clinical data. In certain situations, where the predictive capabilities of
a pharmacologic model are of primary interest, nonlinear data-driven black-box
modeling techniques, such as Artificial Neural Networks are a valuable alternative
as the modeling tool of choice in pharmacology.

One of the first reported applications of ANN’s in pharmacology dates back to
1995 [7, 8]. These early examples include the prediction of peak and trough con-
centrations of gentamicin [7] and the delayed renal allograft function as a guide to
initiate immunosuppression therapy in kidney transplant recipients [8]. In both
cases, the ANN’s were found to be superior to the state-of-the-art approach at the
time, the nonlinear mixed effect modeling (NONMEM). A similar finding was
reported by Chow et al. [9] who used the ANN to model the serum concentration of
tobramycin in pediatric patients. Camps-Valls et al. [10] investigated the applica-
tion of three types of ANN’s: Multilayer Perceptron (MLP), Finite Impulse
Response (FIR) network, and Elman network to prediction of cyclosporine con-
centration in kidney transplant recipients. They found all three ANN models to be
robust and accurate for this purpose.

The first applications of ANN to ESA dose-response modeling were reported in
2003 [11, 12]. Martin-Guerrero et al. [12] applied MLP, FIR, and Elman networks to
perform longitudinal modeling of hemoglobin response to subcutaneous ESA. The
models were trained to predict hemoglobin concentration one month ahead from an
input vector containing patient characteristics (age, weight), current hemoglobin and
iron stores concentration, as well as previously received dose of ESA and iron. The
networks were trained on data from 110 patients. Model selection was performed
using cross-validation. The authors found that all three analyzed ANN types achieved
similar performance measures in terms of mean absolute (MAE) and root mean
square (RMSE) prediction error. Due to the short time sequence of the input infor-
mation, the authors concluded that the recurrent ANN’s (Elman, FIR) did not offer a
significant advantage over the MLP, as demonstrated by the validation results. In
[11], we reported the results of using two different ANN types: MLP and Radial
Basis Function (RBF) network, to the task of predicting average hematocrit response
to ESA dose. Hematocrit is the measure of red blood cell volume in relation to the
total volume of the blood and has been used interchangeably with hemoglobin as the
clinical biomarker of anemia. The ANN models were trained on data from 209
patients undergoing hemodialysis treatments at the University of Louisville Kidney
Disease Program. Patient-specific Leave-One-Out cross-validation was performed to

Computational Intelligence Methods … 327



train the models. The models predicted one month ahead average hematocrit from an
input vector containing monthly average hematocrit levels, their standard deviations,
as well as average ESA doses over past two months. No patient specific covariates
were included in the input vector. The optimal MLP network contained 10 hidden
neurons with hyperbolic tangent activation functions (Fig. 1). The ANN’s were
benchmarked against a linear autoregressive (ARX) model. Statistical analysis of the
performance measures (RMSE and normalized RMSE) revealed superiority of both
ANN models over the ARX model, with the MLP slightly outperforming the RBF
network.

In a largest study of this kind to date, Barbieri et al. [13] developed an ANN
model for 3 month ahead prediction of hemoglobin concentration in response to
ESA and iron dose. They used data from a cohort of 1558 ESRD patients and
similarly to other researchers, found that the ANN models delivered a highly
accurate predictive performance.

Yet another approach to ANN-based ESA dose-response modeling in anemia
patients was proposed by Gabutti et al. [14]. They evaluated two types of ANN
models: MLP and Generalized Feedforward Network (GFN) as a tool to identify
most important clinical and biological covariates determining patient’s respon-
siveness to ESA and to predict monthly ESA dose requirement in individual

Fig. 1 Architecture of the Multilayer Perceptron network for one step ahead prediction of
hematocrit in response to ESA [11]. Legend: Hctavg—average hematocrit, HctSD—standard
deviation of hematocrit, ESAavg—average ESA dose, k—time step (month)
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patients. The ANN models were trained on a classification problem of predicting
hemoglobin <11.0 g/dL using data of 432 patients from 29 dialysis facilities. The
performance measures used were sensitivity and specificity. In the context of ESA
dose selection, hemoglobin < 11.0 g/dL was used as a trigger to increase the ESA
dose. In the task of ESA dose requirement prediction, the ANN model was found to
be superior to a linear regression (sensitivity 78% versus 40% at 50% specificity).
Furthermore, the ANN model for predicting dose adjustments proved superior to a
nephrologist following European best practice guidelines detecting 48 versus 25%
patients requiring ESA dose increase.

2.2 Fuzzy Set Models

First reported use of fuzzy set theory in pharmacology dates back to 1997 [15]. In
this application, fuzzy rule-based model was created to predict serum concentration
of lithium. In addition to dosing data and serum creatinine levels, the model
incorporated as input information patient specific characteristics, such as age and
weight. Interestingly, these covariates were found not to be instrumental in pre-
dicting the lithium concentration. Based on the reported performance metrics, the
authors concluded that fuzzy set models are a feasible alternative to standard
analytical methods used in pharmacology.

In [16] fuzzy sets were applied as an alternative to probabilistic methods to
create a physiologically based pharmacokinetic model of diazepam disposition. In
this approach, fuzzy sets were used as a means to represent uncertainty in physi-
ologic model parameters. The authors postulated that fuzzy set theory can suc-
cessfully represent the vagueness and imprecision associated with minimal drug
discovery data.

In the context of modeling ESA response in ESRD patients, we applied fuzzy
sets to represent imprecision involved in the classification of the dose-response
profile in an individual patient [17]. We developed a model to predict hemoglobin
response to a change in ESA dose associated with different dose-response profiles.
We compared three methods of dose-response classification: one group (population
approach), crisp classification, and fuzzy classification. Comparison of the mean
square prediction error of hemoglobin revealed that fuzzy set classification of the
dose-response profile significantly improves the predictive capacity of the model
over the population approach and the crisp classification.

3 Computational Intelligence Approach to Drug Dosing

In this section we review three clinical studies in human subjects, in which we
successfully demonstrated the use of Artificial Neural Networks and Fuzzy Set
Models to optimize ESA dosing in patients with anemia due to End Stage Renal
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Disease. We specifically focus on two control methods: Neural Predictive Control
and Fuzzy Multiple Model Predictive Control.

3.1 Neural Predictive Control

In [18] we proposed an approach to personalized ESA dosing based on the concept
of Model Predictive Control (MPC). MPC is a modern control technique based on
the interaction between a process model and an optimization algorithm to minimize
an objective function defining the control goal (Fig. 2). In our application, the
model was represented as a Multi-Layer Perceptron ANN predicting hemoglobin
one month ahead based on the previous two monthly hemoglobin levels and eight
weekly ESA doses. The MPC was developed from clinical data of 186 ESRD
patients at the University of Louisville. In silico testing was first performed in a
cohort of 60 virtual patients to compare the MPC approach to a standard anemia
management protocol (AMP). The in silico testing proved that our proposed
ANN-based MPC (Neural Predictive Control, NPC) approach to ESA dosing
achieved the target hemoglobin level (11.5 g/dL) more precisely and more con-
sistently than a standard AMP. Following the in silico evaluation, we performed a
human study in a cohort of 9 subjects who received ESA based on MPC recom-
mendation for a period of 6 months. While the difference in achieved hemoglobin
between the AMP and MPC was not as impressive as in the in silico trial, the NPC
approach achieved better hemoglobin stability.

Fig. 2 Block diagram of Neural Model Predictive Control applied in [18] and [19]. Legend: Hb—
hemoglobin, Hbpred,i—hemoglobin predicted at time step i, Hbtarget—target hemoglobin level,
ESA*—optimal ESA dose, J—objective function, Hp—prediction horizon
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Following this study, we designed and performed a full scale randomized con-
trolled clinical trial of an NPC algorithm [19] for ESA dosing in ESRD patients.
This trial was performed in a cohort of 60 hemodialysis patients receiving treatment
at the University of Louisville. One half of the subjects were randomly assigned to a
control arm (ESA dose determined by a standard AMP), the other half were
assigned to a treatment arm (ESA dose determined by NPC). The subjects were
followed for 8 months. The main performance metric used in the study was the
proportion of hemoglobin levels between 11 and 12 g/dL. Hemoglobin variability
was defined as an absolute difference between the measured hemoglobin and the
median of the hemoglobin target range (11.5 g/dL). In this study, we again
demonstrated that the NPC approach resulted in a more stable hemoglobin control
when compared to a standard AMP.

3.2 Fuzzy Multiple Model Predictive Control

The NPC algorithms presented in [18, 19] used a fixed ANN model. To facilitate
truly personalized ESA dosing, we developed an MPC-based approach based on the
concept of multiple controllers, where each controller was optimized to a specific
ESA dose-response profile [20]. Each MPC corresponded to one of five
dose-response classes: extreme hyper-responder, hyper-responder, moderate
hyper-responder, intermediate responder, and hypo-responder. At each dosing
interval, the individual MPC generated a dose recommendation to achieve a target
hemoglobin specific for its dose-response class. The dose-response class was
matched to an individual patient based on an average weekly ESA dose received
over 4 weeks before dose adjustment using fuzzy sets as described previously in
[17]. The block diagram of the overall algorithm is shown in Fig. 3. Data required
by the algorithm were directly abstracted from Electronic Medical Record database.

To validate the algorithm, we performed a single-center randomized controlled
trial and compared it against the existing standard of care AMP at the University of
Louisville. We enrolled 62 hemodialysis patients and followed them for 12 months.
The primary performance metric used in the study was the proportion of hemo-
globin measurements between 10 and 12 g/dL. Over the course of the study,
subjects assigned to have ESA dose guided by the MMPC algorithm achieved
10.6% more hemoglobin levels within target range, compared to a standard
AMP. Furthermore, subjects receiving MMPC-guided ESA doses, achieved sig-
nificantly lower percentage of hemoglobin levels less than 10 g/dL, which trans-
lated into two-fold decrease in blood transfusion rate.
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4 Conclusions

This chapter provided a brief review of two mainstream Computational Intelligence
methodologies, Artificial Neural Networks and Fuzzy Set Theory applied to the
problem of personalized pharmacotherapy using anemia management in End Stage
Renal Disease patients as a demonstration platform. Described real world appli-
cation examples, backed by the results from rigorous human studies, prove that
Computational Intelligence techniques are a viable alternative to the existing
standard of care currently used by physicians and pharmacists.
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Embodying Intelligence in Autonomous
and Robotic Systems with the Use
of Cognitive Psychology and Motivation
Theories

Kowalczuk Zdzisław and Czubenko Michał

Abstract The article discusses, on a certain level of abstraction and generalization,

a coherent anthropological approach to the issue of controlling autonomous robots

or agents. A contemporary idea can be based on appropriate modeling of the human

mind using the available psychological knowledge. One of the main reasons for

developing such projects is the lack of available and effective top-down approaches

resulting from the known research on autonomous robotics. On the other hand, there

is no system that models human psychology sufficiently well for the purpose of con-

structing autonomous systems. Nevertheless, to combat this lack, several ideas have

been proposed for embodying human intelligence. We review recent progress in our

understanding of the mechanisms of cognitive computations underlying decision-

making and discuss some of the pertinent challenges identified and implemented

in several systemic solutions founded on cognitive ideas (like LIDA, CLARION,

SOAR, MANIC, DUAL, OpenCog). In particular, we highlight the idea of an Intel-

ligent System of Decision-making (ISD) based on the achievements of cognitive psy-

chology (using the aspect of ‘information path’), motivation theory (where the needs

and emotions serve as the main drives, or motivations, in the mechanism of govern-

ing autonomous systems), and several other detailed theories, which concern mem-

ory, categorization, perception, and decision-making. In the ISD system, in particu-

lar, an xEmotion subsystem covers the psychological theories on emotions, including

the appraisal, evolutionary and somatic theories.
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1 Introduction

Creating a system functioning in a human-like way, has long been a principal subject

of artificial intelligence and robotics. As can be seen from the many known results of

robotics, a significant number of artificial creatures and humanoids have been con-

structed [32], and some of them even try to communicate in natural language [55].

Moreover, considering the inner aspect, the well-known artificial neural networks

(of a convolutional type) have been conceived and applied for different system con-

trol and recognition purposes [9, 23]. All such minor steps are being made towards

creating an artificial humanoid, synthetic organism, or android robot, designed to

look and act like a human.

Artificial Intelligence is being developed in a continued effort to solve engineering

problems, such as reasoning, problem solving, knowledge representation, machine

learning, natural language processing, machine perception, and others. Eventually,

solving these problems should lead to an invented humanoid system similar to a

human being, to a certain extent. A few principal types of approaches to artificial

intelligence are worth mentioning here:

∙ cybernetic—which postulates to follow an imitation of some aspects of real, phys-

ical, or biological systems in a virtual world (using neural networks, evolution

algorithms, swarm algorithms, etc.) [53],

∙ statistic—which seeks to build rigorous, usually sophisticated, mathematical tools

necessary for statistical modeling of processes [49],

∙ symbolic (top-down, synthetic, ‘neats’, clean)—which uses high-level logic (sim-

plistic, black-box) mathematical modeling, knowledge-based processing, and

machine learning [47],

∙ sub-symbolic (bottom-up, analytic, ‘scruffies’, ad hoc, embodied)—which involves

the use of small (white-box, physical, neuronal) models to first create a low-level,

and next, by the ad hoc rules, higher-level solutions [8].

The variety of known AI branches strive for (usually partially) modeling of the

human mind, and none of them fulfills this objective fully. Modeling the human

mind can be performed by applying the symbolic (top-down) approach and the sub-

symbolic (bottom-up) method. These two approaches are complementary, and both

are related to the cybernetic method. Certainly, the statistical tools developed in a

mathematical way are of great use. Probably, solely an intelligent combination of

many methods will be able to satisfactorily reflect the effects of the human brain.

Embodied Intelligence (EI) represents the sub-symbolic approach. It is an exten-

sion of the genuine cybernetic projects from the 50s, which tried to reproduce simple

phenomena of ‘intelligence’ identified at a low level of cognition [3, 7, 8, 17]. We

can recall here the early cybernetic projects, like the construction of homeostat, a

device which retains stable despite external disturbances, or tortois, a robot which

follows an assumed intensity of light [53]. Quite promising results can be obtained

by following baby steps, that is, by simulating a certain basic functionality using

simple elements (note that the tortois had only two neurons, for instance). On the
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basis of such affirmative experience, a new branch of behavior-based robotics has

emerged [4].

Most issues, such as finding an optimal trajectory or recognition of environmen-

tal objects, require rather complex operation, whereas inference and reasoning are

relatively simple (from the biological and computer science points of view). It is

Moravec’s paradox that applies to this problem [46]:

Encoded in the large, highly evolved sensory and motor portions of the human brain is a

billion years of experience about the nature of the world and how to survive in it. The delib-

erate process we call reasoning is, I believe, the thinnest veneer of human thought, effective

only because it is supported by this much older and much more powerful, though usually

unconscious, sensorimotor knowledge. We are all prodigious olympians in perceptual and

motor areas, so good that we make the difficult look easy. Abstract thought, though, is a new

trick, perhaps less than a hundred thousand years old. We have not yet mastered it. It is not

all that intrinsically difficult; it just seems so when we do it.

It seems natural that different achievements from the fields of embodied intelli-

gence, behavior-based robotics, and top-down approaches in AI, are indispensible in

modeling the effect of the human mind. However, to reach an intelligent interaction

of an artificial agent with the environment it is also important to clearly define what

‘embodied intelligence’ means [60].

In this paper the concept of ‘embodied intelligence’ will be understood in a

slightly different way than the ‘classical’ notion. Recall that mathematical modeling

providing a description of a hypothetical fragment of an existing reality, reflects the

behavior of a real system in a particular environment. Such an environment generates

different distal signals determining the so-called experimental setting. At each stage

of the process of modeling of physical phenomena, the results of the next simplified

mathematical model are thoroughly referenced to the previously conducted experi-

ments. This is in line with the bottom-up approach (analytic, physical, white-box).

On the other hand in natural sciences, psychology, philosophy, and cybernetics, the

top-down approach (synthetic, mathematical, black-box) is most frequently in use.

Ignorance of the aforementioned principles may easily lead to confusion and inade-

quate interpretations.

1.1 . . . Intelligence

One of the first definitions of intelligence has been proposed by Spearman in [59]:

...all branches of intellectual activity have in common one fundamental function, whereas

the remaining or specific elements of the activity seem in every case to be wholly different

from that in all the others.

It appears, however, too vague for the aim of determining the intelligence for robot

purposes. Though clear, other definitions like: “The ability to deal with cognitive
complexity” or “Goal-directed adaptive behavior” [20, 61] also seem to be overly

general. Nevertheless, due to such definitions, you can at least imagine what is the

essence of human-like intelligence:
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Definition 1 Intelligence is the ability of active processing of cognitive information

in order to adapt to the changing environment and to gain own, specific purposes or

common goals.

In an extremely simple case, an intelligent agent, by being completely focused on

searching for a source of energy necessary to survive, can function completely self-

ishly. Clearly, the latter brings to the mind the aforementioned tortois and cybernetic

theories.

1.2 Embodied . . .

Embodiment in the human case means that the entire perception of the real world

completely relies on its physical components and senses. Embodiment is also asso-

ciated with the philosophy of mind, and, in particular, with the whole mind-body

problem as formulated by Descartes [2].

Certainly, intelligence could not be developed without embodiment [60]. It is

also clear that any virtual or robotic agent ought to be designed for, and located in,

a certain environment to have a chance to implement a two-way interaction. Then

one can talk about engineered intelligence, having the environmental embodiment
(or foundation) defined as:

Mechanism under the control of an intelligence core that contains sensors and actuators

connected with this core via communication channels.

Such embodiment of a robot or agent can be easily extended with various kinds of

tools (like glasses, spectacles, drives, or even a mobile or car), which augment both

the agent’s perception and possibilities of reaction.

2 Decision Systems

The idea is to build a system that—in line with the increasing capabilities of com-

puters and their power—would be able to take autonomous decisions, according to

current circumstances. Certainly, there exist, and are being developed, increasingly

sophisticated decision-support systems, such as: expert systems [1, 5], and systems

based on Bayesian networks [16, 65] or neural networks [57, 66]. Such systems usu-

ally support human decision making (for diagnostic purposes, for instance). In most

cases they are strictly tailored to pre-defined conditions. In general, however, there

are two known paths for decision-making:

∙ classical, which finds the most optimal decision for a well-defined problem,

∙ cognitive, aiming at finding a solution to real problems defined or recognized only

partially.
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Thus the classical decision theory treats about taking decisions in a strictly optimal

sense for mathematically well-modeled tasks and well-defined problems. Whereas

the cognitive theory shows how to take proper decisions for difficult real-world prob-

lems, which are usually uncertain and not well defined [19].

An early elaboration on human decision-making processes was delivered in 1910

by Dewey [15]. According to him, there are five stages in the decision making

process: Defining the problem, Indication of its character, Finding possible solu-

tions, their Evaluation, and Selection of the appropriate solution. A similar and a bit

more universal division, referred to as GOFER, presented in 1991 [41] suggests the

following phases:

1. Goals—searching for selecting the objectives,

2. Options—considering a wider spectrum of alternative actions concerning the

goals currently considered,

3. Facts—gathering additional knowledge about actions (options) and goals,

4. Effects—evaluating (usually hypothetically) the results of the chosen options,

5. Rating—final evaluation of the decisions, and selecting the best one.

In addition, there are many other interesting approaches to the analysis of com-

plete decision processes [6, 44, 54]. Not far from, in its simplest form, the decision

making process can always be described in solely three phases [58]:

1. definition of the problem,

2. finding possible solutions,

3. selection of the optimal solution.

In order to achieve the effect of autonomous decision-making suitable for a cur-

rent situation, the system should not only take the opportunity of learning (knowl-

edge extension), understanding and recognizing (known) objects, but also it should

have some motivations which compel it to take action.

There are a great number of decision-making systems based on human motivation

factors. Human is the highest of all species in terms of adaptation to the changing

environment, thus the human system of motivation appears to be most adequate as

a template of behavior. Ethical foundations for such systems can be derived from

the existing variety of the available models of psychology and human intelligence.

These achievements have also notably contributed to artificial intelligence. Among

them one can distinguish the following types of conceptual solutions:

∙ behavioral [4, 14],

∙ BDI (Beliefs-Desires-Intentions) [13, 21, 25, 52],

∙ emotional [33, 42] (sometimes they are assigned to BDI),

∙ driven by needs [22, 43, 45, 50, 56],

∙ cognitive (LIDA, CLARION, SOAR, MANIC, DUAL, OpenCog, ...).

To give you a taste of the existing spectrum of complex systems, we will discuss

below three (in bold) of the above-listed representatives of cognitive systems.
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Fig. 1 Cognitive architecture of Lida: the grey lines represent interaction with the environment,

blue lines show low-level processing, orange lines indicate learning process, and dotted lines portray

consolidation of the memory

2.1 LIDA

Learning Intelligent Distribution Agent, LIDA, originally developed by Stan Franklin

[18], is a cognitive system which intends to model biological cognition [18, 40].

It implements an architecture of sub-sumption [8] and other aspects of the sub-

symbolic branch of AI. This is one of the most advanced projects aiming at modeling

the results of psychological and neuro-psychological theories, in particular, embod-

ied knowledge, symbolic systems of perception, different types of memory, and the

different ways of learning mechanisms, overt attention and motivation in the form of

emotion (Fig. 1).

LIDA is executed using cognitive cycles (repeated in each executive run), each of

which consists of the subprocesses of perception, selection of appropriate response

(relative to the perceived environmental facts), and implementation of the selected

reaction. Advanced cognitive processes, such as planning, can be synthesized as an

aggregate of the perception-action cycles. Motivational aspects in the LIDA system

concern feelings, which have their own valence (positive or negative), associated

with satisfaction, or pain (which evidently attributes LIDA also to the emotional

developments and solutions).

Stimuli recorded by sensors and pre-processed, are next analyzed in a work-

ing/operational memory referring to various types of long-term memory (perceptual,

episodic, declarative and procedural). Memory is instrumental in creating a current

model of actual circumstances, which constitute an executive groundwork for the

process of selecting the desired reaction (using the procedural memory). Conscious
contents are intended to add an external context to this model, and to enable learning

processes. Once selected, the reaction is directly implemented by the actuators.
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2.2 CLARION

Connectionist Learning with Adaptive Rule Induction On-line, CLARION, repre-

sents a cognitive architecture based on theories from cognitive and social psychology

[11, 62–64]. CLARION implements several AI results to ensure the effect of creat-

ing an intelligent system. CLARION’s architecture, developed and implemented by

Ron Sun, is composed of four units shown in Fig. 2:

∙ ACS – (procedural) Action Centered Sub-system,

∙ NACS – Non-Action Centered Sub-system,

∙ MS – Motivational Sub-system,

∙ MCS – Meta-Cognitive Sub-system.

In each of the above sub-systems the data and structures are represented dually: at

a higher level (overt/explicit) and at a lower level (covert/implicit). This dual repre-

sentation in CLARION, connected with (different) philosophic theories and with the

issue of memory representation [35, 51], enables autonomous learning in two ways:

bottom-up (induction) and top-down (deduction). The assumptions applied are fully

compliant with the requirements of the embodied intelligence design discussed ear-

lier.

The action oriented sub-system (ACS) is responsible for all kinds of the agent’s

reactions, both internal and external (concerning the environment). The covert

(implicit) part is implemented as a neural network, while the overt (explicit) layer

represents a rule base. The non-action centered sub-system (NACS), which mimics

the role of the semantic and episodic memories, is responsible for the storage and

delivery of knowledge. It is also divided into two parts. Its hidden part takes the

form of an associative neural network, while its explicit layer can be described with

the use of symbolic notations and rules. The inference performed in this module is

founded on similarities.

Motivation means are also important to the design of the cognitive structure of

CLARION. Corresponding motivational elements of the MS sub-system are of both

the explicit and implicit type. Explicit (higher) elements include targets (explicit

goals), such as: belonging, recognition, power, autonomy, respect, and honesty. On

the other hand, the lower motivational factors (prime movers) of the CLARION sys-

tem, realize the idea similar to the concept of needs (discussed later), which are of a

physiological nature (consider eating, drinking, sleep, security, and reproduction). In

addition, CLARION’s MS sub-system allows you to program your own secondary
needs to define a more subtle motivation (in order to achieve a certain goal).

The MCS sub-system is responsible for a meta-cognitive function resembling

attention or awareness. It monitors and regulates all other cognitive processes of the

agent and fulfills the idea of consciousness. More specifically, MCS chooses which

goals are most important, with autonomous inferencing and learning, and how to

adjust the gain of the learning process. It is also responsible for information filtering

and for selecting the method of data interpretation.
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Fig. 2 Cognitive architecture in Clarion: the orange lines present attention (in general), green lines

indicate data exchange, and red lines show interaction with the system’s environment

2.3 SOAR

State, Operator And Result, SOAR, is a cognitive architecture invented by Laird,

Newell, and Rosenbloom [10, 24, 36, 38, 39, 48]. It is one of the earliest systems

of this type (its first version is dated back to 1983), whose main purpose is behav-

ior resembling an intelligent agent. Its architecture is suitable for working in vary-

ing conditions, from routine tasks to creative, open problems. It requires appropri-

ate forms of knowledge representation, and suitable types of memories (procedural,

semantic, episodic and iconic). To be consistent with the assumptions of embodi-

ment, the agent needs to interact with the ambient world, and to learn constantly

about its features. The decision making in SOAR is based on the current situation

perceived from the environment, whereas the necessary information and knowledge

is acquired by suitable dynamic processing of the data gained through the sensors.

An internal expert system plays the role of fundamental processing unit.

SOAR’s cognitive architecture has several components concerning [37]:
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∙ memory functioning, for the task of knowledge storage,

∙ processing module of attention, used for extraction, mixing and remembering

knowledge,

∙ semantics and syntax of the language used for storage and processing of knowl-

edge.

Similarly to LIDA, SOAR is based on a certain decision cycle. A perception

sub-system manipulates the data stored in a symbolic short-term memory. Deduc-

tive rules are used to test the agent’s capabilities in the context of possible actions.

Another layer of rules is applied to suggest optimal reactions (operations) adequate to

the current situation evaluated by perception and motivational sub-systems, and next

the agent’s preferences are calculated. Finally, according to the perceived state (situ-

ation), and given a pre-processed set of possible reactions and preferences, SOAR is

ready to select one of the estimated reactions, and then to apply it using the system

actuators.

The cognitive structure of SOAR is shown in Fig. 3, where decision cycle is

implemented by the block of decision procedure. In the SOAR system, emotions

are generated in the appraisal detection block, and next they serve as reinforcement

applied in learning processes (indirectly through mood and feelings). Semantic mem-

ory is an essential element in the treatment of procedural and episodic knowledge

(using long-term memory). It allows the agent to store information about the envi-

ronment. On the other hand, the episodic memory contains the knowledge related

to the execution and effects of various types of actions, including the degree of ful-

fillment of the rules and operations performed by the agent (and others). Long-term

visual memory as well as imagination assist in the agent’s mind operations concern-

ing spatial processing.

Fig. 3 Cognitive system of SOAR (ver. 9)
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2.4 Intelligent System of Decision-Making

Intelligent System of Decision-making, ISD, as presented in the recent papers [12,

26–31, 35], is a control system of an agent that intends to covert and implement the

contemporary theory of embodied intelligence and decision theory, and in particular,

the models of cognitive psychology and motivation theory. It mimics roughly the

way people make decisions, from the arrival of the stimuli to the generation of a

reaction. As a consequence, the ultimate design of the ISD unit is the result of a

thorough modeling of human psychology embedded in elementary findings of an

extensive literature study. In practice, ISD is a universal system which can control

robots and unmanned ground vehicles, including cars, as is presented in [12]. A view

on ISD is presented in Fig. 4.

ISD is a cognitive decision-making system, which implements all of the stages

of decision-making, presented earlier. The main mechanism of decision-making in

ISD is based on the concept of needs, which are principal drives for acting. Needs are

variables programmable by the user. They can also be possibly created autonomously
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by the agent and adjusted for certain situations. Thus, different sets of needs may be

used to shape the characteristics (personality) of the agent, according to its envi-

ronmental conditioning. Observed objects and events, and actions performed by the

agent (namely their inner and outer results) have impact on the state of the agent’s

needs.

ISD presents also cognitive abilities with respect to the understanding of the

environment (in practice, without them the system would not be consistent). It means

that from the robotic point of view, the agent is ‘conscious’ of its environment, it

knows its position, and the position of surrounding objects and their definition. Stim-

uli perceived by the agent’s senses (sensors) are stored in an ultra-short-term memory

(USTM). Simple features of perceived objects (impressions), such as colors, shapes,

textures, etc. (like red flat rectangle), are extracted from USTM, and stored in a short-

term memory (STM). To recognize a simple impression, the agent can apply various

mechanisms, developed as filters, masks, neural networks, fuzzy systems, decision

rules and others. For example, a Haar cascade can be used for recognizing head

shapes (impressions). During extraction, certain stimuli may cause an immediate

unconscious action of the agent (like: ‘step back’ in response to pain). On the basis

of the observed features (impressions), complete discoveries/objects are ‘mentally’

created, taking into account the relative location of the features in space. In a simple

translation, the discovery consists of impressions in a specific location. Next, they

are compared to known objects stored in a long-term memory (LTM). If the ‘mind’

detects a certain level of similarity between the perceived discovery and a know

object from LTM, the discovery is recognized/identified with the object from LTM.

A suitable recognition procedure is described in [12]. Some of the discoveries may

result in half-conscious activities, previously learned through multiple repetitions.

Recognized objects are transferred to the agent’s operational memory that repre-

sents the current scene, where they are analyzed from different angles, taking into

account:

∙ the impact of external (environmental) facts/objects, as they may affect the needs

or cause sub-emotions, which can, in turn, change the agent’s proper emotion;

Remember also that both the needs and the sub-emotions must be previously stored

as connected to certain discoveries (e.g. a pink blanket from childhood can connect

with the need for security), and thus affect the agent’s current system of needs;

∙ the effect of the internal (body) facts/states, as they can also modify the agent’s

system of needs (e.g. an energy sensor connected to the need of energy, can directly

change the need of the agent, according to its value).

According to the above, the states of needs are constantly updated, creating, and

pointing to, new goals. The agent tries to find (or formulate) a conscious action to be

implemented by the system in order to fulfill its most important or painful needs [27–

29]. The action undertaken by the ISD unit is then tracked by the part of the thinking

process which is referred to as the observer of results. This process always seeks to

see a desired effect of the previous action (for instance, in the change of the degree

of fulfilment of the agent’s needs) by penetrating the contents of the operational
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memory. It is also related to the learning process in ISD. The achieved results of the

previous activities are memorized (for future searches of optimal actions).

In line with the human motivation theory, emotions are one of the most important

factors of human behavior. Systems, based on human psychology (both cognitive

and motivative), but deprived of emotions would be ineffective. Emotions in ISD

perform their function at a higher level of control than the basic ISD control ruled

by the system of needs. In our robotics applications, emotions allow us to narrow

down the set of possible reactions to those that are most adequate (in the view of the

system designer) for the current time moment and the state of the system [30, 34].

Pre-defined sub-emotions (emotions associated with identified objects) do influ-

ence the current state of the proper emotion of the agent, which strikes (assumes)

one of 24 possibilities, according to the theory of Plutchik. The degree of satisfac-

tion of all the agent’s needs, the former emotional state, and the effect of calming

down (emotion simply decays with time), all influence the state of the emotion of

the agent. Changes in emotion affect the mood, which, in turn, tune the fuzzy para-

meters of the needs models. As mentioned earlier, emotion effectively preselects

(narrows) the set of possible reactions. In addition, it can modify some reactions (for

instance, by using additional forms of expression, like wording, gestures, or facial

expressions).

There are different types of long-term memory in the ISD system [31]:

∙ semantic (abstract and realistic),

∙ episodic,

∙ procedural.

Knowledge in ISD is stored in the form of (abstract or instance) discoveries, con-

sisting of many different features/impressions (including those related to needs and

emotions), labels, and relations to other discoveries [35]. Episodic memory is used

to describe events on the time axis, and with reference to respective discoveries

stored in the semantic memory. A forgetting phenomenon decays the activity level

of remembrances (the events remembered in the episodic memory). Depending on

this level, the more frequent the remembrances (memories) are, the faster they can

be recalled. Procedural memory contains specifications (declarations) of the agent’s

actions.

3 Comparison

The above-presented systems represent a cognitive approach to the problem of

decision-making. All of them are trying to combine the bottom-up and top-down

approaches and methods. In practice, however, they are very different in the aspects

of implementation and concept. There is no great sense to compare them in terms

of parameters such as computational complexity, speed of response, accuracy and

performance of individual activities, because of the large variety of implementation

and use of these systems. Certainly, there are several useful tests for autonomous
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Table 1 Comparison of cognitive architectures

LIDA CLARION SOAR ISD

Structure Perception-action

cycles

Explicit and

implicit

sub-systems

(parallel)

Cycles Cycles with

interruptions

Stimuli Internal and

external

External Dependent on

designer

Internal and

external

Perception

memory

Slip-Net

(associative)

Connected to

working memory

Not known Impressions

Basic memory

unit

Codlet Chunk Rule Discovery

Short-time or

working memory

Global workspace

theory

Limited

(visuospatial,

auditory, other)

Symbolic

short-term

memory

Current scene and

imagination with

activation levels

(limited)

Long-time

memory structure

Perceptual,

episodic,

declarative,

procedural

Non-action

centered

subsystem

(semantic,

associative

knowledge)

Procedural,

semantic,

episodic

Semantic

(abstract and

instance),

episodic,

procedural

Drivers Not known Similar to human

needs, goals

Emotions Needs and

emotions

Emotions Feelings (positive

or negative)

Not known Appraisal (mood

and feelings)

Based on plutchik

Decision-making Based on current

environmental

situation

Rules and neural

networks

Rules and

reasoning

Motivation driven

Programming

language

Java C# Java and C++ Python

Usage Medical

diagnostic

Simulations

concerning wide

spectrum of

cognition

Simulations from

towers of Hanoi

to quakebot

Partial

simulations

cognitive systems like user-end tests for coffee-making or student behavior, but they

have a limited use, due to the lack of the necessary actuators. The utility of such

one-sided (one goal) tests is also controversial due to their selectivity, at which some

cognitive systems appear to be better than the other ones, depending on the particular

test task. However, one may always compile a multi-purpose comparison of the cog-

nitive architectures in terms of structure models, driving systems, and implementing

concepts, as has been shown in Table 1.
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4 Synchronization of Cognitive Systems

Each of the presented systems approaches the issue of modeling the human cognitive

processes in its own way. They appear to be more or less explanatory, and usually to

some extend (partially) support the psychological theories on these processes. This

knowledge allows us both to evaluate the psychological theories and generalize or

adapt the cognitive processes for autonomous agents. For example, each of presented

systems has some basic memory entity, which let the agent to comprehend particu-

lar real objects, and an overall semantic memory, necessary for grasping the actual

situation by an autonomous robot.

Note that cognitive architectures are primarily designed to make decisions under

the circumstances of autonomous work. Nevertheless modeling the environment of

the agent appears to be even more difficult than the inferencing itself. Therefore, it is

important that the developed systems also indicate how to describe the environment

for the purpose of autonomous agents (letting the necessary and inevitable interac-

tion).

For comparative purposes and definite concluding results, each of the presented

systems should be implemented on a platform of an autonomous (mobile) robot,

and then tested under identical conditions (this would be more effective than partial

simulation, certainly). In particular, the cognitive architectures should be tested at

different angles, highlighted below:

∙ perception – estimated in terms of speed and accuracy of environmental recogni-

tion,

∙ attention – to determine the importance of objects due to agent’s security and

decisions,

∙ decision-making – adequate for practical uncertainty,

∙ learning and reasoning – enabling the agent to correct its mistakes and to expand

its knowledge about the surrounding environment,

∙ computing power – necessary for proper functioning of the system.

5 Summary

The paper discusses the idea of embodied intelligence as an approach that combines

both the cognitive modeling of complex systems (top-down approach), as well as the

(bottom-up) implementation of systems designed to detect and comprehend the basic

characteristics of the environment. Needing a variety of tools, the creation of such

architecture principally relies on established theories, and thus results in workable

reformulations of several essential definitions concerning intelligence.

The agent that has the ability to actively process cognitive information using its

sensors and mechanisms to adapt itself to the changing environment and to achieve its

objectives (at least to strive for them), possesses embodied intelligence. In our pursuit

of the goal of embodied intelligence, we used a systematic approach to the cognitive
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decision-making process through the implementation of several major ideas of cog-

nitive psychology and motivation theory, which led us to design of the Intelligent

System of Decision-making (ISD).

Though the presented cognitive systems have been developed for different pur-

poses, all of them model the decision-making process in a very interesting, instruc-

tive and practicable way, using differently defined motivational aspects. In the near

future, such systems will have the opportunity to achieve a high level of sophisti-

cation in terms of both the design conception and technical implementation—with

great hope to achieve at least some level of intelligence of simple living creatures

(like lizards, for instance).
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Evolutionary Approach for Automatic
Design of PID Controllers

Krystian Łapa and Krzysztof Cpałka

Abstract In this paper a new approach for automatic design of PID controllers is

presented. It is based on meta-heuristic hybrid algorithm which is a combination of

the genetic algorithm and the imperialist one. Main characteristic of the proposed

approach is capability to design the structure and the structure parameters of a con-

troller. It is a big advantage because it eliminates trial and error process of design

the controller structure. Moreover, the proposed approach has been developed in a

way that allows to obtain controllers taking different control criteria and a different

control object into consideration.

1 Introduction

The controller is a main component of the control system. Its purpose is to control

specified object in a way to obtain expected (or close to expected) behavior of the

object. On the other hand, the automatic control of the object lies on making con-

troller dependent on changes of measurable physical values (feedback signals) from

the object (for example: current, voltage, temperature, pressure, velocity, etc.). Fur-

thermore, control process should take different control criteria, which depend usually

on control object and control goal.

Many types of controllers can be found in the literature, such as: proportional-

integral-differential (PID) controllers, controllers based on computational intelli-

gence (e.g. neural networks [4, 42, 49, 50], fuzzy systems [7–10, 13, 14, 31–37,

45–48], clustering algorithms [11, 16, 26] and hybrid controllers (based on both PID

controller and computational intelligence methods). However, the PID controllers

correspond to the needs of most automation systems [22] and they are mostly used
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in practice [25]. Typical PID controller consists of the following elements: propor-

tional P with reinforcement parameter Kp, integral I with time constant Ti (denoted

also as Ki) and differential D with time constant Td (denoted also as Kd). The purpose

of P element is to compensate offset between expected value and real value from the

object, the purpose of I element is to compensate offsets from previous time steps

and the purpose of D element is to compensate future offsets. To achieve appropriate

quality of the controller the elements P, I and D should be properly connected and

their parameters should be properly selected.

In the literature many methods for parameters selection (tuning) can be found,

such as: Ziegler-Nichols method, methods working in a field of frequency (giving

information about the supply gain and supply phase), methods using relay tuning,

methods based on optimization of control criteria, methods with inner model, meth-

ods seeking roots of closed loop, methods using optimal module critter, methods

based on image recognition etc. Additional methods that can be used for parameters

tuning are computational intelligence methods, in particular population-based meth-

ods [2, 15, 19, 20, 24, 25, 38, 41, 44]. These methods are efficient procedures of

searching space and they are based on processing of group (population) of possible

solutions (individuals) for the problem under consideration. In these algorithms each

individual contain a set of parameters representing single controller.

Among the typical PID controllers similar controllers with modified (or reduced)

structures can be found. These include, for example, the following controllers: PI, PI

in cascade, PI with feed-forward [6, 17, 21, 28], PI or PID with additional lowpass

[21], PID with anti-windup and compensation mechanism [29], pseudo-derivative

feedback (PDF), PDF with feed-forward gain (PDFF) [40] etc.

Selection of a proper controller structure is a complex problem that usually needs

a priori expert knowledge. In practice a need for methods for automatic selection

controller parameters and structure arises. The aim of these methods is to test non-

typical combinations of feedback signals from the object, taking into account the

actual working conditions of the control system (including non-linearity and distor-

tion) and taking into account deviations from the principles of analytical design of

the regulator in order to simplify and improve the quality of control.

In this paper a method for selection the controller structure and for simultane-

ously tuning of this structure parameters is proposed. We used our experience from

the field of hybrid population-based algorithms [27] to create this method. In order to

develop this method the following problems had to be solved: (a) problem of general-

ization of the controller structure (which allows us to obtain all mentioned structures

and process any number of feedback signals), (b) problem of proper encoding of the

controller (not only its parameters), (c) problem of taking into consideration multi-

ple control criteria, (d) problem of proper processing of the population of encoded

controllers. The latter problem arises from the fact that existing population-based

algorithms are not suitable for use in the considered problem of the controller selec-

tion. For example, the genetic algorithm efficiently tunes encoded binary values, thus

it is well suited to the structure selection. In turn, the imperialist algorithm efficiently

tunes real values but it is not equipped in mechanism to tune encoded binary values,
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thus it is well suited to parameters selection. In this paper an algorithm which is a

hybridization of both mentioned algorithms is proposed.

In Sect. 2 the proposed approach for designing control systems with possibili-

ties of a new hybrid genetic-imperialist algorithm is described. The proposed hybrid

algorithm is described in Sect. 3. Simulation results are presented in Sect. 4 and con-

clusions are placed in Sect. 5.

2 Proposed Generalized Controller Structure

In this paper an attempt for generalization of MISO (multiple input, single output)

controller structure is made. To achieve that a new structure of the controller is pro-

posed (see Fig. 1). In case of MIMO system, proposed in Fig. 1 structure should be

paralleled. Proposed structure contains CB and NB blocks (see Fig. 2) and each CB

block is adequate to the single PID structure. The main advantage of using proposed

controller structure is the possibility of selecting the most unusual/non-typical struc-

tures of the control system (for example with non-typical feedback). The goal of the

structure modification is to obtain simple structure which in the best possible way

meets the required control criteria.

The number of CB and NB blocks in a proposed controller is a parameter of algo-

rithm that arises from complexity of considered problem. In practice, the number

of controller input signals ei, i = 1, ..., I (including feedback signals from the con-

trolled object) is usually small, so the initial number of CB and NB blocks is also

small. The inputs of CB blocks might include: (a) offsets of feedback signals and

expected values of signals from the object, (b) feed-forward signals directly from

Fig. 1 Proposed

generalized controller

structure based on CB and

NB blocks, designed to

automatic selection by

evolutionary algorithm
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Fig. 2 Proposed structure

of: a control block (CB), b
node block (NB)

CB CB

NB

NB

N

NB

A

B

(-1)Astr

(-1)Bstr

(a) (b)

the object (solutions like that are often used in the literature to improve the quality

of control), (c) cascading signals from other CB blocks connected with NB blocks.

The proposed CB block structure consists of P, I and D elements, which can be

additionally turned off (by elements acting the same way as the switch in an electrical

circuit) (see Fig. 2). Thus, the goal of tuning algorithm is to select proper (simple and

efficient) structure of controller (by modification of electrical circuit-like switches)

and simultaneously to select this structure parameters (by modification real value

parameters of P, I and D elements). The output of proposed CB block is calculated

as:

uCB (t) =
(
Pstr ⋅ Kp ⋅ eCB (t) + Istr ⋅ 1

Ti
⋅

t
∫
0
eCB (t) dt + Dstr ⋅ Td ⋅

deCB(t)
dt

)
, (1)

where binary parameters (referred as switches) Pstr
, Istr , Dstr

stand for activation

(when binary value is equal to 1) of corresponding P, I and D elements. It is worth

noting that if necessary, a different initial structure of the controller can be used

(for example with filter elements) which, however, does not affect the concept of

the proposed approach. If all switches Pstr
, Istr , Dstr

are set to 0, then the whole

CB is excluded from the system. Moreover, the evolution process promotes these

solutions, in which the number of active switches (and thus reduced the number of

P, I, D elements and CB blocks) is as small as possible (see Sect. 3.3).

The proposed NB block structure consists of two multipliers which allow signals

to change signs. The output of proposed NB block is calculated as:

uNB (t) = eNBA (t) ⋅ (−1)A
str + eNBB (t) ⋅ (−1)B

str
, (2)

where binary parameters Astr ∈ {0, 1} and Bstr ∈ {0, 1} stand for changes of signs

of input signals when binary value is equal to 1.

In the proposed method an important role plays proposed hybrid evolutionary

genetic-imperialist algorithm (see Fig. 3). Most of the recent population-based algo-

rithms cannot be directly used for the simultaneous selection of the structure and

parameters of the control system (they can process only real parameters or only

binary parameters). On the other hand, genetic algorithms could theoretically be

used for this purpose, but such an approach would not be effective (there are many

newer population-based algorithms which can obtain better results on real value

parameters-see e.g. [44]).
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Fig. 3 The idea of the

proposed method of

automatic design of PID

controllers

The proposed algorithm is an ensemble of genetic algorithm to process binary

parameters and imperialist algorithm to process real parameters. The idea of genetic

algorithms is based on biological evolution of species (see e.g. [5]) and the idea of

imperialist algorithm (Imperialist Competitive Algorithm, ICA) is based on social

evolution (see e.g. [3]). New elements of the algorithm proposed in this paper

includes, among the others, adapting it to the processing both the binary and real

parameters and the introduction of the modified mutation operator. A detailed descrip-

tion of the proposed algorithm was presented in Sect. 3.

3 Proposed Hybrid Genetic-Imperialist Algorithm
Description

Each solution (individual) in the imperialist algorithm terminology (see e.g. [3]) is

called a colony. On the basis of the best colonies from initial population (colonies

characterized by the best values of fitness function) the empires are created (each

colony from best colonies creates an empire and became imperialist of this empire).

The rest of the colonies are spread among all empires. The colonies are a subject

to evolutionary operators which are referring to the human social evolution: the

assimilation operator and the revolution operator. Additionally, a binary mutation

of colonies takes place (mutation of structure of the controller), derived from the

genetic algorithm. After this process all empires are re-evaluated by fitness func-

tion and empires compete with each other which results in transfer of the colonies

between strongest and weakest empire from the competition. If, due to colonies trans-

fer, empire lost all colonies, it is eliminated (removed) from the whole process. Next,

a stopping criterion is checked. This criterion can be based on quality of the best

solution in the population or on the number of total iterations defined in the algo-
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Fig. 4 A block diagram of a

hybrid genetic-imperialist

algorithm for automatic

selection of the structure and

parameters of the controller

based on a linear correction

terms. The presented steps of

the algorithm are described

in detail in Sect. 3

rithm. Therefore, the purpose of the algorithm is to systematize improvement of the

solutions in terms of the value of evaluation function. The steps of the algorithm are

shown in Fig. 4 and are described in detail in further part of this section.

3.1 Encoding of the Structure and Parameters

Solutions encoded in a population are identified as 𝐗j, j = 1,… ,N (N stands for the

number of solutions in population). Each solution contains two parts: 𝐗str
j and 𝐗par

j

(𝐗j =
{
𝐗str

j ,𝐗par
j

}
). The first part 𝐗str

j encodes the structure of the controller and it

is expressed as follows:

𝐗str
j =

⎡⎢⎢⎢⎢⎣

Pstr
j,1,1, I

str
j,1,1,D

str
j,1,1,A

str
j,1,1,B

str
j,1,1,… ,

Pstr
j,1,I , I

str
j,1,I ,D

str
j,1,I ,A

str
j,1,I ,B

str
j,1,I ,… ,

Pstr
j,I!,1, I

str
j,I!,1,D

str
j,I!,1,A

str
j,I!,1,B

str
j,I!,1,… ,

Pstr
j,I!,I , I

str
j,I!,I ,D

str
j,I!,I ,A

str
j,I!,I ,B

str
j,I!,I

⎤⎥⎥⎥⎥⎦
=
[
Xstr
j,1 ,… ,Xstr

j,Lstr

]
, (3)

where each parameter Xstr
j,g , g = 1,… ,Lstr encodes information about state of the

switch (Pstr
, Istr or Dstr

) in the controller structure and about nodes NB parameters
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(Astr
, Bstr

), Lstr = 5 ⋅ I! ⋅ I stands for amount of parameters of the solution 𝐗str
j . The

second part 𝐗par
j encodes parameters of the controller and it is expressed as follows:

𝐗par
j =

⎡⎢⎢⎢⎢⎣

Ppar
j,1,1, I

par
j,1,1,D

par
j,1,1,… ,

Ppar
j,1,I , I

par
j,1,I ,D

par
j,1,I ,…

Ppar
j,I!,1, I

par
j,I!,1,D

par
j,I!,1,… ,

Ppar
j,I!,I , I

par
j,I!,I ,D

par
j,I!,I

⎤⎥⎥⎥⎥⎦
=
[
Xpar
j,1 ,… ,Xpar

j,Lpar

]
, (4)

where each parameter Xpar
j,g , g = 1,… ,Lpar encodes information about real parameter

Kp, Ti or Td of the CB block structure of the controller, Lpar = 3 ⋅ I! ⋅ I stands for

amount of parameters of the solution 𝐗par
j .

3.2 Initialization of Initial Population

All parameters of the initial population of solutions 𝐗j are generated randomly. The

parameters of the first part of 𝐗str
j encoding the structure of the controller take the

binary values drawn from the set Xstr
j,g ∈ {0, 1}, where index of the parameter g =

1,… ,Lstr . The parameters of the second part of 𝐗par
j encoding parameters of the

controller can take real number values and they are randomly generated from ranges

selected individually for the problem under consideration (separately for each group

of parameters: P, I, D).

The example of encoding of controller structure with two feedback signals is

shown in Fig. 5a and example with simplified presentation and encoding of con-

troller structure parameters is shown in Fig. 5b.

3.3 Evaluation of the Population

In the proposed algorithm the evaluation of all solutions 𝐗j from the population

of algorithm takes an important part. This evaluation is based on properly defined

fitness function. Fitness function allows us to evaluate the controller encoded by sin-

gle solution 𝐗j. This evaluation can not only take into account many criteria but also

each criterion can be weighted. Consideration of many criteria requires an appropri-

ate aggregation of them or use of a different approach in the field of multi-criteria

optimization (see e.g. [23]). In this paper a modified weighted sum method (WSM)

(see e.g. [12]) was used. In this method the fitness function for the solutions FF
(
𝐗j
)

is defined as:

FF
(
𝐗j
)
=

M∑
m=1

wm ⋅
(
am ⋅ f fm

(
𝐗j
))2

, (5)
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Fig. 5 Example of controller with two input signals (I = 2): a controller structure and example

parameters encoding this structure, b simplified controller structure (according to structure para-

meters) with only real value parameters presented (this presentation is used in the further part of

this paper)

where f fm
(
𝐗j
)

stands for component of the fitness function connected to criterion

m (m = 1,… ,M), M stands for amount of considered criteria, wm stands for weight

correlated to the m-th criterion, am stands for normalization parameter of the m-th

criterion. Using normalization parameter (which is not a standard element of WSM)

eliminates situation where one of the components of the fitness function f fm
(
𝐗j
)

determines value of the function FF
(
𝐗j
)
.

3.4 Empires Creation

From the solutions𝐗j (called also individuals or colonies) created in the initialization

process, Ni the best solutions (based on the fitness function value) are used to create

empires. The amount of these solutions can be set freely, however in the literature

can be found a suggestions to set this number to Ni = int
(

N
10

)
(int (⋅) is a function

which approximates the number to its nearest integer) (see e.g. [3]). Each of the best

solutions creates an own empire and becomes an imperialist of it.

Next, the rest of the colonies (in amount of N − Ni) are added to the empires. Each

empire gets specified amount of colonies chosen randomly from remaining colonies.

This amount is based on the power of the empire Pk (k = 1,… ,Ni) calculated in the

following way:

Pik =

|||||||||||

FF
(
𝐗𝐢k

)
− max

s=1,…,Ni

{
FF

(
𝐗𝐢s

)}
Ni∑
q=1

(
FF

(
𝐗𝐢q

)
− max

s=1,…,Ni

{
FF

(
𝐗𝐢s

)})
|||||||||||
, (6)
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where numerator and denominator contain normalized value of the fitness function.

The power of empire allows us to obtain amount of colonies Nick = int
(
Ni ⋅ Pik

)
.

The colonies added into empire will be denoted as 𝐗𝐢𝐜k,r =
{
𝐗𝐢𝐜strk,r,𝐗𝐢𝐜

par
k,r

}
={

Xick,r,1,… ,Xick,r,Lstr+Lpar
}

(k = 1,… ,Ni, r = 1,… ,Nick). The system of empires

and their colonies formed in this step will be subject to change as described in

Sects. 3.5 and 3.8.

3.5 Assimilation of the Colonies

The purpose of making changes in the colonies is to explore the search space of

parameters and structure for the considered problem. The purpose of exploitation

is to shift colonies closer to the imperialist of their empire (as models with the best

value of fitness function). It is made on the basis of the assimilation operator (typical

for the imperialist algorithm, see e.g. [3]). The purpose of exploration (global and

local exploration) is to make random changes in colonies, which allows to find new,

not known solutions. It is made on the basis of the revolution operator (typical for

the imperialist algorithm, see e.g. [3]) and mutation operator (typical for the genetic

algorithm, see e.g. [30]).

The assimilation operator works on part𝐗𝐜parr of the solutions𝐗𝐜r, which encodes

real parameters of the controller. It allows colonies to move towards imperialist with

using additional small random direction angle. It can be written as follows:

Xicpark,r,g ∶=
(
Xipark,g − Xicpark,r,g

)
⋅ Ur (0, 2) ⋅ Ug (−𝛾, 𝛾) , (7)

where Ug (0, 2) stands for random number from the range (0, 2) generated for assimi-

lation for each colony r, Ug (−𝛾, 𝛾) stands for random number from the range (−𝛾, 𝛾)
generated individually for each gene of each r colony, 𝛾 is a parameter defining ran-

dom angle. The assimilation operator allows us to: (1) maintain a strong position of

empires, (2) not to introduce such changes in the population of individuals that make

impossible to find the optimal solution in terms of the adopted criteria.

3.6 Revolution and Mutation

After assimilation, a revolution and mutation of the colonies take place. These oper-

ators work only on part of the parameters of solutions. For each parameter a two

random numbers are generated from the range [0, 1]. If the first number is lower than

probability of revolution pr, then the parameter is modified by a revolution opera-

tor. If the second number is lower than probability of mutation pm, the parameter is

modified by mutation operator. Both probabilities parameters are similar to standard
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mutation probability operator from the genetic algorithm. The revolution concerns

parameters of the controller (𝐗𝐜parr ) and the mutation concerns parameters of the

structure of the controller (𝐗𝐜strr ). Revolution operator effect can be written as fol-

lows:

Xicpark,r,g ∶= Xicpark,r,g +
(
Xic

par
k,r,g − Xicpark,r,g

)
⋅ Ug (0, 1) , (8)

where Xicpark,r,g stands for minimum acceptable value of gene, Xic
par
k,r,g stands for max-

imum acceptable value of gene. Values Xicpark,r,g and Xic
par
k,r,g arise from the specificity

of the considered problem.

The mutation concerns parameters of the controller structure. The binary para-

meters (switches) modified by the mutation parameter are inverted (from 1 to 0 and

vice-versa). Since the revolution and mutation interact intensively on colonies, the

value of pr∕m cannot be too large to not cause degeneration of the population.

3.7 Evaluation of the Population

After changes described in Sects. 3.5 and 3.6 all individuals are re-evaluated by fit-

ness function (5). The purpose of this step is to update fitness function values of the

individuals before empires competition takes place, which relies on fitness function

values of the individuals.

3.8 Competition of the Empires

The changes in empires are made in three steps. In the first one each colony 𝐗𝐢k
in the empire is compared with imperialist of this empire. If the fitness function

of the colony is better than fitness function of the imperialist (𝐗𝐢𝐜k,r), the colony

takes control over empire and replaces existing imperialist. The second step is based

on the imperialist (empires) competition. In this step the weakest empire (taking

into account the empire power) losing its weakest colony (taking into account the

fitness function of the colonies inside empire). This colony is transferred into empire

which won the main competition. The competition is based on the empire power and

probability. Total empire power is defined as follows:

Ck = FF
(
𝐗𝐢k

)
+ 𝜉 ⋅

Ncik∑
r=1

FF
(
𝐗𝐢𝐜k,r

)

Ncik
, (9)
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where 𝜉 ∈ [0, 1] stands for importance of the colonies in the empire (it is a static

algorithm parameter). The probability of acquisition of the weakest colonies can be

calculated using total empire power which is defined as (similarly as in formula (6)):

Pick =

|||||||||||

Ck − max
s=1,…,Ni

{
Cs
}

Ni∑
q=1

(
Cq − max

s=1,…,Ni

{
Cs
})

|||||||||||
. (10)

The sum of probability of wining competition is equal to 1. For the strongest

empire this value is the highest, for the weakest empire this value is equal to 0. A

virtual roulette wheel is obtained by allocating each empire on a segment of the

wheel, which size is proportional to the probability of wining the competition by the

considered empire. Next, a single number is drawn from the unit interval. It indi-

cates the empire placed on the roulette wheel which has won the competition. Thus,

the process is analogous to the selection by the roulette wheel used in the genetic

algorithm (see e.g. [30]).

3.9 Elimination of Empty Empires

The rotation of the colonies between empires allows us to eliminate (step three) the

weakest empires. It is realized in such a way that the empires which do not have any

colonies are removed. Moreover, rotation of the weakest colonies between empires

causes that the strongest empires become weaken. Due to this process, the algorithm

is less sensitive to local minima (which is a big advantage).

3.10 Stopping Criterion

The last step of the algorithm is based on checking the number of the algorithm

iterations. If this number reaches specified value, the best solution is presented and

algorithm stops, otherwise the algorithm goes back to the step described in Sect. 3.5.

4 Simulations

In this section a simulation problem, simulation method and simulation results are

presented.
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4.1 Simulation Problem

In the simulations a problem of automatic selection of the structure and the structure

parameters for quarter car active suspension system [1, 18, 39] was considered. The

main idea of this system is shown in Fig. 6. In the controlled object a following stands

are used: mu denotes unsprung mass, ms denotes sprung mass, kt denotes tire stiff-

ness, ks denotes sprung stiffness, ds denotes sprung damping, zr denotes road profile,

zt denotes tire compression, zu denotes displacement of unsprung mass, z denotes

suspension travel, zs denotes displacement of sprung mass. Parameters of active sus-

pension controller were set as follows: mu = 48.3 kg, ms = 395.3 kg, ks = 30010
N/m, kt = 340000 N/m, ds = 145 Ns/m. Controlled object is modelled as follows:

ẋ = Ax + Bu + f, (11)

where A is a state matrix in the form:

A =

⎡⎢⎢⎢⎢⎣

0 1 0 0
− ks

ms
− ds

ms

ks
ms

ds
ms

0 0 0 1
ks
mu

ds
ms

− ks+kt
mu

− ds
ms

⎤⎥⎥⎥⎥⎦
, (12)

x is a state vector (initial values of the state vector were set to zero) described as

follows:

𝐱 =
[
x1 x2 x3 x4

]T =
[
zs

⋅
zs zu

⋅
zu
]T
, (13)

B is an input matrix represented by the formula:

B =
[
0 1

ms
0 − 1

mu

]T
, (14)

Fig. 6 Active suspension

controller (e1 = fb1,

e2 = fb2, e3 = fb3)
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u is a vector of output signals obtained from the controller in a size equal to one

(𝐮 = [u], see Fig. 6), f is an input vector from kinematic extortion described by the

following equation:

f =
[
0 0 0 − kt

mu

]T
⋅ zr. (15)

For the purposes of simulation, we used the discrete form of Eqs. (11)–(15), which

were discretized with time step Ts. It is worth to mention that in the practical part

of implementation, in the microprocessor system the Eq. (1) is also subject to dis-

cretization of step Tr (Table 1).

4.2 Simulation Method

In our simulations two cases were considered. In the first case, learning phase of the

system (in evolution process) without inclusion of signals drift and in the second

case inclusion of signals drift was used. Drift of the signals is a time constant value

which should be added to the signals’ values. Simulation for both cases was made

in a few configurations using additionally included noise of the signals and different

road profile to test the system (see Fig. 7 and Table 2). Both the drift and the noise

Table 1 Parameters of the simulations

Description Value

Range

[
Xicpark,r,g,Xic

par
k,r,g

]
for P (Kp) parameters

of the CB

[0, 2000]

Range

[
Xicpark,r,g,Xic

par
k,r,g

]
for I (1∕Ti)

parameters of the CB

[0, 50000]

Range

[
Xicpark,r,g,Xic

par
k,r,g

]
for D (Td) parameters

of the CB

[0, 20]

Range, of the control signal u of the controller

(see [39])

[−1000, 1000]

Time step of the discretization of the controller

in time domain

Ts = 0.1ms

Quantization resolution for signals u, ei,
i = 1,… , n

0.0001

Value of optional drift of the input signals e1
and e2

0.01

Optional noise range of input signals e1 and e2 [−0.004, 0.004]
Simulation length T = 8s
The number of samples of a single simulation Z = T

Ts
= 80000

Interval between subsequent controller

activations

Tr = 5 ⋅ Ts = 0.5ms
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Fig. 7 Considered road

profiles: a trapezoidal, b
sinusoidal

(a) (b)

Table 2 Simulation cases with used road profile (t-stands for trapezoidal shape of road profile,

s-stands for sinusoidal shape of road profile-see Fig. 7), signals noise and signals drift

Learning phase Testing phase

# Active

system

Road profile Drift Road profile Drift Noise

(a) No t – t No No

(b) Yes t No t No No

(c) Yes t No t Yes Yes

(d) Yes t Yes t No No

(e) Yes t Yes t Yes Yes

(f) No t – s No No

(g) Yes t Yes s No No

(h) Yes t Yes s Yes Yes

of the signals results from tolerance of the used sensors and should be provided by

specifications of the hardware manufacturer. In our simulations a drift signal with

value 0.01 and random noise with amplitude [−0.004, 0.004] were used (Table 1).

Both simulation cases start from general structure of the controller shown in

Fig. 1. In this structure I = 3, therefore, the initial number of CB blocks (Fig. 2) was

18. The variants (simulation configurations) for both simulation cases are shown in

Table 2. The variants (b) and (c) relate to tests of structures obtained without taking

into account the signals drift in the evolution. The variants (d), (e), (g) and (h) relate

to tests of structures obtained taking into account the signals drift in the evolution.

The variants (a) and (f) relate to test of the system with open regulation loop (without

using a controller) and were taken into account in order to compare the results.

For both simulation cases the same parameters of the simulations (Table 1) and

the same following parameters of the algorithm were used: intensity of shifts of the

assimilation operator 𝛾 = ⟨−0.15, 0.15⟩, revolution probability pr = 0.25, mutation

probability pm = 0.15, colonies importance factor 𝜉 = 0.1, population size N = 100,

algorithm iteration number was set to 1000.

In the process of selection of the structure and the parameters of the controller we

used hybrid genetic-imperialist algorithm, whose detailed description is presented in

Sect. 3. The aim of the considered problem was to select structure and parameters of

the controller taking into account the following criteria: passenger comfort, car han-

dling, etc. It was realized by properly defined fitness function (5). The components

of the fitness function f fm
(
𝐗j
)
, m = 1,… , 7 (M = 7) are presented in the Table 3. It
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Fig. 8 Minimums and

maximums of the output

signal u for fitness function

component f f7(𝐗)-see

Table 3 1t 2t 3t 4t 5t 6t

1u t( )

2u t( )

u t( )

Fig. 9 Obtained controllers

(with simplified presentation

of their structures and their

parameters) for: a case

without using drift and noise

in the learning phase

(variants b) and c in Table 2),

b case with using drift and

noise of the signals in the

learning phase (variants d),

e, g i h in Table 2)

P =
par

1,2,1

I      =
par

1,2,1

D     =
par
1,2,1

I      =
par

1,1,1

P =
par

1,1,1

I      =
par

1,1,1

(a)

(b)

is worth to mention that the definition of criteria can be very elastic. For example, a

criterion applying to oscillations of the control signal points the absolute difference

between the values in successive amplitude oscillations until their disappearance (see

Fig. 8).

4.3 Simulation Results

The conclusions of the simulations can be summarized as follows:

∙ Controllers obtained from the evolution process are shown in Fig. 9. As might

be expected, the structure obtained without taking into account drift of the sig-

nals (see Fig. 9a) is less complex than the structure obtained with drift of the sig-

nals (see Fig. 9b). In such structure, signals from accelerator sensors were needed

to obtain satisfactory quality of the controller. Direct measure of the suspension

travel was also not necessary (a similar proposal was formulated in [43]).

∙ The structure obtained without taking into account drift of the signals works well

only in conditions similar to the ones from the learning phase (see Fig. 10b), which

are ideal. At the same time, this structure cannot cope with the tests, which take

into account drift of the signals (in real conditions) (see Fig. 10c). In particular,

the control signal u and signal z (suspension travel) reached the limit value other

than 0. The reason for this behavior is the reaction of the controller on the integral

component to the presence of a signal drift. The obtained results disqualified the

first controller for its practical use. The results obtained with the use of open loop

(without using a controller) are shown in Fig. 10a for comparison.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Fig. 10 Signals obtained in the simulation for cases a–h considered in Table 2
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∙ The obtained structure which takes into account the drift of the signals copes well

with both environments: similar to those in the learning phase (see Fig. 10d) and

in the real conditions with drift and the noise of the signals taken into account (see

Fig. 10e). Moreover, this structure works well on different road profile than used

in the learning phase (see Fig. 10g, h). The results obtained with the use of open

loop (without using a controller) are shown in Fig. 10f.

∙ The procedure of selection of the controller initially takes into account three sen-

sors. The evolutionarily obtained controllers did not require signal from sensor

z̈u. It was achieved thanks to properly defined fitness function for evaluation of

the solutions in the tuning algorithm population. Properly defined components of

the fitness function allow us to take into account relevant characteristics of the

controller, such as, e.g. the reaction time of the sensor to change the measured

quantity, the price of used components included in the controller and so on.

5 Conclusions

In this paper a new method for designing both the structure and the structure para-

meters of the controllers with using hybrid genetic-imperialist algorithm was pre-

sented. It is a new algorithm created on the fusion between the genetic algorithm

and the imperialist competitive algorithm. This fusion allowed us to obtain both the

structure and the structure parameters of the controller. In the tuning process of the

algorithm a different criteria and their weights were used. The disadvantage of the

proposed method is the need for a suitably accurate model of the controlled object.

A very significant advantage of using the model is the minimization of the risk of

damaging the controlled object. The proposed method has been tested on the car

active suspension system problem and the results confirmed its effectiveness. More-

over, the method selected a simpler controller for the problem in which the drift of

the signals was not taken into account and a more complex structure when the drift

of the signals was taken into account. This proves, among others, the flexibility of

our method.
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Fuzzy-Genetic Approach to Identity
Verification Using a Handwritten Signature

Marcin Zalasiński, Krzysztof Cpałka and Leszek Rutkowski

Abstract Verification of the dynamic signature is an important issue of biomet-

rics. There are many methods for the signature verification using dynamics of the

signing process. Many of these methods are based on the so-called global features.

In this paper we propose a new approach to the signature verification using global

features. The proposed approach can be characterized as follows: (a) Classification

of the signature is performed using a fuzzy-genetic system. (b) We select an indi-

vidual set of features for each signer. (c) In the procedure of features selection we

use a genetic algorithm with appropriately designed evaluation function. It works

without access to the signatures called skilled forgeries (this is a major advantage of

the proposed approach). (d) We determine weights of importance for evolutionarily

selected features. (e) The weights are taken into account in the classification process.

(f) An additional advantage of the proposed classifier is the possibility of its work

interpretation and possibility of an analytical determination of its parameters without

machine learning. In this paper we present the simulation results for the BioSecure

signature database, distributed by the BioSecure Association.

1 Introduction

Signature is a biometric characteristic (see e.g. [13, 17, 83–87]) which is easy to

acquire and socially acceptable, so it is often used to develop effective systems for

identity verification. In the literature there are two main types of the signatures. The

M. Zalasiński ⋅ K. Cpałka (✉) ⋅ L. Rutkowski

Institute of Computational Intelligence, Czestochowa University of Technology,

Al. Armii Krajowej 36, 42-200 Czestochowa, Poland

e-mail: krzysztof.cpalka@iisi.pcz.pl

M. Zalasiński

e-mail: marcin.zalasinski@iisi.pcz.pl

L. Rutkowski

Information Technology Institute, Academy of Social Sciences,

Ul. Sienkiewicza 9, 90-113 łódź, Poland

e-mail: leszek.rutkowski@iisi.pcz.pl

© Springer International Publishing AG 2018

A.E. Gawęda et al. (eds.), Advances in Data Analysis with Computational
Intelligence Methods, Studies in Computational Intelligence 738,

https://doi.org/10.1007/978-3-319-67946-4_17

375



376 M. Zalasiński et al.

first is called static signature (off-line). Analysis of this type of signature is based on

its geometric features, such as shape, size ratios, etc. (see e.g. [3, 4, 43]). The second

is called dynamic signature (on-line) and it contains information about dynamics of

the signing process. The most commonly used signals, which are the basis of the

dynamic signature analysis, include a signal of pen pressure on the tablet surface

and a signal of pen velocity. The second one is determined indirectly on the basis

of the signals describing a position of the pen on the tablet surface. There are also

other types of available signals, but the method of their processing is analogous.

Dynamic signature verification is much more effective than a static signature verifi-

cation because: (a) dynamics of the signature is very individual characteristic of the

signer, (b) it is difficult to forge, (c) waveforms describing the dynamics of the sig-

nature are difficult to translate into the process of signing, (d) waveforms describing

the dynamics of the signature can be easily analyzed.

1.1 Approaches to the Dynamic Signature Analysis Proposed
in the Literature

In the literature four main approaches to the analysis of the dynamic signature have

been presented: (a) global feature based approach (see e.g. [28, 46, 53–55, 82,

88]), (b) function based approach (see e.g. [24, 36, 40, 42, 49, 56]), (c) regional
based approach (see e.g. [11, 12, 25, 27, 34, 41, 61, 65]), (d) hybrid approach
(see e.g. [16, 52, 57]). It should also be emphasized that the algorithms for analysis

of the dynamic signature can be relatively easily used in other areas of biometric

applications, which are based on the analysis of dynamic behavior (see e.g. [15,

21]). Among the four mentioned approaches to analyze the dynamic signature, the

methods using global features deserve special attention (see e.g. [28, 44, 58, 59]).

The literature in this field contains, among others, definitions of the global features,

description of the features selection and classification algorithms based on the fea-

tures. We encourage you to read the more detailed review of the literature on the

dynamic signature verification, which has been presented in our previous papers (see

e.g. [11, 12]).

1.2 Our Approach to the Dynamic Signature Analysis

In this paper we propose a new method for the dynamic signature verification based

on global features, which stands out from the methods of other authors by the fol-

lowing characteristics:

∙ It uses a genetic algorithm (see e.g. [1, 22, 50, 62, 67, 75, 79, 81]) for the

individual selection of the features (for each signer), which among others elimi-

nates the features decreasing the accuracy of the verification (we use our previous
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experiences on evolutionary algorithms, see e.g. [6]). Genetic algorithm belongs

to the computational intelligence methods (see e.g. [19, 20, 23, 38, 39, 63, 64])

In the papers of other authors different methods for the global features selection

have been described, but the selection has not been realized individually for each

user (see e.g. [28, 53, 54]). The method proposed in this paper realizes this type

of selection.

∙ It determines individually for each signer weights of importance of the features

and takes them into account in the process of the signature verification (we use

the triangular norms with the weights of arguments, proposed by us earlier, see

e.g. [71]). In the papers of other authors different methods for the determination

of weights have been described, but it has not been realized individually for each

user (see e.g. [28, 46, 55]).

∙ It takes advantage of the fuzzy set theory and fuzzy systems in the process of the

signature verification (we use our previous experiences in the field of the flexible

fuzzy systems, see e.g. [9, 10, 48, 68–70, 72–74]). In this paper we propose a new

way to use that system to the dynamic signature verification and a new method

of its parameters selection. This method allows to avoid the so-called iterative

machine learning (see e.g. [90]), which we used in our previous papers (these

papers are not related to the dynamic signature verification, but they concerned

different structures of the system, applications and methods of automatic selection

of the structure and parameters). In the papers of other authors in the field of the

dynamic signature verification we have not found this solution.

∙ It allows to interpret the knowledge accumulated in the system used to the signa-

ture verification (we use our previous experiences in the field of interpretability

of knowledge of fuzzy systems, see e.g. [5, 7, 8, 47, 48, 66, 76, 78, 89]). In the

papers of other authors different methods for the dynamic signature verification

have been described, but they were mainly focused on speed and accuracy. The

algorithm proposed in this paper works in such a way that the processing method

of the signatures and determination of the signatures descriptors (based on the val-

ues of global features) could be easily interpreted. This is an important advantage

of the algorithm.

∙ It does not require so-called skilled forgeries and reference signatures of other

signers in the training phase (this is a big advantage in the considered group

of methods). This is a consequence of properly designed evaluation function in

used genetic algorithm. Some methods proposed by other authors requires refer-

ence signatures of other users or false signatures (so-called skilled forgeries) in

the learning phase. This causes that the accuracy of the algorithm depends on

the number of users stored in the database and the effectiveness of the so-called

skilled forgers (false signatures created by them are available in popular databases

of the signatures, which are used to compare efficiency of the verification meth-

ods). Moreover, it causes problems during practical implementation. The proposed

method does not depend on the number of users in the database. It uses false sig-

natures only in the testing phase. This is achieved through appropriately structured

flexible fuzzy system, which is the one-class classifier.
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∙ It is distinguished by the independence of the used set of features which can be

arbitrarily reduced or expanded. In other words, the proposed algorithm is flexible

because it is not sensitive to the selection of the initial set of features. Methods of

other authors are often highly dependent on the used set of features.

In the simulations we have used paid signature database BioSecure, distributed

by the BioSecure Association (see [32]).

This paper is organized into four sections. In Sect. 2 we present description of the

proposed algorithm for the signature verification based on global features. In Sect. 3

simulation results are presented. Conclusions are drawn in Sect. 4.

2 Description of the Fuzzy-Genetic Approach for Signature
Verification

The proposed method consists of two phases: learning (training on the basis of the

reference signatures) and testing (verification of the test signature). In the first phase

the selection of features is performed individually for each signer, descriptors of

features and weights of importance of features are determined. They are needed for

a proper work of the classifier in the test phase. These parameters are stored in a

database. In the second phase parameters stored for each signer in the learning phase

are downloaded from the database. Next, verification of signatures is realized on

the basis of these parameters. In the remainder of this section, learning procedure

(Sect. 2.1) and signature verification procedure (Sect. 2.2) have been described.

2.1 Description of the Learning Phase

This section describes steps of the algorithm executed in the learning phase.

Step 1 The learning phase starts by acquiring J reference signatures of the signer

i. Different types of tablets may have a different sampling frequency thus acquired

signatures should be normalized. In the normalization procedure for each user the

most typical reference signature, called base signature, is selected. It is one of the

reference signatures collected in the acquisition phase, for which a distance to the

other reference signatures is the smallest. The distance is calculated according to

the adopted distance measure (e.g. Euclidean). Training or testing signatures are

matched to the base signature using the Dynamic Time Warping algorithm (see e.g.

[2, 26, 77]), which operates on the basis of matching velocity and pressure signals.

The result of matching of two signatures is a map of their corresponding points. On

the basis of the map, trajectories of the signatures are matched. Matching using DTW

could not be done directly with the use of trajectories, because this would remove

the differences between the shapes of the signatures. It would have a very negative

impact on training. Elimination of differences in rotation of signatures is performed
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by the PCA algorithm which in the literature is commonly used to make the images

rotation invariant (see e.g. [31]). A more detailed description of the normalization

techniques can be found in the literature (see e.g. [35, 45, 60]).

Step 2 In this step of the algorithm, the matrix 𝐆i is determined. The matrix contains

values of all global features which describe the dynamics of the reference signatures

of the signer i. It has the following structure:

𝐆i =
⎡
⎢
⎢
⎣

gi,1,1 … gi,N,1
⋮ ⋮

gi,1,J … gi,N,J

⎤
⎥
⎥
⎦

, (1)

where I is a number of the signers, J is a number of the signatures created by the

signer in the acquisition phase, N is a number of used global features, and gi,n,j is a

value of the global feature n, n = 1,… ,N, determined for the signature j, j = 1,… , J,

created by the signer i, i = 1,… , I. Method of determining values of 85 global fea-

tures used by us in the simulations has been described in detail in [28] and it will not

be considered in this paper.

Step 3 In this step of the algorithm, the vector �̄�i =
[
ḡi,1,… , ḡi,N

]
is determined,

where ḡi,n is an average value of n-th global feature of all J reference signatures of

the signer i:

ḡi,n =
1
J
⋅

J∑

j=1
gi,n,j. (2)

Step 4 In this step of the algorithm, evolutionary selection of subset of global fea-

tures takes place. The subset contains features which are the most characteristic for

the signer i (procedureEvolutionary Features Selection (𝐆i, �̄�𝐢)). Evo-

lutionary algorithm is a method modelled on natural evolution for solving problems,

mainly optimization ones. It is the search procedure based on the mechanisms of

natural selection and inheritance. It uses the evolutionary principle of survival of

the fittest individuals. Evolutionary algorithms differ from traditional optimization

methods, among others, in that: (a) they do not process the task parameters directly,

but their encoded form, (b) they start a search not from a single point, but from the

population of points, (c) they use only the objective function, not its derivatives,

(d) they use probabilistic rather than deterministic selection rules. As a result, they

have the advantage over other optimization techniques, for example analytical meth-

ods, random methods, etc. (see e.g. [67]). Procedure Evolutionary Features
Selection (𝐆i, �̄�𝐢) randomly generates an initial set of so-called chromosomes,

which form a population of abundance Ch. Each of them specifies other subset of

features. The chromosome is denoted as the vector 𝐱i,ch =
[
xi,ch,1,… , xi,ch,N

]
, where

xi,ch,g ∈ {0, 1} indicates whether feature g (g = 1,… ,N) encoded in the chromosome

ch (ch = 1,… ,Ch) will be used to verify the signature of the signer i (1-it will be

used, 0-it will not be used). Next, the evaluation of the chromosomes adaptation is

performed and operators of crossing and mutation are applied to the chromosomes.
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These genetic operators provide exploitation and exploration of the searching space

of the features. This action is repeated within the next steps, so-called generations

(number of generations is a parameter of the algorithm). Thanks to the use of genetic

operators, chromosomes in each subsequent generation have got a better value of

the evaluation function (a way of its determination is given in the Sect. 2.1.2). This

means that encoded subset of features is becoming more characteristic for the consid-

ered signer i. From the population of chromosomes, in the latest generation chromo-

some with the smallest value of the evaluation function is selected (the best for min-

imization function). The selected chromosome encodes an evolutionarily selected

subset of features. It is rewritten to the vector 𝐱′i.

Step 5 In this step of the algorithm, determination of the reduced matrix of global

features 𝐆′
i and reduced vector �̄�′i of average values of global features is performed.

They are created taking into account the vector 𝐱′i, therefore they contain only infor-

mation about those features which have been evolutionarily selected for the signer i.
A number of columns of the vector �̄�′i and the matrix 𝐆′

i is N′
i , where N′

i ≤ N is a

number of features selected for the signer i.

Step 6 In this step of the algorithm, calculation of the classifier parameters used in the

test phase is performed. This procedure is calledClassifier Determination
(i, 𝐱′i ,𝐆

′
i , �̄�

′
i) and it has been described in the Sect. 2.1.3. In particular, distances

maxdi,n and weights wi,n (i = 1,… , I, n = 1,… ,N′
i ) are determined individually for

the signer i. Each parameter maxdi,n determines instability of signing of the signer i
in the context of the feature n. Its value is dependent on the variability of the feature.

Each weight wi,n describes importance of the global feature n.

Step 7 In the last step of the algorithm, the following information about the signer i
are stored into a database: the vector 𝐱′i, the vector �̄�′i , and parameters of the classifier

maxdi,n and wi,n. Training phase for the signer i: (a) proceeds similarly to all signers,

but for each signer regardless, (b) in practice is performed once for each signer.

2.1.1 Evolutionary Features Selection

A purpose of the procedure Evolutionary Features Selection (𝐆i, �̄�𝐢)
is the choice of such a subset of features whose values determined for the reference

signatures of the signer i are similar to each other. This is not an easy task, because

e.g. for 85 features (the number of features which we used in the simulations) the

number of combinations is over 38 × 1024 (exactly it is

N∑

n=1
N!∕ (n! ⋅ (N − n)!)). It

is expected that the evolutionary algorithm finds a subset of the features close to

the optimum in acceptable time. Considered procedure works according to the algo-

rithm shown in Fig. 1. At the beginning, random initialization of the vectors 𝐱i,ch
takes place. The vectors are interpreted as chromosomes in the population encoding

subsets of the features. Next, evaluation of chromosomes by determining the val-

ues of their adaptation function is performed (see Sect. 2.1.2). Having the values of
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stop

evaluation of the fitness of chromosomes in the population

selection of chromosomes

creation of the new population of chromosomes

initiation of chromosomes in the population

yes
no

presentation of the best chromosome

start

Fig. 1 Scheme of the procedure Evolutionary Features Selection (𝐆i, �̄�i)), consis-

tent with the scheme of the genetic algorithm

the adaptation function the stop condition of the algorithm is checked. It takes into

account the achievement of the threshold value by the function or execution by the

algorithm a certain number of generations. If the stop condition is satisfied, then

the evolutionary feature selection procedure terminates and returns the best chromo-

some from the population. It rarely takes place immediately after the initialization

of the population, so the population must be processed in a process of evolution. Its

first step is a draw of the individuals in order to apply genetic operators to them.

A typical method of individuals selection is e.g. the tournament selection (see e.g.

[51, 67]). In this method a few chromes are drawn from the entire population. These

chromosomes create so-called tournament group and the chromosome having the

best fitness function value is selected from them. Then, another tournament group

is created and one chromosome from it is selected. This process is repeated until a

new population is created. Next, pairs of chromosomes exchange genes (crossing is

applied) at random points and finally some randomly selected genes of the chromo-

somes mutate (their value changes from 0 to 1 or vice versa). The algorithm takes

into account a probability of crossover and mutation, which are its parameters. In this

way, the parent population form descendant population, which again is evaluated and

the process is repeated.

Operation of the procedure Evolutionary Features Selection (𝐆i,

�̄�i) is dependent on the following parameters:

∙ Size of the population (number of chromosomes). It specifies the number of fea-

tures subsets processed in a single step of the algorithm (so-called single genera-

tion).

∙ Number of generations. It specifies the maximum number of steps S in the evolu-

tionary feature selection algorithm for a single user.

∙ Crossover probability. It is a real number in the range [0, 1] and determines the

intensity of the crossing (gene exchange) between chromosomes. For each ran-

domly selected pair of chromosomes selected in the tournament method, a real

number in the range [0, 1] is drawn. If the number is less than the crossover prob-

ability, an exchange of genes between the chromosomes is performed. Moreover,

the number of the crossing points is also associated with this operation. At these
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points a “cut” of binary chromosomes is performed. This process precedes the

genes exchange.

∙ Mutation probability. It is a real number in the range [0, 1] and determines the

intensity of chromosomes mutation. For each gene of each chromosome a real

number in the range [0, 1] is drawn. If the number is less than the mutation prob-

ability, the value of the gene is changed to the opposite, i.e. from 0 to 1 and vice

versa. A detailed description of the algorithm can be found, among others, in [51,

67].

We would like also to emphasize that the originality of the proposed approach

results from a specific way of determining the evaluation function of chromosomes

from the population (Calculate Ff (𝐆i, �̄�i, 𝐱i,ch)). Evaluation of the chromo-

somes is based on the similarity of features for the reference signatures created in

the training phase (described in Sect. 2.2).

2.1.2 Determination of Fitness Function

In the determination of the fitness function of the chromosome, the following para-

meters are taken into account:

∙ 𝐆i—a matrix of all global features values, determined for all reference signatures

of the signer i,
∙ �̄�i—a vector of average values of global features, averaged in the context of all

reference signatures of the signer i,
∙ 𝐱i,ch—a chromosome with index ch in the population associated with the signer i,

for which the value of the evaluation function is calculated. In the considered pro-

cedure (and only in this procedure) will be used reduced versions of the mentioned

parameters: N∗
, 𝐆∗ =

[
𝐠∗j=1,… , 𝐠∗j=J

]
, and �̄�∗. They were created on the basis of

the values of the vector 𝐱i,ch in the same way as previously described parameters:

N′
i , 𝐆

′
i, and �̄�′i (on the basis of the vector 𝐱′i).

Considered method Calculate Ff (𝐆i, �̄�i, 𝐱i,ch) starts by determination of the

covariance matrix for the matrix of all global features (Step 1). Covariance cov (𝐆∗)
is a measure of the linear correlation between global features values of the reference

signatures 𝐆∗
of the signer i (created in the acquisition phase). In the Step 2 of the

algorithm, determination of the vector of Mahalanobis distances (see e.g. [14]) 𝐦 is

performed. It contains distances between the vector of average values of the global

features �̄�∗ and the matrix of the global features values 𝐆∗
represented by the vectors

𝐠∗j , j = 1,… , J:

mj =
√

(
𝐠∗j − �̄�∗

)
(cov(𝐆∗))−1

(
𝐠∗j − �̄�∗

)T
. (3)

Mahalanobis distance well defines the similarity of the selected features vector of the

reference signature j (features indicated by the tested chromosome) 𝐠∗j to the vector
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of average values of these features �̄�∗. It takes into account their mutual correlation

and individual variance (expressed by the arithmetic mean of the squared deviations

from the arithmetic mean). It should be noted that for each subset of features J dis-

tances are determined. The subset of features associated with the lowest distance is

the most valuable for the signer i in the training phase. In the last step of the algo-

rithm (Step 3), determination of the evaluation function of the chromosome 𝐱i,ch is

performed:

f f
(
𝐱i,ch

)
= 1

J
⋅

J∑

j=1
mj. (4)

Lower value of the fitness function f f
(
𝐱i,ch

)
means that the chromosome 𝐱i,ch is

“better” (subset of global features encoded in the chromosome 𝐱i,ch is the most char-

acteristic for the signer i).

2.1.3 Determination of the Classifier Parameters

In the procedure described in this section only individually selected (for the signer

i) dynamic signature features are considered (there are N′
i features). It means that in

determination of the classifier parameters only the matrix 𝐆′
i and the vector �̄�′i are

taken into account.

Procedure Classifier Determination (i, 𝐱′i,𝐆′
i, �̄�′i) starts by determi-

nation of Euclidean distances di,n,j between each global feature n encoded in the

chromosome 𝐱′i and average value of the global feature for all J signatures of the

signer i (Step 1):

di,n,j =
|
|
|
ḡi,n − gi,n,j

|
|
|
. (5)

In the Step 2 of the considered procedure, selection of maximum distance for each

global feature n is performed (from distances determined in the Step 1):

maxdi,n = max
j=1,…,J

{
di,n,j

}
. (6)

If reference signatures are more similar to each other, the tolerance of our classifier

is lower, because maxdi,n takes smaller values. In the Step 3 of the considered pro-

cedure, computation of weights wi,n is performed. Each weight is calculated on the

basis of standard deviation of n-th global feature of the signer i and average value of

distances for n-th feature of the signer i:

wi,n = 1 −

√

1
J
⋅

J∑

j=1
di,n,j2

1
J
⋅

J∑

j=1
di,n,j

. (7)
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It should be emphasized that the distances and the weights are used in the classifi-

cation process of the signature.

2.2 Description of the Signatures Verification Phase

The purpose of the signatures verification phase is to determine whether the tested

signature, which belongs to a signer claiming to be the signer i, in fact belongs to

the signer i. In the Step 1 of the procedure a signer, whose identity should be ver-

ified, creates one test signature. In this step he also claims his identity as i. As in

the case of the learning phase, the signature has to be geometrically pre-processed.

In the Step 2 of the procedure, the following information are downloaded from the

database: information about selected features of the signer i (𝐱′i), average values of

this features calculated during training phase (�̄�i) and classifier parameters of the

signer i (maxdi,n, wi,n). In the Step 3 of the procedure, determination of the values

of the global features gtsti,n, n = 1,… ,N′
i , for the test signature is performed. The

values refer to the features which have been selected as the most characteristic for

the signer i in the training phase. In the Step 4 of the procedure, similarities of global

features values of the test signature to the average values of the global features for

the reference signatures are determined:

dtsti,n = |
|ḡi,n − gtsti,n|| . (8)

In the last step (Step 5) of the procedure, the verification of the test signature using

one-class flexible fuzzy classifier of the Mamdani type (Sect. 2.2.2) is performed. Its

structure is described in the next section. Values of the signals dtsti,n determined in

the Step 4 are given at the input of the system.

2.2.1 A New One-Class Flexible Fuzzy Classifier

In the signature verification value of the variable dtsti,n is considered. It refers to the

similarity between values of the test signature global features and average values of

these features determined for the reference signatures. It has an imprecise nature and

it is difficult to describe with classical theory of sets and two-valued logic. Therefore,

we have used the theory of fuzzy sets and we described values the “high similarity”

and “low similarity” using fuzzy sets. Then we have formulated clear fuzzy rules and

used approximate inference. As a result, we have obtained a complete fuzzy system

which for values of similarities dtsti,n (n = 1,… ,N′
i ) given on inputs determines the

similarity of the values of evolutionary selected features of the test signature to the

values of the reference signatures global features. In the proposed method it is the

basis for evaluation of the reliability of the signature in Sect. 2.2.2. Our system for

signature verification works on the basis of two fuzzy rules in the form:
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⎧
⎪
⎪
⎪
⎪
⎨
⎪
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⎪
⎪
⎩
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⎢
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IF
(
dtsti,1isA1

i,1

)|
|
|
|
wi,1AND…

…AND
(
dtsti,N′

i
isA1

i,N′
i

)|
|
|
|
wi,N′

i
THENyiisB1

⎤
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎣

IF
(
dtsti,1isA2

i,1

)|
|
|
|
wi,1AND…

…AND
(
dtsti,N′

i
isA2

i,N′
i

)|
|
|
|
wi,N′

i
THENyiisB2

⎤
⎥
⎥
⎥
⎦

, (9)

where:

∙ dtsti,n, i = 1,… , I, n = 1,… ,N′
i , are input linguistic variables (see e.g. [18, 30])

indicating the “similarity between the values of the global feature n of the test

signature and the average values of the global feature defined for the reference

signatures of the signer i”. Values “high” and “low” assumed by these variables

are Gaussian fuzzy sets A1
i,1,… ,A1

i,N′
i

and A2
i,1,… ,A2

i,N′
i

(see Fig. 2), described by

the membership functions 𝜇A1
i,n

and 𝜇A2
i,n

. In the case when a fuzzification of the

singleton type is used, input linguistic variables can be considered as input signals

of the system, which are determined using the formula (8).

∙ yi, i = 1,… , I, is output linguistic variable “similarity between the values of the

selected evolutionary global features of the test signature and the features of the

reference signatures of the signer i”. Value “high” assumed by this variable is the

fuzzy set B1
of the 𝛾 type, value “low” is the fuzzy set B2

of the L type (see Fig. 2).

Sets B1
and B2

are described by the membership functions 𝜇B1 and 𝜇B2 (see e.g.

[67]).

∙ maxdi,n, i = 1,… , I, n = 1,… ,N′
i , can be equated with the border values of fea-

tures of individual signers (calculated by the formula (6)) and wi,n are weights of

importance related to the global feature number n of the signer i (calculated by the

formula (7)).

Fig. 2 Input and output fuzzy sets of the one-class flexible fuzzy classifier of the Mamdani type

for signature verification of the signer i
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2.2.2 Signature Verification

In the proposed method, the test signature is recognized as belonging to the signer i
(genuine) if the assumption ȳi > cthi is satisfied, where ȳi is the value of the output

signal of fuzzy system described by the rules (9):

ȳi =

T∗

⎧
⎪
⎨
⎪
⎩

𝜇A1
i,1

(
dtsti,1

)
,… , 𝜇A1

i,N′ i

(
dtsti,N′

i

)
;

wi,1,… ,wi,N′
i

⎫
⎪
⎬
⎪
⎭

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

T∗

{
𝜇A1

i,1

(
dtsti,1

)
,… , 𝜇A1

i,N′ i

(
dtsti,N′

i

)
;

wi,1,… ,wi,N′
i

}

+

T∗

{
𝜇A2

i,1

(
dtsti,1

)
,… , 𝜇A2

i,N′ i

(
dtsti,N′

i

)
;

wi,1,… ,wi,N′
i

}

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

,

(10)

where:

∙ T∗ {⋅} is the algebraic weighted t-norm (see [6, 71]) in the form:

T∗
{

a1, a2;
w1,w2

}

= T
{

1 − w1 ⋅
(
1 − a1

)
,

1 − w2 ⋅
(
1 − a2

)
}

e.g.
= .

(
1 − w1 ⋅

(
1 − a1

))
⋅
(
1 − w2 ⋅

(
1 − a2

))
,

(11)

where t-norm T {⋅} is a generalization of the usual two-valued logical conjunction

(studied in classical logic), w1 and w2 ∈ [0, 1] mean weights of importance of

the arguments a1, a2 ∈ [0, 1]. Please note that T∗ {a1, a2; 1, 1
}
= T

{
a1, a2

}
and

T∗ {a1, a2; 1, 0
}
= a1.

∙ cthi ∈ [0, 1]—coefficient determined experimentally for each signer to eliminate

disproportion between FAR (False Acceptance Rate) and FRR (False Rejection

Rate) error (see e.g. [80]).

Formula (10) was established by taking into account in the description of system

simplification resulting from the spacing of fuzzy sets, shown in Fig. 2:

{
𝜇B1 (0) = 0, 𝜇B1 (1) = 1
𝜇B2 (0) = 1, 𝜇B2 (1) = 0 . (12)

Detailed information about the system described by the rules in the form (9), which

allow to easily derive the relationship (10) on the basis of the assumption (12), can

be found e.g. in [5, 6, 8, 71, 73].

2.2.3 Interpretability of the Classifier Knowledge

In the literature one can find the conditions that must be met by the rules of the

fuzzy systems, which cause that the rules are clear. For example, in the paper [29] 4
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interpretability levels have been presented (complexity at the rule base level, com-

plexity at the level of fuzzy partitions, semantics at the rule base level, semantics at

the fuzzy partition level). The rules in the form (9) meet defined levels. Moreover,

it is worth to note that in the proposed method: (a) all parameters of the rules are

determined analytically and they have their own interpretation, (b) the rules have the

same form for all signers but different values of the parameters.

2.3 Description of the Computational Complexity

In practice, the learning phase of the algorithm is performed once for each user and

the testing phase (signature verification) can be performed multiple times. A decisive

influence on the computational complexity of the learning phase has a complexity of

used genetic algorithm (see Table 2). In turn, a way of determining the global features

has a decisive influence on the computational complexity of the testing phase (mini-

mal in practice) (see Table 2). Implementation details of the proposed algorithm have

not been considered in the paper, but a need to start the process of evolution once for

each user in the learning phase should not be a problem in the practical implementa-

tion of the algorithm. However, if there is a need of processing a very large number

of users registering to the system at the same time, the algorithm could be run in a

parallel server environment. Another solution could be queuing of tasks associated

with an automatic evolutionary selection of features.

Table 1 Performance comparison of our method with other methods using BioSecure database

Method Average FAR (%) Average FRR (%) Average error (%)

Methods used in

signature evaluation

campaign 2009 [33]

– – 1.71–27.76

Horizontal

partitioning [12]

2.94 4.45 3.70

Vertical partitioning

[11]

3.13 4.15 3.64

Evolutionary selection

with PCA [88]

5.29 6.01 5.65

Our method without

evolutionary selection

3.29 3.82 3.56

Our method with

evolutionary selection

2.32 2.48 2.40
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Table 2 Computational complexity of the proposed algorithm

Step Learning phase 1 Testing phase

1 J 1

2 J ⋅
N∑

n=1
cn 4 ⋅ N′

3 J ⋅ N
N′
∑

n=1
cn

4 S ⋅(
N + 9 + N ⋅ (2 + J) + 2⋅N∗3+9⋅N∗2+13⋅N∗

6

) N′

5 2 ⋅ N 1 + 2 ⋅ N′

6 4 ⋅ J ⋅ N –

7 4 ⋅ N –

3 Simulation Results

Simulations were performed using commercial BioSecure database which contains

signatures of 210 signers. The signatures were acquired in two sessions using the

digital graphic tablet. Each session contains 15 genuine signatures and 10 skilled

forgeries per person. During training phase we used 5 randomly selected genuine sig-

natures of each signer. During test phase we used 10 remaining genuine signatures

and all 10 skilled forgeries of each signer. The process was performed five times,

and the results were averaged. The described method is commonly used in evaluat-

ing the effectiveness of methods for the dynamic signature verification and it corre-

sponds to the standard cross validation procedure. The test was performed using the

authorial testing environment implemented in C# language. During the simulations

the following assumptions have been adopted: (a) population contains 100 chromo-

somes, (b) algorithm stops after the lapse of a determined number of 1000 gener-

ations, (c) during selection of chromosomes tournament selection method is used,

(d) crossover is performed with probability equal to 0.8 at three points, (e) mutation

is performed for each gene with probability equal to 0.02. Details concerning the

interpretation of these parameters can be found, among others, in [51, 67].

Conclusions of the simulations can be summarized as follows:

∙ The proposed method for the considered BioSecure database works with high

accuracy in comparison with the methods presented in the Table 1 and in the paper

[33]. The comparison criterion was the value of the error EER (Equal Error Rate),

which is commonly used to evaluate the accuracy of biometric methods (see e.g.

[24, 42]). In practice, also other measures, such as e.g. d′, can be used in assessing

the effectiveness of the biometric systems (see e.g. [37]). The d′ measures the sep-

aration between the means of the genuine and impostor probability distributions

in standard deviation units. Its mean value, averaged for five test sessions and all

signers, is equal to 7.58 for the BioSecure database.
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Fig. 3 Percentage frequency of selection of the global features of the signature in the context of

all signers for BioSecure database

∙ In simulations a common value of cthi = 0.45 was used for all signers. We adopted

the assumption that the number of false acceptance should be close to the number

of false rejection. If the algorithm working in practice has to be e.g. more sensitive

to false acceptance (e.g. in high security systems), value of cthi should be higher

than 0.45.

∙ The considered set of features does not contain features selected to verify signature

of all signers (see Fig. 3). However, there are those which were not selected at all.

Their names are not given, because the verification of a usefulness of the features

in the context of the database BioSecure was not our goal. It should be noted that

use of all available features causes increasing of ERR value to 3.56%.

4 Conclusions

In this paper we have proposed a new fuzzy-genetic biometric method for the

dynamic signature verification using global features. It is based on the appropri-

ately designed evaluation function of the genetic algorithm. It is used for individual

choice of a subset of the global features which are the most characteristic for the

reference signatures of the considered signer. Moreover, the proposed method deter-

mines the weights of importance of the evolutionarily selected global features and

uses them in the classification process. It is also worth noting that the proposed algo-

rithm works independently of the initial set of features, works without access to the

so-called skilled forgeries and uses the capabilities of the fuzzy one-class classifier,

whose knowledge can be interpreted. We would also like to emphasize that the pro-

posed method worked with very high accuracy for the BioSecure signature database

in comparison to the methods of other authors (described in the available positions

of the literature).

In our further research in the field of the dynamic signature verification we are

planning to take care of, among others, research about the relationship between the

dynamic signature verification accuracy and the number of the global features used

in the verification.
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A Method of Design and Optimization
for SiC-Based Grid-Connected AC-DC
Converters

S. Piasecki, R. Szmurlo, J. Rabkowski and M.P. Kazmierkowski

Abstract This chapter presents a method of design and optimization dedicated for
three-phase AC-DC converters. The main idea of presented work is to provide a
tool which supports design process and helps to achieve desired properties:
efficiency, volume, weight and system cost. The proposed design method is
described in the chapter with special attention to calculations regarding power
section of the converter. Newly introduced technology of SiC power devices is in
scope of author’s analysis. Features of proposed method are illustrated by three
SiC-based laboratory models rated at 10 an 20 kVA respectively. Each model is a
result of the optimization process performed at different input requirements related
to volume and efficiency. Finally, performance all models is verified during
operation with 3 × 400 V AC grid.

1 Introduction

There is no doubt that a technology of Silicon Carbide power devices has become a
permanent part of the power electronics picture. Today, statements about lower
on-state resistances and higher switching speeds in comparison to Silicon devices
sound quite obvious. New possibilities in a number of power electronics applica-
tions allow to achieve higher efficiency and power density of the applied converters
[1, 2]. However, a cost of SiC transistors and diodes is still higher than Si
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counterparts, but may be compensated by strongly improved parameters of power
converters. A common knowledge is also a fact that a simple replacement of the Si
devices by SiC counterparts is not the best move. In most cases power electronic
converters should be completely redesigned when a new technology is being
introduced. Especially, when passive components—parts of the filters—contribute
in the volume and, especially, power losses. This is exactly the case of the
grid-connected AC-DC converter (see Fig. 1), which contains power section
(three-phase, fully controlled bridge) and three-phase filter. Relations between all
components of the converter are complex and a design process contains number of
different variables. Therefore, additional support to the designer seems to be
interesting option and multi-objective analysis might be considered in this case. The
design process shows a decisive impact on the expected properties of the converter
and obtained functionalities. Typically, high power quality as well as high effi-
ciency are required, moreover, low price and volume of the converter should be also
maintained. This means that conflicting objectives need to be combined during a
design and production process [3, 4].

Solving of the multi-dimensional design problems with conflicting objectives
can be supported by Multi-Objective Optimization (MOO) methods, successfully
implemented in power electronics [5, 6]. In the design process of power electronic
system, as the result of performed optimization, the sets of “the best” design
parameters are expected. Usually, there is no one, optimal solution, for analysed
and optimized problem but a set of different solutions, different trade-offs.

One of the key components of the AC-DC converter, specifically power section,
are power devices. Operation conditions related to performance of the switching
devices (nominal current, switching speed, on-state resistance, surface for heat
dissipation) determine the number of system parameters, such as cooling section,
grid filter, DC-link voltage level and others, as is presented in Fig. 1.

AC-DC Converter

DC-link
- voltage level
- capacitance
- type of capacitor

Power sec on
- power devices
- switching frequency
- cooling system

Filter
- type
- parameters 
- technology/materials 

m
inim

iza
on

Cost
Volume
Weight
Losses

Fig. 1 Main parameters of the AC-DC converter and expected design objectives of the system
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In the presented paper a MOO is applied to assist process of the AC-DC con-
verter design with special attention paid to analysis of SiC based power transistors.
The developed optimization tool, allows to analyze how changes of one or more
design variables will affect system parameters and desired properties of the con-
verter and finally achieve the design parameters which any change would bring no
benefit according to assumed criteria—so called Pareto optimum [7]. The imple-
mentation of proposed methodology enables this analysis to be performed in early
stage of the design process, giving the engineer a general overview of the available
possibilities and choices.

Selected optimization criteria (design objectives) for the AC-DC converter are
general properties of this system: volume, efficiency, weight, power quality and
price. The optimization parameters are design variables (see Fig. 1): grid filter (type
of the filter, values of elements, type of used material and element), type of power
switches, cooling system, switching frequency, DC-link capacitance, type of
DC-link capacitor and DC-link voltage level (see Fig. 1).

2 Design and Optimization Methodology

Several methodologies have been proposed to design and optimize power electronic
circuits [8–13]. Complexity level of applied models and mathematical equations are
different, usually they rise with precision of the obtained results. Actually, whole
optimization process is more complicated with advanced models complicate, time
required for calculations is also increased. Moreover, some approaches require
implementation of various simulation environments for analysis of different phys-
ical phenomena (thermal, electrical, etc). Therefore, an objective of the presented
methodology is to support process of the AC-DC converter design utilizing
parameters of available on the market components in order to achieve fast tool,
suitable for industrial applications. The methodology is composed by three main
parts: the design procedure, the database with parameters of available on the market
components and the multi-objective evolutionary optimization block, as is pre-
sented in Fig. 2.

The first part of the process is the design procedure. Based on experts knowledge
in electrical engineering, especially in power electronics, this part allows to analyse
surface of available solutions for various operation conditions of the converter.
Several mathematical scripts are employed to obtain general system parameters (as
currents, voltages, grid filter parameters, DC capacitance, etc.) for different
switching frequencies, DC voltages, thermal resistances of the heatsink and per-
formance of the cooling system. All obtained parameters are collected as matrix of
general system parameters—available designs. The described methodology is
dedicated for 2-level converter, but by modification of applied scripts may be
extended to multilevel topologies.

Detailed parameters of the system components: inductors, semiconductors and
capacitors are used in optimization calculations. Here only existing on the market,
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commercially available component are considered. Selected parameters of com-
ponents are implemented in proposed Components Database (see Fig. 3) on the
base of datasheets provided by the producers. Thus, the designer selects elements
which are considered in optimization process by their implementation in the
Database. At current stage of procedure’s development capacitors, inductors and
semiconductors are analysed, however, proposed methodology can be applied for
other system components.

The next step of analysis is the optimization process. The discussed methodol-
ogy treats design and optimization of the AC-DC converter as a problem with finite
number of alternatives, therefore, the discrete optimization methods, in particular
Genetic Algorithms (GAs) are employed. GAs use mechanisms inspired by bio-
logical evolution, such as reproduction, mutation, recombination, and selection, and
for the all GA techniques the main idea is to select from given population the fittest
individuals as in case of natural selection (survival of the fittest). The selection is
carried out based on given criteria (cost function), while the fittest measure can be
expressed by performance indices. The whole optimization process is based on
populations which evolve during generations. In each generation, the individuals
from the population are evaluated according to established criteria. The fittest are
selected to the next generation and create new population. The new population is
subjected to evolution (evolutionary operations, e.g. mutation, crossover) and
whole process is repeated till termination conditions are fulfilled.

Based on several scripts components from database are matched with particular
designs from matrix of general parameters according to current/voltage limitations.
Employing genetic algorithm the known operation conditions (general system

Design 
Procedure

Designer 

- Ini al parameters
- Constraints

General 
Parameters

Components 
Database

Op miza on
Procedure

- Preferences

Op mized 
Design 

Parameters

(Design Objec ves)

Fig. 2 Simplified block
diagram of proposed design
and optimization
methodology of AC-DC
converter
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parameters) are combined with particular component’s parameters. Using dedicated
mathematical models and formulas Local Performance Indices related to volume,
weight, losses and price are obtained (see Fig. 3). Finally, after n-generations fittest
individuals (according to establish by the designer objectives) are selected. Due to
relatively high number of generations (>100 000), the calculated parameters are the

Input 
Parameters

Objectives

Constraints

Design 
methodology 

(computational scripts)

General Parameters of 
the System

variations of parmeters:
UDC, fsw, Rth, CSPI, ... 

 Inductors 
Database (L)

Matching components 
(genetic algorithm)

Local Performance Indices 
(Losses, Weight, Price, 

Volume)

Global Performance Indices
(∑Losses, ∑Weight, ∑Price, 

∑Volume)

Fittest Individuals

Surface of available 
designs (solutions)

 Capacitors 
Database (C)

Semiconductors 
Database (S)

Components Database 
(based on producer’s datasheets)

OptimizationN generations
P population size

Optimized design parameters
(with specified operation conditions)

Designer

Fig. 3 Detailed signal flow diagram of proposed design and optimization methodology
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best ones from all available solutions. Implementation of particular genetic algo-
rithm allows to achieve optimization results in hours instead of months and years
(calculation of all available solutions) for operation on big database (over 1000
components) and wide number of general parameters (available designs).

The proposed methodology has been successfully implemented as closed com-
puting environment presented in [14]. This article in details presents part of pro-
posed procedure related to calculation of parameters for SiC power switches.

3 SiC Transistor Calculations

The choice of SiC semiconductor devices for AC-DC converter is not a simple issue
according to needed complex calculations, which include thermal modeling of the
elements. Due to proposed Semiconductors Database (see Fig. 3) various scenarios
with discrete semiconductors, Schottky diodes as well as integrated modules may
be considered. As market of SiC power devices is rapidly increasing by means of
rising number of devices and manufacturers, this database is growing very fast.

To check possible system performance of power devices combined
electro-thermal calculations are performed. The idea of analysis is to find thermal
steady-state of the devices (in discrete or module package) mounted on a heatsink
using both electrical and thermal equations. The block diagram is presented in
Fig. 4.

Calculations start for junction temperature equal to ambient (here assumed to be
25 °C), which is a base to find actual values of the thermal-dependent parameters
(on-state resistances, voltages, switching energies etc). All parameters are taken
from datasheets and collected in the developed Semiconductors Database where are
linearized versus junction temperature. In the case of most common SiC MOSFETs
on-state resistance is main temperature-dependent parameter but some other
parameters as switching energies are also changing with the junction temperature.
In Schottky diodes a series resistance is rising with junction temperature while
threshold voltage is slightly decreasing. Together with known General Parameters
(nominal power, DC-link voltage, switching frequency, power factor etc.) these
parameters are applied to determine the conduction and switching power losses in
diodes and transistors. Well-known equations describing switching power losses in
three-phase converter are applied, while equations for the conduction power losses
averaged over single fundamental period were corrected. It is also crucial to take
into account a reverse conduction of SiC MOSFETs, which is better explained in
[15]. In the next step a calculation of the case and junction temperatures takes place
using parameters such as thermal resistances of the power modules and the heat-
sink. This procedure is repeated until the analyzed system reaches a thermal
steady-state, which is expected to reflect a situation in the real circuit for given
circuit parameters. Calculated power losses for a 10 kVA AC-DC converter for
25 mΩ and 80 mΩ SiC MOSFETs have been presented in Fig. 5.
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4 Power Semiconductors Optimization

The proposed optimization methodology has been implemented as standalone
system to optimize the grid-connected AC-DC converter. The application was
implemented in Java using Grails framework and calculation scripts are executed by
GNU Octave. The system runs on a virtual machine based on Linux Ubuntu and has
allocated 8 virtual processors (Intel Xeon X5460) clocked at 3.16 GHz and 4 GB of
RAM. The database of components uses the MySQL database server on the same
machine. Applied evolutionary algorithms are implemented from the MOEA
Framework. The selected optimization algorithm is executed with specified by the
designer size of the population (P) and a maximum number of evaluations of the
objective function (N) performed during calculation of EA.

Semiconductor Calculations

Losses 
Index

(SLOSSES)

Weight 
Index

(with cooling 
system)

(SWEIGHT)

Volume 
Index

(with cooling 
system)

(SVOLUME)

Matching Devices Selection
(Database, current/voltage limitations)

Local Performance Indices

Price 
Index
(SPRICE)

Electro-thermal calculations

TJ=TA

x=f(TJ)

PC, PSW

TC, TJ

Steady 
state?

NoYes

Semiconductors Database
(Datasheets)

[INOM, UNOM, rON, Tjt, TC, Esw, UM, 
IM, ...]

General Parameters
(operation conditions)

[PN, UGRID, fG, ΔUDC, grid filter, 
filter parameters, fsw, UDC, Rth, 

CSPI,  ...]

Fig. 4 Block diagram of the procedure for power transistors selection, electro-thermal modelling
and local performance indices estimation
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Operation and performance of the proposed methodology with 5 selected genetic
algorithms (OMOPSO, NSGAIII, SPEA 2, SMPSO, eMOEA) has been verified
through series of numerical analysis. For investigation of the system performance a
four objectives are included: volume, weight, price and losses with the same weight
coefficients. Achieved results are compared with reference according to 4 quality
indicators: Spacing, Generational Distance, Hyper Volume and Elapsed Time to
evaluate the obtained 4-dimensional space. Indicators, illustrated in Fig. 6, are
defined as follows:

(1) Spacing (SP)—indicator gives information how evenly are distributed the
results along the known Pareto front;

(2) Hyper Volume (HV)—gives information about the volume (in the objective
space) covered by non-dominated set of solutions for problem where all
objectives need to be minimized. Larger values of the HV indicator are
required;

Fig. 5 Calculated power losses in the 10 kVA converter for two different power modules with
80 mΩ (a) and 25 mΩ (b) MOSFETs versus switching frequency and the heatsink thermal
resistance

O
bj

ec
ve

 2

Objec ve 1

Reference

Obtained 
Results

Hyper Volume (HV)
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Genera onal Distance (GD)

Fig. 6 Quality indicators
used for evaluation of the
obtained optimization results
—two objective (2
dimensional) representation
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(3) Generational Distance (GD)—this indicator gives information how far (on
average) are obtained results from true Pareto front. A value of GD equal zero
indicates that all calculated elements are on true Pareto front.

(4) Elapsed Time—time calculated from the beginning of the optimization process.

For performance analysis a Semiconductors Database with 300 records com-
bined with 16426 General Parameters Vectors was used. In this case the number of
all possible combinations is equal 300 * 16426 = 4 927 800. As a reference, the
result obtained with 200 000 evaluations (N) of the NSGAIII algorithm with initial
population size (P) equal 50 has been selected. Optimization process involves four
discussed objectives: volume, weight, losses and price with assumption that all
criteria should be minimized with the same weight coefficient. Because the
graphical visualization of 4 objectives would be unreadable, the results with quality
indicators are presented. In Fig. 7 quality indicators (obtained based on reference)
are presented for analysis with N = 20 000 evaluations. It can be observed, that all
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analyzed algorithms allow to achieve acceptable results already for N = 2 000,
however, analyzed number of available choices is only 4 927 800. It is assumed that
N = 20 000 is more than enough to obtain optimized parameters for analyzed
Semiconductors Database.

5 Laboratory Demonstrators

The proposed design and optimization method was applied for design of the three
laboratory models of grid-connected AC-DC converters with SiC power switches.
Each converter has been designed with different requirements related to Volume and
Efficiency objectives. The first model was designed to achieve high efficiency (in-
cluding the LCL filter). The second aimed in high power density (also determined
with the LCL filter). Finally, the third model was designed as a compromise
between high efficiency and high power density. Additional assumptions were that
only SiC power switches are considered for the models and converters are con-
nected to 3 × 400 V grid with closed loop control. Due to limitation of the noise
generated by passive components of the filter and available performance of used
control platform the switching frequency was established to be in range from 16 up
to 80 kHz.

All design parameters of the converters are collected in Table 1. It can be seen
that the second and third models have the same grid filter. The reason is the EMI
noise—applied measurement system was not stable during grid connected operation
at 80 kHz switching frequency with converter side inductance (LC) lower than 250
uH, despite the fact that it resulted from the analytical calculations. This issue will
be investigated in future works of the authors.

Efficiency of the discussed models has been evaluated by an experimental
investigation. System configuration during experiments is presented in Fig. 8a,
obtained efficiency versus output power characteristics of the models are presented
in Fig. 8b. For efficiency measurements the Yokogawa WT1806 Power Analyzer
was used. All converters are connected to the grid through LCL filters, with
parameters as presented in Table 1, measured efficiency includes losses in power
section of the converter and passive components of the filter (see Fig. 8a).

Analyzed models achieve high efficiency (99.1% with LCL filter) or high power
density (5.23 kW/dm3), according to established design objectives. Experimentally
obtained performance space related to two main objectives: Volume (expressed by
1/Power Density) and Efficiency (expressed by summarized losses) is presented in
Fig. 9. Moreover, figure presents main parameters of constructed models. Obtained
results are compared to theoretical parameters calculated by the procedure. The
main source of obtained, around 20%, error are calculations related to magnetic
components. For estimation of losses in the inductors a Modified Steinmetz
Equation [16] is used, while parameters for the equation are selected based on
material’s datasheet provided by producers and laboratory measurements. Volume
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of the inductors is estimated based on peak energy stored in magnetic components,
according to equation [17]:

LVOLUME =
1
2
⋅ sfL Volume ⋅ ∑ ðL ⋅ I2L MAXÞ, ð1Þ

where L—inductance, IL_MAX—maximum current of the inductor, sfL_Volume—

volume scaling factor (related to the material of the core and applied technology),
selected to 0.6 dm3/J, based on [17] and laboratory measurements. This part of the
procedure is under development and will be extended by dedicated scripts for
magnetic components design.

Table 1 Parameters of the analyzed laboratory AC-DC converter models

Parameter High efficiency High
efficiency/power
density

High power density

Rated power (PN) 10 [kVA] 10 [kVA] 20 [kVA]
AC nominal
voltage (UAC)

230 [V RMS] 230 [V RMS] 230 [V RMS]

AC nominal
current (IAC)

14.5 [A RMS] 14.5 [A RMS] 28.9 [A RMS]

DC nominal
voltage (UDC)

580–700 [V DC] 580–700 [V DC] 580–700 [V DC]

DC nominal
current (IDC)

14.3–17.3 [A DC] 14.3–17.3 [A DC] 28.5–34.4 [A DC]

Switching
frequency (fsw)

16–24 [kHz] 40 [kHz] 80 [kHz]

Parameters of LCL
filter
Converter side
inductor (LC)

LC = 1.5 [mH] LC = 250 [µH] LC = 250 [µH]

LC core type 1f, ferrite 1f, E64/15 3F3 1f, ferrite
Filter capacitance
(CLCL)

CLCL = 5 [µF] CLCL = 5 [µF] CLCL = 5 [µF]

Grid side inductor
(LG)

LG = 100 [µH] LG = 100 [µH] LG = 100 [µH]

LG core type 1f, ferrite 1f, ferrite, E64/10 1f, ferrite
DC-link
capacitance (CDC)

162 [µF] 100 [µF] 118 [µF]

Power devices CCS050M12CM2 6 × C2M0025120D 12 × C2M0080120D
6 × C4D20120D 6 × C4D20120A

Heatsink 1 × Fisher SK92
220 mm
(RTH = 0.9 K/W)

2 × Fisher
LAM-5-150
(RTH = 0.25 °C/W)

2 × Fisher
LAM-5-150
(RTH = 0.25 °C/W)
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6 Experimental Investigation

In the further step of experimental investigation the SiC-based demonstrators were
verified during grid-connected mode with closed loop control. As a control method
the Direct Power Control with Space Vector Modulator (DPC-SVM) is used. The
well-known DPC scheme [18] has been extended by additional Phase Locked Loop
algorithm, positive and negative Voltage Sequence Extraction module (based on

(a)

(b)

Fig. 8 Efficiency evaluation of analyzed SiC based AC-DC models for various operation
conditions; a system configuration during experiment; b efficiency versus output power
characteristics
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DSGOGI [19]) and Harmonics Compensation block, as presented in Fig. 10 [19].
Harmonic compensation functionality was realized based on band-pass filters, as
described in [19]. This algorithm was implemented on dSpace 1006 platform and
used to control each of investigated converters in various operation conditions.

Experimental investigations allow to confirm properties of the SiC based con-
verters in terms of high-efficiency but also improved functionalities of the
demonstrators during operation with distorted grid voltage.

In Fig. 11 steady state operation of the high-efficient model as an inverter with
nominal power and UDC = 700 V is presented. High efficiency and high quality of
processed power (Ithd1, Uthd1) are illustrated by screen from Yokogawa Analyzer.
Figure 12 illustrates additional functionality of the control method which allows for
stable and uninterrupted operation of the converter under grid voltage disturbances.
Despite voltage distorted by harmonics and dip grid side currents are controlled,
balanced and close to sinusoidal.

Figure 13 presents steady state operation of the high-efficient and compact
model as active rectifier under nominal load (10 kW) and UDC = 700 V with
40 kHz switching frequency. High efficiency (98.57%), as well as high quality of
processed power (Ithd1, Uthd1) are also illustrated by screen from Yokogawa
Analyzer. In Fig. 14 harmonics compensation of the grid side current functionality
is presented when converter operates with grid voltage distorted by 5% of 5th, 7th
and 11th harmonics. Despite distortion grid side current THD is 1% (without
compensation 30%).
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Fig. 9 The 2 objectives (1/Power Density vs Losses) performance space and main parameters of
SiC based laboratory models
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Fig. 10 Block diagram of the control method implemented in the SiC based laboratory
demonstrators

(a) (b)
UA_Grid (C1)

UDC (C4)

IA_Grid (C3)

IA_Conv (C2)

Fig. 11 Inverting operation of the high-efficient model during steady state, UDC = 700 V,
fsw = 16 kHz, POUT = 10 kW; a screen from the Yokogawa power analyzer, b current and
voltage waveforms, from the top: grid voltage of phase A (UA_Grid), grid side current of the phase
A (IA_Grid), DC-link voltage (UDC), converter side current of the phase A (IA_Conv)
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Finally, Fig. 15 presents operation of the high power density model as active
rectifier under 10 kW load with switching frequency equal 80 kHz during steady
state. Obtained efficiency is 97.9% for 700 V in DC-link.

Fig. 12 Active rectifying operation of the high-efficient model under grid voltage distorted by
40% voltage dip in two phases (voltage unbalance in third phase is caused by separating grid
transformer) and 5% of 5th and 7th harmonics. From the top: grid voltage, DC-link voltage and
grid current

(b)(a)

UDC

IA_Grid

IA_Conv

UA_Grid

Fig. 13 Active rectifying operation of the high-efficient and compact during steady state,
UDC = 700 V, fsw = 40 kHz, POUT = 10 kW; a screen from the Yokogawa power analyzer,
b current and voltage waveforms, from the top: grid voltage of phase A (UA_Grid), grid side current
of the phase A (IA_Grid), DC-link voltage (UDC), converter side current of the phase A (IA_Conv)
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7 Conclusions

The chapter presents the dedicated method for design and optimization of AC-DC
converters with special effort on the calculations of SiC power semiconductor
devices. For the optimization a dedicated system utilizing genetic algorithms is
used. Due to proposed Components Database performed calculations are limited to
the existing on the market components, while parameters of the components are
implemented in database using producers datasheets. Methodology for the power

(a) (b)

IA_Grid   Spectrum

UA_Grid   Spectrum

IABC_Grid

UABC_Grid

UDC_GCC

IDC_GCC

Fig. 14 Active rectifier operation of the high-efficient and compact model during steady state with
grid voltage distorted by 5% of 5th, 7th and 11th harmonics, UDC = 700 V, fsw = 40 kHz,
POUT = 6.3 kW; a screen from the Yokogawa power analyzer, b current and voltage waveforms,
from the top: DC-link voltage (UDC_GCC), grid voltage (UABC_Grid), DC-link current (IDC_GCC),
grid side current (IABC_Grid)

Fig. 15 Active rectifier operation of the model with high power density during steady state,
UDC = 700 V, fsw = 80 kHz, POUT = 10.5 kW; a screen from the Yokogawa power analyzer,
b current and voltage waveforms, from the top: grid voltage of phase A (UA_Grid), grid side current
of the phase A (IA_Grid), DC-link voltage (UDC), converter side current of the phase A (IA_Conv)
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semiconductor calculations is presented in details and illustrated by three laboratory
models which utilize SiC power switches. High efficiency and high power density
design scenarios are analysed, moreover, the model which is a compromise between
power density and efficiency is presented. Series of experiments confirms properties
of the designed models and possibilities offered by dedicated control method. Thus,
the presented methodology was verified in practice and provides results, which are
very close to initial assumptions. The authors believes that after necessary
improvements it may be applied to support designers of the grid-connected AC-DC
converters.
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