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Preface

This edited volume contains a selection of refereed and revised papers originally
presented at the third International Symposium on Signal Processing and Intelligent
Recognition Systems (SIRS’17). The symposium was held in Manipal Institute of
Technology, Manipal University, Manipal, India, during September 13-16, 2017.
SIRS’17 provided a forum for the sharing, exchange, presentation, and discussion
of original research results in both methodological issues and different application
areas of signal processing, computer vision, and pattern recognition.

We would like to thank all authors for their contributions to the program and for
their contributions to these proceedings. The technical program of SIRS’17 com-
prises of 41 papers (24 regular papers and 17 short papers). These papers were
selected by the program committee with additional help from external expert
reviewers from 111 submissions. Each of them was reviewed by two or more
referees. The authors were asked to address each and every comment made by the
referees for improving the quality of their papers.

We are also deeply grateful to the many people who volunteered their hard work
to ensure this successful symposium. We would like to express our gratitude to the
program committee and external reviewers, who worked very hard in reviewing
papers and providing suggestions for their improvements. Many thanks go to all the
chairs, and their involvement and support have added greatly to the quality of the
symposium. We also wish to thank all the members of the Advisory Committee,
whose work and commitment were invaluable. We would like to express our sin-
cere gratitude to local organizing committees that have made this event a success.
We would also like to express our thanks to the keynote speakers and tutorial
presenters. The EDAS conference system proved very helpful during the submis-
sion, review, and editing phases.

We wish to express our sincere thanks to Thomas Ditzinger, Senior Editor,
Engineering/Applied Sciences Springer-Verlag, and Janusz Kacprzyk, Series
Editor, for their help and cooperation.
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We hope these proceedings will serve as a valuable reference for researchers and
practitioners in the related fields.

Sabu M. Thampi

Sri Krishnan

Juan Manuel Corchado Rodriguez
Swagatam Das

Michal Wozniak
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Removal of BW and Respiration Noise
in abdECG for fECG Extraction

Jeffy Josephl(g), J. Rolant Gini', and K.I. Ramachandran®
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Abstract. Electrocardiogram (ECG) signals are one of the most important
diagnostic tools for any doctor, especially a cardiologist. It is important that the
fetus present inside the abdomen undergoes a fetal ECG recording to assess the
health of the fetus. Complications like disturbance because of movement of
abdominal muscles are usually present during the recording and leads to the
wrong diagnosis of the fetus ECG. In this paper, the signal in dispute had been
altered in the proposed method so as to eliminate the wandering of the baseline,
respiration noise and also expel the noise from other sources. The acquired
abdominal ECG signal in a noninvasive manner had been considered for
extracting the fetal ECG after eliminating the noise. The windowed zero mean
method is used where the first step is segmentation. In segmentation, the
abdominal ECG signal is divided into set of samples based on window size.
Zero mean is applied across each of the windowed abdominal ECG signals to
address the issue of baseline wandering and respiration noise. This is followed
by the application of a bandpass filter to cancel the high-frequency noise
component. This process results in an ECG signal that almost has no compli-
cations as present before. The fetal ECG signal that is procured using such a
method is now easier to diagnose as compared to the acquired signal which
contains noise. Thus, for a fetus, this can help in proper diagnosis. It is further
noted that this method is very reliant on using and is lucid. It can be used to
augment and alter signals where such complications arise in the field of medi-
cine and clinical diagnosis.

Keywords: fetal ECG (fECG) - abdominal ECG (abdECG) - Baseline wander
(BW) - Respiration noise - Windowed Zero Mean (WZM)

1 Introduction

The simplicity of ECG waves is what makes them easy to comprehend and understand
when compared to other wave signals. From an ordinary heart check-up to the detection
of an arrhythmia we need to use the ECG [1]. The disturbance in an ECG due to

© Springer International Publishing AG 2018

S.M. Thampi et al. (eds.), Advances in Signal Processing and Intelligent
Recognition Systems, Advances in Intelligent Systems and Computing 678,
DOI 10.1007/978-3-319-67934-1_1
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various noise can cause the wrong diagnosis due to bereavement of information. Some
problems that arise in ECG signal measurement are due to noise such as baseline
wandering which is also usually accompanied by high-frequency noise components.
Baseline wandering can arise due to respiration and sweat that affects the parameters of
the electrode such as impedance. High-frequency noise components are caused by
movement of the body during the procedure.

Welfare of the fetus is the prime concern in pregnancy. Though the fetal mortality
rate [2] has decreased in developed countries, it is still a grave issue in developing and
underdeveloped nations. Genetic diseases always pose a large looming threat on the
fetus. Congenital malformations, membrane complications, malaria, and pre-eclampsia
are some of the disease responsible for fetal deaths. In a study in England and Wales in
the year 2007, it was found that congenital anomalies are the second highest cause of
infant deaths [3]. Bradycardia [4] has led to the invention of the micropacemaker [5]
which when used in a fetus helps forestall the need for exigent removal from its womb
in case of any medical emergency.

There are many ways to monitor the fetus using techniques like ultrasound which is
based on the usage of sensors. Non-stress test and contraction stress test are also other
ways of externally monitoring the state of the fetus. Presumptuous methods like
abdECG also help in relatively accurate measurement. Fetal ECG (fECG) is obtained
using electrodes which are planted on the head of the fetus. Such a prying procedure is
very cumbersome and invasive, which calls for the requisite for procedures that are
non-invasive. Observation of the fECG can help in having an insight of ailments and
anomalies that could be present in the fetus. One of the latest developments is the use of
Raspberry Pi microcontroller to monitor fECG [6]. There is various noise usually
present in the ECG that can arise from various sources such as interference of the
power line, noise due to contact established between electrodes, electrosurgical noise,
instrumentation noise and electromyography (EMG) noise that occurs due to muscle
movement in the vicinity of the heart. Since the fetus is present near the abdomen, there
is the possibility of much clamor that can occur due to the position and movement of
the fetus. The abdomen is in an anterior part of the body which contains important
organs like stomach and liver.

The abdominal muscles present abet in the process of breathing as adjunct support.
During this process, there is disturbance because of the process of respiration as there is
the movement of abdominal muscles present near the electrode. This neighboring signal
gets acquired as a part of the reading and is more prominent when compared to the actual
signal obtained from the abdomen. The noise created due to these such as high-frequency
noise components due to muscle movement and the wandering of the baseline have to be
addressed. Electromyography noise arises due to muscle movement that can affect the
changes in fECG especially if it occurs adjacent to the heart of the fetus. These noises are
inevitable and induce fallacious results. Wandering of the baseline can occur due to
improper placement of electrodes and this results in the ECG wave wandering above and
below the reference due to variation in amplitude. Some of these disturbances cause the
signal to get lost amidst these undesirable perturbations. These problems need to be
adhered to as the welfare of the fetus depends on it amidst pregnancy. This demands for
elementary methods to deal with it. The paper has been fabricated in the following order:
Sect. 2 provides an accord about the literature survey that gives requisite background
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information. This is followed by Sect. 3 which presents the method with which the
problem had been approached. This is followed by Sect. 4 gives a discourse about the
results achieved through the Windowed Zero Mean (WZM) method applied in this
paper. The Sect. 5 gives the conclusion inferred from this method.

2 Literature Review

For a fetus, especially, the ECG signal is taken from the abdomen of the mother and as
seen previously there is a lot of disturbance because of noise and this can lead to a
misdiagnosis. The primary reason for this is that the ECG signal masquerades as noise
in certain parts of the signal and only upon close observation it is realized that it is not
noise but rather indispensable information that is being lost. The usage of such vital
information can aid in augmenting the process of diagnosis. Extraction of respiration
signal from ECG signal (EDR) is carried out using methods like single lead ECG [7]
where EDR is estimated by cubic-spline interpolation; conductive textile electrodes
which use the concept of instantaneous frequency estimation [8].

Removal of noise from Surface respiratory EMG signal is also effectuated using
methods such as lean mean square widrow adaptive structure [9], butterworth filtering
[10] and adaptive filtering [11]. The Heart Rate Variability method is proposed as a
more accurate method when using the single lead ECG [7] whereas the conductive
textile electrode [8] method indicates a closer alternation with the actual respiration
signal. The lean mean square widrow adaptive structure [9] removes noise without the
need for additional electrodes. In butterworth filtering method [10], the noise due to the
electrode is nullified using a butterworth filter of corner frequency 20 Hz. Recursive
least squares algorithm is used in the adaptive filtering method [11] to eliminate Power
Line Interference and ECG noise. An EDR extracted signal accommodates plenty of
noise and needs to undergo pre-processing in order to obtain a clean ECG. This incites
the requisite for unsophisticated methods that need to be devised in order to deal with
it. Some of the acclaimed methods that had been used to address this problem of the
ECG until now are Empirical Mode Decomposition (EMD) [12] based on
Hilbert-Huang transform [13], linear phase filtering [14], moving average filter [15] and
discrete wavelet transform [16]. EMD [12] which is based on Huang transform [13]
relies purely on data which might be a disadvantage in certain cases where the data
alone will not suffice. Summation of Intrinsic mode functions is generated upon
decomposition of the EMD [12] which is the motive of the EMD [12] method.

Linear phase filtering method [14] primarily focuses on reduction in the number of
computations needed to achieve de-noising of signal and elimination of baseline
wandering. This, however, can cause signal distortion as there will be delay variation
created due to the propagation of the signal through devices which may lead to
deprivation of crucial information. The moving average filter [15] is applied to the
ECG and is smoothened using polynomial curve fitting. However, this requires
pre-processing which might not be suitable for all cases. Discrete Wavelet Transform
[16] is used to choose wavelets and the depth to attain the level of decomposition is
also decided. Following this, the wavelet is shrunk using Empirical Bayes posterior
median. The problem with a wavelet-based approach is that the accuracy of this method
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will not suffice and lead to bereavement of information. While all these methods are
used to deal with ECG, none of them indicate a method to expel noise in a fECG. The
Windowed Zero Mean (WZM) method proposed has ensured that there is no loss of
information and uses a relatively lucid approach. Using MATLAB, this method ensures
smooth de-noising and reinstatement of the original fECG signal without any com-
promise on the original signal.

3 Methodology

The current method is used to address the issues stated above such as Electromyog-
raphy noise and baseline wandering. The procedure on how the method is ingrained is
stated in the block diagram present below (Fig. 1). An abdECG signal which consists
of N values from x(1) to x(N) is considered as input to the segmentation stage of the
block diagram. In the first stage, the signal is segmented and segregated into different
windows. The segmented signal comprises of N windows with each window of length
nl. So, taking the first window, elements of the signal from x(1) to x(nl) are denoted as
W1; the second window, elements of the signal from x(nl + 1) to x(2 * nl + 1) are
denoted as W2; and so on until the N window where elements from x(k * nl + 1) to
x(N) are present. Then, zero mean of each segmented window on using the formula
given below is taken to deprive the signal of the undesired deviation of baseline.

X(k) = W(k) — mean(W(:)) (1)

Here, X(k) [where k is an arbitrary number] is the zero mean value obtained for a
window Wy and W(k) is an element in the window. The same is to be done for all the
windows before concatenation. The signals after application of zero mean are identified
and grouped accordingly from X(1) to X(N). Concatenation of all these segmented
windows gives the resultant signal. In the post-processing stage, the signal with ele-
ments from X(1) to X(N) is passed through a bandpass filter with lower cut-off

N Zero Mean
x(Dxmn | oFW X(1)
Wi
W,
Segmentation Zero Mean Band Pass [ BW and respira-
abdECG x(nl+1) Concatenation| : :
of of W Filter with [ -tion noise
" ' —>
(with Bw | P4ECG x2nlel) X(2) fcl  and
and (Window fc2 removed
Respiration size=nl) W Zero Mean X(N) abdECG
noise) x(k*nl+1) of W X(1):X(N)
x(N)

Fig. 1. Block diagram of Windowed Zero Mean Method
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frequency 0.5 Hz and higher cut-off frequency 20 Hz to remove the high-frequency
noise components. The output signal, X2, now obtained, consists of elements that are
free from baseline wandering and high-frequency noise components.

3.1 Pseudo Code

Initialize parameters: window size, duration, sampling
frequency

Input: abdECG signal (x)

Segment x into k windows of window size nl

Do 1:k

Compute zero mean of each windowed signal

Enddo;

Concatenate: X(1): X(N)

Bandpass filter (fcl, fc2) of X

Output signal: X2

The database used for testing abdominal and fetal ECG’s is obtained from Phys-
iobank ATM [17, 18]. In the sample signal used, it is observed that the problem of
baseline wandering and high-frequency noise constituents are significant and alter the
details of the ECG, so it is proven that it is a favored signal to be tried and tested. The
analysis of the first signal from the database is depicted. The first lead of the signal is
seen in Fig. 2. It has a sampling frequency of 1000 Hz and the amplitude is measured
in microvolts.
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Fig. 2. abdECG with BW and respiration noise

It is indicated that there are baseline wandering and high-frequency noise com-
ponents in the signal. Figure 3 depicts a closer view of the signal at that point.
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Fig. 3. Narrower view of abdECG indicating BW and respiration noise

In the first stage, the window size that is to be used is contemplated. In an adult, it
had been observed that the average time taken to inhale and exhale followed by an
involuntary pause is from 4 to 6 s and the number of breaths taken had been around
12-20 per minute [19]. The intake of oxygen during pregnancy that usually increases
does not affect the respiration rate. Therefore it is seen that taking a sampling frequency
of 1000 Hz construes the use of a large window size such as 1000. This, however,
leads to erroneous results as shown in Fig. 4. It is observed that though the signal has
undergone zero means, the acclimatized amplitude is still elevated and does not exhibit
removal of baseline wander. Similarly, when a very small window size like 10 is used,
the inherent original signal is lost and time for execution also is higher.
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Fig. 4. Windowed Zero Mean (WZM) Signal with window size = 1000

This advocates the use of a smaller window size like 36 which yields finer results as
the baseline wandering had been removed as denoted in Fig. 5.
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Fig. 5. Windowed Zero Mean (WZM) Signal with window size = 36

The signal is then segmented into different sets of samples based on the window
size chosen. The next stage comprises of application of zero mean in each window of
the signal that is segmented. This methodology is used as it ensures localized modi-
fication of the signal; most biomedical signals have localized respiration noise as
observed above. This leads to the exclusion of baseline wandering. Figure 5 indicates
the elimination of baseline wandering obtained using the Windowed Zero Mean
(WZM) method discussed in this paper.

A bandpass filter [20] is designed using a FIR filter which secures the input cutoff
frequencies. The cutoff frequency used for the bandpass here is in the spectrum of
0.5 Hz to 20 Hz. This ensures eradication of the high-frequency noise components
present in the signal. Figure 6 displays the result obtained in the spectrum analyzed.
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Fig. 6. Windowed Zero Mean (WZM) Signal after passing through bandpass filter

The final signal after application of WZM method and band pass filter [20] is
depicted in Fig. 7. It is noted that there is a drastic change in the signal when compared
to the original one in Fig. 2.
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Fig. 7. BW and respiration noise removed abdECG after application of WZM method

Thus, it had been ensured that the elimination of the problems such as baseline
wandering and high frequency noise component above was achieved. Now the fECG
signal is relatively complemented of such disturbances that can lead to misdiagnosis.

4 Results and Discussion

The Physiobank [17, 18] database used is a renowned database for the disparity in the
different types of signals that it possesses. The work on abdomen ECG and validation
of result had been done with the help of direct abdECG. The data had been formulated
from the signal measured from the abdomen and indicates the problem of baseline
wandering and electromyography noise. The data analyzed consists of signals that have
a duration of 5 min, a sampling frequency of 1000 Hz and amplitude in microvolts.
There are five sets of readings in total with each reading comprising of 5 signal
channels out of which the first one in each reading is a directly measured signal from
the scalp of the fetus.

On inspection, it had been observed that the range of values for the window size is
from 34 to 42. While it could be the sampling frequency of the abdECG signals, the
window size for each signal for effective elimination of baseline wander had been
individually explored and the same had been tabulated in Table 1.

Table 1 shows the signals tested from the database and their corresponding results
which showcase the elimination of the wandering baseline and removal of the
high-frequency noise component in a tabulated form.

Some of the cases with anomalies are in case of the fifth signal channel of ROS
recording and the first signal channel of R10 recording (which have been marked)
where there is irregular variation after application of the windowed zero mean method.

On analysis of the former, it is noted that there is an abrupt peak as denoted in
Fig. 8.
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Table 1. Results of signal channels analyzed

Recording | RO1 RO4 RO7 RO8 R10 Elimination of | Removal of
Signal Window | Window | Window | Window | Window |Baseline high-frequency
channel size size size size size wandering noise component
1 35-37 38-40 39-40 41 34 v v
2 42 39 39-41 36-39 41-42 v v
3 41 39-40 37 42 40 v v
4 39 38 38-39 39 40 v v
5 40-41 38 39 37 35-36 v v
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Fig. 8. Original RO8 recording Fifth abdECG signal

While it is seen that the ECG signal had been adjusted in Fig. 9 using the WZM
method, it had also been observed that it had not been removed entirely; the amplitude,
however, had been adjusted, making sure the original state of the ECG signal is not
lost.
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Fig. 9. BW and respiration noise removed R0O8 recording Fifth abdECG Signal
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The second case is the first signal channel of the R10 recording where there is an
uneven distribution of the signals as denoted in Fig. 10.
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Fig. 10. Original R10 recording First abdECG Signal

While it is noted that that recovery of the signal had been done, there had also been
a loss of signal in the filtered signal as shown in Fig. 11 upon application of zero mean.
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Fig. 11. BW and respiration noise removed R10 recording First abdECG Signal

Hence, it had been discerned that there had been the removal of baseline wandering
and high-frequency noise component using the WZM method proposed in this paper.

It is also noted that this method using MATLAB is relatively facile as opposed to
other methods as it’s time of execution is 3.26 s on an average. The execution
time-signal duration ratio is 0.010867. Clinical trials and usage of databases such as
MIT-BIH Arrhythmia database can be used for further validation in the future.
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5 Conclusion

The high-frequency noise component had been expelled and the problem of baseline
wandering had also been addressed. The Windowed Zero Mean method is a much
simpler method as opposed to other methods as it does not require a substantial amount
of time. Thus, it is a very efficient method as had been proven by assessing the
physiobank database. Real-time fECG signals, other signals from the abdomen or parts
of the body where such disturbances arise when a recording is taken, as well as other
databases can also be used to assess this method. This can help in decipherment and
recovery of the ECG signal that is lost as noise. This will aid in the process of fECG
measurement for a fetus which can result in proper diagnosis thereby leading to the
gratifying welfare of the fetus.

Conflict of interest
The authors disclose that there is no conflict of interest present.

References

1. Mehta, R.S.: ECG and cardiac arrhythmias (2014). https://www.slideshare.net/rsmehta/ecg-
arrthythmias
2. UN Inter-agency Group for Child Mortality estimation: Mortality rate, neonatal (per 1,000
livebirths) (2015). http://data.worldbank.org/indicator/SH.DYN.NMRT
3. Kurinczuk, J.J., et al.: The contribution of congenital anomalies to infant mortality. https://
www.npeu.ox.ac.uk/downloads/files/infant-mortality/Infant-Mortality-Briefing-Paper-4.pdf
4. Eliasson, H., Sonesson, S.E., Sharland, G., et al.: For the Fetal Working Group of the
European Association of Pediatric Cardiology: isolated atrioventricular block in the fetus: a
retrospective, multinational, multicenter study of 175 patients, vol. 124, pp. 1919-1926,
October 2011. doi:10.1161/CIRCULATIONAHA.111.041970
5. Bar-Cohen, Y., Loeb, G.E., Pruetz, J.D., Silka, M.J., Guerra, C., Vest, A.N., Zhou, L.,
Chmait, R.H.: Preclinical testing and optimization of a novel fetal micropacemaker. Heart
Rhythm (2015). doi:10.1016/j.hrthm.2015.03.022
6. Gini, J.R., Ramachandran, K.I., Nair, R.H., Anand, P.: Portable fetal ECG extractor from
abdECG. In: International Conference on Communication and Signal Processing, pp. 0845-
0848, April 2016
7. Sarkar, S., Bhattacherjee, S., Pal, S.: Extraction of respiration signal from ECG for
respiratory rate estimation. In: Michael Faraday IET International Summit, pp. 336-340,
September 2015
8. Park, S.B., Noh, Y.S., Park, S.J., et al.: Med. Bio. Eng. Comput. 46, 147 (2008). doi:10.
1007/s11517-007-0302-y
9. Yacoub, S., Raoof, K.: Noise removal from surface respiratory EMG signal. Int. J. Elect.
Comp. Energ. Electron. Commun. Eng. 2(2), 266-273 (2008)
10. De Luca, C.J., Gilmore, L.D., Kuznetsov, M., Roy, S.H.: Filtering the surface EMG signal:
movement artefact and baseline noise contamination. J. Biomech. 43(8), 1573-1579 (2010)
11. Golabbakhsh, M., Masoumzadeh, M., Sabahi, M.F.: ECG and power line noise removal
from respiratory EMG signal using adaptive filters. Majlesi J. Elect. Eng. 5(4), 28-33 (2011)
12. Blanco-Velasco, M., Weng, B., Barner, K.E.: ECG signal denoising and baseline wander
correction based on the empirical mode decomposition. Comput. Biol. Med. 38, 1-13 (2008)


https://www.slideshare.net/rsmehta/ecg-arrhythmias
https://www.slideshare.net/rsmehta/ecg-arrhythmias
http://data.worldbank.org/indicator/SH.DYN.NMRT
https://www.npeu.ox.ac.uk/downloads/files/infant-mortality/Infant-Mortality-Briefing-Paper-4.pdf
https://www.npeu.ox.ac.uk/downloads/files/infant-mortality/Infant-Mortality-Briefing-Paper-4.pdf
http://dx.doi.org/10.1161/CIRCULATIONAHA.111.041970
http://dx.doi.org/10.1016/j.hrthm.2015.03.022
http://dx.doi.org/10.1007/s11517-007-0302-y
http://dx.doi.org/10.1007/s11517-007-0302-y

14

13.

14.

15.

16.

17.

18.

19.

20.

J. Joseph et al.

Huang, N.E., Shen, S.S.P.: Introduction to the Hilbert-Huang transform and its related
mathematical problems. In: Hilbert-Huang Transform and Its Applications, 2nd edn., pp. 1-
11. Abbrev. of Publisher, Singapore (2014). Chap. 1, Sect. 1.2

Van Alste, J.A., Schilder, T.S.: Removal of base-line wander and power-line interference
from the ECG by an efficient FIR filter with a reduced number of taps. IEEE Trans. Biomed.
Eng. 32(12), 1052-1060 (1985)

Pandey, V., Giri, V.K.: High frequency noise removal from ECG using moving average
filters. In: International Conference on Emerging Trends in Electrical, Electronics and
Sustainable Energy Systems, pp. 191-195, March 2016

Zhang, D.: Wavelet approach for ECG baseline wander correction and noise reduction. In:
27th Annual Conference of IEEE Engineering in Medicine and Biology, Shangai, pp. 1212—
1215 (2005)

Goldberger, A.L., Amaral, L.A.N., Glass, L., Hausdorff, J.M., Ivanov, PCh., Mark, R.G.,
Mietus, J.E., Moody, G.B., Peng, C.-K., Stanley, H.E.: PhysioBank, PhysioToolkit, and
PhysioNet: components of a new research resource for complex physiologic signals.
Circulation. 101(23), e215-e220 (2000). Circulation Electronic Pages, http://circ.
ahajournals.org/content/101/23/e215.full

Kotas, M., Jezewski, J., Horoba, L., Matonia, A.: Application of spatio-temporal filtering to
fetal electrocardiogram enhancement. Comput. Methods Progr. Biomed. 104(1), 1-9 (2011)
Rakhimov, A.: Normal respiratory frequency, volume, chart. http://www.normalbreathing.
com/index-nb.php

Kathirvel, P., Sabarimalai Manikandan, M., Prasanna, S.R.M., Soman, K.P.: An efficient
R-peak detection based on new nonlinear transformation and first-order gaussian differen-
tiator. Cardiovasc. Eng. Technol. 2(4), 408-425 (2011)


http://circ.ahajournals.org/content/101/23/e215.full
http://circ.ahajournals.org/content/101/23/e215.full
http://www.normalbreathing.com/index-nb.php
http://www.normalbreathing.com/index-nb.php

Early Stage Detection of Diabetic Retinopathy
Using an Optimal Feature Set

S.D. Shirbahadurkar', Vijay M. Mane®®™®, and D.V. Jadhav®

! Department of E&TC Engineering, Zeal COER, Pune, India
2 Vishwakarma Institute of Technology, Pune, India
vijay.mane@vit. edu
3 Department of Electronics Engineering, Government Polytechnic,
Ambad, India

Abstract. Diabetic Retinopathy (DR) is the most common source of blindness
in the current population worldwide. The development of an automated system
will assists to ophthalmologists. DR is a worsening disease, hence early
detection is important for diagnosis and proper treatment to prevent blindness.
Microaneurysms (MAs) are the first signs of DR; hence their accurate detection
is necessary for early stage detection of DR. This paper proposes a three stage
system to detect all MAs in the retinal fundus image. First stage extracts all
possible candidates using morphological operations and Gabor filter. Feature
vector using statistical, gray scale and wavelet features for each candidate is
formed in second stage. In the last stage, classification of these candidates as
MAs and non MAs is performed using a multilayered feed forward neural
network (FFNN) classifier and support vector machine (SVM) classifier. The
main objective of the proposed work is to propose a list of important and
optimal features for MA detection using the most common features used in the
literature. The experiments have been performed on the database DIARETDB1
to evaluate the proposed system. The evaluation parameters accuracy, sensitivity
and specificity are obtained as 92%, 79%, 90% and 95%, 76%, 92% respectively
for FFNN and SVM classifiers.

Keywords: Diabetic Retinopathy - Microaneurysms - Classifier - Neural
network classifier - Gabor filter

1 Introduction

Diabetes is a chronic disease and found in a large number of working populations in
most of the developed and developing countries. Diabetes develops when the body
does not create sufficient quantity of insulin or fails to process it properly. This
increases glucose level in the body which causes damage to almost all organs of the
body [1]. The most common damage due to diabetes causes in feet and visual system.
The damage to the retina because of diabetes is called diabetic retinopathy (DR).

DR results because of damage to the retinal blood vessels. The blood vessels of the
eyes become blocked or swollen due to which they leak the blood into the retina. DR
causes damage to the retina without showing any indications at the early stage [2].
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Treatment at the later stage is complicated and almost impossible. Hence the before
time detection of DR is important to avoid failure of the vision in the patients.

The non-proliferative DR (NPDR) occurs due to blood vessels leak the blood in the
retina. Proliferative DR (PDR) is the next stage to NPDR; this causes blindness in the
patient. Microaneurysms (MAs) are the before time symptom of DR, which are formed
by small swellings near tiny blood vessels. Hemorrhages, hard exudates, and soft
exudates are other signs of NPDR. A number of lesions present in the retina decide the
stage of NPDR as mild, moderate or severe. The retinal fundus image with signs of DR
is shown in Fig. 1.

Hemorthages

Microancurysms

Fig. 1. Retinal fundus image showing early stage signs of DR

For the detection and treatment of DR, regular examination of the retina of the
patient is necessary before it affects the sight of the patient. Manual detection is costly,
time-consuming and resource demanding. Hence, there is a need to develope an
automated system for early stage detection of DR. The system must be sensitive to
distinguish images of without DR from images with DR [3].

MAs occur at the end of tiny blood vessels due to swelling of the vessel walls. They
are round shaped red color dots of different sizes ranging from 10 to 125 pm. MA
detection is a difficult process since they are of the same colour as of blood vessels and
variable in sizes. Automatic detection of MAs will lesser the cost as well as difficulties
faced in manual detection.

This paper presents a system for automatic detection of MAs for eaarly stage
detection of DR. In the proposed system, the image is preprocessed for the removal of
noise, shade correction and removal of blood vessels. The main contribution of the
proposed system is to show the accuracy of the detection mainly depends on the set of
features extracted for the classification. A set of features are porposed for the extracted
candidate MAs. The support vector machine and neural network classifiers are used for
final classification into MAs and non-MAs. The rest of the paper is organized as,
Sect. 2 presents the related work, Sect. 3 elaborates the proposed methodology, Sect. 4
presentes the results obtained and Sect. 5 concludes the paper.
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2 Related Work

Quellec et al. [4] proposed a general framework for automated detection of lesions in
the fundus image. The feature space was obtained from reference images presentating
target lesions using factor analysis. Giancardo et al. [5] used Radon transform to
identify lesions using minimum preprocessing and without previous knowledge of
retinal morphological features. Antal et al. [6] presented a multi-level ensemble-based
approach, where ensemble was formed by a specific group of various preprocessing
schemes and candidate extraction schemes. An optimal feature set was used to classify
the MAs. Sopharak et al. [7, 8] performed preprocessing, candidate detection using the
extended-minima transform, and a Bayesian classification to perform the pixel-level
MA detection. Ram et al. [9] presented a two stage classification methodology to detect
MAs. The candidate MA lesions were detected using thresholding. The separation of
MAs from blood vessels was done using first classifier. The second classifier was
applied for final detection of MAs. Haloi et al. [10] detected MAs in color images using
deep neural networks. Sinthanayothin et al. [11] detected both MAs and hemorrhages
from the fundus images. They enhanced the red lesions using a moat operator. The final
set of candidate lesions were extracted after removal of blood vessels. A distinctive
method was introduced by Lazar et al. [12, 13] using an unsupervised classification
method. The uniqueness of this technique is to distinguish between vessels and MAs by
using a 1D scan line at different directions for each pixel. They formed a probability
map for each pixel and then by using simple thresholding the final set of candidate’s
were formed for classification. Akram et al. [14] proposed a system using Gabor filter
banks to extract candidate regions. A hybrid classifier combining Gaussian mixture
model, SVM and extension of multimodal mediode based modeling approach was used
for classification. The study shows that MA detection is a difficult task since they are
small in size and are of color same as that of blood vessels. This paper presents an
approach to overcome limitations of previous methods by combining different stages.
The main objective of the proposed system is to propose a list of important and optimal
features for accurate detection of MAs.

3 Proposed Methodology

This paper presents a three stage system for automatic MA detection. The stages of the
proposed system includes - extracting the candidate MAs, to form the feature vector for
each candidate MA and finally classify them as true MAs or non MAs. The block
diagram of the proposed system is as shown in the Fig. 2.

A. Candidate Region Extraction

Pre-processing of the fundus images is required to improve the quality of an input
retinal fundus image. Morphological operations such as opening and closing are per-
formed to enhance the MAs in retinal fundus image using Eqs. (1) and (2) respectively,
where, f is input image and b is structuring element. Morphological opening operation
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is erosion followed by dilation. Morphological closing operation is dilation followed by
erosion.

fob=(fob)®db (1)
feb=(f & b)Sb (2)

The green plane of the input color fundus image is selected for further processing.
The adaptive histogram equalization is performed to remove noise and brightness
variations in the fundus image. The morphological opening is used to smooth the
optical disk. Figure 3 shows the outputs of the preprocessing steps.

Fundus Candidate Region Extraction Ft;tltl'ri'\/elctor ——
image [P - Contrast enhancement - >tatistica Lyl Classification
- Blood vessel removal - Gray level
-DWT
MA Non - MA

Fig. 2. Block diagram of the proposed system

The Gabor filter is applied to the preprocessed image for blood vessel enhancement.
The normalized Gabor filter response is obtained by spanning theta from 0° to 360° at
the step of 45°. Gabor filter is characterized by Gaussian kernel function. This inter-
prets different types of shapes based on values of parameters. A 2-D Gabor filter
function in the spatial domain is given in Eq. (3), where, f is spatial frequency, 0 is
orientation angle, y is aspect ratio and # is wavelength.

2 _ f_2 2 f_2 2
., (72" ) gonge

n 3)
X = xcos 0+ ysinf
/!

y = —xsinf+ycos 0

(x7y) =

The Gabor filter in Eq. (3) is simplified version of general 2-D function derived
from 1D Gabor elementary function [15].

The accurate segmentation of blood vessels is important to decrease the occurrence
of false MAs and to improve the overall accuracy of the system. The blood vessels are
removed by applying a suitable threshold to present all possible candidate regions. The
normalized Gabor filter output and all extracted candidates after blood vessel pixels
removal is shown in Fig. 4.



Early Stage Detection of Diabetic Retinopathy 19

Fig. 3. Pre-processing results (a) Original image (b) Enhanced MAs using morphological
operations (c) Green plane (d) Optic disk smoothing (e) Contrast enhanced image (color figure
online).

Fig. 4. (a) Normalized Gabor filter output (b) Extracted candidates.

B. Feature Vector Formation

The extracted candidate MAs includes both lesion and non lesion regions. To
classify lesions accurately, a proper selection of the features of the regions is very
important. A list of features for each candidate lesion is proposed. A feature vector is
generated for each extracted candidate MA region to distinguish between MAs and
Non-MAs. For an automatic system, selection of optimal features decides the effec-
tiveness of the system. The accurate selection of feature set is very important for the
automatic MA detection system. Total twenty eight features are proposed. The feature
vector for all candidates is formed using statistical, Gray level Co-occurrence Matrix
(GLCM) and wavelet features. Statistical features give shape and area related infor-
mation of each candidate region. GLCM features are used for extracting information
related to intensity of the candidate regions. For the wavelet features, first level DWT
transform for 2D images are applied to obtain coefficient matrices for approximation,
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horizontal details, vertical details and diagonal details sub-bands. Approximation
coefficients contain significant information in image while other coefficients contain
detailed information. For accurate classification absolute features must be extracted to
obtain difference between objects, hence approximation coefficients are used to extract
wavelet based features. The set of proposed optimal features are as follows:

1.

Area: Entire amount of pixels present in candidate region.

2. Aspect ratio: Ratio of width of bounding box to height of bounding box of can-

20.
21.
22.
23.
24.

25.

26.

didate region.

Perimeter: The distance around the boundary of the candidate region.
Eccentricity: Ratio of the distance between foci of the ellipse and length of its
major axis.

Mean intensity: The mean of all the intensity values in candidate region.

Major axis length: Length of the major axis of the ellipse in pixels.

Minor axis length: Length of minor axis of ellipse in pixels.

Compactness: C = P? /A where P and A are perimeter and area of candidate region.
Equivalent diameter: Diameter of the circle which has same area as the candidate
region.

Roundness: r = 4nA/P? where A and P are area and perimeter.

. Skewness: A measure of asymmetry of the data around the sample mean.
. Orientation: The angle involving x axis and main axis of ellipse.
. Convex hull: The number of vertex of polygon that contains the region.

Convex area: Area of the polygon that contains the candidate region.

. Euler number: The number of objects minus holes in the region.

Mean gradient magnitude of pixels in the candidate region.

. Mean of all the pixel values in the candidate region.
. Standard deviation for pixels in the candidate region.
. Contrast: The contrast in the intensity of pixel and its neighbor over candidate

region.

Correlation: Measure of how correlated is a pixel to its neighborhood over region.
Energy: Sum of squared elements of GLCM for candidate region image.
Homogeneity: The nearness of the division of elements of GLCM to its diagonal.
Entropy: The entropy of grayscale image of candidate regions.

Wavelet energy: Sum of squares of all the elements in coefficient matrices.

m n
Energyvne =3 1\ D ) Cat

Wavelet entropy: This feature is used to characterize the randomness texture of the
image

Entropywave = Zi:l Zj:l Ca(ij) 10g Ca(i,j)

Wavelet homogeneity: To compute the closeness of the distribution of wavelet

. . Cutij
coefficients. Homogeneityyae = > 101 D1 1 +”|(;:’lj|
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27. Wavelet correlation: Correlation calculates the gray level correlation of elements in
coefficient matrices, where, u;u; and o;, o; are mean and standard deviation
(17”1)(17:""/)(;{1([,1')

gi0j

respectively. Correlation,,q,. =
28. Wavelet contrast: Contrast measures local intensity level variation in wavelet
. . 2
decomposed image. Contrastyae = iy > iy (i —J) Ca(iy)

i=

A feature vector is formed for each extracted candidate MA using above
twenty-eight features.

C. Classification

The feature vector formed for the entire candidate MAs were used for classification.
A multi layered feed forward neural network and a support vector machine
(SVM) classifiers are used for final classification. A multilayer feed-forward artificial
neural network relates of input data to an appropriate output. The error signals are used
to calculate the updated weights. The error in the output layer is feed back to previous
layer, and weights of these layers are updated. The Levenberg- Marquardt (LM) al-
gorithm for weights updating have been implemented for classification. Levenberg-
Marquardt neural network (LMNN) algorithm executes a combined training while
updating weights, the algorithm shifts to the steepest descent algorithm. This makes the
quadratic approximation using the proper training data. Then it converges to the Gauss
Newton algorithm to speeds up the convergence.

Support vectors are the data points that are positioned near to the decision surface (a
hyper-plane). In SVM input A is mapped to output C, where a € A is some object and ¢
€ C is a class label. Training set (a1, cl), ...... (am, cm) is formed by features of all the
candidate MAs. Testing set is formed by features of candidates in test input fundus
image. All the candidates were individually classified as MAs or Non MAs.

4 Results and Analysis

The experimental evaluation of the proposed system has been performed on publically
available digital fundus image database DIARETDBI1 [16]. These images were
recorded in Kuopio university hospital, Finland. The database contains 89 color fundus
images with 84 images having some mild NPDR signs as MAs of DR and 5 images are
normal without DR. These images were recorded with a 50° field-of-view with unfa-
miliar camera situation. The total 1304 lesions are present in the 89 images. The
database is also provided the groundtruth, the locations of the MAs in the retinal fundus
image. For the experimentation purpose we used 652 lesions for training and remained
652 lesions are tested using these two classifiers. The performance measures accuracy,
sensitivity, and specificity were used to find efficiency of the system. The sensitivity
defines the correctly classifying the MA lesions; the specificity is the number to cor-
rectly classifying non MA lesions. The true results are the accuracy. True positive TP is
defined as correctly classified lesions and false negative FN denotes the incorrectly
rejected lesions. The true negative - TN, is the correctly rejected lesions. The incor-
rectly detected lesion is the false positive- FP. MAs detected using both the classifiers
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Fig. 5. (a) Ground truth, detected MAs using (b) LMNN (c) SVM

Table 1. Performance measures for two classifiers

Classifier |SVM | LMNN

Factors

TP 168 182
TN 384 397
FP 52 38
FN 48 35
Precision .76 .82

Recall 7 .83
Sensitivity | .77 .83
Specificity | .88 91
Accuracy | .84 .88

are shown in Fig. 5. Table 1 shows the performance measures for SVM classifier and
Levenberg- Marquardt neural network (LMNN) classifier.

The significance of the result is measured by precision. The total number of
accurately significant results returned by classifier is a measure called recall. Table 1
shows low false positive rate with high precision values, whereas low false negative
rate indicated by high recall values. High values for both the precision and recall show
that the classifier yields accurate results.

5 Conclusion

For an automated detection of MAs from retinal fundus image a three stage system is
implemented. All possible MAs were extracted and feature vectors of all the candidates
along with class labels are given as input to the classifier for training. Classification
performance for two classifiers, multilayered feed forward neural network classifier and
support vector machine classifier is compared. The proposed system gives better results
for detection of individual MAs. The main contribution of the proposed system is the use
of an optimal feature set for accurate detection and classification of MAs. In future, the
system can be improved for automated screening and to reduce false positive ratios. Also
the DR stages can be found using number of lesions present in the retinal fundus image.
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Abstract. Sleep stage scoring is a critical task where conventionally large
volume of data has to be analyzed visually which is troublesome, time-
consuming and error prone. Eventually, machine learning technique is required
for automatic sleep stage scoring. Therefore, a new feature extraction method for
EEG analysis and classification is discussed based on the statistical properties of
cepstral coefficients. The sleep EEG signal is segmented into 30 s epoch and
each epoch is decomposed into different frequency bands: Gamma (y), Beta (j3),
Alpha (o), Theta (0) and Delta (8) by employing the Discrete Wavelet Trans-
form (DWT). The statistical properties of Mel Frequency Cepstral Coefficients
(MFCCs), which represent the short term spectral characteristics of the wavelet
coefficients, are extracted. The MFCC feature vectors are incorporated into the
Gaussian Mixture Model with Expectation Maximization (GMM-EM) to clas-
sify various sleep stages: Wake, Rapid Eye Movement (REM) and Non-Rapid
Eye Movement (N-REM) stagel (S1), N-REM stage2 (S2), N-REM stage3 (S3),
N-REM stage4 (S4). The proposed feature extraction for sleep stage scoring
achieves 88.71% of average classification accuracy.

Keywords: Cognitive tasks - Discrete Wavelet Transform - Mel Frequency
Cepstral Coefficient - Feature extraction - Statistical properties - Gaussian
mixture model-expectation maximization

1 Introduction

Sleep scoring is a part of sleep neurobiology closely related to cognitive neuroscience
and helps in understanding the neural basis of various cognitive functions such as
learning and memory. Therefore sleep stage scoring is of fundamental importance in
the neuroscience framework for the discovery of pathologies for instance insomnia,
hypersomnia, circadian rhythm disorders, epilepsy and sleep apnea. Consistently, the
neuronal system’s functional changes are quantified by electrophysiological technique
called polysomnography (PSG) involving electroencephalography (EEG), electroocu-
lography (EOG) and electromyography (EMG). Polysomnography is a traditional
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standard for sleep stage classification based on visual inspection of physiological signal
by sleep specialists according to the Rechtschaffen and Kales’s (R&K) guidelines [1]
suggested in the year 2012 or the manual suggested by the American Academy of
Sleep Medicine in the year 2015 [2]. The R&K rule enables the interpretation of sleep
by 30 s epoch into six different stages: Wake, REM, N- REM stages S1, S2, S3 and S4.
Whereas, the AASM manual classifies sleep into five stages by combining the N-REM
stage 3 and N-REM stage 4 to a single stage. Sleep stage scoring by visual inspection
has multitudinous problems: troublesome, time-consuming and fallible due to fatigue.
In order to overcome these issues automatic approaches which are sufficiently precise,
vigorous, extensible and cost effective have been developed for sleep stage classifi-
cation. Researches that use multiple physiological signals for automatic sleep stage
classification [3] are associated with complex preparation algorithms, limit subject’s
movements and various problems. In order to overcome the above issues and the EEG
signal’s capability to study the dynamics of neural information processing of the brain,
the automatic sleep stage classification using only the EEG signal gathered the sleep
research committee’s consciousness. The works [4—7] for automatic sleep stage scoring
based on single channel EEG suggests that the single channel EEG based analysis is a
suitable way of sleep stage scoring and Pz-Oz channel is more accurate than the Fpz-cz
channel. According to result obtained by [7, 8], due to the non-stationary and
non-linear characteristics of EEG signal the DWT is much more applicable for sleep
stage classification when compared with their counterparts in time domain. Since, the
cepstral feature implements framing and windowing of the signal being a part of feature
extraction and integrates time-localization information they can be implemented in
sleep stage analysis to yield better classification performance. In addition, the cepstral
features are more robust in presence of nuisance variation in the signal and finds
application in numerous researches [9—11]. This work proposed a new methodology for
sleep stage scoring by incorporating the feature extraction method based on the
Mel-frequency cepstral coefficients in composite with the DWT. The work is focused
on single channel (Pz-Oz) EEG analysis where, the EEG signal is initially segmented
into epochs of 30 s duration. Then, the detailed and approximation coefficients are
calculated by decomposing the cerebral rhythm into five different sub bands: y rhythm
(>25 Hz), B rhythm (12-25 Hz), o rhythm (6-12 Hz), 6 rhythm (3-6 Hz) and &
rhythm (<4 Hz). Each rhythm is associated to specific sleep stage classified by com-
puting the short term power spectrum of the EEG signal based on linear cosine
transform of a log power spectrum on a non-linear Mel scale of frequency from the
wavelet coefficients. Next, the statistical property of the cepstral coefficient is com-
puted. Finally, the MFCC statistical feature vectors are used to train the GMM-EM
classifier for sleep stage classification.

The rest of the paper is arranged as follows: Sect. 2 gives an overview of the
existing methods. Section 3 describes the proposed methodology. Section 4 presents
the experimental results. Section 5 fetches the conclusion of this work.
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2 Related Works

This section discusses the existing methods related to this work. In most researches, the
features extracted from the EEG signal are forwarded to the classifier to disintegrate the
EEG signal into six possible sleep stages. Suily et al. [12] introduced a new clustering
technique for feature extraction and least square support vector machine for classifi-
cation. The experiment is conducted on the publicly available epileptic EEG, motor
imagery EEG data, and mental imagery task EEG dataset with classification accuracy
of 94.55%, 84.52% and 61.60% respectively. Bajaj and Pachori [13] suggested smooth
pseudo Wigner-Ville distribution to distinguish the EEG signal into different sleep
stages based on their Time Frequency images (TFIs). The histograms of the segmented
TIFs are used by the multiclass least squares support vector machine for classification.
Hsu et al. [14] used the energy features extracted from the EEG signal to differentiate
the sleep stages by using the recurrent neural classifier. Herrera et al. [15] employed
wavelet transform, Hjorth parameters and symbolic representation to extract different
combination of features. The features are ranked using normalized mutual information
extraction and fed into SVM classifier for classification. Besides, stacked sequential
learning approach is used to improve the classification results.

Sen et al. [16] produced a correlative learning on sleep stage classification by prac-
ticing different feature selection: time domain features, frequency domain, time frequency
features, linear features and classification algorithms: Random forest, Feed-forward
neural network, SVM, radial basis function neural network and decision tree. Zhu et al. [7]
introduced sleep stage classification based on single channel EEG by utilizing the con-
cepts of visibility graphs and horizontal visibility graph to extract the features. The
corresponding graph features are forwarded to the SVM classifier for classification.

Hafeez allah Amin et al. [17] computed the relative wavelet energy of EEG signal
by applying the Discrete Wavelet Transform (DWT). The experimental result shows
the comparison of classification performance by SVM, MLP, K-NN and Navie Bayes.
Mohammed Diykh et al. [18] suggested a classification method by mapping the derived
statistical property and the EEG segment to complex network. K-means classification
technique is practiced on two sets of twelve and nine features. Nandini Sengupta et al.
[10] proposed a feature set computed from the statistical properties of cepstral coeffi-
cients to classify the lung sounds into three different types. It is observed that the
statistical property from the cepstral coefficients yield better results when compared to
the wavelet coefficients in terms of classification accuracy. It is also observed that the
statistical properties from the cepstral coefficients consume less computational over-
head in comparison with the baseline cepstral features.

The proposed system introduces cepstral coefficients based feature extraction
technique for automatic sleep stage analysis. The proposed system aims to involve
extraction of statistical properties from the robust cepstral coefficients. The extracted
features are incorporated to GMM-EM pattern recognizer. The classification results are
analyzed in terms of different evaluation metrics such as accuracy, sensitivity and
specificity. The above discussed metrics are found to be high compared to other
conventional methods.
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3 Proposed Methodology

The key aspect of this proposed work is to evolve an efficient sleep stage scoring
system to classify the single channel EEG into one of the six possible stages according
to the R&K recommendation. The sample EEG epoch of each sleep stage is shown in
the Fig. 1. The proposed automatic sleep stage scoring predominantly advances
through the steps of preprocessing, wavelet decomposition, computation of cepstral
coefficient, feature extraction and classification as illustrated in the Fig. 2. In the initial
step the sleep EEG signal is segmented into epochs of 30 s duration. In the second step,
each epoch is decomposed into different frequency rhythms by applying the DWT.
Feature extraction, the third step of the proposed system procures through the compact
characterization of large data set without losing distinct information. Then, from the
wavelet coefficients the short term power spectrum of the EEG signal based on linear
cosine transform of a log power spectrum on a non-linear Mel scale of frequency is
computed. The final classification step assigns each epoch to their analogous sleep
stage. The MFCC statistical feature vectors are used to train the GMM-EM classifier
for sleep stage classification. The test procedure was realized by using the validation
data prepared from the 3 hrs data of the subjects SC4001EO to SC4051EO of Physionet
Bank Expanded sleep EDF database shown in Table 1.

Wake
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Fig. 1. Sample EEG epoch of various sleep stages
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Fig. 2. Structure of the proposed methodology
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Table 1. Validation data prepared for the test procedure

Wake | Stage 1 | Stage 2 | Stage 3 | Stage 4 | REM
Epochs | 593|454 1612|507 326 347

3.1 Data Description

The data utilized by the proposed work to conduct the experiment is from the publicly
available Physionet’s Sleep-EDF data set [19], widely adopted in the literature [6, 7].
The signals are recorded from Caucasian males and females of age ranged from 21-35
years by employing a miniature telemetry system. The signals are recorded at 100 Hz
sampling rate during 24 h of subject’s daily life. This work utilized the EEG signal
from Pz-Oz channel where all others signals are discarded.

3.2 Discrete Wavelet Transform

The DWT is used to extract local features from the biomedical signals especially for
EEG signal due to its non-stationary and non-linear characteristics. The concept of
DWT is to decompose the signal into multilevel successive frequency rhythms by
employing a set of scaling function (¢) and wavelet function \ given by,

DWT (i, k)_\/l7 / x(t)\y(t_;”‘)d(t) (1)

This represents the signal as a series of approximation coefficient and the detailed
coefficient. Where, the approximation coefficient is the outcome of the high pass filter g
(n), the discrete mother wavelet and the detailed coefficients is the outcome of the low
pass filter h(n), its mirror version. The approximation and the detailed coefficient at the
first level decomposition are represented by Al and D1 respectively. Al is further
disintegrated and the procedure is repeated till the specified number of decomposition
level is achieved as shown in the Fig. 3(a). At each level, filtering doubles the fre-
quency resolution and down sampling halves the time resolution. In this work, the
normalized DWT of the Daubechies family with two vanishing moment is employed to
analyze and decompose the EEG signal into multilevel successive frequency bands.
The Db2 is chosen due to its efficiency in capturing the data variation only with two
null moments.

The dataset used for this experiment is recorded at a sampling frequency of 100 Hz.
Therefore, on obeying the nyquist theorem four levels of decomposition is required to
achieve the required frequency bands of the sleep EEG signal. The structure of 4 level
DWT adopted in this work with the corresponding frequency range is shown in the
Fig. 3(b). Each sleep stage is characterized with particular EEG rhythm tabulated in the
Table 2. The four level decomposition of an epoch during which the subject is in REM
state is shown in the Fig. 4.
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Xo)

Fig. 3. (a) Structure of 4 levels DWT decomposition (b) DWT decomposition structure of the
proposed method
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Fig. 4. Wavelet decomposition of an epoch at which the subject is at REM stage

Table 2. EEG rhythms corresponding to the sleep stages

Stage | Name Rhythm
Wake | Relaxed Alpha, Beta
Sage 1 | Drowsiness | Alpha, Theta
Stage 2 | Light Sleep | Theta

Stage 3 | Deep Sleep | Delta, Theta
Stage 4 | Deep Sleep | Delta

REM | Dreaming | Beta
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3.3 Mel Frequency Cepstral Coefficient

Mel Frequency Cepstral coefficient is a static feature extraction method that depends on
the spectral analysis of the signal with a fixed resolution along a subjective frequency
scale called the Mel Frequency scale. The structure of MFCC feature extraction is
shown in the Fig. 5. The input Sleep EEG is firstly framed and windowed. Windowing
is a point wise multiplication of the frame and the window function in time domain.
The concept of applying the window function is to minimize the spectral distortion to
increase the continuity of the adjacent frames. Then, the FFT is applied on the frame
and the magnitude of the resulting spectrum is warped onto the Mel-scale. The idea
behind the FFT is to represent a signal as the sum of properly chosen sinusoidal waves.
The Fast Fourier Transform converts the frames in time domain to frequency domain
which is defined on the set of N samples as follows:

2
w(n) = 0.54 — 0.46 cos (N o

1).0§n§N—1 (2)

The result after this step is the spectrum or periodogram of the EEG signal. Then
the log amplitude of the spectrum is mapped onto the Mel scale using triangular filters
to obtain the Mel spectrum. The Mel scale is a mapping between the real frequency
scale (Hz) and the perceived frequency scale (Mels). The mapping is virtually linear
given by,

m = 2595log, (7(f)0 + 1) (3)

In the next step, the log Mel spectrum is converted back to time domain by

applying the Discrete Cosine transform. The final resulting is the Mel Frequency
Cepstral Coefficients obtained by,

k
1
cn:Zlog(Sk)cos{n<k—§) ﬂ,nzo,l,...k—l (4)
k=1

Where n =0, 1, ..., N — 1, k is the number of filters, N is the number of coeffi-
cients and c(n) is the Mel frequency Cepstal Coefficient.
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Fig. 5. Structure of MFCC computation



Exploring Cepstral Coefficient Based Sleep Stage Scoring Method 31

The attractive features of MFCC are confirmed by the histograms of MFCC for
various sleep stages illustrated in the Fig. 6. It is noticed that the shape and the range of
frequency values are markedly distinct among different stages of sleep conforming the
usefulness of MFCC for sleep EEG signal analysis.

[——

[rm—r
[—

Fig. 6. Histograms of MFCCs for various sleep stages

3.4 Feature Extraction

The feature extraction is used to extract relevant information from the EEG recording for
evaluation and understanding of the desired cognitive processes. The main goal of
Feature extraction is to reduce the dimensionality of large volume of signal data without
any loss of information. The extracted feature has direct impact on the systems classi-
fication performance. Hence, extracting suitable features from EEG signals to get high
classification performance is mandatory. In this work the statistical features energy,
envelope kurtosis, envelope skewness, Standard Deviation and variance are extracted
from the MFFCs computed on the wavelet coefficients of each decomposition level.

34.1 Energy
The energy of the signal in discrete form is calculated by the given equation,

-1

E=T ) x°[n] (5)

n

Where, T is the duration and x[n] is the discrete samples.
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3.4.2 Variance
Variance is the measure of how far a set of numbers is spread out from its mean.

62 — Z (XN_ “)2 (6)

Where, x is variable, N is the number of variables and p is the mean.

3.4.3 Standard Deviation
Standard deviation is the measure of dispersion of a dataset given by,

> (x—p)?
N

Std(x) =
Where, x is the variable, N is the number of variables and p is the mean.
3.44 Envelope

Envelope is a smooth curve outlining the extremes of the signal detected by using the
Hilbert transform defined by,

hy = hilbert transform(x) (8)
Where, x is the input dataset.

3.4.5 Envelope Kurtosis
Kurtosis is a non-dimensional quantity that measures the peakedness of a dataset.

E(f(x) - Hj(x))4
1
(E (f(X) - Hj(x))2>

Where, h, is the Hilbert transform of the dataset x and i, is the mean of hy

Kurt(f(x)) = 9)

3.4.6 Envelope Skewness
Skewness defines the extent to which a distribution differs from a normal distribution.

E {(f(x) - uﬂx)ﬂ 3
(iem)])

Where, h, is the Hilbert transform of the dataset x and L, is the Mean.

Skew (f(x)) = (10)
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3.5 Classification

To reveal the productiveness of the proposed feature extraction scheme in cognitive
function classification, the GMM classifier is used.

3.5.1 Gaussian Mixture Model-Expectation Maximization

In GMM based model the random variable y is represented as a weighted sum of G
number of Gaussian functions which are widely used for automatic identification of bio
signals [20, 21] and for the approximation of continuous probability density function from
a multi-dimensional feature. The multivariate Gaussian probability density given by,

G
p(y) = giN(y.1,0;) (11)

j=1

Where N(y,,uj_’aj) is the n dimensional data vector of normal distribution with
covariance g; and mean g . The g; is the weight representing the probability of class j
defined as

N (y,#j,ﬂj)—mexr) (_71 (v—u) o (v - uj)> (12)

According to Bayes’ rule the conditional probability of the observation vector s
belongs to the component g; of the GMM defined by,

R N L, O
p(g_]>: Gq, (v, ;) (13)
§ > i1 Nk, e, ok)

The Expectation-Maximization (EM) procedure is used to approximate the q, |t and
o variable that yields the maximum likelihood of the observed data D. The parameters
of the mapping function are obtained by the joint probabilistic density of source and
target features. A joint feature vector Y= [s7, tT]T where, s and t are the time aligned
input and output feature vectors which are utilized to evaluate the GMM variables. The
mapping function is defined by

M) =Y 5 oo (s —)’| (14)

z=1

Where, p, is the mean and o, is the covariance of rth Gaussian distribution.
In GMM based technique the number of Gaussian functions G is determined by the
amount of training sample.
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4 Result and Discussion

The EEG signal recorded during the sleep provides useful information regarding the
sleep stages which are useful in the diagnosis of sleep related disorders namely epi-
lepsy, depression, sleep apnea and stress diagnosis. This work attempt to solve the
problem of conventional sleep stage classification by employing the statistical features
of cepstral coefficient computed from the DWT sub-bands of single channel Sleep EEG
signal. The confusion matrix is constructed between the developed work adopting the
GMM-EM classifier and the Experts’ method of visual scoring using R&k manual and
is shown in the Table 3.

Table 3. Confusion matrix between the scoring result by GMM-EM classifier and experts
scoring

Expert Scoring | Scoring result by GMM-EM classifier
Wake | Stage 1 | Stage 2 | Stage 3 | Stage 4 | REM | Success Rate in %

Wake 470 |74 17 8 4 20 |79.25

S1 84 187 90 7 5 81 41.18

S2 60 111 1145 |87 89 120 |71.08

S3 12 17 20 247 207 120 |48.71

S4 7 9 13 139 148 4 454

REM 10 15 28 3 1 290 |83.57

Table 4. Performance evaluation of the proposed work using GMM-EM classifier

Sleep Stages | Accuracy | Precision | Sensitivity | Specificity
Wake 92.8 73.1 79.25 94.7
S1 87.2 45.27 41.189 93.32
S2 83.5 87.20 71 92.46
S3 84.9 50.38 48.72 92.68
S4 87.4 32.6 45.4 91.3
REM 95 68.23 83.57 96.13

The stage S1 is a transition phase and is a combination of wakefulness and sleep
resulting in similarity with the neuronal oscillations of S1 and wake. Therefore, the
classification of S1 stage is an extensive challenge to any sleep stage scoring system.
Due to which S1 is misclassified as wake or REM. The proposed system classifies
42.18% of S1 epochs correctly. The REM stage is of particular importance which
accounts for 5-20% of whole night sleep necessary for the diagnosis of various sleep
related disorders including REM behavior disorder (RBD), narcolepsy etc. The pro-
posed method detects 83.57% of REM epochs correctly. Also, the proposed method
classifies 79.25%, 71.03%, 48.71% and 45.4% of epochs as Wake, S2, S3 and S4
respectively. In addition, the performance of the developed system is determined by
evaluating the parameters: precision, accuracy, sensitivity and specificity shown in
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Table 4. This work achieves an average of 59.46% of precision, 88.72% of accuracy,
61.52% of sensitivity and 93.43% of specificity.

The duration of various sleep stage is not even and therefore the recorded EEG
signal has uneven number of epochs for various stage which can be confirmed by an
observation on the Table 1. Thus, the automatic sleep stage scoring system poses
expansive challenge due to class imbalance problem where in the specimen belonging
to a class in a training data-set are higher in number than the specimen belonging to
other class. Therefore, the classification model is liable to favor classifying all the
samples belonging to the majority class. Even though the proposed method performs
better, the class imbalance problem stops it from achieving 100% accuracy in all the
cases of interest. As, the cepstral feature MFCC accomplish framing and windowing of
the signal they integrates time-localization information which is averse to the
wavelet-based method. Thus proposed MFCC based statistical features for sleep stage
scoring provides an average classification accuracy of 89.71%. Since, the work is
implemented on single channel EEG the method does not require any filtering, artifact
rejection, and noise removal algorithm. This is a major advantage of the proposed
methodology which can be convenient for portable sleep quality evaluation devices.
As, the sleep stage scoring scheme can be operated directly on the recorded signal the
device will ensure reduced power consumption.

The classification results of wavelet-based features are demonstrated in [22]. On
comparing the classification performance of the wavelet-based features and cepstral
features, it is found that the cepstral features performs 0.99 times better than the
wavelet-based features. This may be due to the reason that the short-term spectral
characteristics of the EEG signal can represent the sleep stage information in a more
effective manner unlike the statistical measures of EEG signal in wavelet domain.

5 Conclusion

The paper discusses the exploring of Mel Frequency Cepstral coefficients for automatic
sleep stage scoring based on single-channel EEG. The current study exploits the sta-
tistical parameters of the Mel Frequency Cepstral Coefficients for the purpose of
classifying sleep stages. The proposed automatic sleep stage scoring system provides
more accurate and speedy diagnosis of EEG signals corresponding to complex cog-
nitive tasks and it will be useful in the clinical application such as epilepsy, depression,
sleep apnea and stress diagnosis. MFCC based feature extraction technique achieve
better performance than the wavelet based features and relatively robust for sleep stage
classification. Since the proposed framework is capable of analyzing the non-stationary
EEG signal it can also be implemented in real time EEG based signal analysis
including Brain-Computer Interface(BCI) investigation to control external devices
using cognitive neuroscience.
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Abstract. Accurate localization of mobile robots to locate its position and
orientation is of key importance since it enables a mobile robot to navigate
properly in any given environment. Various techniques of localization used are
such as GPS/GNSS, IMU sensors or by using odometric measurements. How-
ever each of these techniques suffers from various drawbacks. Dead-reckoning
(DR) is a popular client to get precise localization information. DR estimates the
current position based on the previous positions observed over a span of time.
However DR depends on encoder and odometric information which are subject
to major errors due to surface roughness, wheel slippage and tolerance rate of
the machine which leads to an accumulation of errors. Many researchers have
addressed this problem by adding certain external sources such as encoded
magnetic compass, rate-gyros etc., However addition of these sensors has led to
various new errors. In this paper, the use of unscented Kalman filter (UKF) is
proposed along with the DR to get accurate localization information. UKF uses
a deterministic sampling approach that captures the estimates of mean and
covariance with a set of sigma points. The simulation results show that the
proposed method is able to track the desired path with least error when com-
pared to DR used alone. The localization of a mobile robot with the proposed
system is also highly reliable.

Keywords: Non linear tracking + Mobile robots - Unscented kalman filter

1 Introduction

Navigation of autonomous robots in any environment depends on accurate localization
information. There are many techniques available for the localization mobile robots.
The most widely used technique among them is the dead reckoning method [10]. In
cases where GPS/GNSS is used, precise localization is achieved by receiving signals
from three to four satellites simultaneously. However, there are many situations in
which GPS/GNSS cannot be used, for example, indoor, underwater [13], or
extra-terrestrial. In case of urban environments, very strong multipath propagation
occurs and thus the signal quality is degraded one way or the other.

So the dead-reckoning method is a popular candidate overcoming these limitations
[4]. It provides reliable information by fusing information from various sensors and
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calculates current position with reference to an inertial frame of reference based on
previously determined position.

Many researchers have worked on the mobile robot localization problem. In most
of the techniques used, the researchers have added some external sources to overcome
the problems in the localization of the robot. Kim and Seong [6] used a location system
that uses encoded magnetic compass which accounts for the drift due to slippage of
wheel. However, it didn’t function well in places where the magnetic fields keep on
varying. Song and Seun [9] used a low-cost rate-gyro which overcomes the problem of
slippage of wheels. However, with the use of low cost rate-gyro, there is a problem of
drift rate getting higher. Hence, introducing a new sensor in itself introduces errors [1].

The dead-reckoning method depends on encoder or odometric information [7]
which is subject to major errors due to wheel slippage, tolerance rate of machine and
surface roughness. Hence there is an accumulation of errors which affects the local-
ization [3]. This problem can be solved by using Kalman filter (KF) with the DR to get
reliable localization information [2]. KF is a mathematical tool that uses a set of
equations recursively to estimate the future positions effectively. The KF mainly deals
with the uncertainties in modelling of the system. The KF is mainly used for linear
systems. EKF and UKF are the enhanced versions of KF that deals with non-linear
systems. The EKF linearizes all the non-linear models. But there are two important
drawbacks in case of EKF. First, the Jacobian matrices derivation can be complex
making the implementation difficult [8]. Second, if intervals for linearization are not
sufficient, it may lead to filter instability [12]. The UKF approximates a Gaussian
distribution rather than a non-linear function and uses a deterministic sampling
approach that captures the estimates of mean and covariance with a set of sigma points.
Thus, UKF performs better than the EKF for non-linear systems [11]. In this paper, the
mobile robot localization problem is approached by using UKF with the DR.

2 System Model

The system proposed here is applied for wheeled mobile robot (WMR) WMR consists
of three wheels, of which two wheels in rear of the chassis with the same axis acts as
driving wheel with each wheel driven independently with motor and the third wheel at
the front of the chassis is a free wheel. The non-linear equation given in Eq. (1)
describes the kinematic model of the WMR,

Xt = vy.cos(0y)
Vst = Vp.sin(0y) (1)
Qst = Wr

where the position of the mobile robot is given by the x;; — and y; — coordinates, the
angle between the X-axis and position direction is given by 0y, that is, orientation of
the robot, linear velocity is given by v,, and the angular velocity is given by w,.
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2.1 Dead Reckoning

The dead reckoning method calculates the current orientation and position of the
moving WMR based on the previous information on orientation and position. At time,
t = tx 41, the current position and orientation of the robot are calculated based on the
previous readings of orientation and position at time ¢ =, By using Euler’s
approximation Eq. (1) becomes

Xst (k + 1) = Xst(k) + Vr(k)Ts COS (Hsf(k))
Yotk +1) = Ysr(k) + Ve 7 $in (O ey ) (2)
Osetk +1) = Osar) + @r(ry7s
where Ty = t; 1 — t; is the sampling period [5]. The WMR consists of an encoder
which releases pulses and are used to calculate the distance travelled by the robot with

the use of DC motor attached to each wheel. Equation (3) given below gives the
mathematical model

nD,, (AT, + AT,
Xst(k+1) = Xsr(k) —M 0s (gst(k))
2 T,
nD (AT, + ATg) .
Ytk +1) = Yor(k) T =~ 8in (01 3)
2 T,
‘IIDW (ATR - ATL>
_Hst(k+l) = Og(x) Ist T |
where AT = Ty, — T represents impulse of the encoder (the left wheel encoder is

represented by AT, and the right wheel encoder is represented by ATg), Ty is the
sampling period, dst is the difference in length in between the wheels, D,, represents the
diameter of the wheel and T, represents the number of encoder pulses for complete
rotation.

3 Unscented Kalman Filter Based Tracking

The Unscented Transform is a non-linear transform which converts the state vector st
to a set of points called sigma points, y;_; based on apriori conditions. st; is a random
variable which is assumed to be Gaussian distributed of length L x 1 with a mean s7;
and covariance matrix P, The length of y, is 2L x 1.The scaling parameters A (com-
posite scaling parameter), o (primary scaling parameter), B (secondary scaling
parameter) and k (tertiary scaling parameter) affect the sigma points spread and also
determine the weight vectors which help in re-building the aposteriori statistics. R and
Q respectively are the measurement and process noise covariance. w') and w'™ are the
weights. The steps involved in the algorithm is given by
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1. Determining weights and scaling parameters and initializing Q and R.

A= o*(L+K)-L (4)
2

m _ _* 5
Yol =157 )
© - _* +14p - o (6)

° T L+a
W Wl -ty o (7)

! ! 2(L+4)’ U

2. Calculating square-root of p;_; using Cholesky Decomposition as shown in Eq. (8)
and calculating the sigma-points using Eq. (9)

VPi—1 = chol (pr—1) (8)
Th—1 ) r
Koy = st—1 + Y (A+1) X proy 9)

N Str—1 — ()L+ 1) X Pk—1

3. Prediction Transformation
a. Each sigma-point is propagated through a non-linear function f ()

2kl = 1) = f(xe-1) (10)

b. With the transformed sigma points, the post transformation mean is calculated using
Eq. (11)

~ 2L (m

St(kk—1) = =0 VVJ( ) X St K|k—1) (11)

4. Assuming process noise Q to be additive, the error covariance is calculated as
shown in Eq. (12)

A (e T
P, =0+ ijo VV]‘( ) x (st =1 — StGap—1)] X [Stiap—1) — Stup—n)] (12)
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5. Transforming the observations
a. The transformed sigma points are propagated through an observation function

h()
Y-y = h(stee-1)) (13)

b. With the transformed sigma points, the predicted output is calculated as shown
in Eq. (14)

. 2L,
Yk-1) = Zj:() WX Yk k1)) (14)
c. With the transformed sigma points, the output covariance is calculated using
Eq. (15)

2L ©
py =R+ Y W [guso) = Fae)]
pry (15)

- T
X [y[j,k\k—l\ - y(k|k—1)]

d. The cross-covariance between state and output is obtained using Eq. (16)

2L
() P
Py =) W [stguen) — Stagen)]
= (16)
- T
X a1 = Fwn)]
6. Measurement Update

a. The Kalman gain K is calculated using Eq. (17)

Kk = Pxy X p;l (17)
b. With the Kalman gain K, the state matrix is updated using Eq. (18)

Pe = pe + Ke x pyt x k] (18)

c. With the Kalman gain K, the covariance matrix is updated using Eq. (19)
St = Sty + Kie X (Ve = Fpe-1)) (19)

The values of parameters mentioned in the above UKF algorithm are as follows.
The primary scaling factor o is set to unity. The tertiary scaling parameter x is set to
zero. The length L of the state is five. The process and measurement noise co-variances
values are taken as Q = 0.000000001 and R = 0.001 respectively.
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4 Results and Discussions

In this section the results of the simulations performed is given to analyze the perfor-
mance of the algorithm. The simulation is performed for 100 realizations and 5 itera-
tions. The values of scaling parameters are taken as o = 0, f = 2, k = 0. Figures 1, 2
and 3 represents the simulation results of the X and Y-coordinates of the position of
WMR and the orientation of the WMR. The corresponding values of the desired and
estimated position and orientation of the WMR are given in Tables 1, 2 and 3.

From Figs. 1,2 and 3, it is evident that the algorithm tracks the desired path with high
accuracy. Tables 1, 2 and 3 gives the values of the X-coordinate, Y-coordinate and the
orientation angle .The maximum error in case of X-coordinate is 0.70780 and in case of
Y-coordinate it is 0.51518 and with respect to it is 0.04035 which is very less compared
to using EKF which is 1.5 [5]. The values show that with the proposed UKF algorithm,
the robot can track the desired path with least error when compared to DR used alone.
The localization of a mobile robot with the proposed system is highly reliable.

Table 1. X-coordinates of the position of the WMR

X (desired) | X (estimated) | Error
48.74875 | 48.97043 0.22168
—26.70180 | —27.40960 —0.70780
26.32628 | 26.88819 0.56191
7.34365 7.56205 0.21570
—2.42144 | —2.57112 —0.14968
—18.76140 | —18.76319 -0.00179
32.99141 | 33.07856 0.08715

Table 2. Y-coordinates of the position of the WMR

Y (desired) | Y (estimated) | Error
32.64495 | 32.80648 0.16153
—27.65380 | —27.13862 -0.51518
49.11877 | 49.39118 0.27241
—25.10505 | —25.12583 —0.02078
—10.09247 | —10.27290 —0.18043
—40.98339 | —40.86732 —0.11607
11.98159 | 11.9863 0.00471
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Table 3. Orientation of the WMR in radians

(desired) | (estimated) | Error

—1.54365 | —1.54331 | —0.00003
—1.48423 | —1.47888 | —0.00535
1.53279 | 1.53376 0.00097
—1.53279 | —1.53438 | —0.00159
—1.53348 | —1.53631 | —0.00283
—1.52684 | —1.50249 | —0.02435
1.50497 | 1.54532 0.04035
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Fig. 1. Desired and estimated values of X-coordinates of position of the WMR
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Fig. 2. Desired and estimated values of Y-coordinates of position of the WMR
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Fig. 3. Desired and estimated values of the orientation 0 of the WMR

5 Conclusion

This paper has proposed a method to solve the problem of mobile robot localization
using UKF. DR method of localization is having the effects of major errors due to
slippage of wheels, tolerance rate of machine and surface roughness. The accumulation
of errors due to these factors is highly reduced and making the localization highly
reliable by using UKF along with DR method. From the simulation results it is
observed that with the proposed algorithm, the robot can track the desired path with
high accuracy. The proposed algorithm is robust and can be extended to other appli-
cations such as GPS tracking. Further improvement to the proposed system can be
made my adaptively modifying the scaling parameter that affects the spread of sigma
points and thus improves the overall filter tracking.
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Abstract. In this paper an analysis on the influence that the selection of fiducial
points has on the Moving Least Square registration of medical images has been
presented. MLS is a point based method which needs selection of fiducial
(control) points. Here the mapping is weighted by the distance of current pixel
from the selected point. Hence it is deemed significance to investigate on the
effect that the position and number of the selected control points have on reg-
istered image. The analysis is done by manually selecting the points from rigid
and non-rigid regions, near and far off regions from the two images and by also
varying the number of points. To assess the results comparison has been done
with the TPS registration by computing the TRE.

Keywords: Moving least squares (MLS) - Image registration - Medical
images * Feature points + Target registration error (TRE)

1 Introduction

The process for image registration involves finding the best deformation field to align
the two images under consideration. To register these images, features or fiducial points
are selected from the images and correspondence is established between them. Once the
correspondences are known, a mapping function is found to align source image to the
geometry of the reference image. This can be done by either assuming that the
transform is known or by assuming that the points are known and finding the other
parameters. The second method is followed in this work.

The research in registration has gone a long way and many researchers have
contributed a lot in this field. Images can be registered using either pixel intensity
values [1] or based on the feature extracted from the images [2]. Both cases are
applicable to rigid and non-rigid images. Intensity based methods are performed in
spatial domain and works directly on pixel intensities [3, 4]. They are sensitive to
intensity variations like background changes, noise, brightness, etc.

For medical images generally the feature based registration is used wherein features
are extracted from each image and then the correspondence is matched using any
measure like mutual information or entropy [5, 7]. Tian et al. [6] proposed a retinal

© Springer International Publishing AG 2018
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image registration framework, in which the features like vascular bifurcations are
detected and registration is performed using Harris PIIFD. Zheng et al. [7] discusses
registration of retinal images using a salient feature region computation method. Tsai
et al. [8] uses an edge driven dual-bootstrap Iterative Closest Point Algorithm for
registration. Modifications on the IPC algorithm have been proposed by many
researchers for various applications [9, 10]. A validation of the general methods for
image registration on different subjects obtained using the different modalities have
been discussed by Wood [11]. Rigid registrations are generally used in applications
dealing with bony data like CT image [12, 13]. A detailed theory on various aspects of
medical image registration including algorithms, their validation and applications can
be found in Fitzpatrick et al. [14]. Fitzpatrick [14] also discusses the ways of measuring
the registration accuracy by predicting the registration error, by computing the Target
Registration Error (TRE) and the Fiducial Registration Error (FRE). Registration is a
very important pre-processing step for fusion of images [15, 16].

1.1 Registration Using MLS

The main challenge in registration of images is estimating the unknown parameters
present in the problem like the transformation function, the mapping parameters and the
correspondence points which are all unknown in this case. An illustration of the reg-
istration process is shown in Fig. 1. General approaches are to start by initializing any
of them and then tuning the parameters accordingly. In this work the transformation
function used is the Affine Transformation with the as-rigid-as-possible constraint. The
moving least square error is computed after each of the iterations and the mapping
parameters are tuned based on the optimization function. Here, the correspondence
points are assumed to be known and then using them the mapping parameters are
estimated. To assess the influence of the correspondence points, also known as control
points, feature points, fiducial points or pivot points, on MLS registration, points are
selected manually from both the target and the source images.

q=T(p,0) image

Pixel location mapping function Homologous Pixel location in second image

Pixel location in first image

Fig. 1. The registration process
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2 Fiducial (Control) Point Selection and Its Influence on MLS

A set of points are manually selected from both the images. Figure 2 shows a sample of
the point selection wherein 4 points were selcted from the source and target images. Let
p = {Xpi-Ypi} and q = {Xgi, yq;} be the coordinates of the selected set of points. The
coordinate values are also given for the points. On observing the values it can be seen
that the coordinate values for the same structural position in the source and target
images are different. This difference has to be minimised to align both images and is the
key task of regisrtration.

Fig. 2. (a) and (b) Manually selected fiducial points from source and target images respectively.
(c) MLS registered source.

P ={(87.4305,92.2219)(135.3449, 84.0080)(170.9385, 97.6979)(127.1310, 171.6230)}

q = {(81.5213, 100.5851) (119.6489, 85.6064) (159.1383, 84.2447)(144.1596, 170.0319)}

Let r = {X;,y5} be the coordinates of the same structural points from registered
source shown in Fig. 2(c). The values are as given below.

r = {(82.4513, 99.5851)(118.5489, 84.6064)(157.7363, 86.6447)(142.1596, 168.9319)}

On observing the values it can be seen that there is a small difference in the
coordinates of the target and registered source. This is because while selecting the 4
points there might be a small error that is called as localization error, which has
occurred since the points are selected manually. This error is called as the fiducial
localization error (FLE). This in-turn effects the computation of TRE and hence nor-
mally the FLE is assumed to be nil during TRE calculation. To know if the image has
been registered correctly the TRE is calculated and was found to be 0.9876 for the
image in Fig. 2(c).
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2.1 Results and Analysis of Influence of Number and Position of Control
Points

Experiments were conducted on MRI and CT images by selecting different number of
points and from varying locations. Points were selected from rigid and non-rigid
regions in an image and also near and far off points. A large number of control points
and also minimum number like 2, 3, 4, 6 etc. were selected. Such an analysis is very
essential when considering medical images because

(i) Availability of many control points from both images under consideration may be
difficult

(i) Also the fact that the time complexity increases as the number of points taking
part in the computation of the transformation function increases.

Hence it is important to see if accurate registration can be performed with as
minimum control points as possible. The analysis has been conducted on MRI and CT
images.

2.1.1 Analysis on Registration of MRI Images

The result obtained with MLS registration for some of the data sets with fewer control
points is given in Table 1. To compare the efficiency of the MLS method, the same
image pairs were given to TPS registration and the comparison results are given in
Table 2. The analysis done by selecting minimal 2 points from different regions of
images are shown. Points have been selected from rigid and non rigid regions from the
image. On observing the TRE values in Table 2 it can be inferred that the registration
error is less compared to TPS method and also that wherever the points be the average
error is around 1.6.

Here it can be observed from Table 2 that the image registered using TPS is
distorted, i.e., the registration is not perfect in some cases depending on the position of
the selected points, especially in cases when 2 and 3 control points are selected. The
distortion is less or not there along the axis in which the points lie.

On closely observing the TRE values for MLS it has been inferred that, TRE is
lesser when more number of points are selected. In cases were 2 to 8 point are selected
the error is dependent on the position of the selected points also. If all the selected
points are nearby then the error is more compared to the same number of points being
selected such that are well spaced from each other. Also if the points all lie on the same
side or quadrant, then also the error is comparatively more. So the best way to select the
points is such that they cover points from all quadrants and are slightly far apart. If the
points are selected in this fashion then the TRE will be between 0.9778 and 1.275 for
MLS registration.

To assess this experiments were conducted on CT images also as its characteristics
differ from that of MRI images. The results with respect to this are discussed in
Sect. 2.1.2. CT has got more rigid structures than MRI images which show more of
tissue level details and can have local deformation in them.

From the Table 2 it can be seen that with only 1 point selected MLS does not give
ant registration result. But with a minimum of 2 points registration is possible.
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Table 1. MRI image pair showing the control points selected and the MLS transformed source
image.

No. of
points Source Image Target Image Registered Source
selected

10
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Table 2. Analysis for 2, 3 and 6 points selected from different regions on MRI images.

TREMLS TRETPS

1.6021 2.4672

| 1.6306 3.9892

1.6398 2.8656

1.5798 2.2063

1.4367 1.7761

1.3231 2.3563

1.4876 2.1065

1.3973 2.2876
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Table 3. Analysis for varied number and position of selected points on CT images.

Source Image Target Image MLS TPS TREwmws TRErps

1.2033 1.3760

1.3998 1.7982

1.3002 1.8001

1.5869 2.5356

Points from
center

1.6540 2.4098

Points from
middle

1.5998 22702

Points from
Left Half

1.5765 2.2675

Points from
Right Half
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2.1.2 Analysis on Registration of CT Images

To analyze the efficiency of the MLS registration experiments were also conducted on
CT images also. A different number of control points were selected from different
regions and the results were compared with TPS. A sample of the results for 10, 5, 4
and 3 points are shown in Table 3.

2.1.3 Inferences
Based on similar experiments conducted by selecting various number of control points
from different regions of the image the following inference is obtained.

1. From the analysis performed it is inferred that the MLS registration performs well in
case of fewer points also.

2. However the minimum number of points required is atleast 2.

3. When only 1 point is selected there is no registration output.

4. The directions along which the points are selected are registered more accurately
than the other regions.

5. Hence, while selecting points, they must be selected such that the structure of the
image is roughly maintained.

6. The points in case of less number of points being selected, the selection must be
from far off regions, as MLS calculates weights based on the distance of the current
point from the control point selected for a lower TRE.

7. Similar results were got in case of both MRI and CT images.

8. In cases where it is possible to get only a few points from the images under
consideration, it is hence suggested that MLS is a better approach for registering
both Rigid and Non-Rigid images.

2.2 Quantitative Analysis

To analyze the influence that the fiducial points have on the performance of the MLS
registration the metric used was the Target Registration Error (TRE). The TRE
obtained was compared with the TPS method. In order to compute the variations in the
TRE we calculated the standard deviations under both the methods as shown in

Table 4. Comparison of TRE for MLS and TPS registration

No. of control points selected | Standard deviation of target
registration error

MLS registration | TPS registration
3 1.6432 2.2689
4 1.3533 1.6567
5 1.4065 1.7250
6 1.4032 1.7156
8 1.2002 1.4132
10 1.2356 1.3786
21 1.1056 1.2442
40 1.0090 1.1104
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M MLS Registration
- - I I m TPS Registration
2 3 4 ) 6 7 8

No. of Control Points Selected

2.5

[

iS5

© TRE Value

Fig. 3. Graphical representation of the TRE versus no. of points selected

Table 4. Since the ideal value of TRE is generally accepted as 1, this method of
registration appears to be superior to that of the TPS TRE, because of the lesser
standard deviations observed in the MLS TRE. This is more prominent when the
number of control points taken is lesser. Form the graphical plot given in Fig. 3 it the
effect that the number of control points has on the MLS and TPS registration can be
clearly seen. As the number increases the TRE decreases and the performance of both
the registration methods are almost similar. But for lesser number of points the MLS
outperform the TPS registration in seen in case of MRI and CT brain data.

3 Conclusion

In this work a thorough analysis on the influence that the position and the number of
fiducial points selected from the reference and floating images have on the MLS
registration has been performed. Such an analysis is deem of significance as in case of
medical images availability of large number of points for correspondence matching
may not be possible due to the nature of the images available. In this work experiments
were conducted on MRI and CT images and the results obtained using MLS regis-
tration was compared with TPS to assess the effectiveness of the MLS algorithm. This
was done by computing the TRE for both the registered sources. It has been inferred
from this analysis that MLS can perform better even when a minimum of 2 or 3
correspondence points are available from the images. However the factor to be taken
care of in such case is that the two points are distantly placed. When more number of
points are available the position of the points does not matter for MLS registration.
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Abstract. Regular pitch detection algorithms are known to be
immensely useful for speech source analysis. Their utility is not as reli-
able when processing polyphonic acoustic mixtures like Music. This is
an investigative study of music components like rhythm, accompaniment
and Lyrical-voicing, that is seen as a critical task towards targeted music
component identification and processing. Popular music forms like West-
ern and Hindustani Classical are considered for our study dataset. For
Western cases, comparative preliminary analysis of the spectral charac-
teristics like Harmonics and Energy is done towards characterization of
Music region against that of Lyrics-music mixture. F contour analy-
sis for these regions, using Autocorrelation and Zero frequency filtering
indicates the utility of the latter in Lyrical-voicing onset identification.
Short-time spectral analysis leads to the distinctive understanding about
the Harmonic structure according to the music polyphony. Strength of
Excitation is found to be insightful towards characterizing sounds like
base sounds, prominent in percussion instruments. For study on Classical
music, Fp contour analysis using raw signal and LP Residual elucidate the
characteristic average pitch effect, which comes out to be higher for the
Alaap region in case of Female artists and Lyrics composition regions for
the Male artists, giving cues towards the applications like Raaga identifi-
cation and summarization. The analysis of the excitation source features
for various music components done in this work present some insightful
observations and clues towards effective Music component processing.

Keywords: Western - Classical -+ Pitch - Harmonics - Energy - Raaga

1 Introduction

Music as known to everyone has its roots from the Classical styles from various
cultures. In western form the music knowledge is known to have been docu-
mented from early 500 ADs whereas, the earliest reference to the Hindu classical
music theory is known to trace back to 400 BC. A comprehensive understanding
of today’s music is achieved by studying both types. There are various prospects
of studying the singing vocalisation, for instance component enhancement, sep-
aration, melody tracking, etc. Considering this as our central theme, we have
© Springer International Publishing AG 2018
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attempted to characterize the music components in both time and frequency
domains, for both of these styles.

The frame level feature vectors were processed using Gaussian Mixture Model
focussing on Singing Voice in [13]. The aperiodicity in ‘Noh’ Voices was studied
in [7] using modZFF. Also, along-with the consideration of analysis by syn-
thesis using two synthetic AM/FM sequences for excitation, and Saliency as a
measure of pitch perception, this technique has resulted in encouraging results
when worked upon highly varying source excitation characteristics for sounds
like verbal/non-verbal paralinguistic sounds as in [6]. Some fundamental work
in blind music-source separation using repetition was done in [12]. Modelling
of Non-vocal accompaniments was achieved after the component segmentation
in [10]. Another Voice/Non-voice segmentation was done using Hidden Markov
Model and used as a basis along with an inference method to derive vocals from
a mixture in [4]. The significance of the repetition for the positive effect of music
on human psyche was highlighted in [8].

Variations in singing voice were studied using conventional pitch detection
algorithms (PDAs) in [14]. Autocorrelation was used to extract the Fy contours.
Pre-emphasis was found useful in case of sounds having high frequency. Since,
the approximation quality was limited for the LP (Linear Prediction) Residual
based contour extraction, other techniques that could capture the source excita-
tion information in a better way were required to be evaluated. The motivation
for the Singing characterization came in while performing experiments related to
Music Source Separation using Autocorrelation based static background mod-
elling techniques in [15]. It was observed that even with the dynamic music
modelling techniques, targeted components processing is highly required.

Autocorrelation and Zero Frequency Filtering (ZFF) were additionally eval-
uated on a music dataset of Western form by Female artists, as part of the
current work for the purpose of Fyy contour extraction. The Harmonic struc-
tures of different accompaniments along-with the voicing parts are studied in
detail. Also assessed are the Harmonic structure of the mono-pitched and multi-
pitched sound sources, providing cues towards better source excitation infor-
mation extraction and further understanding about the targeted source and
objective.

As for the Classical Music, the voicing in the Singing constituent of a music
mixture is studied for the Pitch behaviour during Lyrical composition and Alaap.
This is achieved using Autocorrelation of Raw signal and LP Residual followed
by ZFF technique. These were also characterized using the Energy values. The
results obtained are encouraging towards singing labelling and better under-
standing of the Raaga structure (onsets).

This paper is organized as follows. Music dataset is discussed in Sect.2. In
Sect. 3, Signal processing methods and features explored are described. Experi-
mental details are included in Sect. 4. Acoustic analysis of Western and Classical
music is discussed in detail in Sect. 5. Finally the paper is concluded and sum-
marised in the last section.



Component Characterization of Western and Indian Classical Music 59

2 Music Dataset

One of the forms of music considered for this work is Western music form. It
comprises of various genres like Pop, R&B and Rock, etc., that have their roots
in the cultural evolution from different parts of the western world. For instance
from slow and groovy beats in R&B’s to raw and pacy Country music. The
naming convention is set in a manner as shown in Fig. 1.

For the study on classical music, the data was obtained from an online
resource,! from which 5 male and 5 female music files were studied. The time
duration of each raga file is approximately 6s. Raaga files have two parts - alaap
and composition, for both male and female speakers. Therefore, a total of 100
raga files were used for the purpose of characterization in this study. A brief
description of some keywords is given as below:

— Alaap: Tt means a dialogue or conversation. Alaap is a dialogue between
the musician and theh Raag. Alaap reflects the depth, the temperament,
creativity and training of the musician.

— Raaga: Modes which express different moods in certain characteristic pro-
gressions, with more emphasis placed on some notes than others.

01 Track Cul M_Gen Name.way
by iy g |y e i

{

- File Extension

- Artist initials

- Music genre: Pop, Blues, etc.
Sex: M/F

- Culture: Western/Classical

- Track title

- File \# (in this case (1)

l

Fig. 1. Naming Convention for the Music Files.

3 Methods and Features

The Signal Processing Methods used, along with the Features explored are
enlisted below,

(a) Short-time Fourier Analysis: Short Time Fourier Transform (STFT) is used
to determine the sinusoidal frequency and phase contents of the local seg-
ments of the music mixture signal by processing it in the frequency domain.

1Ocean of Ragas: A dedicated collection of 1800+ Ragas of Hindustani Classical
Music [Online]. http://www.oceanofragas.com.
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This can be expressed as,

n=+oo

X(r,w) = Z z[n|wln — mle 7" (1)

n=—oo

Where, x[n] is the signal and win] is the window function [9]. Harmonics
structure and Time-Frequency information are obtained using this.
Autocorrelation: Autocorrelation provides a measure of the similarity
between the waveforms of the time functions [3]. For the music signal x(n),
whose correlation function is defined as

ro(m) = Elz(n)z(n +m))]

n=N
. 1
= A;Enoo N1 Z z(n)z(n 4+ m) (2)

Pitch information about the sound sources are extracted using this technique.
Linear prediction (LP) analysis: The prediction error e(n) or LP Residual
can be computed by the difference between the actual sample s(n) and the
predicted samples §(n) [11], and is given by e(n) = s(n) — §(n), i.e., e(n) =
s(n) + >F_, axs(n — k). LP Residual is used as an alternative excitation
source for capturing the Glottal activity, primarily for validation purpose.
Zero-Frequency filtering: The essence of Zero-frequency filtering lies in com-
puting the output of the cascade of two zero-frequency resonators [18], which
is equivalent to four times successive integration of x[n],

2
yi[n] = — Z aryr[n — k] + x[n], (3)
k=1
Where, a1 = —2,and ay = 1. Pitch information and intensity of Glottal

closure are derived using this technique.
The vocalization in case of concerned regions in the Classical Music dataset
are analysed using Signal Energy.

From now on for conciseness, Autocorrelation function, Linear Prediction and
Zero-frequency filtering may be used interchangeably with ACF, LP and ZFF
respectively.

4

Experimental Details

A 4096 point FFT based spectrogram was used for preliminary acoustic analysis,
in the popular speech analysis tool called Wavesurfer [16]. The input music sig-
nals were observed post application of the voice activity detection (VAD) based
upon first-order Markov modelling of the speech content [2,5,17] (marked in
red, Fig. 5). A popular SOA algorithm YIN [1] was used as pitch references here,
shown in different colours at the background of contour sub-plots. Short-time
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"-m! 1:12 1:14 1:16 1:18 1:2

Fig. 2. Spectrogram of a typical western song. Please observe the changes in the arrow
marked regions: Harmonic variations for Lyrical-voicing (top), Flat Harmonics of Piano
Notes (bottom) and Continuous Piano Harmony (Left-edge).

analysis happens for both Autocorrelation and LP Analysis. Configuration: 30
ms and 10 ms Segment Size and Shift for Fy extraction steps, 12 as LP order for
LP Analysis. The experiments showed varied results for the female singers, espe-
cially with the ACF and LP residual based methods, hence ZFF was considered.
The pitch variation for ZFF estimates was analysed using Standard-deviation.
Harmonic Analysis was done using an app Spectrum Analyzer, primarily for
observing the polyphony characteristics. Configuration: 44.1 KHz Sampling rate,
8192 FFT size.

5 Acoustic Analysis of Western and Classical Music

5.1 Characterization of Western Music

The preliminary spectral analysis for a western pop song called “My Love” by
a Female artist Sia was done using a spectrogram and is shown in Fig. 2. Being
a slow paced and low complexity accompaniment case, the spectral effects and
the artefacts could very well be studied. The monotonous harmonics interleaved
in between other components, prominently for the first half of the Frequency
scale shown in Fig. 2 (please observe arrow marked regions at the bottom), rep-
resent the flat spectral characteristics of Piano Notes being played at onsets
T1s,73s,74.7s and T7s, as part of the lead accompaniment melody. Other
accompaniment which is a keyboard harmony provided at the background, is
observed to be continuous throughout (please observe right pointing arrows on
the left edge). The lyrical voicing regions can be clearly distinguished on the
basis of harmonics that are not as uniform and clean as for the accompaniments.
Another key aspect of the voicing called as vibrato, can be observed as oscillating
and fluctuating harmonics (please observe arrow marked regions at the top) in
Fig. 2. The significant variation induced by the voicing improvisations manifest
as prominent variations in the source excitation characteristics.
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(a) Piano melody progression (upward arrow, bottom) and prolonged Harmonics for singular
notes (double arrow, bottom).

(i) Input Cry Signal, Fs = 48 KHz

(i} Fy Cg using ACF
1000 — —

Fy (H2)
g

o W [ s gy | ¥

(i) F, Contour using ZFF

-~

Fy (H2)
:

o ey Y =\ ot e R i

(iv) SoE using ZFF
T T

SoE

4 ; Time ) ‘|‘5

(b) Changes in excitation source marked with arrows: (ii) and (iii) Lyrical-voicing mix (top) and
(iv) SoE at Base effect onset (bottom).

Fig. 3. Spectral Analysis, Fo contour and SoE comparison for Music excerpt.

Acoustic Analysis Using Fo Contour

A. Music Characterization: The transitions of the harmonics in the lower half
of the visible frequency range are due to the Piano melodic piece, whereas
the relatively monotonous harmonic patterns visible in the higher Frequency
regions (Fig.3a), are because of the high pitched violin. This monotonous
behaviour is also reflected in the Fy contour, for the regions having only the
violin as accompaniment, as can be seen at around 110 H z in Fig. 3b, whereas
for the melody onsets that are accompanied by a blend of base and mid-scale
chords, along with the violin, F{ estimation becomes random. These are the
regions that will require further heuristics involving the harmonics structure,
sub-band spectral energy, etc. Also, there appears to be octave errors by the
YIN estimates near 3.25 s for instance, generating a contour at around 55 H z,
the corresponding signatures of which are not found in either of the analysis
tools being used here. ACF gives better estimate of the dominant melody in
a music mixture, whereas ZFF gives more insight during increased variations
of lyrical part, which in the current form cannot be relied upon for a good
melody approximation.
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o Peak 592 16Hz (-32.4 bHz o Peak: dB) Local:441.43
B Peak:118.43Hz Mz ) 15 dB) Local:150,73H;

Overlapped Harmonics for D Chord
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(a) Mono-pitched audio spectrum (red, top).  (b) Multi-pitched audio spectrum (red, top).

Fig. 4. Illustration of the difference in Harmonic structure for (a) the mono-pitched
sound with uniformly spaced Harmonics and multi-pitched sound mixture with over-
lapping Harmonics.

A comparison of Harmonic structure for Mono-pitched and Multi-pitched
sound mixture is done. These were the audio input from a Casio SA-35
Keyboard with 4-Note mazimum polyphony. The mid D note was struck for
generating a mono-pitched sound mixture whereas, mid D-Chord (triad) was
used for creating a multi-pitched sound source. The magnitude spectrum was
captured for these two test sound types and as can be observed from the Fig. 4
(please observe the patterns shown at the top, in Red), and the difference in
Harmonic structure is clearly visible. For the mono-pitched sound, uniformly
spaced Harmonics are obtained, whereas for the multi-pitched sound mixture,
overlapping Harmonics are observed, which are not discernible right away.
Probabilistic approaches like likelihood estimation can be utilised for deriving
the sound source information in such scenario.

B. Lyric-Music Mixture characterization: The regions with violin and similarly
pitched chorus generate correct Fjy contour approximates whereas, erroneous
Fp contour are generated at 5—6 s because of the high tempo melody progres-
sion for Piano Notes resulting in greater overlap of the acoustic components
(Fig. 5b). The contour estimates are random for Lyrical content. When Spec-
trogram is observed for the Lyrical content (Fig. 5a), the spectral characteris-
tics give intense cues towards component identification in terms of Harmonic
Behaviour. The Lyrics specific characteristics are clearly visible as highly
fluctuating harmonics in the Higher Frequency ranges i.e., > 3000 Hz. The
harmonics at the key lyrics part here provides cues towards melody tracking,
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that Wavesurfer and YIN fails to capture. Also, for the same events when
evaluated using a time domain based pitch detection algorithm (PDAs) like
Autocorrelation and ZFF, in their current form cannot be relied upon for
obtaining accurate pitch estimates. Although, ZFF based Fj estimates do
give an idea about the onset/offset of the regions with music and Lyric-
music regions, based upon the deviations observed in the Fj estimates. It
can be clearly observed from Fig.5b (subplot (iii)), Specific Onsets for the
Lyrical-Voicing part with the Music is being identified, without the inclusion
of the effects due to high-pitched vocalizations in the locality if any, as in
case with the ACF based contour in Fig. 5b, and thus giving better insight
towards the required onset information.

) € ST

(a) Harmonic variations for Lyrical-voicing (top), Flat Harmonics of Piano Notes (bottom) and
Continuous Piano Harmony (Left-edge).

(i) Input Cry Signal, Fs = 48 KHz

1=
0
1

(ii) F, Contour using ACF

=~ 10004 ——* «— B —

L]

= |

[[S 0 —> —» —— >

iii) F, Contour using ZFF
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(b) Changes in excitation source characteristics marked with arrows: (ii) and (iii) Lyrical-voicing

mix (top) and (iv) SoE at Base effect onset and chorus vocals (upward and double sided arrow
respectively, at bottom).

Fig. 5. Spectral Analysis, Fy contour and SoE comparison for Lyrics-Music mixture
excerpt.
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Acoustic Analysis Using SoFE. With the normal speech production mecha-
nism, the idea is straight forward and it is the intensity of glottal closures, that
we talk about when analysing using SoE, but when it comes to music compo-
nent analysis, this technique has shown to be insightful towards highlighting the
onset /offsets of the rhythm characterizing music components like music beat,
base cover, and intense vocal renditions.

As can be seen from the SoE subplots for the Music excerpt in Fig. 3b, the
entire visible piece has melodic transitions involving the Piano notes as the
leading sound source visible at 1, 3 and 5s, as distinct surges in SoE values.
These are the instants where the chords combined with the Base chords are
struck. On a similar note, in Fig. 5b, the distinct SoE spike observed at the time
instants 2, 4.2, 6.2, 8 and 10 s, signify the base violin chord support whereas,
the rest of the high surge points around 3.2 and 7 s, having a bunch of high SoE
points together in contrast with the instantaneous surge in the former case, are
attributed either to the background chorus singing, or high pitched improvisa-
tions by the lead singer. Other experiments have also shown encouraging results
for SoE based characterisation in case of percussive accompaniments, giving cues
towards drum based music rhythm identification.

Observations in General

A. Lyric-Music Mixture: For many cases, resonant frequencies are clearly visible
during the lyrical portion, helpful towards Lyrical region identification.

B. Music Mizture: SoE plays vital role in screening out some key music activi-
ties. It showed insightful results for the instruments like Piano, Drums, Gui-
tar and even non music sounds like Clap and muti-pitch scenarios. The Fjy
appears to be relatively more varying for Lyric-Music mixture as compared
to just the music parts, hence giving more Standard deviation values as can
also be observed from Fig. 6.

5.2 Characterization of Classical Singing

The techniques used here for the extraction of Fy contour are Autocorrelation
of LP Residual and ZFF, both giving insights towards voicing analysis in Clas-
sical music form. The region of interest (ROIs) in these types are alaap regions
also known as improvisation part and lyrics part which basically contains more
singing with words. On comparing Fj extraction for both techniques, especially
for female singers, the alaap regions have higher Fjy values as compared to the
lyrics composition part. The difference found was in the range of 30 — 40 Hz as
seen in Table 1. However, the observations have different trend for male artists.
Here, the lyrics parts have higher pitch values than alaap part. The differences
in the pitch ranges are observed for the ROIs of the same track and artists. The
Fy differs for both the male and female artists for different parts of the classical
music.
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Fig. 6. Standard Deviation for the ZFF based Instantaneous Fp, compared for the
Lyrics-Music Mix and just the Music excerpts.

Table 1. Mean Fy values of 5 Male and 5 Female speakers for Indian raga: (a): Speakers,
(b) and (c): Fo using Autocorrelation of LP Residual for alaap and lyric composition
(d) and (e): Fp using ZFF for alaap and lyric composition.

Autocorrelation AC of LP residual
(a) Speakers | (b) alaap | (¢) Lcomp | (d) alaap | (e) Lcomp
M) 178.796 203.771 | 149.189 |216.836
M) 167.414 210.606 |165.520 |223.774
M) 198.992 197.819 |161.539 |164.611
M) 205.876 234.428 |176.895 |234.180
M) 146.835 |1715.532 | 175.852 |191.790

&)

316.028 291.472 |256.017 | 267.687
289.693 260.387 |251.865 |249.163
293.214 289.061 |255.924 |278.462
333.121 324.441 |263.824 |333.284
338.967 291.599 | 281.826 |286.984
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The energy gives the voicing information about different ROIs. For Female
artists, the energy is higher for lyrics composition part as compared to that of
alaap regions. Hence, it can be stated that during an alaap region there are
instants where the voicing is not as traceable and becomes weak on reaching
high notes. However, in case of lyrics the energy is found to be significantly
distributed, hence giving higher values. On the other hand, in case of Male artists,
higher modulation is introduced in the alaap region making it more tractable,
as a result of which energy is higher in alaap regions too. The average Energy
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values for the Alaap and Lyrical composition regions for Male and Female artists
respectively, are 0.071 and 0.076 for Male whereas, 0.100 and 0.109 for Female.

The key observations from the Experiments performed for the cur-
rent work are included in Tables 2 and 3.

6 Summary and Conclusion
The acoustic analysis of the Music mixtures, using Spectrogram brought forth

the significance of Harmonic patterns for finding excitation source information,
as against the constrained utility of time domain pitch detection algorithms

Table 2. Analysis of Singing Voice in Western Music

S. # | Key resulting observation

1 Better approximate of the pitch contour in terms of the lead melody is given
by the Autocorrelation method

2 Fy extraction using ZFF is not as reliable for melody tracking, but it’s
deviation does gives cues for the presence of Lyrics-music mix as against just
the Music as shown in Fig. 6

3 Lyrical voicing is observed to manifest in the form of highly varying and
fluctuating Harmonics (in a non-uniform manner)

4 Also, the presence of the Resonant frequencies at the Lyrics portion
distinctly identify the regions with Lyrical-voicing in it

5 Harmonic activity is prominently observed in the frequency range above 8
KHz, whereas in the prior range, the information about different types of
sources can be obtained, like for Piano melody

7 Percussive sound effects can be distinctly highlighted by the SoE, leading
towards the identification of the instrumental onsets, especially for Drums
and Piano and some non-music sounds like Claps as well

8 SoE has also been observed to characterize high intensity vocal renditions

The Short-time spectrum reflects the excitation source information like
polyphony, as singular vs. overlapped arrangement of the Harmonics

Table 3. Analysis of Singing Voice in Classical Music

S. # | Key resulting observation

1 Higher average Fp is observed in the alaap regions as compared to the lyrics
part for Female classical singers

2 For Male classical singing the regions with the lyrics part have higher Fp
value as opposed to alaap region

3 Energy is observed to be more in the voiced regions of the singing, i.e. lyrics
parts, for the Female artists. Whereas, in male classical singing more
modulation is present in the alaap regions making the energies more visible in

alaap regions
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(PDAs) like Autocorrelation and ZFF. Lyrical voicing manifests in the form of
highly varying and non-uniform Harmonics. Resonances can also be insightful
towards identifying the Lyrical-voicing regions. The deviation of ZFF based Fj
estimates can be helpful in identification of the regions with just the Music
and Lyrical-Music Mixtures. The Harmonic peaks in the Short-time magnitude
spectrums can be leveraged towards identifying excitation source information like
the polyphony, sound sources, melody tracking, etc. SoE values are observed to
distinctly characterize the onsets of various instruments like Drums, Piano, even
the voices like Clap. SoE not only gives insights towards the chorus parts in the
form of high mean SoE, but also for intense vocalizations.

The study on Classical Music was aimed at finding the distinct components
in Indian ragas. Different Indian ragas from both Hindustani and Carnatic music
were studied. Features studied were Fj extraction using Autocorrelation of LP
Residual and Zero Frequency Filtering and Signal Energy. Fy value are higher
in the alaap regions, the one with improvisation and lower in the regions with
the more lyrics part. For instance, raga adana malhar and raga yamani hindol,
Fy values are significantly higher in case of female singers. However, in male
classical singers, Fy values are significantly higher in the lyrics region of the raga
yaman malhaar. Energy was obtained to be higher for the lyrics region and lesser
in case of alaap part.

The insights obtained towards music component onset identification can be
helpful towards further exploratory work for characterizing music components
like Accompaniments, Lyrical-voicing, Chorus, etc., annotation of the Music mix-
ture in Time-Frequency Format and do the selective processing.
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Abstract. This paper emphasizes on the analysis of stacking different dielectric
materials forming step graded profile along the thickness of the substrate in the
microstrip patch antenna design. The different step graded dielectric profiles
have been employed to design antennas and the performance of proposed
antennas have been analyzed in terms of gain (dB), directivity (dBi), return loss
(dB), VSWR, half power beam width (degrees), total efficiency (dB), side lobe
level (dB) and impedance bandwidth (MHz). The stacking of three flexible
textile materials namely fleece, felt and curtain cotton having dielectric constant
of 1.04, 1.35 and 1.47, respectively have been used as substrate material to
obtain six step graded dielectric profile antenna configurations which are P1, P2,
P3, P4, P5 and P6. It has been concluded that the profile P3 having staircase
dielectric profile is the best suited antenna configuration due to effective return
loss, high gain, directivity and HPBW. The step graded dielectric profile antenna
designs have been practically fabricated employing copper material as patch,
feedline and ground having conductivity of 5.96 x 107 S/m. The performance
of fabricated antennas has been analyzed practically by employing E5071C
network analyzer and anechoic chamber. It has been observed that practical
results intently match with the simulated results of the proposed antenna con-
figurations. The proposed antenna configurations can be suitably employed for
Military Radiolocation and Aeronautical Radio navigation applications as the
proposed antenna configuration is resonant at 16.262 GHz which matches with
the corresponding resonant frequency range of 15.6-16.6 GHz.

Keywords: Directivity - Flexible antenna - Gain - HPBW - Return loss * SLL -
Step graded dielectric profile - Textile antenna - VSWR

© Springer International Publishing AG 2018

S.M. Thampi et al. (eds.), Advances in Signal Processing and Intelligent
Recognition Systems, Advances in Intelligent Systems and Computing 678,
DOI 10.1007/978-3-319-67934-1_7



Design and Performance Analysis of Step Graded Dielectric Profile 71

1 Introduction

Microstrip patch antenna is a necessary and critical component of communication
systems and a popular choice due to their ease of design, low profile and a compact
structure. The important design aspect of microstrip antenna is that its bandwidth can
be very easily varied by changing the shapes and thickness of substrate as well as by
using multilayer substrate which is not possible in any other antenna [1]. Because of
microstrip patch antenna’s many unique and attractive properties there seems to be little
doubt that it will continue to find many applications in the future. Its properties include,
light weight, low profile, easy fabrication, compact and conformability to mounting
structure [2, 3]. A simple microstrip patch antenna consists of conducting patch and
ground plane with substrate of specific dielectric constant placed between them. The
dimensions of microstrip patch antenna depends on the resonant frequency and value of
dielectric constant of substrate. For good antenna performance, a thick dielectric
substrate having a low dielectric constant is desirable since this provides better effi-
ciency, larger bandwidth and better radiation [4]. The conventional patch antenna aches
from a very serious intrinsic limitation of narrow bandwidth which has been thwarting
its application in wide range of areas of wireless communication systems [5]. The
multiple patches with one feeding patch and other parasitic patch result in multiple
resonance frequencies [6]. A proper selection of patch geometry and gaps between the
multiple patches can results in superimposing of adjacent frequency bands and thus
providing large bandwidth [7].

The miniaturization can affect antenna efficiency characteristics like bandwidth
(MHz), gain (dB), radiation efficiency (dB) and polarization purity [8]. The minia-
turization approaches are based on either geometric manipulation (the use of bend
forms, meandered lines, PIFA shape, varying distance between feeder and short plate,
using fractal geometries [9-12].

The Defected Ground Structure (DGS) is one of the methods, which is used to
miniaturize the size of microstrip antenna. The DGS is basically etching of a simple or
complex shape in the ground plane for the better performance [13].

In this work, the microstrip patch antenna of substrate consisting of three different
textile stacked materials having different dielectric constants have been designed and
the effect of the stacking of dielectric materials in various antenna configurations on
antenna parameters like gain, bandwidth, half power beam width, directivity, total
efficiency and side lobe level have been observed. This research article covers various
sections where proposed antenna geometries have been discussed in Sect. 2 while
simulated results, experimental verification and conclusion have been discussed in
Sects. 3, 4 and 5, respectively.

2 Antenna Geometry

The proposed step graded dielectric profile antennas have been designed and simulated
using Computer Simulation Technology (CST) Microwave Studio 2016. The antenna
has been fabricated using three different materials as substrate i.e. fleece, felt and
curtain cotton having relative permittivity of 1.04, 1.35, 1.47 respectively and thickness
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Fig. 1. Top view of the proposed antenna design
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Fig. 2. Bottom view of the proposed antenna design
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Fig. 3. Side view of the proposed antenna design
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of 0.3 mm, 0.4 mm and 0.1 mm respectively as shown in Fig. 3. The proposed antenna
design is compact size 40 x 33.4 mm®. The Fig. | represents the top view of the
proposed textile microstrip patch antenna in which the geometry of substrate and patch
has been illustrated. The Fig. 2 shows the bottom view of the proposed antenna design
in which shape and size of extended ground been illustrated. The Fig. 3 depicts the side
view of the antenna design where thickness of various substrate has been shown. The
copper material of thickness 0.1 mm having conductivity of 5.96 x 10 S/m has been
used for radiating patch, feedline and ground.

The ground plane of the proposed antenna design has been extended to improve
antenna bandwidth and return loss. The patch has been fed by a microstrip feed line of
6 mm width.

The feed line is adjusted so that the impedance of the antenna should closely match
with the input impedance of SMA connector having impedance of 50 Q. The
dimensions of proposed antenna designs have been illustrated in Figs. 1, 2 and 3. The
green color represents the fleece, red color indicates the felt and yellow color represents

Dﬂeece

Feed 104 4—mr
Patch ‘

Ground

Patch >
Curtain cottot —————5p

Fleece —— »
= =

Ground

P
Feed
Patch > v
Fleece ——»
Fet —»

——
Curtain cotton T Distance

Ground

Fig. 4. (1) Side view of the proposed antenna configuration P1. (2) Side view of the proposed
antenna configuration P2. (3) Side view of the proposed antenna configuration P3. (4) Side view
of the proposed antenna configuration P4. (5) Side view of the proposed antenna configuration
P5. (6) Side view of the proposed antenna configuration P6



74 K. Kaur et al.

P4 [] meeee

E]OmainConan L474—»,
1] 1
Fe}l 1] )
Feed . 13514 |
Pach R + 104mep 1 1 )
Curtain ovn —— T Belen
Fet
Fleece i B — — — — — — 0 i
" Sl e
T Distance
Ground
. |:|l-'}eece
3
[ curain Cotton 147 4
135 e, !
Felt gl
Feed [ |
Patch ik Epsilon
Ee— N
Fet — o : P
Cutamcoton el -
Fleece — SN i —
T Distance
Ground
% [] Fieece
[[] cunain coton 147 4—>,
H
= 135 e, !
Feed \ S
Pach e Y] L

Ground

Fig. 4. (continued)

the curtain cotton in the Fig. 3. The stacking of three flexible textile materials have
been done to obtain six step graded dielectric profile antenna configurations which have
been designated as P1, P2, P3, P4, P5 and P6 this paper. The different profiles obtained
by varying the position of stacked layers have been shown in Fig. 4.

3 Simulated Results

The novel concept of stacked substrates using three textile materials such as fleece, felt
and curtain cotton have resulted in six profiles named P1, P2, P3, P4, P5, P6 which
have been tested for impedance matching (ohms), return loss (dB), directivity (dBi),
resonant frequency (GHz), VSWR, HPBW (degree) and their bandwidth (GHz) which
can be elaborated from the Table 1 and Fig. 5. This table consists of all the simulated
results of these profiles for the proposed antenna, where the red colored numerals
indicates the highest value of the characteristic among the profiles while the green
numerals indicates the lowest value of the characteristic among the profiles. This table
ease our purpose to choose the best of the profile to be P3 as it has fascinating results
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Table 1. Comparison of different step graded dielectric profile antennas

Profiles Return Gain Directivity Bandwidth HPBW Efficiency
loss (dB) (dB) (dBi) (MHz) (degrees) (dB)
P1 —36.20 8.31 8.38 533 28.3 —0.064
P2 —34.64 8.54 8.66 444 29.5 —0.126
P3 —46.17 8.59 8.70 455 29.5 —0.103
P4 —33.45 8.54 8.65 434 29.5 —-0.116
P5 —32.96 8.51 8.66 445 29.5 —0.148
P6 —41.19 8.48 8.60 496 28.7 —0.122
Optimum —46.17 8.59 8.7 533 28.3 —0.064
results
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Fig. 5. Comparison of return loss plot of various step graded dielectric profile antenna

configurations @ 16.26 GHz using CST Microwave Studio 2016

among the other profiles and with respect to P1 which is a single material substrate,
specifically designed to distinguish our purpose of using different materials as a sub-
strate. It can be comprehended from the results that P3 dishes us the prominent results

S-Pamgnmde in dB]

— 1,1
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Fig. 6. Bandwidth of the simulated antenna design configuration P3 @ 16.26 GHz using CST
Microwave Studio 2016
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Fig. 7. Return loss plot of the simulated antenna design configuration P3 @ 16.26 GHz using
CST Microwave Studio 2016
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Fig. 8. Smith chart of the simulated antenna design configuration P3 @ 16.26 GHz using CST
Microwave Studio 2016
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Fig. 10. Directivity of the simulated antenna design configuration P3 @ 16.26 GHz using CST
Microwave Studio 2016
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Microwave Studio 2016
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Fig. 12. Half power beam width (HPBW) plot of the simulated antenna design configuration P3
@ 16.26 GHz using CST Microwave Studio 2016
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in majority of our parameters as can be analyzed that it is resonant at the frequency of
16.262 GHz covering a bandwidth of 455.69 MHz in the frequency range of 16.039—
16.495 GHz offering the return loss of —46.179792 dB as can be seen from the sim-
ulated results plot in Figs. 6 and 7. It can also be analyzed that it provides the
prominent high gain of 8.597 dB and directivity of 8.7 dBi at the resonant frequency of
16.262 GHz. It has been perceived that the impedance of the designed antenna is
49.94 Q which closely matches the desired SMA port impedance of 50 Q as shown in
Fig. 8 thus ensuring maximum power transfer from port to antenna and vice versa. The
gain and directivity plots of the proposed antenna can be viewed in Figs. 9 and 10.
The VSWR plot in Fig. 11 also indicates its proficiency as it lies in the maximum

Fig. 13. (a—f) Top and bottom view of the step graded dielectric profile fabricated antenna
configuration P1, P2, P3, P4, PS5 and P6, respectively



Design and Performance Analysis of Step Graded Dielectric Profile 79

acceptable range of less than 2 at the resonant frequency. The half power beam width
(HPBW) plot in Fig. 12 indicates that the designed antenna has HPBW of 29.5°.
The proposed step graded dielectric profile antenna design P3 can be effectively
employed for radiolocation (ECA36), radiolocation (military) and radio navigation
applications (15.6-16.6 GHz).

4 Experimental Verification

The prototype of various step graded dielectric profile antenna have been fabricated and
tested by deploying ES071C network analyzer and anechoic chamber. The top view
and bottom view of the various contrived antennas along with their dielectric constant
patterns is shown in the Fig. 13 below. Although the tested and simulated results show
reasonable agreement through the entire band but the little discrepancy has been
observed due to feed point radiations and reflection losses. The practical results of the
fabricated antenna designs have been shown in the Fig. 14.

(b)

(@ (e) ()

Fig. 14. (a—f) Return loss plot of step graded dielectric profile fabricated antenna configuration
P1, P2, P3, P4, P5 and P6, respectively

5 Conclusion

In this work, a flexible step graded dielectric microstrip patch antenna has been
designed and simulated using CST microwave studio 2016. The stacking of three
textile materials namely fleece, felt and curtain cotton having dielectric constant of
1.04, 1.35 and 1.47 respectively have been used as substrate material. The aim was
targeted at observing the variations in the microstrip patch antenna characteristics
which are gain (dB), directivity (dBi), return loss (dB), half power beam width
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(degrees), total efficiency (dB), side lobe level (dB) and impedance bandwidth
(MHz) by varying the stacked substrate layers of three different textile materials. The
six different configurations have been designed and analyzed by varying the position of
three stacked layers in the substrate. The performance analysis of six configurations
have been obtained by varying positions of felt, fleece and curtain cotton used as
substrate materials. It has been concluded that profile P3 is the best suited antenna
configuration due to effective return loss, high gain, directivity and HPBW. The pro-
posed antenna configurations have been designed for Military radiolocation applica-
tions and for radiolocation (ECA36) applications.
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Abstract. In this paper we present the experimental implementation of
dynamic spectrum access (DSA) algorithm using universal software radio
peripheral (USRP) and GNU Radio. The setup contains two primary users and
two cognitive radios or secondary users. One primary user is fixed and the other
is allowed to change its position randomly. Depending upon the position of the
primary user the cognitive user will use the spectrum band where the detected
energy is below certain predefined threshold level. The cognitive radio users are
also programmed to operate independently without interfering with each other
using energy detection algorithm for spectrum sensing. The modulation scheme
is set to GMSK for secondary user performing data transmission. This experi-
mental setup is used to analyze the quality of video transmission using DSA
which provides the insight regarding the possibility of using free spectrum space
to improve the performance of the system and its advantage over a non-DSA
system. From the experiment it is shown that under congestion and interference
DSA perform better than a non- DSA system.

Keywords: Cognitive radio - Dynamic spectrum access : IEEE 802.22 -
Energy detection + USRP - GNU radio

1 Introduction

The current static allocation of the frequency spectrum is not efficient as studies by the
FCCs Spectrum Policy Task Force (SPTF) reported vast temporal and geographic
variations in the usage of allocated spectrum with utilization ranging from 15% to 85%
[1]. These measurements seriously question the efficiency of the current regulatory
policies and spectrum allocation. Furthermore with the increasing proliferation of
wireless devices, the spectrum is becoming crowded and allocation of new spectrum is
not scaling proportionally to meet the increasing user demands. This has forced
researchers to explore new technologies to mitigate this problem. One of the tech-
nologies that are actively under research to increase the capacity of wireless system is
dynamic spectrum access (DSA) which aims at improving the utilization of crowded
otherwise underutilized spectrum in time, frequency and space. With DSA, the unli-
censed user or secondary user (SU) can access and utilize the available spectrum when it
is not being used by the licensed users. It also allows the SU to move to another free
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spectrum whenever the licensed user appears to reuse the specified spectrum band where
SU was operating.

In order to realize DSA, a number of available technologies can be used for instance
using adaptive radio [2], cognitive radio (CR) [3], and reconfigurable radio [4]. There are
certain requirements that need to be fulfilled such as sensing the spectral environment
over a wide bandwidth. Co-exists with licensed users and do not interfere with them and
adapt the operating parameters to their environment. The device which fulfils all such
requirement perfectly is cognitive radio (CR). It is a fundamental requirement that CR
user or secondary users, which are the unlicensed users, must detect the spectrum hole
efficiently to avoid interference to the primary user (PU) and exploit the spectrum holes
for required throughput and quality-of service (QoS). In order to provide the features like
spectrum sensing and spectrum mobility, the unlicensed user must have a very flexible
radio transceiver. The most appropriate means to realize this radio is through the use of
software defined radio (SDR). Towards this goal, recent research projects have produced
anumber of viable SDR platforms for research experimentation and deployment, such as
KNOWS [5], SORA [6], USRP GNU Radio [7], and WARP [8].

In this paper we use USRP and GNU Radio for the implementation of DSA. USRP
act as the hardware component (RF front end) that is used to receive the signal in the
environment and then transmit the received information to GNU Radio, which is the
software part, for further signal processing. One appealing feature of the GNU Radio is
that the transceiver modules are defined by using software, thus offering great flexi-
bility to its users. The aim of this paper is to analyze the feasibility of DSA technique
using GNU radio and USRP and use it for video transmission to see whether the DSA
technique is suitable for high bandwidth data transfer, such as video, or not and
compare it with non- DSA system.

This paper is organized as follows. Section 2 describes the free spectrum detection
mechanism using energy detection.

Section 3 explains the operation of DSA system implemented in the system. The
experimental setup is presented in Sect. 4 followed by performance evaluation and
conclusion in Sects. 5 and 6 respectively.

2 Spectrum Sensing Model

Before the unlicensed user can use the spectrum belonging to the licensed user it needs
to identify the spectrum where the primary user is not present. This is done by spectrum
sensing.

Spectrum sensing is the art of performing measurements on a part of the spectrum
and forming a decision related to spectrum usage based upon the measured data. In this
experimental setup we use energy detection for identifying the free spectrum as it is
simple to implement and provide satisfactory results. Typically, local sensing for pri-
mary signal detection is formulated as a binary hypothesis problem as follows:

ni(t)7 HO

0= L W
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where x;(f) denotes the received signal at the CR user, s{7) is the transmitted PU signal,
hi(¢) is the channel gain of the sensing channel, n,(¢) is the zero-mean additive white
Gaussian noise (AWGN), H, and H; denote the hypothesis of the absence and the
presence, respectively, of the PU signal in the frequency band of interest. In the energy
detection approach the radio frequency energy in the channel or the received signal
strength indicator (RSSI) is measured over a fixed bandwidth W over an observation
time window T to determine whether the PU is active in the frequency band of interest.

The diagram of CR receiver implemented using USRP and GNU Radio is shown in
Fig. 1. Specifically, spectrum sensing is performed using energy detection method.
High sample rate processing like digital up and down conversion is performed in the
FPGA, while rest of signal processing is implemented in C++/Python on the host
machine. SBX daughterboard fetches the RF signal from the environment and converts
it to Intermediate Frequency (IF). After converting it to IF the signal is passed to ADC,
USRP-N210 contains two 14-bit ADC which provides sampling rate of 100 MS/s [9].
The ADC after sampling and digitizing passes the data to FPGA. The main task for the
FPGA is to down convert the remaining frequency and data rate conversion. After
processing, FPGA transfers the results to gigabit Ethernet controller which passes it
over to the host computer where the rest of the signal processing tasks are performed.

Some Common Mistakes. The stream vector block receives the stream from Eth-
ernet port for further processing. Its output is sent through an FFT block and its
averaged output is compared to a predetermined threshold. Then, the decision block
determines the absence or presence of PUs based on the average of FFT samples being
less than or greater then a predetermined threshold.

For the purpose of spectrum sensing we use the script DSA_spectrum_sence.py.
This script is a modified version of the script usrp_spectrum_sense.py that comes with
the GNU Radio so that it can operate with the USRP N200 and serves our need.
The USRP N200 is capable of scanning bandwidth of 25 MHz as opposed to 8 MHz
on USRPI. Since it scans a larger bandwidth in a given time it can detect the spectrum
opportunity fast and results in increased spectrum utilization.

Noise + Signal

SBX daughter | GNU radio
board —>| ADC I—PI FPGA [
Hardware Software
~ Stream Window Averaging Decision
to vector and FFT FFT squared Ho/H{

Fig. 1. Schematic diagram of CR receiver with USRP and GNU Radio using energy detection
method for spectrum sensing
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3 Spectrum Sharing

Spectrum sharing allows the unlicensed user to access the spectrum that belongs to the
licensed spectrum which is dedicated to a specific technology. There are two types of
spectrum sharing known as underlay and overlay spectrum sharing respectively. In
underlay spectrum sharing, unlicensed user is strictly limited in emitting signal such
that it has to be below the designated threshold. This type of spectrum sharing allows
SU to simultaneously share the spectrum with licensed user in all dimensions which is
time, frequency and space. In contrast, the overlay spectrum sharing disallows the
unlicensed user to simultaneously use the same frequency which is in used by the
licensed user due to the interference that it may cause. In this experiment we use
overlay spectrum sharing for implementing the DSA for video transmission. Figure 2
shows the simulation of overlay spectrum sharing for DSA in MATLAB. The figure
plots the power spectral density of the primary and secondary transmitter. It can be seen
that the secondary user utilizes only those frequency (shown on the right side of the
figure) that are not in use by the primary user.

Primary User Secondary User
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Fig. 2. MATLAB simulation of DSA using OFDM.

4 Experimental Setup

In this experimental setup, we demonstrate the DSA using a USRP/GNU Radio test
bed shown in Fig. 3. The frequency band of operation is 2.3 GHz to 2.42 GHz. The
test bed consist of two SU and two PU. To model two PU and 2 SU four USRP are
required to model each user. Another extra USRP is used to receive the video trans-
mission by secondary user. The description of the system setup for experimental setup
is as follows:

1. Primary Users
There are two primary user transmitters in this experimental setup. The first primary
transmitter transmits a narrowband signal which changes its frequency randomly
after ten second. It sweeps the specified frequency range except 2.4 GHz. The other
primary transmitter is fixed at 2.4 GHz and uses OFDM modulation.
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2. Secondary Users

This experiment uses two SU. The first SU transmits video signal and the second

SU transmit OFDM signal of randomly generated bits. We use one more USRP to

capture the video transmission. SU consists of a transceiver and performs following

function for DSA:

(a) Spectrum Sensing
This is used to observe the RF spectrum of the primary and the secondary
systems. This is done by the receiver in the secondary user that continuously
scans the entire spectrum of interest and informs the transmitter about the
frequency that is below a certain threshold and ask it switch to that frequency.
This switching is only done when the energy sensed in that band is less than the
energy sensed in band where the transmitter is currently operating. This ensures
there is no unnecessary switching.

(b) Transmission
The secondary user starts their transmission at predefined frequency. After that
it switches the operating frequency as soon as it finds a new vacant spectrum
band.

(c) One more extra USRP is used for the reception of the video transmission. The
synchronization is done by connecting to the same PC as used by the secondary
user transmitting video signal. The video receiver reads from the file where the
spectrum sensing stores the free frequency bands. This allows the receiver to
follow the transmitter frequency.

The device used in this experiment is Ettus Research USRP N200 which connects
to the PC via a Gigabit Ethernet, Laptops, Spectrum analyzer. The daughterboard for
RF frontend is SBX board capable of operating in the range of 400 MHz—4.4 GHz.
SBX daughterboard is capable for both transmitting and receiving. All USRP boards
are connected to individual laptops.

Initially, the fixed primary user is turned on and the secondary user senses the
spectrum and transmits at the predetermined frequency. Another secondary user
transmits video stream and changes frequency of operation according to the spectrum
sensing result. Both secondary users coexist without interfering with each other and the
primary users. Next we describe the mechanism that enables the coexistence and DSA.

—

! Spectrum Analyser

——rre

\ -}

-

Fig. 3. Experimental setup for dynamic spectrum access
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5 System Operation

We used Linux operating system Ubuntu 10.04 to run GNU Radio. The proposed
design of the CR system for DSA is illustrated by the block diagram in Fig. 4. The
video stream for transmission is produced by VLC player using H.264 encoding. The
encoded stream is then sent to a UDP port. This UDP port is used to connect the output
of VLC player with the GNU Radio. The GNU Radio to listen to that specified port
which then performs all the necessary operation required for the transmission of the
encoded video stream. The output of GNU Radio is connected to USRP which then
transmit the data received from GNU Radio after performing digital to analog
conversion.

Initially the transmission starts at predefined frequency which is set to 2.4 GHz,
which then changes according the feedback given from the spectrum decision block.

Video
VLC —~ Transmission
Spectrum Spectrum _RF
Decision C: Sensing = environment

Fig. 4. System diagram for video transmission with DSA implemented using GNU Radio

The spectrum sensing scans the RF environment and determines those frequencies
which are below a certain threshold. These frequencies are then sent to spectrum
decision block which decide on whether to change the current operational frequency or
not. By default, the GNU Radio instructs the USRP to jump to the first detected
frequency that is below threshold. Then after that only those frequencies are selected
for operation whose measured energy is below the last frequency of operation. In the
following subsection description of various parts is given that realizes DSA for video
transmission.

A. Video Transmission
The block diagram for video transmission is shown in Fig. 5. This block diagram is
generated using GNU Radio companion (GRC) and is called flow graph. The first
block in the flow graph is a UDP source that receives the video input stream which
is encoded in H.264 format by VLC player. VLC player sends the video stream to
UDP port 1234. After the encoded video stream is received it is passed to encoder
to be encoded in packets. Here we use 1bit/symbol and number of samples per
symbol to be two. After forming packets the packetized data is modulated using
GMSK modulation followed by multiplying the signal in order to boost the
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Fig. 5. Flow graph for video transmission in the experimental setup.

amplitude of modulated signal so it can be easily detected. After this the samples
are sent out to USRP through Ethernet port. The USRP after performing digital to
analog conversion sends to the SBX daughter board for transmission in the RF
environment. All the blocks used in the building this flowgraph comes as standard
blocks within GNU Radio Companion. However it possible to built custom blocks
to suit particular need.

. Video Reception
The flow graph generated in GRC for video reception is shown in Fig. 6. The first
block in video reception is the USRP source. This USRP block provide interface to
GNU radio via Ethernet port. The USRP captures the transmitted data from the
environment and converts in a form suitable for processing by the laptop. The
captured data is demodulated using GMSK demodulator and forwarded to the
packet decoder which performs the inverse operation of the packet encoder to
generate a bit stream. This bit stream is forwarded to UDP port so that it can be sent
to VLC player displaying the video.

. Spectrum Sensing
Spectrum sensing is started in secondary user by running the script DSA_spec-
trum_sence.py in terminal. This function instructs the receiver part of the secondary
user to perform spectrum sensing continuously between 2.3 GHz to 2.42 GHz. The
following command is used in the terminal,

./DSA _spectrum_sence.py 2.3G 2.42G

During this process it identifies the portion of the spectrum which is below the
specified threshold and stores in the file.
. Secondary user operation

The secondary users start their operation at 2.4 GHz. The first secondary user is
turned and it operates on 2.4 GHz until it finds a vacant and switches to it. The
second secondary user is turned on only when first secondary user switches the
frequency of operation from 2.4 GHz. This is done to avoid interference among the
secondary users.



88 S. Naveen Naik and B. Malarkodi

WX GUI Slider
1D: rfgain
Label: RF

Variable
Default Value: 28
Options 1D: samp_rate Minimum: 0
1D: gmsk_rx Value: 1M Maximum: 100
Title: Video Receiver (GMSK)
Generate Options: WX GUI GMSK Demod i i UDP Sink

Destination IP Address: 127.0.0....0.1
Destination Port: 1.235k

Payload Size: 1.472k

Send Null Pkt as EOF: True

Gain Mu: 175m
Mu: 500m

Omega Relative Limit: 5m
Freq Error: 0

USRP1 Source

Freque: Hz): 2.4G
Sev () WX GUI FFT Sink

Title: FFT Plot
Sample Rate: 1M
Baseband Freq: 2.4G
¥ per Div: 10 B

¥ Divs: 10

Ref Level (dB): 50
Ref Scale (p2p): 2

Fig. 6. Flow graph for video reception in the experimental setup.

6 Performance Evaluation

In order to evaluate the performance of video transmission under dynamic spectrum
access, we conducted experiments based on the setup described in previous section
with and without dynamic spectrum access. As seen from the Fig. 7(a) under the case
of no DSA due to interference in the overcrowded band and the limited bandwidth, the
video quality degrades which is evident from the bad pixel appeared in the received
video. The operation continues in the same frequency band in which it started (i.e.
2.4 GHz). Even if some interferer comes in and starts transmitting there is no mech-
anism to find new spectrum band that may be free of interference. On the other hand
with DSA the secondary user who initially starts transmitting at 2.4 GHz changes
frequency as soon as it finds a new frequency with measured energy below threshold
and avoids all the bands where the measured energy higher than the threshold. Due to
this the video quality is not degraded and the picture quality is much clearer without
any disruptions as seen from the Fig. 7(b). Figure 8 shows the spectrum occupancy of
the all the users in the 2.3 GHz to 2.42 GHz. From the spectrum it can be seen that all
the users coexist without interfering with each other.

Fig. 7. Snapshot of video sequence for (a) without DSA (b) with DSA



An Experimental Setup of DSA Algorithm 89

Span 24.00 MHz
Sweep 7.13 ms (1001 pts)

Ref -17.15 dBm
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(b)

Fig. 8. Spectrum analyzer showing snapshot of spectrum occupancy when all the PU and SU
are transmitting

7 Conclusion

In this paper we have presented an experimental setup to analyze the feasibility of using
DSA to improve the performance of application like video transmission. From the
experimental implementation it was shown that the system using DSA perform better
than the one with non-DSA. The video quality in the DSA case was superior to the
non-DSA case. This is due to the inability of non-DSA device unused band that is free
and has less congestion. Due to frequency changing in the DSA setup there were some
packet loss due to the inability of spontaneous synchronization between transmitter and
receiver frequency. Although, there were some packet loss the performance degrada-
tion was not high enough to cause visible distortion in the received data. However, this
was very simple lab scale setup to highlight the importance of DSA. The future work
for DSA will consider the use of TV white space and more complex algorithm with
cooperation among secondary users to improve the performance and make it suitable
for real time services.
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Abstract. Several programmed speech recognition and classification methods
use Mel Frequency Cepstral Coefficients (MFCC) features. This paper presented
a modification of Mel filter bank structure to a linear filter bank structure and
obtained coefficients are named as Linear Frequency Cepstral Coefficients
(LFCC). To study about the class discriminability of MFCC and LFCC, analysis
of statistical significance of both the features is carried on specimens of two
dissimilar databases. The first database is low-frequency heart sound signals of
different classes and second is high-frequency music signals of various genres.
Four different feature sets are formed by performing MFCC and LFCC feature
extraction on the two databases. Kruskal-Wallis test is conducted on all four
feature sets to investigate the inter-class variability and intra-class similarity of
the features extracted. Further, box plots are plotted and analysed for better
appreciation of feature sets and its ability to classify acoustic signals.

Keywords: Audio features - Filter bank  Cepstrum + MFCC - LFCC - Heart
sounds - Music genre - Statistical significance

1 Introduction

Please Mel Frequency Cepstral Coefficients (MFCC) is extensively used features in
audio signal processing. These coefficients as a group make up a Mel-Frequency
Cepstrum (MFC) based on linear cosine transform of log power spectrum on nonlinear
mel scale of frequency. MFC is a depiction of the short-term power spectrum of an
acoustic signal. The nonlinear mel scale in MFC estimates the response of human
auditory system more accurately than linearly spaced normal cepstrum.

MECC has been in use for a long time now [1, 2] and is the most widely used
speech feature in audio signal processing [3]. Few of the most recent applications
include recognition of speech [4-6] and emotion [7, 8], action classification [9] and
biomedical signal processing [10-12]. Many researchers have tried to improve the
significance of MFCC features by modifying it in many ways. In this paper, the
modification in the filter bank structure and its effect on the statistical significance is
discussed. Also, an evaluation of the statistical significance of the Linear Frequency
Cepstral Coefficients (LFCC) and the MFCC is conducted.
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S.K. Kopparapu and K.K. Bhuvanagiri [13] proposed a modification in filter bank
to correlate the MFCC features extracted at different sampling frequencies. The
extracted features are then used to build acoustic models in the form of Hidden Markov
Models. Zhai et al. [14] proposed a modified MFCC with sensitive frequency filter
bank combined with HMM for classification of detected loose particles in sealed
electronic devices. H. Lei and E.L. Gonzalo [15] studied the speaker discriminative
power of mel, antimel, and linear cepstral coefficients in different speech regions such
as nasal, vowel, and non-nasal consonant. The study shows LFCC having better rel-
ative EER improvement over MFCC in nasal and non-nasal consonant regions, and
MFCC gave the relative improvement in vowel region. Loong, Justin Leo Cheang,
et al. [16] demonstrated feature extraction in heart sounds using MFCC and LFCC and
found MFCC system as superior to LFCC in recognition of heart sounds. X. Zhou et al.
[17] compared the performance between MFCC and LFCC on a speaker recognition
system and concluded that the LFCC outperformed on MFCC consistently due to its
superior performance on female trails by improved capturing of the spectral charac-
teristics in the high-frequency region. However, the result showed LFCC has only
some advantage in reverberant speech and similar performance with MFCC in babble
noise while poor performance in white noise. B.J. Shannon and K.K. Paliwal [18]
studied the significance of spacing of filter banks using Mel scale, Bark scale, and
Linear scale and concluded that the filter spacing did not provide any statistical
improvements if training and testing conditions match. D. A. Reynolds [19] compared
acoustic features in speaker identification task and found no significant difference
between MFCC and LFCC. In literature [20], LFCC is more robust in whisper speech
identification. Lawson et al. [21], studied acoustic features with the help of a classifier
named GMM-super vectors and found LFCC has superior accuracy over MFCC in the
majority of cases.

Although many modifications in filter banks, including linear filter bank, was
proposed by many researchers, a detailed study on the statistical significance of linear
filter bank is absent in the literature. Also, the findings in different research gave
contradicting conclusions which motivated us to examine the statistical significance of
MFCC and LFCC for various database and provide a conclusion. In this paper,
mel-scale and linear scale filter bank was designed to analyse the interclass variability
and intraclass similarity of the cepstral features extracted from different classes of Heart
Sounds (HS) and Music Signals (MS) from two different databases. The statistical
significance of the features is studied using Kruskal-Wallis test, and the various results
are plotted and described in detail in the following sections.

2 Database

There are two different datasets used in the study of the statistical significance of Mel
and Linear Cepstral coefficients. The first dataset [22], consists of 3 classes of heart
sounds namely Extra systole, Murmur and Normal. There are 25 samples from each
class considered for the analysis. The plots of the random specimen of each class of
Heart Sounds are depicted in the Fig. 1(a), (b), and (c). Correspondingly, the second
dataset is GTZAN dataset [23] which consists of 10 different classes of musical genres.
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In the study, fifteen specimens from five different categories namely blues, classical,
country, disco and hip-hop were selected for analysis. The Fig. 1(d), (e) and (f) illus-
trates the plots of randomly selected Music sample different classes. By analyzing the
waveforms, the difference in the pattern of heart sounds and Musical signals are quite
evident. Also, it is obvious to observe that waveforms from different classes of the

same database display dissimilarities in the pattern.
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Fig. 1. (a) Extrasystole Heart Signal. (b) Murmur Heart Signal. (c) Normal Heart Signal.
(d) Blues Music Signal. (e) Classical Music Signal. (f) Country Music Signal
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3 Methodology

3.1 Methodology for Computing Cepstral Coefficients

The specimen needs to be transformed into the frequency domain to compute the
cepstral coefficients. But before computing the spectrum, the audio specimens are
preconditioned with normalization. Since the technical specification of the sensors used
for the acquisition of audio signal and the level of amplification employed in each
database remain unknown, to standardize the amplitudes of the heart sounds, the
samples normalized to a range between —1 and +1 as in (1) (Fig. 2).

x(n)

X,\n) = —— 1
() max|x(n)| (m)
Offset Amplitude Windowing
Specimen Sound Elimination J—| Normalization »1 (Hamming Window)
d L
Log Mel/Linear Discrete Fourier
Transform < Filter Bank < Transform
A Mel/Linear Cepstral Coefficients
Cosine >
Transform

Fig. 2. Block diagram of methodology

Given the x(n) is the heart sound specimen, sampled at a rate 1/f; and comprising N
discrete samples, 1 < n < N. The spectrum of the normalized specimen is computed
using the FFT algorithm. Even though FFT allows fast computation of the spectrum, in
FFT the technical issues induced by inadequate spectral resolution become too
apparent, different from the direct computation of Discrete Fourier Transform (DFT).
The zero padding improves the spectral resolution by interpolating intermediate bins in
the frequency vector. To maintain adequate spectral resolution the number of samples
in the specimen is increased to at least two times of its sampling rate ‘f’, through zero
padding. The sound samples are windowed with Hamming window [24] before the
computation of FFT to suppress the ripples which could be induced in the spectrum
during the computation of FFT, because of the zero padding. The normalized sound
signal after windowing is in (2).

Xy () = Xp(n)w(n) )
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where the Hamming window is given by

(3)

_ [ 0.54 - 0.46cos(2nn/N - 1) for 0<n<N
Win) = {O otherwise

Xw(n) is the signal after normalization, zero-padding and windowing, obtained
from the raw specimen signal. The spectrum of the windowed signal is computed as,

x(k) = wa(n)eszNnk", 1<k<N and 1<n<N (4)

n=1

We describe a filter bank having M filters (m = 1 to M), with m is triangular filter,
given

H[mk] = 0 if k < flm— 1]
H[m,k] = (k — flm — 1])/(f [m] — fm — 1]) if flm — 1] <k <f[m] 3
Hmk] = (f [m + 1] —k)/(f [m + 1] —flm]) if flm] <k <f[m + 1] (3)
H[mk] = 0 if k >flm + 1]

satisfying

M
> Hlmk]=1,k=0,1,...,N- L
m=1

Let and f;, and f; be the highest and lowest filter bank frequencies in Hz set by
analysing the frequency response of the sensor and range of the audio samples. Let F;
be the sampling rate of the specimen sound in Hz. In mel-scale, the boundary points f
[m] are evenly spread out:

ffm] = (I;I—S)B-' (B(fl) ¥ m%) (8)

where,
B(O) = 11251 + o) 9)

And

B~ (b) = 7oo(e<b/“25> ; 1) (10)
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Log-energy is calculated by,
N-1
S[m] = ln{Z|X[k]|2H[m,k]}, 0<m<M (11)
k=0

Discrete cosine transform of the M filter outputs are calculated to obtain the MFCC:

M-1
c(n) = Z S[m]cos(mn(m — 0.5)/M), 0<n<M (12)

m=0

In the Linear Frequency filter bank, the bandwidth of the individual triangular filters
remains constant throughout the frequency range. In contrary to Mel-Cepstrum, the slope
of the response of the triangular window remains the same in both low and high fre-
quency. Hence, the levels to which two closely spaced frequency components mapped
by the triangular filter response at higher frequencies and the levels to which two closely
spaced frequency components mapped at lower frequencies remains the same.

Response of Mel Filter Bank
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Fig. 3. (a) Response of Mel-Filter Bank. (b) Response of Linear Filter Bank

The Mel filter bank, whose response is as shown in Fig. 3a, is replaced with the
linear frequency filter bank. Figure 3b shows the response of linear filter bank. The
frontier points f{m] are homogenously and linearly spread out in the linear-scale:

o= () (e mi) &

4 Results and Discussion

4.1 Methodology for Computing Cepstral Coefficients

As mentioned in Sect. 3.1, the test is conducted to find the range of different specimen
signals to attain the value of highest filter bank frequency. Results of the maximum
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Fig. 4. (a) Peaks of Spectrum of Hear Sounds (b) Peaks of Spectrum of Music Signal

frequency test on a random sample from both the database are as shown in Fig. 4. It can
easily be observed that majority of the signal coefficients lie below 1200 Hz in the case
of heart sound signals and 12000 Hz for Music signals. Based on the test done in
MATLARB the fl and th was fixed as 50 and 1200 Hz for heart sound signals and 50 and
12000 Hz for Music genre specimens.

50 Hz lower frequency was taken due to the possibility of very low-frequency
interferences that could occur during the recording process.

Mel-Cepstrum of heart sounds signals of different classes, such as Extrasystole,
Murmur and Normal, plotted are analysed. The Mel-Cepstrum of randomly selected
sample from the different database is as shown in Fig. 5. The inter-class variations in
Mel-Cepstral Coefficient values of different classes in the Heart sound database are
evident from qualitative analysis of the Figs. 5a and b. The intra-class similarity of
Mel-Cepstrum was also observed from the analysis of results.

Similarly, Mel Cepstrum of randomly selected specimen from music genre database
of different classes such as Blues, Classical, Country and Disco are as shown in Fig. 6.

Mel-Cepstrum of a Extrasystole Heart Sound Signal Mel-Cepstrum of a Murmur Heart Sound Signal
30 20

S

o

Cepstral Coefficients
Cepstral Coefficients

L L L L L L . L L L L L L L n n L L
0 2 4 6 8 10 12 14 16 18 20 o 2 4 B 8 10 12 14 16 18 20
Indices Indices

@ (b)

Fig. 5. (a) Mel-Cepstrum of Extrasystole HS. (b) Mel-Cepstrum of Murmur HS
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Mel-Cepstrur of a Blues Music Signal
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Fig. 6. (a) Mel-Cepstrum of Blues MS. (b) Mel-Cepstrum of Classical MS. (c) Mel-Cepstrum of
Country MS. (d) Mel-Cepstrum of Disco MS

The procedure repeated with Linear Cepstrum for both the databases were analysed.
The Linear Cepstrum of randomly selected Heart Sound signals and Music Signals
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from the corresponding dataset are given in Figs. 7 and 8 respectively
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Fig. 7. (a) Linear-Cepstrum of Extrasystole HS (b) Linear-Cepstrum of Murmur HS



Influence of Filter Bank Structure on the Statistical 99
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Fig. 8. (a) Linear-Cepstrum of Blues MS. (b) Linear-Cepstrum of Classical MS. (c¢) Lin-
ear-Cepstrum of Country MS. (d) Linear-Cepstrum of Disco MS. (e) Linear-Cepstrum of
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Interclass variability and intraclass similarity of both Mel and Linear Cepstrum can
be qualitatively analysed by studying the plots of Cepstrum, which is as shown in Figs. 5,
6,7 and 8. Qualitative analysis revealed that both MFC and LFC exhibit similarity among
within the class specimen and variability among between the class sound specimens.
Also, as it can be inferred from the cepstral coefficient plots (Figs. 5, 6, 7 and 8), instead
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of twenty Cepstral coefficients; only 13 or 14 Cepstral coefficients are significant. Thus
the feature dimensionality can be reduced. In the study, only 13 coefficients are con-
sidered since higher coefficients didn’t show significant variations and remained almost
constant.

4.2 Analysis of Kruskal-Wallis Test on Heart Sounds Database

Please try to avoid rasterized images for line-art diagrams and schemas

It can be analysed from Table 1 that, the Mel-coefficients 1, 2, 4, 5, 8, 12 and 13
offer lower p-values than Linear-coefficients, which implies that they may provide
better statistical significance.

Table 1. p-values from Kruskal Wallis test of heartsounds database

Index of the p-values of Mel-Cepstral p-values of Linear Cepstral
coefficients analysis analysis
1 0.1797 0.5152
2 0.0297 0.0601
3 0.4434 0.214

4 0.2157 0.4843
5 0.0128 0.12

6 0.1451 0.1397
7 0.0875 0.0143
8 0.0298 0.3843
9 0.879 0.0001
10 0.973 0.3962
11 0.77 0.4712
12 0.0056 0.0136
13 0.165 0.6754

The two lowest p-value obtained in the test using MFCC were 0.0056 and 0.0128
while that of LFCC are 0.0001 and 0.0136. Whereas, the maximum values are 0.973
and 0.879 for MFCC and 0.6754 and 0.5152 for LFCC. From the Table 1, in the case
of heart sounds, MFCC gives the best and worst statistically significant feature.
Moreover, the mean of p-values of all Mel-coefficients are found to be 0.30279, and
that of Linear-coefficients are 0.2683385.

Now, on analysing box-plots, none of the MFCCs of the signals in the database
offer an effective separability between any groups. The twelfth MFCC has the highest
statistical significance in the Mel scale group, and the ninth LFCC has the highest
statistical significance in the linear scale group. The box plots of most statistical sig-
nificant coefficients in MFCC and LFCC are as shown in Fig. 9.

However, from the plot, it is evident that the most significant LFCC provides better
separability than the most significant MFCC.
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Fig. 9. (a) Box Plot of MFCC. (b) Box Plot of LFCC

4.3 Analysis of Kruskal-Wallis Test on Music Genre Database

Please try to avoid rasterized images for line-art diagrams and schemas. Whenever
possible, use vector graphics.

It can be observed from Table 2 that, Mel-coefficients 1, 3, 4, 5, 6, 7, 8, 10, 11, 12
and 13 offer lower p-values than Linear-coefficients, which implies that they may
provide considerable statistical significance.

The two lowest p-value obtained in the test using MFCC were 1.71231e-11 and
4.83909e-11 while that of LFCC are 3.67083e-11 and 8.54791e-10. Whereas, the
maximum values are 0.0266 and 0.0008 for MFCC and 0.2644and 0.1591 for LFCC.
From the table, in the case of Music audio signal, MFCC gives the best statistically
significant features for classification. In this case, the LFCC contributes the least sig-
nificant feature providing the maximum p-value. Moreover, the mean of p-values of all

Table 2. P-values of music genre database

Index of the p-value from Mel-Cepstral p-value from Linear Cepstral
coefficients analysis analysis
1 1.71231e-11 3.67083e-11
2 1.57659e-7 8.96314e-10
3 9.61781e-9 1.6195¢-8
4 4.1682e-9 0.0006
5 3.13264e-6 0.0674
6 5.22077e-9 1.42572e-5
7 4.23137e-6 9.65585e-6
8 4.83909¢-11 8.54791e-10
9 0.0266 3.66986e-6
10 1.01838e-7 0.1591
11 0.0008 0.0005
12 1.13918e-5 0.0107
13 0.0001 0.2644
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Mel-coefficients are found to be 0.002116849, and that of Linear-coefficients is
0.038671354.

Now, on analysing box-plots, we can observe that many of the MFCCs and LFCCs
of the acoustic signals in Music Genre database offer an effective separability between
the groups. The first and eighth features have highest statistical significance in the Mel
scale group the linear scale group. The box plots of most statistical significant coef-
ficients of MFCC and LFCC are given in Figs. 10 and 11 respectively.

In the box plot analysis, it is visible that both the MFCCs and LFCCs can provide
good statistically significant features for classification. However, on the closer analysis,
MFCC features have an upper hand in case of separability between the classes.
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Fig. 10. Box Plots of MFCC
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5 Conclusion

In this paper, the statistical significance of Mel frequency cepstral coefficient (MFCC)
and Linear frequency cepstral coefficients (LFCC) has been investigated with the help
of two databases from different modalities. First, MFCC and LFCC features are
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extracted from both the databases and are plotted for qualitative investigation. Later,
Kruskal-Wallis test was performed on both the feature sets for the detailed inference.
The studies have demonstrated both MFCC and LFCC proved to be better than the
other in two different databases. It is quite evident from results, neither MFCC nor
LFCC can be stated as superior or inferior based on testing on a single dataset. The
statistical significance provided by the features in case of MFCCs and LFCCs depend
in large part on the variation of different attributes of the signal. Hence, careful study
about the signal and the dependency of various attributes of the filter bank structure
must be conducted before finally fixing the feature for classification. In future, an
automated adaptive classifier, which automatically selects the feature by identifying the
characteristics of the signals, must be developed. Besides, there are vast opportunities
for researchers to implement automated classification algorithms dedicated for the
particular type of signals by studying the signal attributes and selection of feature set,
which is best appropriate for the signals.
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regarding the publication of this paper.
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Abstract. There is a crucial importance of estimation of fading power in a
mobile wireless communication system. This estimation is used for many
handoff algorithms, power control, and adaptive transmission methods. This
estimation of power loss can be used to reduce discrepancies and provide better
wireless communication service to the user. Until now the window based
weighted sample average estimator was used because of its simplicity. But it has
its own disadvantages and hence use of Kalman filtering and adaptive Kalman
filtering was proposed. Based on an autoregressive model of shadow fading
power, particle filter algorithm is proposed in this paper in order to increase the
efficiency of estimation and to obtain accurate results. The simulation and
analysis presented in this paper have provided promising and supporting results.

Keywords: Particle filter - Power fading - Shadow power estimation -
Rayleigh

1 Introduction

The performance of any wireless communication system depends largely on the
wireless channel environment present. In the modern cities and towns there are many
obstructions in the form of tall buildings that disturb the mobile signal. The wireless
communication system consists of a base station (BS) and a/many mobile stations
(MS). The obstructions shadow the signal that is transmitted from BS and results in
power drop at the MS side. This power drop is mainly caused due to motion of MS.
This motion leads to a phenomenon called fading of signal power. There are many
factors influencing fading in any wireless channel such as: multipath propagation,
speed of mobile, speed of surrounding objects, transmission bandwidth [1] etc. Fading
of signal power is of two types: shadow fading and multipath fading. Multipath fading
is caused when the signal reaches MS by two or more paths. These signals will have
same amplitude but will be of different phases. These are differences due to Doppler
effect along different signal paths and time dispersion caused by propagation delays.
Another type of fading is shadow fading. This is caused due to obstacles in the path of
propagation such as tall buildings, hills, mountains etc.
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Multipath fading has high frequency components and is referred as fast fading as
shown Fig. 1 [2]. Multipath can be constructive or destructive [3] whereas shadow
fading results in large scale power loss. Shadow fading power loss estimation is vital
for handoff decision and power control. A handoff refers to transferring a call or data
session from one cellular network to another or from one channel to another. To
provide uninterrupted service to user, an effective handoff decision making is vital [4].

Multipath Fading

ath-2th 3
multi-path Ipa ]
propag:flfl_gn,-s' ” Path'DeIay

Base Station (BS)

Fig. 1. An illustration for multipath fading loss due to different paths and buildings.

Accurate estimation of shadowing will enable better working of wireless commu-
nication system and compensate for signal degradation. Weighted sample average
estimators, which is a window-based estimator of local mean power, is currently used in
many commercial systems like GSM [4]. This estimator is utilized to filter multipath loss
as Rayleigh noise [5]. But it assumes that the shadow power is constant. However,
shadow power changes with time and this assumption leads to a lot of discrepancies. To
estimate the shadow power loss in window based estimator the optimal window period
should be known, which not only depends on MS velocity but also the sampling period
and other shadow fading characteristics [6]. The lack of a consistent technique provides
motivation to use methods with high fidelity. Here, the particle filtering (PF) based
estimation method of local mean shadow power at mobile station is proposed over other
traditional estimators such as window based estimator, Kalman filtering (KF) based
estimator, adaptive Kalman filtering based estimator etc. The particle filtering algorithm
based estimation of shadow fading power signal is based on the state space model
(SSM) or hidden Markov model (HMM) [7], which is a statistical Markov model in
which the system is said to be a Markov process (process where each state variable is
independent) with unobserved (hidden) states [8]. In simple Markov models, all the
states are directly visible and computable. In HMM there are hidden states but the output
is dependent on the measurement state. Using these visible states prediction and esti-
mation of hidden states can be done. By simulation results it is verified that PF based
estimator is better than other methods in producing accurate results.
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2 Signal Model and Problem Statement

The channel can be represented with the relationship of shadow fading power, received
power and multipath fading power represented by s(¢), I() and w() respectively.

Equation (1) gives us the relation between received power, multipath fading and
shadow fading.

(1) = [w(n)[*s(1) (1)

s(t) has to be estimated, so first the multipath fading power loss is modeled as a
Rayleigh noise. Here it is dealt with time varying power signals and logarithm is used
to represent signals

L(r) = 10log(I(r)) S(¢) = 10log(s(¢) W(t): = 10log(w(t).
Thus Eq. (1) modified and shown as Eq. (2)
L(r) = S(1) + W(r) (2)
The estimation is implemented in discrete time domain. So every time varying
signal can be sampled with a sampling period of Ts.

L(t): = L(nTs) also S(¢): = S(nTs). On the contrary, multipath fading power
signal can be modeled as Rayleigh noise thus:

1 .
W(t) — (ﬁ) lim Zlf br * ez(wD*Cos(Hr)t+®r) (3)

R—o0

Multipath loss modeled as Rayleigh Noise is shown in Eq. (3) where

wD = 2 with v = velocity of Mobile Station

R is the number of independent paths in multipath power, usually 20
br are the gains corresponding to each R

Or is the angle between the incoming waves and the mobile antenna
(Jr are phase random variables

By this model the multipath loss is obtained but the objective is to estimate shadow
power fading as it essentially plays a very important role in wireless communication.
So it is assumed that S(n) takes autoregressive (AR) model.

To perform particle filtering, there is a need of measurement equation and update
equation. This can also be defined as the state space model [2]. The coefficients of the
‘A’ matrix and ‘H’ matrix are a; and a,. These are shown in Egs. (4), (5) and (6).

-D
X = In(ep) 4)
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—Ts

a; = el (5)

a) = 6;42 (6)
Xk1

= 7

Xk {sz} ( )

Equation (7) demonstrates the xk matrix in which x/k and x2k represent the state of
which estimation has to be done.
From this the state space equations are given in Egs. (8) and (9) as:

x(k+ 1) = Ax(k) + Bu(k) + W (k) (8)
I(k) = Hx(k) + V (k) 9)

In matrix form the Eqgs. (8) and (9) can be shown as Egs. (10) and (11)
Where Eq. (10) represents update step and (11) represents measurement step

{glli] - [all aoz] [jﬁégi_ B] + Wk (10)
{gﬂ =[10] mﬂ +Vk (11)

Where:

al is the first shadow power coefficient

a2 is the second shadow power coefficient

X, is the correlation distance

ep is the correlation coefficient of shadow process between two points
D distance between the two points in meters

Wk is the process noise

Vk is the measurement noise

3 Methods for Estimation

Many methods are there for estimation but only Kalman filtering and particle filtering
based methods are discussed in this paper.

3.1 Kalman Filter

Kalman filtering (KF) based estimator is extensively proposed in [1, 8, 9, 12] in this
paper with the methodology of KF based estimator and the equations related to its
algorithm are also discussed.
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This Kalman filtering algorithm utilizes the same state space model as given in
Egs. (8) and (9). The equations used in KF are listed below:

Time update (“Predict”) equations are:

(1) Project the state ahead:
'/x\i_+1 :A,?,-—i—Bu,- <12>
(2) Project the error covariance ahead:

P, =APAl +0; (13)

Measurement update (“Correct”) equations are:

(1) Compute the Kalman gain:
K; =P H] (H;P;H +R;)" (14)
(2) Update estimate with measurement z;:
Xi =%, +K(z— HXx;) (15)
(3) Update the error covariance:

P = (I — K;H)P; (16)

These steps are repeated for the required number of iterations, the inputs for this
cycle is X; and P; of the previous step.

In KF, the MMSE is found from data corrupted with AWG noise in measurement
and prediction steps.

Where:

P; represents the priori estimate error covariance matrix.

P; represents the posterior estimate error covariance matrix.

K; is the Kalman gain or blending factor that minimizes the posteriori error
covariance.

R; is the measurement error covariance matrix.

The goal is to obtain the posterior estimate X; as a linear combination of an a priori
estimate X; and the difference between an actual measurement z; and a measurement
prediction H;X; as given in the Eq. (15).

The difference z;—H;X; in Eq. (15) is called the measurement innovation, or the
residual. This shows the difference between H;x; and the actual measurement z; [13].
The results obtained through KF method are less accurate compared to PF method.
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3.2 Particle Filter

Particle filtering is a sequential Monte Carlo method of recursive estimation of any
Hidden Markov Model (HMM) where knowledge about the state is obtained from
measurement states with additional noise present. Particle filters are based on proba-
bility distribution representation of states by a set of samples (particles) as shown in
Fig. 2 [8]. It has an edge over other methods as nonlinear systems can also be repre-
sented as set of particles, and multi-modal non-Gaussian density states [10]. This
particle filtering algorithm is an efficient alternative to the Markov Chain Monte Carlo
(MCMC) algorithms. This can be used to create Markov chains [11].

For predication and estimation of the posterior density function we have two
models: system model and measurement model in the probabilistic form. In general, in
a Bayesian approach we consider all models and state variations in probabilistic form
[15]. The particle filter is a recursive filtering approach, has two stages namely pre-
diction and update and both stages utilize the system model and measurement model
respectively.

i=1.....N_ particles .
. {x, . N7} (a)

(D)
..((")

(Xt N (d)

i
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(s} {x Wi}
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Fig. 2. Graphical representation of sequential importance sampling in particle filter algorithm.

For estimation, we define a vector X; that represents the state of system at time
X = fi(X-1, Vie1)

Here, V| represents the Gaussian noise present.
The state vector x; is defined by a nonlinear and time varying function f;.
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We can estimate the state variable using noisy measurements of z,, which is
governed by the equation

2% = hy (e, me)

Similar to the Kalman filter algorithm, here also we use the measurement states,
which we denote by zj4, to find x;. This is done by computing the probability dis-
tribution of p(xx|z14) which is done recursively in two steps

Prediction step:
p(x|z1x—1) is computed from p(xz_1|z1x—1) at k — 1 instant by the Eq. (17)

POe|zia—1) = [ p(xilxi—1)p (-1 |214-1)dxi—1 (17)

Update step:
The prior estimate is updated with new measurements Z; thus obtaining the posterior
estimate state represented by Eq. (18)

p(xk|z1x) = p(aelxe)p (x| z1se-1) (18)

But the problem is that we cannot directly compute or operate on these functions f
and &, thus we resort to approximate method which is sequential importance sampling
(SIS) [14]. The goal of SIS is to estimate the posterior distribution at k-1 instant,
p(x0x—1]z14—1) With a set of samples called as particles and repetitively update these
particles to obtain an estimation to the posterior distribution of the next step.

Particles are generated by taking samples from the priori distribution g(x) and
updating them according to the posterior distribution p(x) [16]. Weight of each particle
is represented by w; which is obtained by the relation:

wi = n(xi)/q(xi)

Where n(x) is a distribution proportional to p(x)
Thus importance sampling can be shown in Eq. (19) as,

N i
p(‘xﬂik_l |Zi1k—l ) ~ Zi:l wk*léxozkfl (19)
Where 3, is delta function centered at x}), |
The weights of the particles are recursively updated using Eqgs. (8) and (9); this is
shown in Eq. (20),

i — o (P(Zk‘x;c)P(xﬂxi—l)

w, = w,_ Ko 20
k . q (X [X04—15 214) (20)
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In practice, we face the degeneracy problem [13] where the smaller weights give
rise to errors. So we take the resampling process and check if the result is greater than
Ng.

Steps of particle filtering:

Step (1).
Initiate a set of N,, particles by using any random distribution.
Assign each particle with initial weight of 1/N,,.
Step (2).
Obtain the Nonlinear/linear update and measurement equations for estimation.
Step (3).
Using these equations estimate the kth step x; value.
Step (4).
Update the weight of particles using

2
1 _bn—xn?

&, = 0| (=) =

Step (5).

Normalize each weight

Step (6).

Calculate the effective particle size, if the effective particle size is larger than threshold
then proceed to Step 7 otherwise resample and initialize the weights again.

1
Netr = = 2
Zpi)] (0‘)1()
Step (7).
Now approximate the estimated state value by multiplying and adding each particle to
its corresponding weights.

4 Simulation and Results

In this section, we have studied the simulation results obtained. All simulations are
done using the MATLAB software. From Fig. 3 it is inferred that the particle filter
algorithm produces accurate results with high fidelity. The error margin is very low
compared to other estimation methods. It is elucidated by Fig. 4 where the MSE is high
for KF compared to PF even when the SNR values are increased. From Fig. 5 it can be
inferred that increasing the number of iterations provides lesser error therefore giving
better results. Similarly, it is illustrated that in Fig. 6 increasing the number of particles
also increases the accuracy and reduces error but increasing number of particles and
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Fig. 3. Output result graph for estimated value and true value of shadow power in particle filter
estimation method

Table 1. Computational time for constant
number of iterations of particle filter algo-
rithm in estimation of shadow power

Table 2. Computational time for constant
number of particles of particle filter algorithm
in estimation of shadow power

No of No of Computational No of No of Computational
iterations (T) | particles (N) | time iterations (T) | particles (N) | time
100 100 15.232s 100 100 15.458 s
100 150 26.116 s 150 100 21.116 s
100 200 37.284 s 200 100 28.284 s
4]
22}
=

SNR(in db)

Fig. 4. Comparison of SNR versus MSE for KF method and PF method of shadow power

estimation
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Fig. 5. Comparison of SNR versus MSE for different number of iterations of particle filter

algorithm in estimation of shadow power
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Fig. 6. Comparison of SNR versus MSE for different number of particles of particle filter

algorithm in estimation of shadow power

number of iterations results in increase in computation time as illustrated in Tables 1
and 2. The increase in computational time as illustrated in Tables 1 and 2 gives us a
tradeoff between accuracy, time taken for computation. If we want faster results there is
a decline in accuracy of results, and for accurate results there is a raise in time taken.

5 Conclusion

The power estimation using particle filtering method has been discussed in this paper.
The shadow power that is lost during transmission in a wireless channel mobile
communication system is estimated in this paper. The different estimation techniques
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were discussed and the proposed particle filtering method has been proved to produce
better and accurate results compared to other methods. This has been supported with
simulation results using MATLAB. Thus, the conclusion of this study is that the PF
method is superior compared to other estimation methods as there is high fidelity and
statistical efficiency. The only disadvantage of this method is its high computational
cost compared to other methods.
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Abstract. Applying signal processing to bio-signal record such as elec-
trocardiogram or ECG signals provide vital insights to the details in
diagnosis. The diagnosis will be exact when the extracted information
about the ECG is accurate. However, these records usually gets cor-
rupted/contaminated with several artifacts and power-line interferences
(PLI) thereby affects the quality of diagnosis. Power-line interferences
occurs in the range close to 50 Hz/60 Hz. The challenge is to remove the
interferences without altering the original characteristics of ECG signal.
Since the ECG signals frequency range is close to PLI, several articles dis-
cuss PLI removal methods which are mathematically complex and com-
putationally intense. The present paper proposes a novel PLI removal
method that uses a simple optimization method involving a circular con-
volution based ¢2-norm regularization. The solution is obtained in closed
form and hence computationally simple and fast. The effectiveness of the
proposed method is evaluated using output signal-to-noise-ratio (SNR)
measure, and is found to be state-of-the-art.

1 Introduction

The main objective of conducting electrocardiography is to get information about
the function and structure of the heart in the form of electrocardiogram (ECG)
signal. The ECG signal is more sensitive to different noises such as (1) high fre-
quency noises (2) electrical interferences (3) motion artifacts (4) baseline wan-
dering (5) muscle contractions etc. Out of which, power-line interference (PLI)
noise is the most destructive noise related to ECG signal [1,2]. It is a high
frequency noise and the ECG signal gets contaminated due to PLI during (1)
recording (2) transmission (3) loops in the cables causes stray effect (4) improper
grounding (5) electrical fluctuations etc. To infer correct diagnosis, the measured
ECG signal reading must be free from noises. The presence of high PLI noise
alters the quality of ECG signal which in turn results in the extraction of less
© Springer International Publishing AG 2018
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information. This will raise issue in finding the correct boundaries. The power-
line interference signal is non-stationary in nature and it occur as a small band
around the center frequency, 50 or 60 Hz and along its harmonics. Hence, it is
essential to remove the PLI and it is a time consuming process. Numerous stud-
ies have been done elaborating the various methods used for PLI removal [3-10].
The most popular conventional method used for removing PLI is notch filtering
[11]. The notch filter acts as the band-stop filter which removes the PLI at 50
Hz. However, during this filtering the information signal present at 50 Hz will
also be removed and also introduces distortion. Due to this, notch filtering is not
preferred even though its easy to implement. The use of adaptive filters removes
the draw backs of notch filtering approach. However, the parameters used in
the adaptive filtering method need to be changed according to the ECG signal.
The article [12] provides a comparison among the adaptive and non-adaptive
methods for PLI removal from ECG signal. Several other methods proposed for
PLI removal are sliding DFT phase locking scheme [13], extended Kalman filter
[14], least mean-square approach [15], modified VMD based method [16].

In this study, we used a circular convolution based regularization method for
PLI removal. This is the first paper in this direction. Sinusoidal signal around 50
Hz (one need not know exact frequency of power signal) having same length as
ECG signal is used for this purpose. The method involves only FFT computation
of two sequences, an element-wise division of two vectors and an inverse FFT.
Hence it is computationally fast. The output signal-to-noise-ratio (SNR) measure
is found to be very high even for input signal with -17 dB as SNR. Further, it
is observed that the output SNR does not vary much even if there is a big shift
in power-line frequency. The paper is organized as follows: Sect. 2 discusses the
proposed method used for removing the PLI from ECG signal. In Sect. 3, the
experiments performed and the results obtained are discussed. The conclusion
is provided in Sect. 4.

2 Proposed Approach - Matrix Free Filtering Method

The problem of PLI noise removal from an ECG signal can be expressed as,

y=x+p (1)
where y € R™ is the noisy signal with PLI, z € R™ is the clean ECG signal, and
p € R™ is the power-line interference signal. PLI signal is expressed as,

p(n) = a - cos(2r f(nAt) + ¢) (2)

where f,a, ¢, At denotes the power line frequency, amplitude, phase, and sam-
pling interval respectively. One of the state-of-the-art optimization method used
for removing PLI is the following which performs an ordinary convolution with
a derivative filter. The formulation is:

% . 2
z" = argmin ||y — ||y + Al| Dz, (3)
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Here, D is a matrix of size (N — 1) x N and is defined as,

-11
—-11
D= - (4)
—11 (N=1)xN

The objective function consists of fidelity and regularization term. The
fidelity term make sure that the denoised signal is close to the original sig-
nal. The second term performs regularization via a derivative matrix. This term
penalizes high value of first-order slope at any point in the denoised signal.
Using a control parameter A, the trade-off between fidelity and regularization
is controlled. In the proposed method sinusoidal signal of the frequency close
to power-line signal frequency (50 Hz/60 Hz) is used. The length of sinusoidal
signal must be same as original signal and chosen frequency need only to be close
to power-line frequency. Even a deviation of 1 Hz will not cause deterioration of
the performance. Convolution of two signals of same length with the use of DFT
of the same length results in cyclic convolution [17]. Further, convolution in time
domain is equivalent to element wise multiplication in frequency domain. This
fact is used to model the optimization problem. The optimization problem is

defined as #5-norm regularization,

X :argmin”X—Y||§+)\HS-*X||§ (5)
X

where X is the DFT of denoised signal z, Y is the DFT of noisy PLI signal y and
S is the DFT of the sinusoidal wave with frequency around 50 Hz. Intuitively the
formulation demands a denoised signal that is devoid of any 50 Hz or its shifted
version. Formulation (5) can be simplified as,

X" = arg;ninz (Xp = Vi) (X — Yi) + 2D (SeX0) ™ (SkXe) (6)
k k

In the objective function, H denotes the Hermitian as the matrix is complex
in nature after DFT operation. Now, the objective function is separable in k
(elements of X) and hence we considers one separable term in k" element as,

F(Xe) = (X = Vi) (Xi = Vi) + A(Se Xi) ™ (S Xi) (7)

A is a regularization parameter. On differentiating the term with respect to Xy,
and putting equals to zero gives

2(Xp — Yi) 4 2ASe* X, = 0
Xp(L+AISk*) = Vi (8)

_ Yy
Xk = T
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The operation performed in Eq. (7) is element-wise division and holds an advan-
tage against the matrix-based optimization methods and iterative methods.
Here, the operation becomes a matrix-free operation. The denoised signal or
PLI removed signal can be obtained using inverse Fourier transform operation.
That is,

z=if ft(X) (9)

The derivation uses following Lemma 1.

2.1 Lemma:1

If f(Z) = ZZ, where Z = Zr+iZr and we are treating Zr and Z; as independent
variables in the optimization, hence f(Z) becomes a function of two variables.
That is,

f(Zr, Z1) = (Zr+iZ1)(Zr —iZ1) = Z% + 7% (10)
Now derivative of f(Zg, Zr) can obtam as,

P P b 9 ,
asz =22R, 54, ZQZI:>8% = BZR ‘Hazf, =2(Zp+iZ;) =27
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Fig. 1. Examples of signals considered for evaluations (a) Synthetic ECG signal [18],
(b) ECG record 228 from [19], (c) ECG record 116 from [19], (d) PCG signal from [20].

3 Experiments and Results

The performance of the method proposed is evaluated on synthetic ECG signal
[18], ECG records of MIT-BIH Arrhythmia database [19], and PCG signal [20].
Figure 1 shows examples of test signals used in this study. From the top, first row
indicates the synthetic ECG signal, second and third signals corresponds to the
ECG signal record 228 and 116 from MIT-BIH Arrythmia database. The other
signal records used for the evaluation are record 108 and record 203. Instead of
taking the entire signal for the evaluation, a small frame is considered. The fourth
signal is a phonocardiogram (PCG) signal. Except the synthetic ECG signal, it
can be observed that the rest of the signals already have noise at small level.
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The performance of the proposed method is measured in terms of signal-to-noise
ratio (SNR) metric. After denoising, better noise reduction is indicated by high
SNR value.

3.1 Evaluations on Synthetic ECG Signals

The experiments are performed on synthetic ECG signal generated using syn-
thetic ECG simulator, ECGSYN [18]. The sampling frequency is 256 Hz and a
frame of 8500 samples is considered in this study. Figure2 shows the perfor-
mance on a syntectic ECG corrupted by 1 dB noise. As evident from the figure,
the denoised signal has a high SNR of 37.8 dB and the error in estimation (dif-
ference between the clean signal and denoised signal) is negligible. To evaluate
the approach, the synthetic sequence is corrupted with noise in various levels
ranging from —15 dB to 28 dB. Table 1 shows the effectiveness of the proposed
approach based on SNR matric. The regularization parameter, \ is fixed as 0.001
on all noise levels and it can be observed that the proposed approach obtained
state-of-the-art output. Figure 3 depicts the denoising results of synthetic ECG
at various noise levels.

Clean Synthetic ECG
1 T T T T T T T T
0 | 1 I ! 1
1000 2000 3000 4000 5000 6000 7000 8000
Noisy Signal (input SNR =1 dB)
. % w T T T T T T T T
-0.5 M ' ‘ ! h i\
1000 2000 3000 4000 5000 6000 7000 8000
Denoised Signal (output SNR = 37.8 dB)
T T T

1000 2000 3000 4000 5000 6000 7000 8000
Error in Estimation
T

Amplitude

i
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1000 2000 3000 4000 5000 6000 7000 8000
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Fig. 2. Performance of the proposed approach on synthetic ECG corrupted by 1 dB
noise (a) Clean ECG, (b) Noisy ECG, (c¢) Denoised ECG, (d) Error in estimation.

Table 1. SNR based evaluation of proposed method on synthetic ECG sequence
(A=0.001)

Input SNR (dB) | Output SNR (dB)
28 58.95
12 52.03
-1 38.86
-5 34.80
—10 29.35
-15 24.91
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Fig. 3. Performance of the proposed approach on synthetic ECG corrupted at various
noise levels.

3.2 Evaluations on Real ECG Signals

The ECG signals from MIT-BIH Arrhythmia database sampled at 360 Hz is used
for experimental evaluation of the proposed approach [19]. The first 5000 sam-
ples of various ECG records namely 228, 203, 101, and 116 is considered. The
experiments are carried out by introducing different noise-levels to the original
signal record. From the results obtained, it is evident that the circular convo-
lution filtering method discussed in this paper is effective for PLI removal in
ECG signal. For the experimental evaluation, the noise level is varied from 28
dB to —17 dB. Table 2 shows the SNR based evaluation of the proposed method.
From the experiments performed it is observed that the control parameter gives
better output SNR in the range [0.001,0.04]. During the experiment it is found
that the amplitude of the denoised signal reduces by a constant factor and hence
the denoised signal suffers from a negative dc shift. Figure4 shows the power
spectrum density (PSD) plot of the noisy and denoised signals. In the noisy PSD
plot, the presence of 60 Hz PLI is confirmed through the lobe present at 60 Hz
and the denoised signal removes them efficiently.
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Fig. 4. (a) Noisy ECG signal (input SNR is 10 dB), (b) PSD plot of noisy ECG signal,
(c) PLI removed ECG signal, (d) PSD plot of PLI removed ECG signal.
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In [22], discusses a robust power-line cancellation method along with its hard-
ware design which obtained state-of-the-art result. Since the proposed method
use FFT operation, commonly included in any signal processing hardware
library, the prototype of the proposed method can be fabricated easily. Table 3
shows the output SNR obtained in [22]. Comparing with results in Table2, it
can be observed that the proposed method out performs the result in [22].

Table 2. SNR based evaluation of proposed method on real ECG signals

Signal | Input SNR (dB)

28 [10 [0 -5 |-10 -17
Output SNR (dB)

Rec- 228 | 55.36 | 46.94 41.44 | 39.34 | 36.86 | 33.69
Rec-203 | 45.21 33.71 26.70 | 21.80 18.17  12.67
Rec-108 | 47.83 | 34.67 25.93 | 21.69 | 17.87|12.38
Rec-116 | 46.6 | 34.3326.12]21.90 17.90 | 12.61

Table 3. Output SNR from [22]

Test | Input SNR (dB) | Output SNR (dB)
Test 1 0 31.1
Test 2| —10 29.5
Test 3 0 29.2

Table4 shows the effectiveness of the proposed method to remove the PLI
even when the power-line frequency is varied as 49 Hz, 50 Hz, and 51 Hz.
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Fig.5. (a) PSD plot of signal having power-line frequency at 49.5 Hz (input SNR is
10 dB), (b) PSD plot of PLI removed ECG signal.



A Novel Cyclic Convolution Based Regularization Method 123

The input SNR is chosen as 8 dB with A = 0.021. This shows that the pro-
posed method does not fail in removing PLI when the fundamental frequency
deviates. Figure5, depicts the performance on signals whose fundamental fre-
quency deviates from 50 Hz. Figure 6 shows that this approach efficiently tracks
the drifted ECG portions and removes the noise precisely.

Table 4. Output SNR for different power-line frequency having same input SNR of 8 dB

Power-line freq. (Hz) | Output SNR (dB)
49 40.40
50 41.39
51 39.36
Input SNR: 10db Output SNR:36.9558db
2000 2000
1000 1000
0 ) ‘ ‘ ) ‘ 0 ‘ ‘ ‘ ) ‘
0.5 1 1.5 2 25 3 0.5 1 15 2 25 3
#10* #10*
@ Input SNR: 0db Output SNR:34.4896db
< 3000 2000
2 2000
5 1000 1000 WWW\WW“WMW
£ 0
< -1000 0 L L L L L

0.5 1 15 2 25 3 0.5 1 1.5 2 2.5 3

#10% £ 104
Input SNR: -5db Output SNR:31.9575db

4000 , . . ; 2000
L]
-2000 0 L L L L L
0.5 1 15 2 2.5 3 0.5 1 15 2 25 3
Samples #10* Samples £10*

Fig. 6. Drifted ECG Signal portion from record 116 with denoising at various noise
levels.

3.3 Evaluations on PCG Signals

The effectiveness of the proposed circular convolution filtering method is demon-
strated in phonocardiogram (PCG) signals, which captures the heart activities
[21]. PCG plays an important role to detect the presence of several cardio-
vascular abnormalities. The PCG signals taken from [20] is used for evaluation.
Figure7 depicts the performance on PCG signal corrupted by —1 dB noise.
The high output SNR obtained suggests that the performance of the proposed
method is appreciable in PCG signal denoising. The SNR value measured on
various noise levels ranging from 15 dB to —5 dB is tabulated in Table5. The
parameter A is fine tuned to 0.001 to get maximum noise reduction, indicated
through high output SNR.
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Fig. 7. Performance of the proposed approach on PCG signal corrupted by —1 dB
noise (a) Clean PCG, (b) Noisy PCG, (c¢) Denoised PCG, (d) Error in estimation.

Table 5. SNR based evaluation of proposed method on PCG signal (A=0.001)

Input SNR (dB) | Output SNR (dB)
15 45.30
5 35.84
-1 28.91
-5 24.69

4 Conclusion

This paper proposes a novel circular convolution based approach for power-line
interference removal from ECG signals. Since the proposed approach involves
only FFT operation, it can provide a less computation intensive prototype fab-
rications for standalone and wearable type sensor hardware. The reason for the
effectiveness of the proposed method need to be explored theoretically. The pro-
posed method is experimentally evaluated on synthetic ECG signals and real
ECG signal records from MIT-BIH Arrythmia database. The noise levels con-
sidered for the evaluation falls in the range [—17 dB, 28 dB|. It is observed from
the evaluations that the proposed method obtains a state-of-the-art output SNR.
Also, the performance is evaluated on PCG signals and found to be accurate.
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Abstract. Localization is very significant in Underwater Sensor Net-
work (UWSN) applications. The functionality of the network can face
challenges by the force of water current and hostile environmental con-
ditions. This work presents a method for localization using Compressed
Sensing (CS). It is implemented without using GPS technology which
makes the method reliable. CS is employed in the data acquisition mod-
ule for transmission and reconstruction of audio signal. It is a dictionary
based execution exploiting /1 minimization using Gabor transform. Here,
localization using audio is performed using Time Difference of Arrival
(TDOA). Moore-Penrose pseudo-inverse is used for matrix operations.
An array of audio sensors or hydrophones is assumed while perform-
ing this work. The results of simulation indicate that this is an efficient
technique for object detection and localization.

Keywords: Compressed sensing - Localization -+ TDOA - Underwater
sensor network

1 Introduction

Locating the objects that lie on the ocean floor or detecting the presence of
underwater animals is significant for many applications in UWSN. Amongst
the many technologies that have been discussed in research studies, most of
them rely on GPS function. However, one cannot always depend upon GPS
technology [1]. GPS works very efficiently in the terrestrial environment but
there are some characteristics of underwater nature that does not allow it to
function so well there [30]. For any electromagnetic wave, travelling from one
medium to another medium possessing different conductivity, permittivity or
permeability triggers some amount of reflection. The skin depth of any wave
depends on the frequency and conductivity. This makes it difficult for waves
with high frequencies to survive underwater. GPS signals are of high frequencies
around 1.3 GHz. That is why GPS cannot penetrate water medium successfully.
Data acquisition and transmission is a challenging task in UWSN due to
its limited bandwidth. As explained above, signals with high frequencies can-
not function well here. Besides; various technical issues like multipath propaga-
tion, absorption and scattering gets heightened due to the conductivity of water.
© Springer International Publishing AG 2018
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The hardware that is setup underwater tends to shift with the water currents
[29]. Hence, it is essential to devise a localization technique that can function
faster within the limited bandwidth that is available. Compressed sensing is used
to enhance the data acquisition system in UWSN because it utilizes minimum
number of transmission and hence less time. It can produce output with less
investment of time and energy. CS has been famously used to tackle a huge
exemplar of data in the shortest time interval. However, the traditional methods
of CS make computations very complex if we use fixed data representations for
reconstructing data. This work uses dictionary learning for data de-noising and
reconstruction.

The rest of the paper is structured as follows: Sect.2 throws light on the
literature survey done in the process of this work. The sub-section 2.1 describes
the salient features of SONAR by providing its high level classification while in
Sect. 2.2, the theory of compressed sensing is explained by giving one example.
Section 3 gives the complete walk through on the experimental implementation.
Section 4 discusses the results of the simulation. Section 5 concludes this paper
giving a note on the future work. Section 6 acknowledges the resources provided
for this research work.

2 Related Work

In the past, a lot of research work has been published with regards to local-
ization in terrestrial as well as underwater sensor networks. In [1], the local-
ization methodologies have been categorized into target based techniques and
self-localization techniques (like range-based and range-free methods). It says
that the target or source based methods can be applied in underwater networks
for the purpose of locating aquatic animals and sunken ships. However, it does
not give the exact approach which is to be followed to survive the underwa-
ter constraints. The work demonstrated in [2] is a practical implementation of
UWSN by a mobile anchor node and 4 non-coplanar nodes. Here, localization is
realized by position information of the 4 non-coplanar nodes transmitted to the
anchor. It relies on the information transmitted by the peer nodes to the anchor.
In [6], an acoustic monitoring system is presented which detects the source by
comparing with a known audio clip. The detection of the target is clearly based
on an audio signal known a priori. However, the signal that one may come across
cannot be predicted and hence we cannot depend upon pre-defined values The
work done in [3-5] uses SONAR images for detection and localization of under-
water objects. [5] uses the blob detection technique to identify the peak response
location where the certainty of object being located is predicted. This process
may prove inefficient if multiple instances of peak are found. Simultaneous use
of sound and image has been described in [7] and [8]. However, it is identical to
smart-home applications and also the sound and image data are processed sepa-
rately with no common linkage [10,11]. Gives a detailed study on the application
of compressed sensing to speech and audio signals. The work in [13] visits myriad
realms of applications of sparse signals and gives a deep breadth for compressed
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sensing techniques. In [14], a set of 3 hydrophones forms a virtual system where
the localization function is based on GPS which cannot be trusted as explained
in Sect. 1 above. This paper executes localization independent of any electromag-
netic signals like GPS. The material in [17] is a detailed walk through various
mechanisms of positioning in Wireless Sensor Networks (WSNs). The work in
[12] has used TDOA method but without CS. It compares the parameterization
method for TDOA with cross-correlation. The main inspiration for this work
was derived from [9] where the localization of the target is achieved by TDOA
using compressed sensing. Though it reduces number of transmissions through
CS, [9] uses fixed data representations which may give erroneous results for inde-
terminate signals like speech signals. To avoid this, we have implemented Short
Time Fourier Transform (STFT) in a Gabor Dictionary.

This work assumes a clustered network of audio sensors placed underwater.
Localization of mobile target is the objective here which brings us to cluster-
ing techniques. The work in [22] shows how “parallel genetic algorithms” can be
used to optimize the open-shop scheduling algorithm by implementing Message
Passing Interface (MPI) on a Beowulf cluster. The technique proposed here can
be applied in processes involving numerous tasks/jobs adhering to a pre-defined
schedule. However, the present problem relies on the target detection which is
of unpredictable type. The research in [24] proposes a novel multi-stage “Adap-
tive Charged System Search (ACSS) algorithm” for optimal tuning of fuzzy con-
trollers. It is an optimization of search algorithms like [22] and can be applicable
in embedded systems. In [25], a hybrid approach is put forth by making use of
both local and global search methods for parameter tuning. In [23], Inner Product
Induced Norm based Consistent Dissimilarity (IPINCD) measure is defined which
throws optimal solution in case of clustering techniques where convex functions
are employed. The clustering methodology can be optimized using this measure.
The application of clustering in TDOA based localization methods is explained in
[26,27]. The estimation of the position of a node in a WSN whether distributed
or clustered is demonstrated as a convex problem in [28]. The study of [28] helped
us realize the possibility of application of IPIN in this work.

2.1 SONAR

Sonar (Sound Navigation And Ranging) represents the technological paradigm
that serves applications requiring location estimation in underwater environ-
ment. From [19-21], we have derived findings on the phenomena of SONAR
sensing. There are two types of sonar systems - active and passive.

Active Sonar. Inside water, the distance of the object can be calculated
by tracking the time elapsed between the sound signal thrown and the signal
reflected back from the target object. This logic is applied in SONAR systems.
SONARS can be side-scan sonar, multi-beam sonars, etc. These devices are capa-
ble of emitting highly directional pings of acoustic signal. Active sonars are capa-
ble of not only receiving sound signals but also generating deliberate acoustic
signals [19].
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Passive Sonar Systems. Passive SONAR systems are nothing but listeners.
They are capable of detecting sound signals emitted by underwater animals or
ships or sound generated by any underwater activity. For example, an enemy
submarine that is passing by the vicinity can be detected by detecting the sound
emitted by its engines, etc. Unlike active sonars, passive sonars do not generate
any signals which is expected to be echoed. Passive SONARs can be an array
of hydrophones or acoustic sensors. We have used these characteristics in our
algorithm for object detection and subsequent localization [31].

2.2 Compressed Sensing

Nyquist-Shannon principle states that a signal can be sampled and restored
accurately by sampling it with at least twice its original frequency. But what
if the source signal is distorted due to white noise and we miss a few bytes of
the original signal as explained in [16]. It should also be taken into account that
many interfering signals may not be white noise. These signal can be sparse,
for instance. Let us consider a time-domain signal ‘x’ of length N. Following
conventional methods, we would take N measurements for sampling purpose.
However, if we are to use CS we need to seek only K number of measurements
(K < N). Let us denote these measurements by the vector y. In real life, almost
all the signals are non-linear. These signals cannot be realized by picking one
measurement for one input value. As a result, to acquire y, we make use of y =
Ax where A is the sensing matrix. Here, A is nothing but the basis of the vectors
which help us to get to y from x. It can be a simple identity matrix, a transform
or any non-linear operator [16].

We need to keep in mind that the basis functions need to be chosen such that
it falls suitable to the desired application. Consider v as the celebrated Discrete
Fourier Transform (DFT). We take cognizance of the fact that the sparsity is
the pre-requisite for compressed sampling or compressed sensing for that matter.
Hence, suppose the input is a sparse signal ‘c’. So, ¥ becomes the sensing basis.
Its function is to act as the representation domain through which we extract
the signal values. b = ¢f is a linear operator that samples our signal. Thus, we
have a time domain input signal with DFT sensing basis which converts it to
frequency domain as described in [16]. We must solve Ax = b, where A = PV in
order to recover the signal coefficients. Thereafter, we need to compute f ~ ¥z
to recover the signal. A has more columns than rows because the procedure
is that of compression. Computation of x leads us to the fact that there are
more number of unknowns than equations. This is when the role of the /; norm
regularization comes into picture. Figure 1 gives the above discussed example.

2.3 Why l; Norm for Sparsity

l; norm and Iy norm are both used for bringing about regularization [16]. We
have chosen [; norm because of its certain properties. Suppose there is a vector
7 = (1,¢) € R? where € > 0 is very small. We can produce [; and Il norms of ¥
by following;:
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Fig. 1. A sparse frequency-domain signal

[|Z][1 =1+ €—1liNorm (1)

||Z]|3 = 1 + €2 — IyNorm (2)

For regularization to materialize, the magnitude of one of the elements of x
should be reduced by § < €. So, we change x; to 1 - § where delta is a value

by which we are reducing the magnitude of one of the elements (z1). Thus, the
resulting norms are:

b~ (8. 0)[|1 = 1~ 6+~ Norm )
l[x — (6,0)]|3 =1—26+ 6% + € — IaNorm (4)
If we decrease x2 by ¢ , it gives us:
[|Z—(0,0)|]1=1—d+e—1iNorm (5)
[|Z = (0,0)||3 =1 —2€e§ + 6% + € — IaNorm (6)

For I, penalty, if we regularize the larger term x1, it produces more reduction
in norm than implementing the same in the smaller term z2 =~ 0. On the contrary,
for I; penalty; the reduction amounts to the same result. We can thus deduce
that penalizing an exemplar with /5 norm does not necessarily provide solutions
of zero value. This is due to the fact that reduction in I norm from € to 0 is
almost nonexistent when e is so small. Whereas, penalizing by /; norm almost
every time equates towards J irrespective of what model is being penalized. This
paper employs l; penalization is for compressing the audio signal [15].

3 Methodology

The method described in this paper is a continuation of the work explained in
[18]. In order to implement CS for audio signals, the work involved computing a
set of Short Time Fourier transforms (STFTSs) by sliding windows and provided
to the Gabor Transform. Using Basis pursuit, which optimizes [; minimized
co-efficients; this paper implements dictionary to de-noise an audio signal.
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3.1 Virtual System

The work efficiently applies CS for detection and localization of objects using
audio. The CS technique was upgraded to be compatible with any audio signal.
To implement this method, we have used the dolphins whistle as the data set.
The data was obtained from ‘soundbible.com’ website; with the knowledge that
the output of a passive SONAR can be obtained in WAV format [32]. The archi-
tecture of the proposed system is illustrated in Fig. 2. We have assumed an array
of seven hydrophones. A single cluster head is dedicated to a fixed no. of sensor
nodes whose location is known a priori. This work presents the involvement of
CS in enhancing data acquisition system by reducing its computational com-
plexity and offering reliability. This paper puts forth an optimizing algorithm
based on “Clustering using Inner Product Induced Norm(IPIN) based dissimi-
larity measures” [23]. The entire system is summarized by the flowchart diagram
in Fig. 3.

Fig. 2. Underwater sensor architecture
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3.2 Compressed Sensing of Audio

To solve the problem of localization by audio signals, method is developed so
as to serve unpredictable signals like speech signals. As the audio is expected to
come from aquatic animals, the signal parameters cannot be easily predicted. The
traditional methods like FFT, DFT, etc. relying on static waveform variations are
not sufficient in providing the required information. The nature of speech signals
varies with time as well as frequency. STFT performs well in cases where there is
variable frequency surpassing different time locations. However, it provides solely
fixed resolution. Hence the work proposed here implements window functions
over the derived STFTs. This is exploited in the Gabor Transform. The flow for
localization using audio signal is explained in detail in Fig. 4.

Algorithm 1. Localization Using Audio Signal

: Reception of the signals by M passwe SONARSs or hydrophones
Detect the noisy input audio signal ‘s’ and load the sound
Initialize the number and size of windows ‘L”

Establish dictionary redundancy

Compute STFT with tight frame xT

Execute Gabor transform

De-noise Audio

Establish convex constraints and formulate h(x)
Clustering Algorithm

: TDOA localization

: Audio reconstruction

PO RXAD TS w

_ =
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minimization Dencised
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Fig. 4. Compressed sensing for audio data

3.3 Cluster Localization by Convex Optimization Algorithm

The audio sensors or hydrophones or passive SONARs are assumed to be
deployed in the UWSN in the form of a cluster or a group of clusters. Cluster
localization is implemented using convex optimization algorithm. Using Time
Distance of Arrival (TDOA), the distance of the object from the sensors is cal-
culated and the object is located. This work proposes a localization method
using convex optimization clustering algorithm by applying Clustering with
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Inner Product Induced Norm (IPIN) based Dissimilarity Measures as suggested
by Arkajyoti Saha and Swagatam Das in [23]. It helps us in attaining formi-
dable clustering because it has been proved to provide natural resistance against
noise and errors caused due to mobility of target [28]. The fundamental class of
dissimilarity measures on which this algorithm is realized is defined below:

“A function dist : MYXR?XR? — R, is called an Inner Product Induced
Norm based Consistent Dissimilarity (IPINCD) measure with respect to some
convex set

C; C Ry and Cy € M? if for some function h: R — R, dist(M,y,x) =
dy (y,x) = h((z — y)T M (z — y)) where the following conditions hold:

1. h is differentiable on R .

2. M — dist(M,y,x) is a convex function on Cs,Vy € C; and y — dist(M,y,x)
is strongly convex function on C1,VM € Cs.

3. MW and y — % are Lipschitz continuous functions (on
C; and C; respectively) Yy € C; and VM € Cs respectively.”

In the above definition, dist is a symmetric “family of functions”. The first
2 points are meant for the convergence analysis of this algorithm while the last
one leads to convergence analysis related to optimization of cluster representa-
tives. One important observation is that for condition 2, convex property of the
function ‘h’ is sufficient.

When the above algorithm is applied as exponential IPIN based dissimilarity
measure, then it is useful in developing a robust clustering technique according
to [23]. We propose implementing this formulation in localization of the cluster
in our sensor network. The measure can be realized as below:

dist(M, y,x) = exp((z — ) M(z — y),¥M € M,z e R (7)

Thus, ‘h’ here which is presumed to be convex function, is also exponen-
tial now. What remains is to establish that h(x) where x € R is the distance
estimation function for our cluster network and is convex at the same time in
order for above principle to be applicable to it. Estimating the position of a node
involves establishing several convex models as well explained by Doherty et al.
in [28]. Thus, the sufficient conditions are met in order to apply the clustering
optimization algorithm for localization. At present we are working on optimizing
our simulation program using this algorithm.

3.4 TDOA Implementation

The conventional method of Time of Arrival (TOA) can give a direct path to
locate elements from distance measurements but it also has a few disadvantages.
For this method to function, all the participating nodes must have their nodal
clocks accurately synchronized. When the data is being transmitted from the
transmitter to receiver, the time when the transmission was initiated should be
appropriately communicated. Similar to TOA, Time Distance of Arrival (TDOA)



Object Detection and Localization Using Compressed Sensing 135

is also a geometric method [12]. However, it does not face the above mentioned
short comings. It uses the difference in the time at which the desired object’s
sound is received at the different audio sensors. The time at which it actually
reaches the sensing device is ignored here. But simply a single value of the time
difference is not sufficient to estimate the co-ordinates of the object. Hence, it
requires a minimum of three sensors to triangulate the geometric position. From
our experiments we realize that the location estimation accuracy is sufficiently
achieved with a minimum of 5 audio sensors. In our simulation, we have used 7
hydrophones. Figure 5 here portrays the basics of TDOA. In our simulation, we
have used cross-correlation method. F1 and F2 are the reference positions of the
2 hydrophones while the mobile target is T. Let g be the time instance at which
the sound signal is transmitted from T. Figure 6 shows the hyperbolic trajectory
with F1 and F2 at focal positions. At F1, it is received at ¢; and at F2, it is
received at to. Figure 7 depicts the timing signals of a pulse transmitted from T
at time tg, received at F1 at time ¢; and at F2 at time 5. Clocks of F1 and F2
are synchronized but not of T; so ty is unknown. However, the time difference
of arrival at F1 and F2 can be calculated as originally written in [12]:

tl — t2 = (tl — to) — (tQ — to) = Tm (8)

Thus, if we take ‘v’ to be the velocity of the medium, the total distance between
the reference stations and the target is found to be:

Ad:dl—dgzv*(tl—tg) (9)

Fig. 5. TDOA localization using 3 fixed signals

The locus of the points (reference stations) from which Ad should be constant
forms a hyperbola. The desired mobile target is estimated to be somewhere on
this hyperbola. As the measurements from 2 stations amounts to a proximity
anywhere on an hyperbola, a third station is required to denote the desired
target as shown in Fig. 5.

For the purpose of localization, we have drawn a virtual system where there
are M number of hydrophones in a distributed network. Here, f(axm;ym; zm)M

m
are the co-ordinates of these hydrophones which are nothing but audio sensors
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Fig. 6. Geometry of TDOA localization

T &
Fs
F
Lo L Ly Time __.

Fig. 7. Timing signals

underwater. The co-ordinates of the unknown target source are (x; y; z). Let t g1
be the time of transit from the source i.e. T to hydrophone F1. So, t; —tg = tp1.
The value of ‘v’ is 340.29m/s in air and 1484 m/s in water. Let Rp; = v x T
be the distance between the source and the hydrophone F1. Following equation
needs to be solved to estimate the distance Rpq between the source and sensor:

Ry = (V% T + Rp2)? = 0 % Ty + 2% 0 % Ty ¥ Rpa + Ry (10)

where Rpo is the distance between the source T and the hydrophone F2.

The equation is solved using matrix operations and executed in MATLAB by
applying Moore-Penrose pseudo-inverse. It is implemented for the underwater as
well as terrestrial environments.

4 Results and Analysis

As we are considering the underwater environment, the incoming audio should
be noisy. The sound is initially aggregated with Gaussian white noise. The recon-
struction of the signal was executed by soft thresholding and by dictionary learn-
ing. The problem with soft thresholding technique is that the threshold should
be set correctly which is quite difficult because of the redundancy of the repre-
sentation. Hence it is concluded that dictionary learning is the right approach.
The process executed employs [; norm minimization which can be formulated
as: ming, 1/2 x norm(z — z1)? + X * norm(S1, 1)(x).

The above equation gives the output |S1| which is a set of Gabor coefficients.
The signal reconstructed from these coefficients is |z1|. The quality of audio
reconstruction by using Gabor Transform is evaluated by the computing SNR.



Object Detection and Localization Using Compressed Sensing 137

We took three instances of reconstruction and the SNR values are equal in both
the methods which we have placed here in Figs. 8 and 9 respectively. The average
SNR comes out to be 25.2. Approximate redundancy of the dictionary = 8. True
redundancy of the dictionary = 8.0586. Reconstruction error (should be 0) =
1.58e-16. Elapsed time is 6.120767 s. We can thus infer that our theory is feasible.
In order to evaluate the Localization technique; we implemented the localization
with (Fig.10) and without (Fig.11) optimization using CS. The comparison of
true position and estimated position in Figs. 10 and 11 say that by using CS more
accurate results are obtained than by the traditional sampling method. Also, we
compared our results in terms of computational speed. Our results says that the
elapsed time by applying CS is 6.120767 s. The same without optimization takes
22.355459s.
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Fig. 8. SNR obtained by dictionary learning using soft thresholding
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Fig. 9. SNR obtained by dictionary learning using basis pursuit
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Fig. 11. Localization with CS

5 Conclusions and Future Scope

The work shown in this paper gives a brief description of a novel methodology to
detect and localize objects using CS with the target network being Underwater
Sensor networks. The system performs sparse reconstruction of data. The spar-
sity function relies on [; minimization. CS of audio was executed by using a set
of STFTs computed with multiple windows as an input to the Gabor Transform.
Using Basis pursuit, this paper has implemented dictionary for the audio signal.
The methods used for acquiring dictionary reduces the computational complex-
ity which means that our method not only guarantees reliability but also energy
efficiency. The concept of sparsity is applied here for denoising data. Detection of
objects follows after the data is reconstructed. Since the data acquisition system
exhibits energy efficiency, it can be applied to numerous scenarios like rescue
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expeditions in inaccessible areas. The experimental results show that the recon-
struction of data at receiver’s end is obtained with considerable reduction in
complexity with this approach.

The localization using audio signal is executed by following the TDOA prin-
ciple. Though the implementation is based on simulation, it can be realized in
practical environment. Future work will involve trying this method in a real-
time acoustic sensor network. This paper proposes an optimization algorithm
(IPINCD) for localization based on clustering to be implemented in future.

Acknowledgments. The authors would like to thank Sardar Patel Institute of Tech-
nology, India for providing the necessary facilities for carrying out this work.
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Abstract. This paper presents an image segmentation technique to segment out
the Region of Interest (ROI) from an image, in this study, the ROI is the vehicle
license plate. In order to successfully detect the license plate an improvised
Sliding Concentric Window (SCW) algorithm has been developed to perform
the segmentation process. In this proposed model, vehicle images were obtained
and the SCW algorithm has been performed to segment out the ROI and then
Morphological Image Processing techniques named erosion and dilation have
been used to locate the license plate. In order to validate our proposed model, we
have used a dataset where the images of the vehicles have been taken from a
different angle that contains natural background and different lighting condi-
tions. It has been observed that the proposed model exhibits 86.5% accuracy rate
for our tested dataset. In addition to that, a comparative study has been carried
out between two different techniques (Improved SCW and Modified Bernsen
Algorithm) of ROI detection to illustrate their accuracy rate. It has been found
that the accuracy rate of the proposed model of VLP detection is higher than
some other traditional algorithms.

Keywords: Image segmentation - Vehicle license plate detection
Morphological image processing

1 Introduction

Nowadays the density of traffic is increasing rapidly. In order to monitor the traffic, the
traditional methods sometimes fail to provide an optimal solution [1]. In order to
overcome this problem, an automatic vehicle number plate detection technique should
be developed. Automatic VLP detection systems provide more effective and technical
advantages than the traditional traffic monitoring systems [1]. Moreover, additional
traffic information can be obtained from images including vehicle classification, line
changes and a single camera can monitor multiple lines and can simultaneously read
information about the vehicle [2, 3]. A number of methods regarding VLP detection
have been introduced so far, but optimization and increasing their accuracy rate is a
must. The reason behind, the accuracy rate of some license plate detection algorithms
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are not up to the mark and some other algorithms fail to detect the ROI in a dynamic
environment. However, they work fine in controlled environment.

For vehicle license plate detection - image acquisition, pre-processing, license plate
localization and extraction of the license plate are the four basic steps. For license plate
localization and extraction we are focusing on image segmentation and morphological
image processing techniques respectively. As we know that localization and extraction
of the license plate are the most important stages of VLP detection. Therefore we have
proposed an improved image segmentation and license plate localization technique,
based on Sliding Concentric window and morphological image processing. Where the
SCW algorithm traverses the entire image and changes the value of each and every
pixel to either O or 1, based on a comparison between a threshold value and the ratio of
the statistical measurements of both of the windows [4, 5]. As a result, this algorithm
keeps the pixels that have the possibility to be a part of the ROI. Additionally, the
morphological image processing techniques named erosion and dilation uses struc-
turing elements to recognize an objects shape with in an image [6]. Thus these tech-
niques have been taken under consideration for the localization process of the license
plate. We have implemented the SCW algorithm and the morphological approach
separately in order to detect the license plate. However, the accuracy rate of the SCW
algorithm was very poor and the accuracy of the morphological technique was not up to
the mark. It can be concluded that the combined algorithms shall end up in a high
accuracy. Where the input of the morphological approach will be the output of the
SCW technique and the accuracy that we obtained from this approach is good enough.

The rest of the paper has been organized as follows, Sect. 2 describes the literature
review, Sect. 3 illustrates the implementation criteria of the proposed model, Sect. 4
shows the performance analysis of the proposed model and a comparative study with
Modified BernsensAlgorithm of VLP detection and Sect. 5 contains the concluding
remarks of this study.

2 Literature Review

In this faster changing life style of people, an advanced transportation system has
become a part and parcel. As a result, the number of vehicles along with the traffic is on
the rise. Therefore the concept of automatic vehicle license plate (VLP) detection system
for traffic control has emerged. Vehicle license plate detection is basically the process of
identifying a vehicle by its number plate. But the identification process largely depends
on image processing techniques such as image segmentation [3]. Several algorithms
have been developed so far for the segmentation process. In this study, an optimum
method of VLP detection system based on image segmentation and Morphological
Image Processing has been developed to detect the license plate of a vehicle.

The first method of VLP detection was based on features of boundaries [7, 8]. In that
technique, an image was binarized and then processed by using Hough transformation,
to detect lines. Some methods, based upon the combinations of edge detection and
mathematical morphology [9-12] showed very good results. In those techniques, the
local variance and gradient magnitude of an image were computed. They were mainly
focused on the change of brightness in the number plates region, which is more frequent
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and remarkable than otherwise. Gray-scale-based processing techniques were suggested
in the literature of number plate localization [13, 14]. The reason behind, some algo-
rithms do not provide a high degree of accuracy in case of detecting the VLP as the color
is not steady and the lighting condition changes very frequently, in an image that
contains natural scene. Furthermore, the fuzzy logic method has been adapted to locate
number plate. In [15, 16], the authors made some instinctive rules to define the number
plate and developed some membership functions for the fuzzy sets such as “bright”,
“dark”, “bright and dark sequence”, “texture” and “yellowness” to get the horizontal and
vertical locations of number plate, but these approaches are subtle to the number plates
color and brightness and need lengthier processing time in comparison with the con-
ventional color-based techniques. Therefore, in spite of attaining better results, they still
carry the downsides of the color-based schemes. Modified Bernsen algorithm was used
to remove the shadow from an image, after horizontal and vertical correction and
passing the image through median filtering. It was based on the fact that number plate’s
location is the region which has maximum histogram value [17].

Moving on, sliding concentric window (SCW) algorithm was used to keep the
pixels that have similar characteristics as the pixels of the license plates region, then
after implementing proper binarization and connected component analysis technique,
the vehicle number plates location was determined. Such techniques fail to segment out
the vehicles license plate having a black background and white characters on it [4, 5].

All the techniques mentioned above have some or many limitations. However, most
of them perform much better in controlled environment. In this paper, for the detection
of vehicle license plate, an improvised image segmentation technique named Sliding
Concentric Window (SCW) and Morphological image processing method has been
considered. Experimental results show that the proposed model of VLP detection
depicts good results on inconstant environment, different lighting conditions and
images that contain thenatural scene.

3 Implementation of the Proposed Model

This section contains a detail description of the two main algorithms that have been
used for the implementation of the proposed model of VLP detection. Firstly the
Sliding Concentric Window (SCW) algorithm, which was used for segmenting the
input image. Secondly, the Morphological Image Processing techniques named erosion
and dilation which were applied for the localization of the license plate. The proposed
algorithm of this study is based on a hypothesis, that the features of the license plates
region are not similar to the local characteristics of an image. Therefore the local
characteristics of such images have been analyzed and an abrupt change has been
observed at the license plates region. Based on that, the SCW algorithm locates the
regions that tend to have irregularities in the local characteristics and manifest the
presence of license plate [4]. Additionally, erosion and dilation have been included to
localize the license plate. Figure 1 below exhibits the block diagram of the proposed
model of VLP detection.
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Image Acquisition
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Preprocessing
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Segmentation using SCW Algorithm
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Fig. 1. Block diagram of the proposed model of vehicle license plate detection

3.1 Image Acquisition

It is the process of acquiring an image from some source for further processing. For this
research, the images that have been chosen contains dynamic environment such as
different lighting conditions, unwanted illuminations etc. The reason is real life sce-
nario will not provide or work on the basis of an algorithms specification.

Therefore the algorithm should be compatible enough to detect the ROI from such
circumstances. Some sample images from the dataset that has been chosen for the
experiments of this research shown in Fig. 2.

=

Fig. 2. Sample images from the dataset
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3.2 Preprocessing

In many cases, the step image preprocessing has been ignored, but it is one of the most
important steps in the field of image processing [18]. Here in this study the input
images have been preprocessed by using (i) Image resizing (ii) RGB to Gray scale
conversion (iii) Median filtering for noise removal and (iv) Image inversion techniques,
in order to get better accuracy rate in the segmentation stage. For resizing the image the
aspect ratio of it has been preserved, by calculating the number of columns and by
specifying the number of rows. In this case, the number of rows has been specified to
400. After that, the images have been converted to gray scale. The reason is the color of
RGB image is not stable as a result the currently available solutions fail to provide a
higher accuracy rate for the images that contain natural scene [5]. As one of the main
purposes of this study is to detect the license plate from images that contain natural
scene, therefore, the gray scale conversion process has a lot of significance. Further-
more, the median filtering method of noise removal has also been considered as one of
the main parts of the pre-processing stage. Since the images are often get corrupted by
noise. The reason is digital images are subjected to a wide variety of distortions during
image acquisition [19]. Therefore recovering the original image from a noisy data is
essential. Moving on to the next stages of preprocessing the input image has been
inverted so that the accuracy rate of the SCW technique improves. As stated in [5], the
SCW method does not guarantee to detect the ROI in the case of vehicles that have a
dark background and white foreground or characters. Therefore the image inversion
process has been conducted so that the SCW algorithm can perform the segmentation
process accurately and can successfully detect the ROI from the input images [5]. The
resulted image after the preprocessing stage has been shown in Fig. 4(b) and (c).

3.3 Segmentation Using SCW Algorithm
In order to establish the SCW algorithm the following steps have been carried out;

Step 1: Two concentric windows A and B were created for some specific pixels of
the input image. Where window B was two times bigger than window A in terms of
height and width. In addition to that, the width of both of the windows was three
times larger than their corresponding height and the center of them was the first
pixel (Upper Left Corner) of the image, for the very beginning of the sliding process
[4, 5]. For our research, the height and width for both of the windows A and B have
been set to 2 and 6, 4 and 12 respectively. Here in Fig. 3(a) X1, Y1 and X2, Y2 are
the height and width of the windows A and B respectively and the center of both of
the windows (window A and B) was the first pixel of the image. This is the starting
point of the sliding process of the two concentric windows. Both of the windows
will slide till the end of the image (as shown in Fig. 3(b)) and the standard deviation
or mean of the values of the pixels that are inside both of the windows will be
calculated. At the same time, the ratio of the two windows statistical measurements
have also been considered.

Step 2: Through the above-mentioned process in Stage 1 each and every pixel of
the input image will become the center of both of the windows only for once and
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Fig. 3. (a) Concentric windows (b) windows scanning the image

eventually will be set to either O or 1 based on the comparison between both of the
windows statistical measurements ratios and the threshold value.

If the ratio is less than the threshold value, which will be set by the user (in this case
it’s 1.02), then the center of the windows will be set to 0 otherwise 1. In the below
equation (Eq. 1) 1] is the gray image and I2 is the resulted image after the sliding

process which is basically a binary image.

MA
inIl(x,y)if — <Tthen 12(x,y) =0
MB (1)

MA
inIl(x,y) zf@ > Tthenl2(x,y) = 1

The threshold value T has been determined by following the trial and error method
[4, 5]. The reason is the algorithm checks the irregularities in the local characteristics of
an image, therefore, the threshold value changes based on the environment of the

.
l"\']
'y
dre
e R,
=l AN

(d)

Fig. 4. Steps of the SCW technique (a) input image, (b) gray image (c) image after the
preprocessing stage and the inverted image, (d) resulted image after the completion of the sliding

process and thresholding
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dataset. In the above-illustrated equation (Eq. 1) I1(x, y) is the image in which the
windows are sliding. MA and MB are the means or standard deviations of the pixels that
are located at the inner and outer windows region respectively and T is the threshold
value. At the end of this sliding process, we will get a binary image [4, 5]. The figure
(Fig. 4(d)) above shows the resulted image after the SCW technique.

3.4 Image Masking

In this step, the intersection or logical AND operation, of the resulted image after the
SCW process and the original image (Gray Image) has been calculated. Where the
resulted of the SCW process has been considered as the mask [5]. It leads us to an
image where we had the ROI along with some other extra information [4, 5]. In Fig. 5
(a), the resulted image after the image masking step has been given away. Where it is
clear that the image masking stage presents an image where the vehicle edges can be
seen clearly and the number plates region is also visible. Furthermore, to locate the ROI
from the resulted image of the image masking phase, Sauvola Binarization technique
has been conducted.

3.5 Sauvola Binarization Technique

After the image masking process, the local adaptive thresholding method of Sauvola
has been chosen for the binarization process of the output image. It performs a rapid
classification of the local contents of the background of an image. The goal of the
binarization algorithms is to produce an optimal threshold value for each pixel. The
algorithm first computes a threshold for every n'™ pixel and then use interpolation for
the rest of the pixels. Threshold computation is preceded by the selection of the proper
binarization method based on an analysis of local image properties like range, variance
and surface fitting parameters or their logical combinations. It is typical of locally
adaptive methods to the coordinates x, y. This method adapts the threshold according to
the local mean and standard deviation over a window size of b x b [20]. The threshold
at pixel (X, y) is calculated as

T(x,y) —m(x,y)‘[lJrk‘ (S(’CI;”— 1)} )

Where m(x, y) and s(x, y) are the local sample mean and standard deviation
respectively. Sauvola suggests the values of k = 0.5, R = 128 and b = 10, which were
adopted in this algorithm. Thus the contribution of the standard deviation becomes
adaptive. For example, for the badly illuminated areas, the threshold is lower [20].
Hence the image has been binarized by using the following equations (Eq. 3).

Iy) =1, if1(xy) > T(x)
I(x,y) =0, ifI(x,y) <T(x,y) } 3)

The figure below (Fig. 5(b)) illustrates the result after the Sauvola Binarization
process.
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Fig. 5. (a). Resulted in image after image masking process, (b) resulted image after sauvola
binarization technique, (c) dilated image using disk structuring element, (d) eroded Image using
rectangle structuring element, (e) eroded image using line structuring element and (f) localization
of VLP

3.6 Morphological Image Processing

For the completion of the detection process of VLP, the resulted image after the
Sauvola Binarization technique has been further processed by using Morphological
Image processing. Where two of the most primary techniques have been adopted
named as erosion and dilation. Dilation adds pixels to the boundaries and erosion
removes pixels from the boundary of an object. The number of pixels added or
removed from the objects in an image depends on the size and shape of the structuring
element used to process the image [6].

Dilation: The morphological transformation dilation “@®” combines two sets using
vector addition. The dilation X @ B is the set of all possible vector additions of pairs of
elements one from each of the sets X and B [6].

X®B={pcep=x+b,xc Xandb € B} (4)

In our work, we dilated the gray scale image to improve the given image by filling
holes, objects edges sharpening and broken lines joining. Where the disk structuring
element has been used. Figure (Fig. 5(c)) illustrates the output of the dilation process.
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Erosion: In [6], Erosion © combines two sets using vector subtraction of set elements
and is the dual operator of dilation. Neither erosion nor dilation is an invertible
transformation

XoB={pece2:p=x+b, x € Xforeveryb € B} (3)

This formula (Eq. 5) says that every point p of the image was tested; the result of
the erosion has been given by those points p for which all possible p + b was in X.
Erosion has been used for thinning the edges of the binary image by using 20 x 20
rectangular shape structuring element [6] and after that line structuring element has
been used for further erosion process. The resulted image after the completion of the
erosion technique has been shown in Fig. 5(d) and (e).

3.7 License Plate Localization

In order to localize the license plate the image masking step has been taken under
consideration again. It was the same process that has been conducted after the SCW
technique. The only difference is the mask that has been used, in this case it was the
resulted image after the completion of the Morphological Image Processing technique.
Figure (Fig. 5(e)) shows the mask that was used for the license plate localization
process. Figure 5(f) exhibits the resulted image after the license plate localization
method and it can be clearly seen that our proposed model of vehicle license plate
detection can successfully detect the license plate of a vehicle.

4 Result Analysis

All the experiments of this research were conducted by using MATLAB development
environment. We applied our proposed model of VLP detection over 97 images, the
images were captured from various lighting conditions and natural backgrounds, and
the algorithm was able to successfully detect 84 license plates from the selected dataset.
The accuracy rate of the proposed model of VLP detection algorithm is 86.5%. In
Table, I, below the variation of the accuracy rate of the proposed algorithm, based on
the changes in the threshold value, has been given.

As the threshold is determined by using a trial and error procedure, therefore, it
varies from dataset to dataset [4, 5]. In the below graph (Fig. 6) it can be noticed that
the accuracy is at the peak when the threshold is 1.02. At first, the accuracy rate was
increasing but then after one certain point (threshold 1.02 and accuracy 86.50%), it has
started to decrease. However, at 1.06, the accuracy rate has slightly increased in
comparison with the other thresholds but it was less than the accuracy rate of the
threshold 1.02. Therefore 1.02 has been considered as the optimum threshold value for
the experimented dataset (Table 1).

Another important determinant of the accuracy rate is the window size of the SCW
process. The perfection of the detection process of the algorithm varies from window
size to window size. Therefore selecting the optimum window size has a lot of signif-
icance. As we have seen that the accuracy rate is high when the threshold is 1.02,
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Table 1. Accuracy rate comparison on different threshold value

Threshold value | Accuracy rate (%)
0.99 28.87
1.00 48.45
1.01 75.26
1.02 86.50
1.03 83.50
1.04 80.42
1.05 71.13
1.06 76.29
1.07 67.01
1.08 56.70
1.09 50.51
1.10 45.36
100
90 |
80 | /9"9-~e
g 70 ,G’ \'(3"@\
g 60 [ / 2
g 50 | @" 6“6-_6
E’ 40 i "1’
30 @
20 |
10 [ 1 i L 1 1 L 1 1 L 1 1 L

099 1 1.011.021.031.04 1.051.06 1.07 1.08 1.09 1.1

Threshold value

Fig. 6. Variation of accuracy rate as the threshold value increases

therefore, we have kept the threshold same and changed the window size of the SCW
process and observed the changes in the accuracy rate of different window sizes. Table 2
shows the variation of the accuracy rate based on the changes in the window size.
Table 2 illustrates that the optimum size for Window “A” is Height =2 and
Width = 6 and Window “B” is Height = 4 and Width = 12 because the number of
detected license plates was 84. We can also see that the number of detected license
plates for this window size was significantly higher in comparison with the others. As a
result, it has been considered as the most suitable window size for our dataset.
Moving on, in this section, a comparison between the Improved Bernsen algorithm
[17] (histogram based VLP detection) and the proposed model of VLP detection
process has been illustrated. As it is one of the major purposes of this research. We have
run both of the algorithms on the same dataset and observed that the BernsensAlgorithm
fails to detect the license plate from images that contain a natural background. Although
it works well when the images were focused on the license plates region. But if the input
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Table 2. Variation of the accuracy rate based on different window size

Window A [height, width] | Window B [height, width] | License plate detected (out of 97)
[1, 3] [2, 6] 42
[2, 6] [4, 12] 84
[3, 9] [6, 18] 32

[4, 12] [8, 24] 22

[5, 15] [10, 30] 17

[6, 18] [12, 36] 16

[7, 21] [14, 42] 16

Fig. 7. Brensen algorithms failure in case of VLP detection

image contains illumination then the algorithm provides an output where the resulted
image contains multiple segments of the image as the ROIL In some other cases, it
detects some other portion of the input image as the ROI which is not the license plate
(Fig. 7).

Table 3 represents the accuracy rate of both of the algorithms. The simulation has
been conducted over the same dataset that consists of 97 images. The proposed
algorithm has successfully detected 84 license plates where the Bernsens algorithm
detected 57 license plates and provides an accuracy rate of 58.76%.

Table 3. Comparison between the Proposed and Bernsen Algorithms

Algorithm Accuracy rate (%)
Proposed model 86.50
Improved bernsens algorithm | 58.76
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5 Conclusions

In this study, the entire process of VLP detection was divided into two sections. The
first one was image segmentation where Sliding Concentric Window algorithm has
been implemented to segment out the ROIL. The other section was based on Morpho-
logical Image processing where the resulted image after the segmentation process has
been dilated and then eroded twice by using the disk, rectangle and line structuring
element respectively. The experimental results show that the proposed model VLP
detection was capable enough to successfully detect the license plate from images that
contain natural scene and different lighting conditions. Moreover, the proposed model
is robust enough to detect the ROI from images where the angle of the captured image
is also different. As it has been noticed that the accuracy rate is high enough, therefore,
this algorithm can be considered as an optimum algorithm for vehicle license plate
detection.

Acknowledgements. We would like to acknowledge BRAC University, Bangladesh to provide
their facilities and Dr Md. Moinul Hossain for the useful discussions. A very special acknowl-
edgement is also made to the referees who make important comments to improve this paper.

References

1. Tian, B., Yao, Q., Gu, Y., Wang, K., Li, Y.: Video processing techniques for traffic flow
monitoring: a survey. In: 14th International IEEE Conference on Intelligent Transportation
Systems (ITSC), pp. 1103-1108 (2011)

2. Barcellos, P., Bouvie, C., Escouto, F.L., Scharcanski, J.: A novel video based system for
detecting and counting vehicles at user-defined virtual loops. Expert Syst. Appl. 42, 1845—
1856 (2015)

3. Tan, X.-J., JunLiu, C.: A video-based real-time vehicle detection method by classified
background learning. World Trans. Eng. Technol. Edu. 6, 189 (2007)

4. Anagnostopoulos, C., Anagnostopoulos, 1., Tsekouras, G., Kouzas, G., Loumos, V.,
Kayafas, E.: Using sliding concentric windows for license plate segmentation and
processing. In: IEEE Workshop on Signal Processing Systems Design and Implementation,
pp- 337-342, November 2005

5. Anagnostopoulos, C., Anagnostopoulos, 1., Loumos, V., Kayafas, E.: A license
plate-recognition algorithm for intelligent transportation system applications. IEEE Trans.
Intell. Transp. Syst. 7(3), 377-392 (2006)

6. Sonka, M., Vaclav H., Boyle, R.D.: Mathematical morphology. Image processing, analysis,
and machine vision. In: International Student edn. Thompson Learning, Toronto, pp. 657—
664 (2008)

7. Kamat, V., Ganesan, S.: An efficient implementation of the hough transform for detecting
vehicle license plates using DSP’s. In: Proceedings of Real Time Technology and
Applications, Chicago, 15-17 May 1995, pp. 58-59 (1995)

8. Yanamura, Y., Goto, M., Nishiyama, D.: Extraction and tracking of the license plate using
hough transform and voted block matching. IEEE proceedings of Intelligent Vehicles
Symposium, Columbus, 9-11 June 2003, pp. 243-246 (2003)

9. Martin, F., Garcia, M., Alba, L.: New methods for automatic reading of VLP’s (Vehicle
License Plates). In: Proceeding of IASTED International Conference SPPRA, June 2002



154

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

W.S. Chowdhury et al.

Hongliangand, B., Changping, L.: A hybrid license plate extraction method based on edge
statistics and morphology. In: Proceeding of ICPR, pp. 831-834 (2004)

Zheng, D., Zhao, Y., Wang, J.: An efficient method of license plate location. Pattern
Recognit. Lett. 26(15), 2431-2438 (2005)

Lee, H.-J., Chen, S.-Y., Wang, S.-Z.: Extraction and recognition of license plates of
motorcycles and vehicles on highways. In: Proceeding of ICPR, pp. 356-359 (2004)

Shi, X., Zhao, W., Shen, Y.: Automatic license plate recognition system based on color
image processing. In: Gervasi, O., et al. (eds.) Computational Science and Its Applications —
ICCSA 2005. ICCSA 2005. Lecture Notes in Computer Science, vol 3483, pp. 1159-1168.
Springer, New York(2005)

Yan, D., Hongqing, M., Jilin, L., Langang, L.: A high performance license plate recognition
system based on the web technique. In: Proceeding of Conference Intelligent Transportation
Systems, pp. 325-329 (2001)

Zimic, N.,. Ficzko, J., Mraz, M., Virant, J.: The fuzzy logic approach to the car numberplate
locating problem. In: Proceeding IIS, pp. 227-230 (1997)

Chang, S.-L., Chen, L.-S., Chung, Y.-C., Chen, S.-W.: Automatic license plate recognition.
IEEE Trans. Intell. Transp. Syst. 5(1), 42-53 (2004)

Latha, M.G., Chakravarthy, G.: An improved Bernsen algorithm approaches for license plate
recognition. IOSR-JECE: IOSR J. Electron. Commun. Eng. 3(4), 01-05 (2012)

Wang, T.-H., Ni, F.-C., Li, K.-T., Chen, Y.-P.: Robust license plate recognition based on
dynamic projection warping. In: Proceeding IEEE International Conference Networking,
Sensing and Control, pp. 784-788 (2004)

Rong, Z., Yong, W.: Application of improved median filter on image processing. J. Comput.
7(4), 838-841 (2012)

Sauvola, J., Pietikdinen, M.: Adaptive document image binarization. Pattern Recogn. 33,
225-236 (2000)



An Improved Approach for Securing
Document Images Using Dual Cover

R.E. Vinodhini®®, P. Malathi, and T. Gireesh Kumar

Department of Computer Science and Engineering,
Amrita School of Engineering, Coimbatore,
Amrita Vishwa Vidyapeetham, Amrita University, Coimbatore, India
cb. en. p2cselb029@ch. students. amrita. edu,
{p_malathy, t_gireeshkumar}@cb.amrita. edu

Abstract. Security is essential to all varieties of data that is transmitted through
an open network or the internet. Steganography is such a technique which
provides security for any kind of data by hiding it inside a cover object. The
images with confidential information like medical reports, passport, academic
certificates, Aadhar card and agreements between governments need to be
secured while transferring through the internet. In this paper, dual cover
steganography is used to provide a better security which prevents the confi-
dential data from attackers. This approach uses two layers of covers, image, and
DNA. Using improved DNA insertion method the document image is hidden
inside a DNA sequence. The BPN, capacity, payload and embedding time are
calculated for the DNA sequence. The improved insertion method is used in this
paper since it gives the very low cracking probability. The fake DNA is hidden
inside a cover image using matrix embedding with hamming code algorithm for
both spatial and transform domain of an image. The Mean Square Error (MSE),
Peak Signal Noise Ratio (PSNR), Maximum difference, average difference,
structural content are calculated and compared. To ensure the security of doc-
ument image the statistical attack called histogram analysis attack is performed
and compared. This comparison shows that the matrix embedding with ham-
ming code in the frequency domain provides better security for the second layer
of hiding the data.

Keywords: Dual cover - DNA - DNA hiding -+ Hamming codes - DWT

1 Introduction

Steganography is the classical technique of securing the top secret information of a
person, organization, and government, etc. [1]. The cover object is concealed so that
the data hidden inside the cover object is not visible to the human eyes. There are a lot
of steganography algorithms based on the cover objects used, provides security at
different levels. Image steganography is one of the most used steganography technique
that uses the image as a cover medium for secret data hiding. The secret data size that
can be hidden inside the cover image is determined based on the embedding capacity of
the image. The embedding capacity of an image is the number of bits that can be
replaced to hide a secret data [2]. The DNA steganography is a secured form of
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steganography, which helps to hide the secret data in the DNA sequence. The DNA
sequence is the theoretical form of human DNA, which consists of more than ten
million sequences. The theoretical of the DNA has four bases like Adenine, Thymine,
Cytosine, and Guanine [3]. The data of higher length can be hidden inside the DNA
sequence since it has a large number bases in sequences. The hidden data is practically
impossible to find by an attacker using the existing steganalysis techniques. Though it
provides high security to the secret data than image steganography, it has its own
drawback too [4]. To overcome this disadvantage a dual cover steganography is
introduced, that uses DNA and image as two layers of the cover object. This provides a
better security than image and DNA steganography. The data that have to be trans-
ferred through the internet or an open network needs to be secured in order to prevent
the confidential information from the attackers or unauthorized users. The data can be
of secret information like username and password of various accounts (bank, institu-
tion, and company accounts), ATM card information, passport details, medical reports,
the agreement between governments and academic certificates. The data can be in
many forms like alphabets, alphanumeric, images, audios, and videos.

In this paper, a dual cover steganography approach is used to hide a document
image inside dual covers of imaging and DNA. The DNA steganography technique
improved insertion method is used to hide the document image inside the human DNA.
The fake DNA is obtained with the document image hidden inside the original DNA.
The BPN, capacity, payload and embedding time are calculated for the DNA sequence
[5]. The cracking probability of the improved insertion technique is very low and
practically it is impossible to crack by an attacker. Since the exchange of DNA
sequence through internet leads to the loss of some DNA bases and thus the whole
meaning of the hidden message may be affected. To avoid this fake DNA is hidden in
the cover image for ease of transmission. The image steganography techniques like
matrix embedding with Hamming code algorithm for both spatial and frequency
domain of an image are used in this paper. The comparisons of these algorithms are
done by MSE, PSNR, Maximum difference, Average difference, Structural content.
The confidentiality of the hidden document image is tested using a statistical attack
called histogram analysis attack.

The rest of this paper is organized as follows: Sect. 2 explains related works,
problem formulation is done in Sects. 3 and 4 states the performance metrics, Sect. 5
lists steganalysis methods, Sect. 6 gives the brief of results and discussions, Sect. 7
summarizes the implementation results and the conclusion with future enhancement of
the research work is done in Sect. 8.

2 Related Works

Della et al. [6] proposed a novel technique based on DWT for securing image using
steganography. In this paper, a data hiding technique is used for hiding multiple colour
images into a single colour image using DWT. The RGB planes are split from the cover
image and the secret message is embedded into these planes. The PSNR, SSIM values
are calculated for ensuring the quality of the proposed work.
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Malathi et al. [7] proposed a paper that relates the embedding efficiency of the LSB
technique in the domain of spatial and transform in image steganography. With this
approach, F5 and matrix embedding are combined with the least significant bit method.
The outcome of the techniques are compared by using histograms and the performance
is measured by using the PSNR and MSE values.

Wang et al. [8] proposed a paper on information hiding based on DNA
steganography. This paper uses cryptography scheme called vigenere ciphers to
increase the security of the secret information. The cipher text obtained from the
vigenere cipher is coded and then it is converted into binary code. The using the DNA
encoding scheme the message is hidden inside the DNA sequence. This paper also
takes care of the transmission part of the secret information.

Menaka [9] proposed a paper on the encryption of messages using DNA sequences.
The dictionary method is used for the conversion of DNA base into binary codes. There
are three complement rules used in this paper which help to hide the message in the
DNA sequence. The encoded DNA sequence is transmitted over the open network to
the recipient and the receiver decodes the fake DNA sequence using the inverse of the
complementary rule used for the encoding process.

Peterson et al. [10] developed a system which hides the secret data in the reference
DNA sequence by substituting the DNA bases with the message bits. There are totally
64 symbols used in this paper for the purpose of encoding. For example D = TTG,
S = ACG and so on. The letters E and I most frequently used words in the English
alphabets and this helps the attackers to crack the hidden message. The data hiding in the
DNA uses the biological properties and it is not economically efficient to implement.

For the purpose of dual cover steganography Das et al. [11] developed a system by
using a chaotic map in DNA. The overall security enhancement is done on the existing
steganography techniques. The dual covers like image and DNA are used in this system
to improve the security. In this method, the two bits of secret data are hidden in a single
pixel. The capacity check is performed based on the length of hidden message. The
fake DNA is hidden in the cover image with the help of the generated data code
replacement. The extraction process reverses the embedding process and it also uses the
same KEY3 used for embedding.

3 Problem Formulation

The proposed work uses image and DNA as dual covers in order to overcome the
limitations of hiding the secret data inside an image or a DNA sequence.

The document images like medical reports, passport, Aadhar card, academic cer-
tificates and agreements between governments are used in this approach. The document
image may be of different sizes based on the quality and content of the document. The
document image is the input to the system which is covered inside dual cover objects.
The input is resized till 512 x 512 and converted into a binary form using the binary
encoding of the image. The DNA sequence is the layerl cover object which takes the
sequence of DNA bases based on the length of the binary sequence of the input.
The DNA sequence is converted into a binary using dictionary method [12] and by using
the key value it is segmented. The key value is a randomly generated value and it is kept
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low to have the DNA sequence of minimum length to hide the document image. In this
scheme, the key value is fixed to 3 and the binary converted DNA is segmented by using
the key value. The key value is binary converted and XOR-ed with the binary value of
the document image. Using DNA improved insertion algorithm the XOR-ed results are
placed one by one in the most significant bit of the DNA segments. The segments are
then concatenated to form a sequence of binary bits. Using Dictionary method the DNA
bases are converted from the binary sequenced and its forms the fake DNA sequence.
The BPN, capacity, payload and embedding time are calculated from the DNA
sequence. The cracking probability of the proposed technique is less than 0.00001 and
practically it is impossible to crack by an attacker. This fake DNA sequence is not safe to
transfer to other systems due to the chance of losing some DNA bases. To avoid that the
fake DNA sequence is hidden in the cover image. In this paper, the fake DNA sequence
is converted into a binary sequence using the dictionary method. The RGB image that
acts as a cover object is binary converted and techniques like matrix embedding using
hamming code algorithm [13] are applied in both spatial and transform domain to hide
the fake DNA into the image. The MSE, PSNR, AD, MD, SC values are calculated to
compare the quality of the stego-image on various techniques used. To ensure the
security of confidentiality of the hidden document image, the statistical attack called
histogram analysis attack is performed and compared.

To retrieve the document image the process is reversed. The stego-image is binary
converted by using the inverse of the used image steganography technique the binary
sequence of the fake DNA is retrieved. Then the Fake DNA is segmented using the key
value (k = (previous K) + 1) and from the segments, the most significant bits are
separated and concatenated to form a binary sequence of the document image. This
binary sequence is converted into an image, which is a document image. The whole
process of the proposed work is shown in Fig. 1.
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3.1 Proposed DNA Algorithm
3.1.1 DNA Embedding Algorithm

//Input: Secret data (Document Image) S € {0, 1} S, Reference DNA d € {0,1}°
//Output: Fake DNA sequence with hidden document image

Step 1: The document image S is converted into binary sequence.

Step 2: The reference DNA D is binary converted by using the dictionary method
(A=00,C=01,G=10,T=11).

Step 3: The random sequence R;, R,, R, are generated and the value t is found using
the formula E=Y}_; R,, > |S| and the key value is chosen from the random
sequence Ry, Ry, R;.;.

Step 4: Choose key value from the above random sequence Ry, R,, Ry;. (Here k=3)
and equally segment D with k value results d;, d,

Step 5: The binary value of the chosen key k is XOR-ed with S.

Step 6: The binary sequence of S;in appended to front d;, d».

Step 7: Transform the binary sequence to DNA base using dictionary method.

3.1.2 DNA Decoding Algorithm

//Input: Fake DNA f€ {0,1}°
//Output: secret data (Document Image), Reference DNA

Step 1: The fake DNA f is binary converted by using the dictionary method (A = 00,
C=01,G=10,T=11)

Step 2: Using random seed U and V, generate random sequence U, U,....U,...and
Vi, Vo V...

Step 3: The value p is found using the formula YY_,(U, +V,) < |filand the
sequence formed is U;+V,...UptVjp, then the fake DNA fis segmented using
the sequence.

Step 4: For each segment n, 1<n, <p, extract first U, bits called S, For segment n,
1<n<p, extract last V bits called f,.

Step 5: Concatenate all f,, 1<n<p, results the reference DNA by applying inverse
function of dictionary method.

Step 6: Concatenate all S,, 1<n<p, and the Binary value of S, and (n-1) are XORed
which results the document image.

3.2 Matrix Embedding Using Binary Hamming Code

The matrix embedding helps to increase the embedding capacity of the cover object by
flipping the LSB bits or by using the +/— embedding method. The number of steps
performed in the matrix embedding is high and difficult than the other techniques, so it
provides better security than the other methods [14]. The matrix embedding algorithm
using binary hamming code is used in this paper to increase the embedding capacity of the
cover object and also to give better security than the other methods [15]. The steps for the
matrix embedding with hamming code are given in the form of a flow diagram (Fig. 2).
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3.2.1 Proposed Image Algorithm

The transform domain tools group has algorithms like Discrete Wavelet Transform
(DWT), Fast Fourier Transform (FFT), and Discrete Cosine Transform (DCT). The DWT
algorithms are based on wavelets which are used for the compression and transmission
also analysis of the images. The DWT has great characteristics in time and frequency
domain. Comparing to the DCT the DWT provides reliable coding efficiency and provide
a better quality of restored images. The LL — Horizontal and vertical low pass LH —
Horizontal low pass and vertical high pass HL. — Horizontal high pass and vertical low
pass HH — Horizontal and vertical high pass are four components of DWT [16] (Fig. 3).

LH band of image

HL band of image HH band of image

Fig. 3. DWT applied image

The LL band is the only color plane of the four existing bands. The LH, HL, HH
are the bands which is used to embed the secret message (Fig. 4).

The above image is the work flow of applying DWT with Hamming code algorithm
for hiding the fake DNA inside the image. The cover images split into four bands of
LL, LH, HL, and HH by applying DWT algorithm. The LH, HH, HL bands of the
cover image are used for the purpose of embedding the fake DNA inside the cover
image. The hamming code algorithm is used here for the embedding process.
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The decoding is done to retrieve the actual DNA sequence. The inverse DWT is
performed to restore the original cover image.

4 Performance Metrics

The BPN, Capacity, Payload and Cracking probability are calculated for measuring the
quality of the fake DNA. The metrics like Peak signal to noise ratio (PSNR), Mean
squared error (MSE), Average difference (AD), Maximum difference (MD) and
Structural content (SC) are calculated for confirming the quality of the stego image
[17]. The cracking probability is calculated by the following formula

1 1 1 1 1

1
P = 63w 10° n—1 21 71 C2a < g Wheren mos= 1 (1)

Here,

e n is the number of bits in the Fake DNA sequence
e m is the number of bits in the secret data
e s is the number of bits in the reference DNA sequence

Here,

m Gives the probability to find the DNA sequence. Hence, 1.63 x 108 DNA
1

available in internet. 5= Is the probability to predict the number of fake DNA

sequence, ﬁ Gives the probability to predict the length of the secret data, ﬁ Gives

the probability to predict the number of bits in the reference DNA sequence, ﬁ Gives

the probability to find the Dictionary coding rule used and 2% Gives the probability to

find the XOR rule (Table 1).
The proposed approach for the DNA hiding part provides low cracking probability
than the existing algorithms.
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Table 1. Cracking probability of existing and proposed algorithm

Methods Cracking probability

Insertion method TenTor X 21 X e X @ X
Complementary method | ;=L x 55

Substitution method E X =

Proposed method o X X (1’11—1) X (2,"1_1) X 37 X 3w

5 Results and Discussion

The implementation of the system is carried out using MATLAB 2015 and the results
are compared. The size of the document image used as the cover images are 32 x 32,
64 x 64, 128 x 128, 256 x 256, 400 x 400 and 512 x 512. The techniques like
DNA improved insertion, matrix embedding using hamming codes are performed in
the spatial and transform domain of the cover image.

5.1 Using the First Layer Cover Object “DNA”

The document image is binary converted and inserted into the DNA sequence using the
DNA encoding algorithm. The fake is produced by having the document image inside
it and it is shown in the below figure (Fig. 5).

GGTCTGGAGGTCTGGAGGTCTGGAGGTCTTTAGGTCGTTAGATCGTTAGATCGTTAGATCGTTAGA
TCGGTCTGGGTCGTTGTAGCTTGCGGTGGGTCTATCGTGGTCTCTTGTTATTTAGGTAGGGAGCTA
TGGTGTTGTATTTGGATGTCTGTCGAGAGGGAGGTTTTGCGGGTGATCGCGCGGTATGTATCTCGT
GATCTTGAGGTCTATTTATATTGGTCTCTGTCGCGGTAGGGTTCTATTTATCGGGCGGTGTATGGTT(C
GGTTGGGGGGTCTGTCTGTATGTAGGGCTCTGGATTTCGTTAGCTTTCTTGTITCTCGGGCGGTGG(C
TGTTTATTTCGAGATCGTTCTTGATCGCGGTCTTGCTCGAGGGGTAGGTAGTGGTAGCTGTAGGTC
GATAGCGGTAGTTTGTGTTITTTCGATTTTITTTCTTITGTTTTCTGTCGTTCGAGTGCTCGGGCGTTGTAC
GCTTTTTCGCTGTAGTTCTCGTTTTGGGTCGGTCTTGGGGTAGATCTTGCTTTGTTGCTTTATTGCC
GGGTTATTTGTTGCGGTTTTTGTATTGGGGGGTTTGGCGATTGTGAGGGAGTGAGCGAGTGAGTT!
TAGAGAGATTGTTAGATTTATAGATGGTGAGCGGTATGGAGCTAGCTATGTTTCGCGGGCGCTAGGC
TGGTTTGAGAGCTTGTGGGCGAGATTGTTTTAGCGTTTGGTGGGTTGGGAGGGATAGAGGTAGCG
GAGTGGGGTAGAGATTTTTGTAGCTCTAGTTTTTTATAGAGCTGTTGAGAGTTATTGTTGTAGAGCC
GAGAGAGTGATAGCGTTGGAGAGAGATAGAGAGATAGAGGTGGCGCGATCGCGAGCGAGATAGGC
GATTGGTAGAGATCGAGCTCTTTCTAGAGATCGCTGCGGGGAGCTAGGGTTCGAGAGTTGGAGCTAG.
GATAGCGAGGGGGCGAGAGGGAGGGAGAGGTCTTTCGGGATTTCGCTTGTTATTGAGCGCGGGG
GCGAGATTGGGAGGTCGTTTTTTAGGGATGGGGTTGGGGAGAGAGAGAGAGAGAGAGATTTGGG

Fig. 5. Fake DNA

The document image is taken in the sizes from 32 x 32 to 512 x 512 in order to
calculate the payload, capacity, BPN and embedding time for each size of the docu-
ment image. Here payload is the size of new sequence after extracting out the reference
DNA sequence. Capacity is the total length of the fake DNA sequence. BPN (Bits per
Node) is number of bits hidden per characters. Embedding time is the time taken to
hide the secret data in the DNA (Table 2).
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Table 2. Result and analysis using the cover “DNA”

Document image size | Payload | Capacity | BPN | Embedding time
32 x 32 128 165121 0.022 | 0.2028 s
64 x 64 256 65792 |0.020 | 0.4524 s
128 x 128 512 262696 | 0.018 | 2.2621 s
256 x 256 1024 1049600 | 0.004 | 7.7376 s
400 x 400 1600 2561600 | 0.007 | 16.9100 s
512 x 512 2048 4196152 1 0.004 | 27.2845 s

5.2 Using the First Layer Cover Object “DNA”

5.2.1 Image Results (Spatial and Transform Domain)

The size of the cover image is 1200 x 1200 pixels and it is a high-quality RGB image.
The cover image and the stego image is of the same size with the secret data embedded
within that image (Fig. 6).

“Cover Image ‘ Stego Image

Fig. 6. Cover and stego images of hamming code technique (1200 x 1200) for spatial domain
and transform domain

5.2.2 Results for Spatial Domain in Image (Existing Work)
See Table 3

Table 3. Result and analysis using the hamming code in spatial domain

S. No. | Length of the fake DNA(bits) | MSE (error) | PSNR (dB) | MD | AD SC

1 131072 0.117985 57.412 3.5 |—-0.03 |0.999
2 524288 0.153380 56.273 3.5 | —0.05 |0.999
3 2097152 0.160714 56.070 3.6 |—0.130|0.998
4 8388608 0.173788 55.730 3.6 | —0.136 | 0.9988
5 20480000 0.199617 55.128 3.6 | —0.299 | 0.9988
6 33554432 0.203763 55.039 3.6 —0.3 0.999

5.2.2.1 Steganalysis for Spatial Domain in Image(Existing Work)

Histogram attack, the first histogram represents the histogram of the cover image and
the second represents of stego image. Here, the histograms of the cover and stego
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100 200
Cover Image

100 200
Stego Image

Fig. 7. Histogram for hamming code technique (spatial)

images have small variation and using this histogram it is possible to find there is some
data is hidden (Fig. 7).

5.2.3 Results for Transform Domain in Image(Proposed Work)
See Table 4

Table 4. Result and analysis using hamming code in transform domain

S. No. | Length of the fake DNA(bits) | MSE (error) | PSNR (dB) | MD | AD SC

1 131072 0.025510 64.063 2.0 | 0.00007 | 1.000004
2 524288 0.033801 62.841 2.0 | 0.00023 | 1.000007
3 2097152 0.039860 62.125 2.0 | 0.00057 | 1.000002
4 8388608 0.047832 61.333 2.0 /0.00009 | 1.000011
5 20480000 0.071429 59.592 2.0 0.00065 | 1.000014
6 33554432 0.103316 57.989 2.0 | 0.00089 | 1.000009

5.2.2.2 Steganalysis for Transform Domain

Histogram attack, the first histogram represents the histogram of the cover image and
the second represents of stego image.

Here, both the histograms of the cover and stego images are similar and the vari-
ation is not visible to the human eye so that using histogram attack it is not possible to
find whether find any data is hidden or not (Fig. 8).
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o 50 100 200 20 o s0 100 20 300
Cover Image Stego Image

Fig. 8. Histogram for hamming code technique (transform)

6 Implementation and Evaluation

The above chart represents the comparison between PSNR values of Matrix embedding
using hamming code algorithm in spatial and transform domain of an image (Fig. 9).

PSNR VALUE COMPARISON

66
64
62
6

5
5
50

32X32 64x64 128x128 256x256 400x400 512x512

nh
- O 0w o

3

m Spatial = Transform

Fig. 9. PSNR value comparison chart

7 Conclusion

The designed system steganography with dual covers provides more security than the
other existing techniques. The DNA sequence and RGB Image are taken as dual covers
to hide the document image in-order to provide higher security for it. The document
image is hidden in secondary cover object DNA sequence by using an improved
insertion method. The obtained fake DNA is hidden inside the primary cover object
RGB image by using image steganography techniques like matrix embedding using
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hamming code algorithms in spatial (Existing) and transform domain (proposed) of an
image. The MSE, PSNR, MD, AC, SD values are calculated for the spatial (Existing)
and transform domain (Proposed) images and they are compared. The statistical attack
is performed on the proposed system and the cracking probability is calculated for the
proposed algorithm. The improved insertion technique has the lowest cracking prob-
ability in DNA steganography and matrix embedding using a Hamming code for
transform domain used in this work outperforms the existing image steganography
algorithms in the spatial domain to hide the secret message.
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Abstract. Scene classification systems have become an integral part of
computer vision. Recent developments have seen the use of deep scene
networks based on convolutional neural networks (CNN), trained using
millions of images to classify scenes into various categories. This paper
proposes the use of one such pre-trained network to classify specific
scene categories. The pre-trained network is combined with the sim-
ple classifiers namely, random forest and extra tree classifiers to clas-
sify scenes into 8 different scene categories. Also, the effect of different
color spaces such as RGB, YCbCr, CIEL*a*b* and HSV on the perfor-
mance of the proposed CNN based scene classification system is analyzed
based on the classification accuracy. In addition to this, various intensity
planes extracted from the said color spaces coupled with color-to-gray
image conversion techniques such as weighted average, and singular value
decomposition (SVD) are also taken into consideration and their effects
on the performance of the proposed CNN based scene classification sys-
tem are also analyzed based on the classification accuracy. The exper-
iments are conducted on the standard Oliva Torralba (OT) scene data
set which comprises of 8 classes. The analysis of classification accuracy
obtained for the experiments conducted on OT scene data shows that
the different color spaces and the intensity planes extracted from various
color spaces and color-to-gray image conversion techniques do affect the
performance of proposed CNN based scene classification system.

1 Introduction

The task of classification occurs in a wide range of human activity. The term
could broadly cover any context in which decisions have to be made on the basis
of a set of available information [1,2].

Consider a given training examples of the form {(X1,v1),....,(Xn,yn)} for a
function y = f(X). Each X; values can be considered as vectors of discrete
values of the form (X(; 1), X(; 2),...(X(i,m))) and are called as features of X;. The
y; values also called as labels, and are selected from a discrete set of classes in
the form (1... K), where K is the number of classes. A classifier is a hypothesis
of the unknown function. Given a testing examples Xy, the classifier tries to
predict a corresponding y value [3].
© Springer International Publishing AG 2018
S.M. Thampi et al. (eds.), Advances in Signal Processing and Intelligent

Recognition Systems, Advances in Intelligent Systems and Computing 678,
DOI 10.1007/978-3-319-67934-1_15
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When such tasks of classification are performed on a dataset of scenes, it
is termed as scene classification, where scene can be described as something on
which people can move which is greatly different from an ‘object’. The idea of
scene classification has drawn a lot of attention both in academia and industry.
The main objective is to automatically classify an image and assign a suitable
label to the said image. Although great effort has been made, it is far from perfec-
tion yet, due to many factors such as variations in spatial position, illumination,
and scale [4,5].

The increase in popularity of neural networks has aided classification and
other artificial intelligence (AI) based tasks greatly. With a neural network capa-
ble of extracting features on its own to learn patterns, classification problems
have attained accuracies near perfection. The use of a Convolutional Neural
Networks (CNN) for classifying images has also seen great success. In CNN, a
convolutional layer is normally followed by a pooling layer. Pooling is a simple
method of feature extraction where the average or maximum value of a patch of
neighboring features are taken and then passed on to the next layer. To create a
deep convolutional neural network, multiple layers alternating between convolu-
tional and pooling layers are stacked on each other [6,7]. This paper makes use
of a pretrained CNN network and a few other classifiers like random forest classi-
fier and extra tree classifier. A Random Forest Classifier (RF) is an ensemble [3]
model, in simpler terms, a model that uses the results from many different clas-
sification models to calculate a response for one single task. A RF model creates
different decision trees, typically hundreds of decision trees. Fach decision tree
tries to create a model for the same input train data and produces a response
value. When a test data is introduced to a random forest classifier, each of the
individual decision trees predicts a class accordingly to the model it had created.
Finally, the class with the most number of prediction is chosen [8]. Extra Tree
Classifier or Extremely Randomized Tree Classifier (ET) are slightly evolved
form of random forest classifier and just add another layer of randomness to the
random forest. During training a tree, instead of choosing the best split based
on some optimal threshold, a randomly obtained threshold value is selected for
each feature. This causes the search space to diminish thereby resulting in faster
training [9].

Color space, also known as the color model (or color system), is an abstract
mathematical model which simply describes the range of colors as tuples of
numbers, typically as 3 or 4 values or color components (e.g. RGB). Basically
speaking, color space is an elaboration of the coordinate system and sub-space.
The RGB [10] data set was converted into five other color spaces, as mentioned
before, that is, HSV [11,12], CIEL*a*b*(L*a*b*) [11], and YCbCr [13]. Addi-
tionally, the experiment was conducted on the L* plane of CIEL*a*b*, V plane
of HSV and Y plane of YCbCr, which contains the intensity values for their own
respective color spaces. Two other intensity planes were also obtained, this time
by decolorizing RGB images using two different methods namely; RGB2Gray
image decolorization and SVD image decolorization.
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Grey scale or more commonly known as black and white images are different
from RGB images in the aspect that, instead of 3 color planes, grayscale images
are made of a single color plane. Each pixel in the grayscale images range from
0 to 255, where 0 represents black and 255 represents white and any number in
between are shades of either black or white [14]. The three different colors have
three different wavelengths and have their own contribution to the formation
of an image. Of all the three color red has the most wavelength. Green, on the
other hand, is the most sensitive to human eyes. And so green is given the most
weight age.

Greyscale = (0.3 % R+ 0.59 « G 4 0.11 % B) (1)

In the second technique for color-to-grayscale image conversion [15], chromi-
nance information from the color images are incorporated into the luminance
information to obtain a gray scale image. The chrominance information is recon-
structed using the eigenvectors and eigenvalues obtained through singular value
decomposition (SVD) in the CIEL*a*b* color space instead of RGB space, this
is because color images in CIEL*a*b* enables processing the luminance and
chrominance components independently. In this paper, this version of the dataset
is also referred to as SVD data set for ease of use.

So a total of 4 color spaces and 5 intensity planes for made use of to study how
the accuracy of the classification task is affected. The experiment was conducted
on OT data set that comprises of 2688 RGB images of outdoor places belonging
to 8 different classes where each image of 256 x 256 pixels in size [16]. Figure 1
shows nine versions of the image ‘coast5.jpg’.

Hence, this paper analyzes the effect of different color space models on scene
classification. Along with this, the paper also analyzes the effect two different
decolorization techniques, rgh2gray and SVD image decolorization technique on

Fig. 1. (a) RGB, (b) V plane, (c¢) L plane, (d) Y plane, (¢) RGB2Gray (f) SVD decol-
orized image
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the same classification task in comparison to the effect of different intensity
planes. For the purpose of classification, this paper proposes a pretrained CNN
employed together with random forest (RF) and extra tree (ET) classifiers. The
scene classification task was then performed on OT scene data which comprises
of 8 classes.

This paper is organized as follows: the methodology is discussed in Sect. 2
while the experimental results and analysis are covered in Sect. 3. Section 4 gives
the summary and the conclusion for this paper, finally followed by the related
references.

2 Methodology

The first step involved feeding the RGB data set to the pretrained CNN model.
The comparatively small data set made it hard to design a new neural network
that could give satisfactory accuracy and hence a predefined model was chosen.
But before the dataset was fed into the CNN, the data set had to be split into
training and testing set. The RGB data set was split into training and testing
set, comprising of 1888 and 800 images respectively. Table 1 shows the split of
data into training and testing set. The flow chart is provided in Fig. 2.

Table 1. Training and testing split of OT data used for the present work

Class Open Coast Forest Highway | Inside Street Mountain | Tall
Country | (class 1) | (class 2) | (class 3) | City (class 5) | (class 6) | buildings
(class 0) (class 4) (class 7)

Training | 310 260 228 160 208 274 192 256

set

Testing | 100 100 100 00 100 100 100 100

set

The images were then renamed according to their classes, for example, coast1,
coast2 etc., to facilitate easy labeling. The classes were designated with labels
from 0 to 7.

Due to the small size of data set, training a CNN for the purpose of classi-
fication is really hard. And hence, the experiment was done using a pretrained
network. For the purpose of training Places-CNN, 2,448,873 images from 205
categories of Places-205 dataset were selected randomly as the train set, with
minimum 5,000 and maximum 15,000 images per category. The validation set
was made of 100 images per category while the test set contained 200 images
per category to give a total of 41,000 images. Places-CNN model was trained
using the Caffe package on a NVIDIA Tesla K40 GPU and took about 6 days
to finish 300,000 iterations of training [17]. The network contains eight layers
with weights; five convolutional and three fully-connected layers. The output of
the last fully-connected layer produces a distribution over the 205 class labels.
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The input layer for the network is an image of size 224 x 244 x 3, which is
then fed to a convolutional layer with 96 kernels of size 11 x 11 and a stride
of 4 pixels. To the output of every convolutional and fully connected layer, a
ReLU nonlinearity is applied to. Each neuron computes the weighted sum of its
inputs and applies an offset which then runs the result through a nonlinear func-
tion. ReLU is a nonlinear function that results in the faster training of neural
networks.

The first, second and fifth convolutional layers are followed by max pool
layers. Response-normalization layers follow the first and second convolutional
layers. The output of the first convolutional layer (after max pooling and nor-
malization) acts as the input to the second convolutional layer, which then takes
the input and filters it with 256 kernels of size 5 x 5 x 48 and also adds a
padding of 2. The third and fourth convolutional layers are void of any pooling
or normalization layers so is the connection between fourth and fifth convolu-
tional layers. The third convolutional and fourth convolutional layers have 384
kernels of size 3 x 3 x 256 and 384 kernels of size 3 x 3 x 192. The fifth and
last convolutional layer accepts the output from the fourth convolution layer as
input and has 256 kernels of size 3 x 3 x 192.

All the fully-connected layers have 4096 neurons each, but only the first and
second fully-connected layers have a drop out layer, with a dropout factor of 0.5,
following them. The final fully-connected layer is then fed to 205 way softmax
to obtain prediction on which class the image belongs to [18]. For this paper,
such a prediction of the class is not necessary. Instead, for the purpose of the
experiment, a series of 205 values, where each value denotes the probability of
a particular image falling into one particular class, is required. And so, a slight
change to the network is made, that is, the exclusion of the softmax function
thus making the CNN provide a vector of size 1 x 205 for each image, instead
of a particular class, thus proposing a slightly altered network.

The pretrained model predicted, out of the 205 classes, to which class the
new observation belongs to. For the purpose of this experiment, rather than
predicting a particular class, the model was made to give an output of 205
values. This step was necessary because, while the dataset we used had specific
classes, for example, coast, the 205 classes had classes like coast, pond, aquarium
and so on. To simplify it, an image from the class coast was categorized to coast,
pond, aquarium which all had a common factor, water.

The model was then fed with the training and testing data set separately.
The training set comprised of 1888 images, that means for each image, the
model gave out 205 probabilistic values for each image. These 205 values when
added resulted into 1, in other words, these values were probabilistic values. In
a classification task, generally, the likelihood of a particular image falling into
all the classes is calculated by the CNN, and then the class with the highest
probability or likelihood value is then considered as the class in which the image
belongs. Here, since there are 205 classes, the CNN will calculate 205 probability
values for every single image. Instead of choosing the highest probability value,
we made use of the entire 205 values to form a feature vector which was then
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Fig. 2. Flow chart for the proposed scene classification system

used for further classification. Thus a matrix of shape 1888 by 205 was obtained,
each vector of size 205 represented one image. The same was done with the
testing set to obtain a matrix of shape 800 by 205.

Table 2. Accuracies (%) obtained for RGB dataset using the training matrix

Classifiers Linear | Decision | Gradient | Random Extra | MLP | CNN
SVM | tree boost Forest (RF) | tree
Overall accuracy | 83.62 |82.91 89.06 90.02 90.02 81.85 | 87.68

The next step involved training classifiers using the training set to obtain a
prediction on the testing set. A number of classifiers namely linear SVM, decision
tree, RF, ET, multi layer perceptron (MLP) and a new CNN network were used
to train and test on the two matrices obtained.

These classifiers were made use to map the 205 classes into the original 8
classes. A true label containing values from 0 to 7 was generated where images
of the same class were given one of the values, for example, 0 for opencountry, 1
for coast and so on. This process was done for both the training and testing set
to get a training label and a testing label. With the help of the training matrix
and the training label, 6 new classifiers were trained to map 205 values into 8
classes. Once the training was done, these 6 classifiers were used to predict the
classes for the testing matrix and the accuracies were then compared. Out of
the various classifiers considered, only two classifiers, random forest and extra
tree classifier, that produced the highest overall accuracies were then chosen for
further analysis.
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The RGB data set was also duplicated 5 times, with each duplicated dataset
undergoing a transformation in color space. One of the datasets was converted
into the HSV color space, another to CEIL*a*b* and the third one into YCbCr.
The remaining two copies of the RGB dataset were converted into grayscale
datasets using RGB2Gray image decolorization and SVD image decolorization
techniques respectively. The same experiment explained above was then con-
ducted on all the five datasets separately and the results were tabulated.

3 Result and Analysis

Table 2 shows the various classifiers that were initially chosen and their respec-
tive accuracies. As evident from Table2, RF and ET outperforms all the other
classifiers, by obtaining an overall accuracy of 90.02%. And hence, these two were
chosen for further experiments. As mentioned earlier, the classification experi-
ment was conducted on 5 intensity planes including the two decolorized version
and 4 color spaces. For each experiment, a random forest classifier, as well as an
extras classifier, was trained using the same data set and these classifiers were
made to predict the same training set. The experiment was repeated several
times, in order to obtain maximum accuracy, by fine tuning these said classi-
fiers. In the case of the random forest classifier, the parameter tuned was the
number of trees, also called ‘estimators’. While for extra tree classifiers, the
parameters to be tuned were, the number of estimators as well as the number
of features to consider when looking for the best split. Here, accuracy is defined
as [19]:

Accuracy = (Number of correctly predicted test images/Total number of test
images) * 100

Table 3 summarizes the overall accuracies for all the different color and inten-
sity planes for RF and ET classifiers. As evident from the table, extra tree clas-
sifier tends to have better accuracy in most cases, except for HSV and RGB
color space. With an accuracy of 78.12%, the random forest slightly outperforms
the extra tree classifier, by a margin of 2.0% for HSV images. As for RGB, the
ET classifier produces an accuracy of 90.0% which falls shorter by 0.125% as
compared to the 90.12% produced by RF. In all the other cases, the ET slightly
outperforms the random forest classifier. When we compare the results of the
color spaces with each other, rather than the classifiers, HSV-based image classi-
fication, with an accuracy of 78.12% and 76.12% for RF and ET respectively, lags
behind the other color spaces by a huge margin. When compared to CIEL*a*b*,
the which ranks immediately above HSV in terms of accuracy, a difference of
6.25% and 9.62% for the classifiers is evident. On the other hand, YCbCr and
CIEL*a*b* shares almost similar accuracies. The individual planes, V, L* and
Y, which are intensity values, just like RGB2Gray decolorized images, all share
similar accuracies. In fact, their accuracies are similar to that of grayscale images.
The highest accuracy was obtained for the grayscale version which incorporated
chrominance information, with an accuracy of 91.24% for RF and 91.62% for ET.
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Table 3. Overall accuracy (%) for the different color and intensity planes of the OT
dataset

Color | RGB | HSV | CIELAB | YCbCr | V Plane | L *Plane | Y Plane | RGB2Gray | SVD
space decolorized
RF 90.02 | 77.87 | 84.37 84.62 90.50 90.87 90.75 90.62 91.37
ET 90.02 | 77.62 | 85.62 86.50 91.00 91.37 91.00 91.25 91.62

When compared to the immediately below accuracies of the RGB2Gray decol-
orized images, even though the difference is not vast, it is certainly a significant
improvement in the case of a classification problem.

Table 4 summarizes the class wise accuracy for each color space for RF and
ET classifiers. Comparing the data, the most number of misclassification happens
in class 6 (mountains) followed by class 0 (opencountry). Both these classes
comprise of images with a large region of sky. And so the classifiers gets confused
and hence the misclassified. Some images in class 0 are hilly in natures which
again contributes to the misclassification. On the other hand, the least number
of misclassification occurs in class 7 (tallbuildings), with an average accuracy of
96.11% for both RF and ET.

Table 4. RF and ET class wise accuracy (%) for different color and intensity planes
of the OT dataset

Color space | Classifier | class 0 | class 1 | class 2 | class 3 | class 4 | class 5 | class 6 | class 7
RGB RF 84 93 94 90 96 88 80 97
ET 82 91 92 93 96 88 83 97
HSV RF 70 68 84 73 79 93 76 90
ET 69 71 85 68 75 86 80 87
CIEL*a*b* | RF 79 80 95 82 82 82 80 95
ET 82 82 96 84 85 80 79 97
YCbCr RF 70 58 91 80 87 86 83 95
ET 75 87 93 82 87 86 86 96
V Plane RF 84 95 93 90 97 83 82 98
ET 84 95 95 91 96 87 82 98
L* Plane RF 83 94 97 90 99 84 82 98
ET 87 94 94 92 97 88 82 97
Y Plane RF 86 92 97 92 97 85 80 97
ET 86 95 96 93 94 87 80 97
RGB2Gray | RF 85 93 96 92 97 85 80 97
ET 84 98 95 93 96 87 79 98
SVD RF 84 94 97 92 99 84 83 98
decolorized | ET 89 95 97 91 97 85 81 98
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Class 5 (Street) from every dataset scored comparatively low as compared
to the other classes. With exception of a single case (93 correct predictions for
HSV dataset), the classifiers could only correctly predict 80 to 88 images. This
might be due to the similarities with class 3 (highway), class 4 (insidecity) and
class 7 (tall buildings).

In the case of the RGB data set, both RF and ET had correctly classified 722
images out of 800. Even though both classifiers have the same accuracy, the class
wise accuracy varies widely. The class with most misclassification for RF is class
6 while for ET is class 0. When comparing the class wise accuracy of YCbCr
space, the most misclassification happens in class 6. The ET classifier was able
to get a testing accuracy of 86% the said class, 5% more when compared to the
ET of SVD decolorized image data set. Both ET and RF were able to predict
88% correct classification for class 5 (street) for the RGB version, which is better
than all the other version except for the L* plane table.

Comparing the class wise accuracy for HSV set and chrominance data set (the
lowest and highest accuracy color planes), all the classes have better accuracy
for the images that were SVD decolorized, except for class 5. On comparison,
both RF and ET classifiers were able to provide a better prediction for the HSV
version. In fact, the RF registered 93% accuracy, which is better than all the
other cases.

The ET classifier had an accuracy of 89% with the SVD data set for class0.
Due to its nature of images, the open country images from classO have chances
of being considered as a coast or as a mountain, which has led to comparatively
high misclassifications.

The three individual plane data set are kind of similar, as the pixel values
are just intensity values like that of gray scale. All the four cases share an almost
similar over all accuracy for both RF and ET, but when the class wise accuracy
is considered, the same is not true. The classes with the least misclassification
might be same for all these four versions, but the number of misclassification
slightly differ.

After a detailed comparison of the ET classifier, on all the tables, class 0,
class 2, class 4 and class 7 have the least misclassification for the gray scale
with chrominance information data set, weighted grayscale version for class 1
(coast), RGB data set for class 3 (highway) and class 5, and finally YCbCr for
class 6. When a similar analysis is done for the RF classifier, Y plane data set
gave better accuracy for class 0 and V plane data set for class 1. As for class 2
(forest), the gray scale with chrominance, L* plane and Y plane all shared an
accuracy of 97%. The RGB2Gray and SVD data set was the best suited for class
3. For class 4 and class 5, the chrominance data set and HSV data set showed
better results. As for class 6, once again the chrominance data set outperformed
the other cases. And finally for class 7, V plane version, L* version and also the
chrominance version had the least misclassification of 2 images.
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4 Conclusion

The present work proposes the utilization of a pretrained network, Places205-
CNN to classify a scene data set comprised of 8 classes. The RGB data set was
converted to 3 different color spaces and 5 intensity planes, to form a total of 9
versions of the dataset. The dataset was split into training and testing set and
fed into the network. For every image, a feature vector of dimension 1 x 205 was
produced as output by the network. A RF and an ET classifier were then trained
using the feature matrix of the training set and predictions were made on the
feature matrix of the testing set. The overall accuracy and class wise accuracy
were compared and analyzed.

On analyzing the various overall and class wise accuracies, it was understood
that the color spaces and intensity planes did affect the overall and class wise
accuracies of the classification task. All the intensity planes, though similar,
produced variations in the overall and class wise accuracy. We also concurred
that different classes were predicted better in a particular color space or intensity
plane.

This leads to the possibility that, if a classifier were trained on a dataset
with classes belonging to various color spaces, the overall accuracy and class
wise accuracy of deep scene classification system might improve class wise as
well as the overall accuracy. Thus, the effects of color spaces on classification are
not negligible.
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Abstract. Epigraphic Documents are the ancient handwritten text documents
inscribed on stone, metals, wood and shell. They are the most authentic, solitary
and unique documented evidences available for the study of ancient history. In
the recent years, Archeological Departments worldwide have taken up the
massive initiative of converting their repository of ancient Epigraphic Docu-
ments into digital libraries for the perennial purpose of their preservation and
easy dissemination. The visual quality of the digitized Epigraphic Document
images is poor as they are captured from sources that would have suffered from
various kinds of degradations like aging, depositions and risky handling.
Enhancement of these images is an essential prerequisite to make them suitable
for automatic character recognition and machine translation. A new approach for
enhancement of Epigraphic Document images using Retinex method is pre-
sented in this paper. This method enhances the visual clarity of the degraded
images by highlighting the foreground text and suppressing the background
noise. The method has been tested on digitized estampages of ancient stone
inscriptions of 11" century written in old Kannada language. The results
achieved are efficient in terms of root mean square contrast and standard
deviation.

Keywords: Epigraphic documents - Single scale retinex + Multi scale retinex -
Gaussian surround

1 Introduction

Epigraphic documents which are available numerously worldwide, are the most primary
and authentic sources of the social, cultural, economic, administrative and dynastic
history of mankind. These documents can be dated back to ancient time periods when
writing material like pen and paper were not yet available. Unfortunately, these valuable
sources of written history are at the verge of extinction due to various forms of
degradations like aging, harsh weather conditions, natural disasters, dust, deposition and
risky handling. As a step forward towards preservation and propagation of these valu-
able possessions to the future generations, Archeological departments throughout the
world create their true copies in the form of estampages and store them in their corpus.
But estampages will also spoil over the years due to breakages and wear and tear.
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Digitization is a more reliable technological solution for increasing the shelf life of
estampages. Estampages are camera captured or scanned and stored as digital images as
part of the digitization process. Owing to digitization Epigraphic documents can
become easily searchable and accessible to the public which was not possible other-
wise. Also, it opens the scope to automate the mundane tasks of era identification and
transliteration of these documents written in ancient script into modern language. But
the main constraint for such automatic machine recognition and translation is the poor
visual quality of the digitized epigraphic documents. Thus, it is inevitable to enhance
these images to improve their visual clarity. Image Enhancement is a step which
highlights the text contours which are obscured and reduces the background noise, thus
making them more suitable for further image processing steps like segmentation,
feature extraction and Optical Character Recognition (OCR).

2 Related Work

Image Enhancement approaches in use presently can be broadly classified into spatial
domain approach and frequency domain approach. Intensity transformation, filtering
[5, 9, 10, 12, 18] Independent Component Analysis(ICA) and histogram equalization
[20] are the methods commonly used in spatial domain. In frequency domain, discrete
wavelet transform [14, 17, 19], curvelet transform [2], shearlet transform [16] are
commonly used for contrast enhancement of images. But these techniques are not
adequate for epigraphic document images which suffer from severe degradations and
lack of sharp separation between foreground text and the background. Such degrada-
tions can be effectively handled by Retinex method which can enhance the image
contrast making use of local pixel information. Retinex [4, 6, 7, 8] can perform contrast
stretching and dynamic range compression simultaneously thus providing superior
visual quality for the image. This technique has been applied for enhancement of
natural scene images [1], microscopic images [3], satellite images [11] and medical
images [15]. Retinex method for enhancement of Document images has been attempted
for the very first time in our work.

This paper outlines two variants of the Retinex technique namely: Single Scale
Retinex and Multi Scale Retinex and discusses their applicability for enhancement of
Epigraphic Document images. The rest of the paper is organized as follows: Sect. 2
introduces the Retinex concept, Sect. 3 gives a detailed explanation of the proposed
enhancement scheme, Sect. 4 discusses the experimental results and discussion and
Sect. 5 concludes the paper.

3 Retinex Theory

Retinex theory which models how the human visual system perceives a scene was
proposed for the first time by Land and McCann [8, 13] in their US patent. They
established that the lightness perceived by the human visual system is rather relative as
opposed to absolute. Retinex computes the lightness values of an image that will be
invariant under changes of viewing context, just like human vision is roughly invariant
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under similar change. According to basic image formation model, every image F (x,y)
is made up of two essential ingredients: Illumination I (x,y) and Reflectance R (x,y)
which is mathematically represented as:

F (x,y) =1 (x,y) * R (x,y) (1)

The Retinex algorithm compensates for non-uniform lighting in a given image by
separating its illumination component from the reflectance. It decreases the influence of
the reflectance component, thus enhancing the original image to its true likeness.

4 Proposed Method

Based on the image formation model, the basic form of Single Scale Retinex
(SSR) [15] is given by:

Ri(x,y) = logli(x,y) —log(li(x,y)) * F (x,y) )

Where R;(x,y) is the Retinex output, the subscript i represents the three different color
channels R, G, B; Li(x,y) is the i-th image of the spectrum zone; * denotes the con-
volution operation; F (x, y) refers to normalized surround Gauss function given by:

F (x,y) = Ke /< 3)

= VT @

¢ is the Gaussian surround space constant; K is a normalized parameter. So that
JE(x,y)dxdy =1

The Multi-Scale Retinex (MSR) is an expanded system of SSR. This method is
realized by the weighted sum of different SSR outputs which are processed by different
scale Gaussian functions. The MSR algorithm is defined by:

N
RMSRi - Zn:l COanj (5)
Where N is the number of scales; R, is the result of the i-th spectrum zone of the n-th
scale; Rysg, is the result of MSR algorithm for the i-th spectrum zone; w, is the
weighting coefficient of the n-th scale. To preserve the most information R;(x,y) must
be auto-stretched before being displayed.

5 Experimental Results and Analysis

A standard dataset of Kannada estampage data is not yet available, so a dataset of 200
camera captured images of ancient Kannada inscription Estampages that belong to the
Kalyani Chalukyan era of 11th century was created to test the proposed Enhancement
scheme. Figure 1 shows a comparison of the results of enhancement and their
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Fig. 1. (a) Original image (b) Median Filter (c) ICA (d) SSR (e) MSR
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corresponding histogram plots obtained using Median Filter, Independent Component
Analysis (ICA), Single Scale Retinex (SSR) and Multi Scale Retinex (MSR) tech-
niques. The X axis of the histogram plot represents the pixel value and Y axis the
number of pixels. The quality of the enhancement results is evaluated by measuring
their Standard Deviation and Root Mean Square (RMS) Contrast.

Standard Deviation

STD =[S (6 %)’ (6)

where X; is a one-dimensional array of N pixel intensities of the given image and X is
the corresponding mean given by:

= 1 N
X = ﬁzla Xi (7)

RMS Contrast

1 N—1 —=M-1 -2
RMS contrast = \/M_N Zi:O ijo (I; 1) (8)

where [;; is an image of size M x N whose pixel intensities are normalized in the range
[0,1]. I is the mean intensity of all pixel values in the image ;.

Table 1 shows that Retinex techniques produce better results in terms of RMS
contrast and Standard Deviation than the traditional median filtering approach.

Table 1. RMS Contrast and Standard Deviation for different Algorithms

Image RMS Contrast | Standard Deviation
Original 2.80 44.70
Median Filter | 2.80 44.71
ICA 4.02 63.90
SSR 4.60 75.79
MSR 4.58 76.53

6 Conclusion

The paper presented Single-Scale Retinex and Multi-Scale Retinex approach for the
enhancement of Epigraphic Document Images. The weights associated with each SSR
output image are computed according to the degradation characteristics and pixel value
of the input image to get high contrast image with even tonal rendition for the entire
image. It is evident from the experimental results that Retinex approach can efficiently
highlight the text contours and suppress the background noise as it considers pixel level
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information. RMS contrast and standard deviation of the Retinex enhanced images are
found to be better than the median filtering and ICA approaches which have been used
earlier for Epigraphic document image enhancement. However, Retinex enhanced
images suffer from slight graying effect in some parts due to over enhancement.
Overcoming this problem would be considered as a future work.
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Abstract. This paper addresses the development of a computer-aided diagnosis
(CAD) system for early detection of diabetic retinopathy (DR), a sight threat-
ening disease, using digital fundus photography (DFP). More specifically, the
proposed CAD system is intended for detection of microaneurysms (MA) which
are the earliest indicators of DR; CAD systems for MA detection involve two
stages: coarse segmentation for candidate MA detection and fine segmentation
for false positive elimination. The system addresses the common challenges in
candidate MA detection, which includes detection of subtle MAs and MAs close
to each other and those close to blood vessels which leads to low sensitivity. The
system employs four major steps. The first step involves preprocessing of the
fundus images, which comprises of shade correction, denoising and intensity
normalization. The second step aims at the segmentation of candidate MAs
using bottom hat transform, thresholding and hit or miss transformation. The use
of modified morphological contrast enhancement and multiple structuring ele-
ments (SEs) in the hit or miss transform has improved the detection rate of MAs.
The proposed method has been validated using a set of 20 fundus images from
the DIARETDBI1 database. The Free Response Operating Characteristics
(FROC) curve demonstrates that many MAs that are otherwise missed out are
detected by the proposed CAD system.

Keywords: Microaneurysm detection - Computer-aided diagnosis - Diabetic
retinopathy - Normalization - Shade correction - Structuring elements

1 Introduction

Diabetic retinopathy (DR) is the most common complication of diabetes mellitus
(DM) characterized by abnormal or damaged blood vessels in the retinal structure of
the eye. It is one of the major causes of blindness in people of 20—65 years of age [1].
Approximately 382 million people across the world have been estimated to have DM in
2013 and this can rise to 592 million by 2035 [2]. After the onset of DM, there is
increased chance for developing DR over the years. DR is asymptomatic and goes
unnoticed until it reaches the advanced stage, and it is necessary to do a timely
diagnosis with the help of better screening options and facilities [3]. Early diagnosis of
DR helps in prevention of vision loss and impairment.
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Based on the development of pathological features, DR is broadly classified into
non-proliferative DR (NPDR) and proliferative DR (PDR). Various clinical features
present through the different stages of DR are: Microaneurysm (MA), haemorrhages
(HEM), hard exudates, soft exudates, neovascularisation and macular edema. NPDR
occurs first and PDR is the advanced stage where there is development of new abnormal
blood vessels. The treatment options available at the stage of PDR such as laser pho-
tocoagulation, anti-VEGF injection, intraretinal injection and vitrectomy are found to be
less effective and do not provide the recovery of vision loss that has already taken place
[2]. MAs are small protrusions within the capillary walls that appear as minute red dots
on the retinal surface of the eye, and start to develop at the NPDR stage.

MAs are the first visible sign of DR [4]. MAs are low contrast circular structures
with size ranging from 10 um to 100 pm, usually less than 125 um [5]. They share
similar characteristics with other anatomical features such as HEM and blood vessels. It
is necessary to extract MAs from other MA like structures for proper diagnosis and
staging of DR. The severity of disease is indicated by the number of MAs as shown in
Table 1.

Table 1. Grading of DR [5]

S1.No | Stage of DR | No/Type of lesions
1 Grade 0 MA =0;

Grade 1 1 < MA < 5;
Grade 2 5 < MA <15;
Grade 3 MA > 15;

EE VSR S

It is evident from Table 1 that accurate detection of MA without overlooking them
is essential for accurate staging of DR, which in turn is used for appropriate diagnosis
and treatment options. Early detection of MAs can help in prevention of vision loss.
People who are affected with DM must undergo regular screening to diagnose MAs at
an early stage. For screening programs for a large population which involves relatively
fewer expert ophthalmologists, a computer aided diagnosis (CAD) system can reduce
the cost and workload involved. This works aims at the detection of MAs, using digital
fundus photography (DFP) with emphasis on not missing out the difficult cases that
include subtle MAs and those that are close to each other and proximal to the blood
vessels.

This paper is organized as follows: In Sect. 2, recent work in detection of MAs in
color fundus images is reviewed. In Sect. 3, the details of the proposed methodology
for detection of MAs are presented. In Sect. 4, the results and analysis are presented.
Conclusion and future scope are discussed.
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2 Literature Review

Much of the related work on detection of MAs in DFP involves the following steps in
common: The fundus images are first preprocessed to obtain better quality of the image
and to highlight the necessary features in the image. Following preprocessing, the
coarse segmentation of the fundus images is done to extract the candidate MAs.
Subsequently, features are extracted from the candidate regions to distinguish false
positives from true MAs. This step, called false positive elimination, is typically per-
formed using a supervised classifier. This work addresses the coarse segmentation of
MAs and hence review on literature relevant to this topic is presented below.

Spencer et al. [1], adopted subtractive shade correction and normalization for
preprocessing fluorescein angiogram (FA) fundus images. Bilinear top-hat transfor-
mation was used to segment regions similar to MAs and Gaussian matched filter was
employed to enhance them. Recursive region growing technique was used to extract the
candidate MAs. This scheme had the disadvantage of not detecting low contrast and
small MAs that were difficult to distinguish from the background. Moreover, those
MAs that were conglomerated were also rejected.

In Walter et al. [6], the preprocessing was carried out on a green channel image,
which provides high contrast background for dark lesions. Subtractive shade correction
was carried out to alleviate non-uniform illumination in the image. Candidate MAs
were detected by means of diameter closing and thresholding. In this study, an image
set of 115 uncompressed digital images acquired after pupil dilation were considered
were considered. The images are of size 640 x 480 with circular ROI. The major
drawback in both [1] and [6] is the use of subtractive shade correction which resulted in
degradation of images due to incorrect background approximation.

In Zhang et al. [7], an algorithm based on multi-scale correlation filtering and
dynamic thresholding was done to extract MAs. The algorithm was evaluated on two
databases namely ROC and DIARETDBI. In coarse segmentation, Gaussian kernels of
different standard deviation (o) were chosen to extract the ROIs. This was followed by
adaptive thresholding to detect and eliminate the blood vessels. Higher o value
de-emphasizes sharp gradient changes in the image, thus making it more blurry.

Antal and Hajdu [8] employed dynamic selection of optimal combination of pre-
processing steps and candidate extractor. Five preprocessing methods and five candi-
date extraction techniques were considered resulting in 25 combinations. The optimal
selection of ensemble involved individual pairs to be evaluated and the final MAs were
the fusion of MAs of each pair building up the optimal ensemble. Performance eval-
vation was tested on 199 images from three different databases namely ROC
(Retinopathy Online Challenge), DIARET2.1 database and the database from
Moorefields Eye Hospital, London, UK. The algorithm provided low false positive rate
and low false negative rate with the use of optimal combinations, but with increased
complexity and computational time taken for the system. Usage of combinational
methods improves detection but with increased computational complexity.

In Zhang et al. [9], multi scale Gaussian correlation filtering (MSCF) followed by
adaptive thresholding was used to locate all MA candidates. Region growing was
performed on the extracted MAs and the resultant regions that were of size greater than
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120 pixels were rejected. The algorithm for candidate MA detection was evaluated on
the database ROC. MSCF involved the use of five different Gaussian kernels for
matching MAs of various sizes. The coarse segmentation stage suffers from the dis-
advantage of having different scale selection which is not done automatically and could
result in inaccurate detection of MAs. Increasing the number of Gaussian kernels
further increases the complexity of the system.

Lazar and Hajdu [10] performed green channel extraction followed by local
maximum region extraction by grayscale morphological reconstruction through
breadth-first algorithm. Cross-sectional scanning was done on the image using larger
cross sections of line operators. The method was tested on the ROC database. Elimi-
nation of optic disc and vessel bifurcation have not been addressed in this paper leading
to false positives in the optic disc.

In Sopharak et al. [5], preprocessing was done on green channel image and
denoising was done using median filter, followed by subtractive shade correction using
averaging filter and contrast enhancement using contrast-limited adaptive histogram
equalization (CLAHE). Then, detection and elimination of exudates and vessels were
performed. Coarse segmentation of MAs was performed by using extended minima
transform and diameter closing. This algorithm was also adopted by Aishwarya et al.
[11] and validated on DIARETDBI1 database. Subtractive shade correction resulted in
incorrect background approximation. Other demerits of this algorithm were its inability
to detect too small MAs and those MAs that were located near to the blood vasculature.
Faint vasculatures were also left undetected.

In Tavakoli et al. [12], top-hat transform was used to decrease background variation.
In order to remove small MA-like noise, averaging was done. The preprocessed image
was then subdivided into several subimages. The vascular tree was then detected and
eliminated by using Radon transform in all the subimages obtained, resulting in coarse
segmentation of MAs. Performance evaluation was done on three different retinal image
databases, the Mashhad database with 120 FA images, a local database with 50 FA
images and ROC (Retinopathy Online Challenge) with 22 images. Some MAs that were
located near to each other and too big MAs were wrongly detected as blood vessels.

Rosas-Romero et al. [4], computed the ratio of green to red channel for shade cor-
rection. This was followed by median filtering for denoising and pointwise pixel trans-
formation for spatial normalization. The ROIs were extracted using bottom-hat
transformation and thresholding techniques which are also adopted in [13]. This was
followed by hit or miss transformation to segment the MA candidates. Too small MAs that
were close to each other and conglomerated MAs were found to get eliminated in the hit or
miss transformation stage. Faint MAs were left undetected due to low contrast image.

The proposed method involves the use of a simple yet robust method namely for
accurate extraction of optic disc and blood vessels simultaneously, in a single step. This
is done by employing bottom-hat transformation which extracts only dark regions and
also performs optic disc elimination at the same time, resulting in improvement of
processing speed and reduced complexity [4]. Further, it alleviates false positives
resulting from improper segmentation of optic disc. Shade correction using green to red
channel ratio was done as a replacement to background approximation, resulting in
better image quality. In almost all related work, MAs that are close to each other and to
the blood vessels were not detected properly. This paper aims at improving the detection
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of MA candidates through the use of modified contrast enhancement technique using
morphological operations, and multiple SEs in the coarse segmentation stage.

3 Methodology

The overall flow of the proposed method is illustrated in Fig. 1. Broadly the steps
involved include preprocessing, candidate extraction for dark object filtering and finally
segmentation of candidate MAs.

SHADE ' INTENSITY
CORRECTION l-) DENOISING Wl \GRMALIZATION
CONTRAST DARK REGION
LRI ENHANCEMENT <: B ExTRACTION

HIT OR A CONNECTED
COI\!IPONENT
TRANSFORMAT[ON L’ XTRACTION

Fig. 1. Framework for coarse MA detection from color fundus images

3.1 Image Preprocessing

3.1.1 Shade Correction

The fundus images are affected by non-uniform illumination that results from factors
including curvature of retina, misalignment of patient’s eye and fundus camera, ocular
opacities, improper dilation of pupil, poor focus of camera and inadequate illumination.
This causes gradual decrease in illumination from the region of optic disc towards the
periphery. The red and green channels of a fundus image contain most of the image
information. The green channel of the fundus image provides the highest contrast for
all blood-filled structures while red channel exhibits highest reflectance of red color and
appears bright. On the contrary, the blue channel contains the least informative content
as blue is absorbed by most parts of the eye. Reducing non-uniform illumination by the
popular subtractive shade correction has its own demerits in choosing the appropriate
size of averaging filter for background approximation. Therefore, reduction of
non-uniform illumination has been performed by the red and green channels exploiting
the fact that the ratio of green to red channel is a constant independent of illumination.
This is computed in accordance with Eq. 1.

F; (r,¢) = [fq (r, ¢)/fr(r, ¢)] (1)
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where F; (r, c) is the shade corrected image, fg (1, ¢) is the green channel component at
the row r and at column c, fg (r, c¢) is the red channel component at the row r and
column c.

The shade corrected image is shown in Fig. 2(b)

.
(€] (b)

Fig. 2. (a) Original image and (b) Shade corrected image by employing green to red channel
ratio

3.1.2 Denoising

The common types of noise that affect the fundus images are salt and pepper noise, shot
noise and Gaussian noise. In order to eliminate the effect of noise on retinal images, the
shade corrected image is denoised using a combination of median and Gaussian filter.
Median filter has been proved to be effective in removal of salt and pepper noise with
edge preservation while Gaussian filter provides effective noise attenuation for Gaus-
sian noise and Poisson noise. The result of denoised image after performing shade
correction is shown in Fig. 3(b)

(@ (b)

Fig. 3. (a) Shade corrected image and (b) Denoised image using median-Gaussian filter
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3.1.3 Illumination Normalization

For reducing the inter-image illumination variations, which could arise due to diversity
in ethnicity, illumination normalization of the image is performed using the pixel
transformation using Eq. 2 [4].

on
L(r, ¢) = o (Io(r, €)—py +201) + p, =204 (2)

where I,(r, ¢) and Iy(r, ¢) are the image grayscale values at position (r, ¢) after and
before normalization, oy is the standard deviation of the image, G, is the reference
standard deviation, median of standard deviation of all images,; is the mean of the
image, |, is the reference mean, median of mean of all images.

In this step, the mean and standard deviation of all the images get transformed to
the reference mean and standard deviation value. Normalization of grayscale content
plays an important role during thresholding. Proper normalization helps in choosing a
single threshold value for all images. The images before and after normalization are
shown in Fig. 4.

(a) (®)

Fig. 4. (a) Denoised image and (b) Normalized image

3.2 Bottom-Hat Transformation

The algorithm utilizes morphological techniques to perform dark region extraction. The
dark regions present in the retinal images are MAs, blood vessels, HEM and noise. The goal
of the first step is that the red regions corresponding to the local minima of original image
should be enhanced, while the bright regions like the optic disc corresponding to the local
maxima namely should be eliminated. Bottom-hat transformation otherwise called black
top-hat has been used in the proposed method for extraction of dark regions. Bottom-hat
operation involves subtraction of input image from the morphologically closed image.

fon = [(f @ b) — f] 3)
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where f is the input image to this stage, b is the structuring element used for closing
operation, e is the closing operator, fy;, is the bottom-hat transformed image.

The closing operation is performed using an SE of disk size ‘9°, which is chosen
empirically as the appropriate size of MAs. Choosing the appropriate size of SE is
important in extracting all MAs. Performing two-dimensional bottom-hat transform
results in isolation of certain regions of blood vessels which may be misclassified as
MAs. In order to reduce the occurrence of false positives, 1D bottom-hat operation is
performed row-wise and column-wise, the results of which will be combined using
logical AND operation in the final step. The results of bottom-hat transformation are
presented in Fig. 5(a—c)

(a) (b)
) ©
Fig. 5. (a) Results of 2D bottom-hat, (b) 1D bottom-hat over every column and (c) 1D

bottom-hat over every row, (d—f) Results of contrast enhanced image for corresponding 2D and
1D bottom-hat results using morphological enhancement.

(c)
®

3.3 Contrast Enhancement

To further enhance the faint MAs, contrast enhancement is performed using morpho-
logical techniques. CLAHE proves to be inefficient since it does not pick up many MAs
which are of low contrast. To improve the sensitivity, a combination of top-hat and
bottom-hat transform is used for enhancement which retains almost all MAs in the
thresholding stage. Enhancement is performed using the expression in Eq. 4.

Ag=A + Atqy — Apn (4)

where A is the input image (result of previous processing step), Aty is the top-hat
transformed image and Agy is the bottom-hat transformed image (result of employing
different size of SE), Ag is the enhanced image.
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This technique improves the contrast selectively for dark lesions and blood vessels
for an SE of size chosen to be 9 and 20 pixels.

3.4 Thresholding

Following enhancement, thresholding is performed. Binarization is applied to both 2D
and 1D bottom-hat results using Otsu’s method. Empirical choice of threshold value
being employed is avoided using Otsu’s thresholding. The results of thresholding
operation on these outputs are presented in Fig. 6(d—f), respectively.

Fig. 6. (a-c) Results of enhanced bottom-hat transformed images and (d-f) corresponding
thresholded images.

3.5 Hit or Miss Transformation

The thresholded image contains all the dark candidates that include MAs, blood vessels
and HEMs. Appropriate methods have to be used to detect only the candidate MAs and
eliminate other non-MA structures. This two-step procedure is performed using a single
technique, hit or miss transformation on both 2D and 1D images separately. Hit or miss
transformation is a morphological technique that can extract specific shapes of interest.
Blood vessel removal is automatically achieved by the hit or miss transform, due to its
ability to discriminate structures based on shape. Though HEMs are also roughly
circular, they are much larger and the size-based discrimination of hit-or miss trans-
formation is capable of eliminating HEMs in the detection process. The proposed
algorithm uses SEs to exactly match the size of MAs while removing other non-MA
structures and noise simultaneously, resulting in detection of MA candidates alone.
Circular SEs are built using inner and outer disk structures separated by a black ground
with a small white region located inside the inner disk as shown in Fig. 8. The size of
inner white region is limited to a radius of 3 pixels so as to discard regions smaller than
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this, which correspond to noise. Don’t care condition is introduced inside the inner disk
for providing flexibility to match all MAs with varying sizes and irregular shapes and
also outside the outer disk to detect other neighbourhood MAs. The black background
helps in removal of blood vessels and in detection of two or more MAs as separate
structures. Unlike MAs, blood vessels do not have the black background and thus gets
eliminated in the process. MAs near to each other and close to the vasculature often get
missed out. Those MAs which are clubbed together and are of size larger than the SE
are also not detected. Therefore, selection of single SE cannot detect those MAs which
are of large and small sizes when compared to the typical size and also those which are
clubbed together or overlapped with each other.

To improve sensitivity of MA detection, SEs of different sizes are chosen to
accommodate all possible MA candidates that do not fit in the particular size of SE.
MAs are irregular shaped structures that are approximately 9 pixels in size. Thus the
optimum size of circular SE is chosen with an inner radius of 9 pixels and outer radius
of 11 pixels with a 2 pixel gap for the black background. Thus the lower limit on the
detected regions of 3 pixels is imposed by the white region while the don’t care region
imposes an upper limit on the inner radius of up to 9 pixels. Similarly, other sizes of
SEs are chosen with inner and outer radii of 6 and 7 pixels, 13 and 15 pixels, 18 and 20
pixels respectively. Smaller SE with 6 ad 7 pixels radii is chosen to detect smaller MAs
and those that were partially detected in the binarization stage, also retaining MAs that
are close to each other providing a gap of 1 pixel. The large radii SE of 13 and 15
pixels are used to detect larger MAs, and those MAs that were clubbed together in
thresholded image are detected using SE of 18 and 20 pixels radii. By adopting various
SEs, a significant increase in the detection results was achieved. The optimum size SE
(9 and 11 radii) is shown in Fig. 7. The corresponding candidate MA extracted is
shown in Fig. 8. The resulting images of different SEs are combined using logical OR
operation for their respective 2D and 1D images in the latter stage.

Fig. 7. Optimum size of SE

3.6 Extraction of Connected Components

The extracted candidate MAs do not cover the entire region encompassed by the MA.
To recover the entire shape of MA and to eliminate those regions of blood vessels that
are still detected in the hit or miss transformation stage, extraction of connected
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(@ ) )

Fig. 8. (a) Results of hit or miss transformation with 2D thresholded image, (b-c) with 1D
thresholded image.

components as in Eq. 5 is performed with 3 iterations on the binary image resulting
from hit or miss transform.

Xk = Xg1@b)Nf (5)

where Xg_; is the image dilated with the structuring element ‘b’, until the complete
shape of the component is extracted,

@ is the dilating operator,

b is the suitable 5 x 5 square SE for performing dilation operation,

f is the thresholded image used for extraction of connected components,
Xk is the extracted component image.

The images after extraction of connected components contain portions of blood
vessels along with extracted MAs which are eliminated by performing logical AND
operation on 2D and 1D images. The 1D image along vertical column will recover only
vertically oriented blood vessels and 1D image along every row will recover only
horizontal blood vessels and 2D image extraction will result in recovering both hori-
zontal and vertical blood vessels. Hence the common portions of blood vessels are

(@) ‘ ®)

Fig. 9. (a) Candidate MAs after extraction of connected components, (b) Fundus image with the
detected MAs after coarse segmentation.
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Table 2. Various structuring elements used to perform hit or miss transformation

Inner & Outer Necessity

Radiuses

6&7 To fit in MAs that were partially detected in the binarization stage also
retaining MAs that are close to each other

9 & 11 Optimum size of MAs with a gap of 2 pixels

13 & 15 To detect Large MAs

18 & 20 To detect MAs that are clubbed together and detected as single element
during binarization.

75
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of structuring elements and
5 contrast enhancement

Sensitivity (in %)
w B H [$)} (6]
(3] o (4] o

w
o

N
)]

20 30 40 50 60 70 80 90 100 110
Average number of false positives

Fig. 10. FROC plots comparing the coarse segmentation results of the proposed method (curve
marked in blue) with the previously used method (curve marked in red). (Color figure online)

alone extracted by performing AND operation of images, reducing the occurrence of
false positives. The results of extraction of connected components after performing
logical AND operation is shown in Fig. 9.

4 Results and Conclusion

4.1 Database Description

The color fundus images considered in the study were taken from DIARETDBI1 data-
base. All the images were captured with the 50° field-of-view digital fundus camera.
There are totally 89 images which were taken in the Kuopio University hospital. Out of
the 89 images, 84 contain at least mild non-proliferative signs (MA) of the diabetic
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retinopathy and 5 are considered as normal which do not contain any signs of diabetic
retinopathy. Ground truth images annotated by expert groups are provided for reference.

4.2 Coarse Segmentation Results

The performance of MA detection using the proposed method is analyzed using FROC
curve obtained using varying the threshold value in the binarization stage. The FROC
curve plots average number of false positives to the sensitivity obtained for varying
values of threshold. A set of 20 images each with approximately 30 to 50 MAs were
considered. The FROC curve for the proposed method was obtained with the use of
contrast enhancement through modified morphological enhancement, also employing
the use of combination of all four SEs whose size and role are tabulated in Table 2.
This plot was compared to the FROC curve obtained through the use of only the
optimum size of SE in the hit or miss transformation stage, with no contrast
enhancement. The results are shown in Fig. 10. It can be observed from the results that
there is drastic up shift in the curve obtained through the proposed method, verifying
that the sensitivity of MA detection has been improved. This improvement in MA
detection rate is because of the ability of the proposed work to capture the difficult
cases including small MAs, faint MAs, and MAs close to each other and to the
vasculature, which are overloaded by the existing systems. In future, this work could be
extended by incorporating fine segmentation to eliminate false positives. Increase in
false positives in the attempt to increase the sensitivity of the system can therefore be
addressed by the fine segmentation stage.

4.3 Conclusion

The result of coarse segmentation stage has not been reported in many papers. Only the
performance of the classifier employed in the fine segmentation stage (false positive
eliminated) has been discussed much. As a result, there is no true picture on the number
of missed out MAs during coarse segmentation. This paper has successfully reported
the results of coarse segmentation thus presenting the true sensitivity rate. From the
coarse segmentation results obtained, it can be seen that the proposed method has
achieved higher sensitivity by detecting almost all MAs that were difficult to detect
otherwise. The contrast enhancement using modified morphological enhancement
improved the detection of faint MAs that were difficult to distinguish from the back-
ground. Choosing and employing different SEs for detection of MAs greatly improved
sensitivity by picking up the MAs that were getting missed out in other methods of
detection process. Improving MA detection rate in the coarse segmentation is important
to achieve an overall high sensitivity. Further reduction of false positives is carried out
in the fine segmentation stage.
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Abstract. Motivated by the looming radio frequency spectrum crisis, this
project aims at demonstrating that Visible Light Communication (VLC) has now
reached a state where it can prove that it is a viable solution to this fundamental
problem. VLC is a technique used for data transmission at very high speeds
through light, which transfers data by varying its intensity at unperceivable
rates. The proposed solution also establishes a closed loop with an overhead
camera which mocks like a GPS in the swarm environment. Positional infor-
mation of the robots is given by augmented reality tags and this data is fed-back
to the robots via VLC. The paper elaborately describes the approach used to
exploit off-the-shelf components for facilitating VLC. Overhead localization and
the closed loop made here control each swarm robot with simplex communi-
cation. Problems faced while prototyping and overcoming them in revisions
have been also described.

Keywords: VLC - Visual odometry - Swarm robots - Closed loop P
controller - Li-Fi - Augmented reality tags - Pose estimation - Analog
filtering - Dynamic path planning

1 Introduction

The primary purpose of this paper is to highlight the ease with which a Visible Light
Communication (VLC) system can be prototyped to communicate in a single master
multiple slave simplex asynchronous indoor robot navigation systems. Secondary
purpose of the paper is to demonstrate the different algorithms that are used for
coordinating swarm robots [5]. Hence, the paper aims to establish a closed loop which
controls swarm robots via VLC [1].

The proposed solution in the paper proves that a 19.2 kbps system was enough to
push data packets to multiple swarm robots driven by visual odometry. Also, the pros
and cons of the algorithms used to implement path planning are stated. The entire
system when brought together illustrated that VLC can be implemented using off the
shelf components (For schematics Ref. Fig. 1). The circuit developed had a long range
unlike most common VLC systems and functioned on simple baseband modulation [3].
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The ruggedness and noise immunity of the VLC circuit proposed provides flawless
error free wireless connection [2]. It shows that using camera for feedback and error
computations at centralized system is a quick way to guide robots. This paper explores
different path planning algorithms and shows how dynamic path planning is better in
this scenario where indoor robotic navigation is required in real time [11].

VLC is established between the overhead camera with a LED transmitter and
ambient light sensors as receivers on our swarm robots. The baseband modulation used
in VLC was optimized to 19.2 kbps at a distance of 3 m. The overhead camera acts as a
GPS for the robots and helps to determine the pose estimation data of the robots.
Central system estimates the path and updates the robots with the relative error to the
destination. This error is encapsulated in a packet and broadcasted over the workspace
via visible light. This error then runs through a P controller mapped to the PWM on the
differential drive motors. This visual odometry with dynamic path planning [10] was
tested to establish a loosely coupled closed loop between the motors on the swarm bot
and the central system which instructs the robot.

The paper is organized as follows: Sect. 2 expands on the concept of VLC and
visual odometry and compares the currently used control systems with the proposed
system in the paper. Sections 3 and 4 talk about the hardware and software imple-
mentation and also elaborate on other concepts like path planning and packet com-
position used while devising the platform. Section 5 discusses the methodology
implemented in the algorithms and how they were selected to suite this swarm envi-
ronment. Section 6 summarizes the parameters of the system with the results. Section 7
highlights the applications of VLC and concludes the paper.

2 Description and Related Work

Visible Light Communication: VLC exploits the bandwidth of visible spectrum for
communication and hence is based on LEDs for the transfer of data. Variation in the
intensity of light provides us binary 1 and binary O of data which transmits information
wirelessly in case of baseband modulation. Freeing up the RF spectrum density and
speeding up data transmission is one of the major purposes of VLC.

On comparing the most commonly developed VLC systems, they are short range [4].
Modulation techniques like OFDM, OPSK, QPSK, FSK, etc. make the VLC receivers
and transmitters too complex since they involve DSP processors and require DFT
(Discrete Fourier Transform) capabilities. We implement simple baseband communi-
cation. Shortcomings in many systems are due to peak wavelength mismatch between
phosphor based LEDs and the peak sensitivity of the receivers [4]. Most commonly
used VLC trans-receivers use straight line communication, which cannot be used in
dynamic robots. The receiver design proposed in the paper can receive light in a solid
cone of 60° with matching peak sensitivities.

Closed Loop Visual Odometry: Odometry is the use of data from motion sensors to
estimate change in position over time, hence an important aspect in robotics [10]. The
robots need closed loop control to go from one position to other since open loop
techniques are largely inaccurate while doing so. Common methods involve using
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LIDAR (expensive) and wheel encoders (slips and errors). However in this project, we
have used an off-board camera to monitor the robot to guide it through a desired path.
Hence collectively called closed loop visual odometry.

Commonly, robots use encoders, LIDAR, SLAM and proximity sensors to carry
out odometry [5]. These techniques are computationally heavy and need onboard
sensors. The proposed solution can work on robots having no sense of surroundings by
using a single overhead camera.

The common controllers are generally closely coupled i.e. the error calculations are
handled on the same microcontroller which is also responsible for taking inputs (en-
coders in closely coupled systems) and mapping outputs. This paper explores the
ability of establishing a closed loop remotely (loosely coupled), where the computer
calculates the errors after path planning and sends it wirelessly to the robots.

Table 1 discusses the differences on approach used in implementation of the
objective of this paper as compared to the current widely used approaches in odometry,
controllers and path planning.

Table 1. Difference from majority implementations on control systems

Sr. Differences from current control systems

No. | Aspects Current common control Proposed system in the
systems paper

1. Odometry Physical [5] Visual

2. Controllers PID closed loop Tightly P closed loop Loosely
Coupled coupled

3. Path Planning Static and Computationally Dynamic and Lite
Heavy[11]

4. Communication Limited RF B.W. [1] 10 times wide, visible

Bandwidth spectrum

3 Hardware Implementation

A. VLC Receiver
VLC receivers used here were high speed ambient light sensors. The function of
the receiver was to handle the following [6, 9]: Amplification, noise-filtering,
thresholding, No loading effects on any intermediate stage and had to be com-
patible with microcontroller’s noise margin levels. TEMD6200 [8] was chosen as
the VLC receiver since it supported higher baud rates, due to low junction
capacitance. It received any light with a peak sensitivity in the green color
wavelengths of 540 nm.
Stages of Receiver: Fig. 1 below describes the cascade implementation using
Analog filtering Op-Amps [7].
TEMDG6200 > Trans-Impedance > Buffered Notch > Bandpass Filter > Compara-
tor > Buffer > Swarm MCU
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Fig. 1. Schematics for 19.2 kbps VLC receiver

. VLC Transmitter

VLC transmitter used is a microcontroller based switching device which modulates
the light at high baud rates as instructed by the central system. Apart from just
modulating, the transmitter stores the last updated packet from the central system
and keeps broadcasting it continuously until a new packet arrives. This way, the
link is continuously occupied and corruption of data due to random signals is
avoided. If the receiver is not flooded with packets, it might accept noise signals of
the link which leaves garbage data in the receiver buffer. The paper implements a
phosphor LED based VLC transmitter.

. Swarm Robot design

Setting up the environment involved integrating all the modules together to finally
achieve the exact goal of the paper. Camera and transmitting LED with transmitter
microcontroller were mounted overhead, 1 m above the workspace. The micro-
controllers were flashed with the firmware and the motors were mounted at exact
angles for equal traction on both ends. One shield powered the microcontroller
with the motor driver and the other shield powered the VLC receiver circuit (Ref.
Figure 2).

Fig. 2. Swarm robots in the workspace
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4 Software Implementation

A. Communication Protocol: Packets and Parsing

Packets were based on UART protocol (Ref. Fig. 3). They were simple bit-strings
of the ASCII values of the characters with start and stop bits but without flow control
and are sent from the central system via VLC. The transmitter end makes sure that the
forward channel is occupied with the last updated packet from the central system. This
is done by repeating the latest packet on the transmitter node, unless a new packet
arrives. Figure 4 shows the frames which make up a packet. Header frame notifies the
system as start of packet. Packet ends with Trailer frame appended with “\n” (newline
constant). The Instruction frame updates the robots if they should be in dynamic mode
or static mode. The unique robot ID makes sure that the packet gets associated to a
particular robot.

Fig. 3. Oscilloscope Readings for our VLC circuits. Trace Legend: ch. 1- Yellow Trace-
Ambient Light sensor Raw. ch. 2- Blue trace- VLC Transmitter. ch. 3- Purple Trace- VLC
Receiver (Color figure online)

Frame Header | Instruction Robot ID | Error Trailer
Length Sbytes | 2 bytes 3 bytes 3 bytes 4 bytes
Description | “start” “30”: go ArUco Heading | “stop”
Start of | “25” :stop | robotID | error End of
frame offsetby | frame
180
Example Start 30 768 200 stop

Fig. 4. Packet Composition

Example frame decoded: “start 30 768 200 stop”: Indicates that robot no. “768”
should be in “Go” mode with a heading error of “200” — 180 = 20.

Robot updates this information as follows:

pwm_right = fwd_speed +20;

pwm_left = fwd_speed —20;
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If fwd_speed = 80, right motor will go forward with a speed of 100 and left motor
will go forward with a speed of 60, then robot will differentially take a left.

Formula for Refresh rate for Robot’s path correction

(i) The robot orientation correction value is carried in the frame which is 3 bytes
long.
(i) The length of the entire packetis 5 + 2 + 3 + 3 + 4 = 17 bytes (Fig. 4.)
(iii)) The baud rate currently is 19.2kbps = 2.4 kB/sec
(iv) The frames are sent out sequentially to N robots in the workspace.
(v) Packet update rate will hence be 2400/(17 x N).
(vi) For N = 3, Robots are updated @ 47 Hz
(vii) Resultant refresh rate(R) is the convolution of the two frequencies; namely
(viii) Pose estimation rate (fps ~30 Hz)....... (Ref. Table 4)
Error correct transmit baud rate (f, ~47 Hz)
(ix) Tt can be given by f. || fps ~18.31 Hz

As seen above, the refresh rate is confined due to visual pose estimation algorithm.
With this in place, the robots could now navigate from A to B, by parsing these packets
and feeding the loosely coupled error to the P controller to establish a closed
loop. However this unicast packet had to be polled in round robin and generate errors
for each robot ID to move multiple robots at a time. To shorten the sequential packet, a
single broadcast packet can be composed which contains heading errors of all the
robots to drive them concurrently.

B. Path Planning

After sending the robots in a straight line from A to B, a path planning approach
was required to prevent collisions between the moving robots in the workspace. The
paper discusses three algorithms, a comparison of which is given in Table 2.

i. A Star Algorithm: Traditional Al approaches involve using the A* like majority of
computer games use [11]. For e.g. in strategic games, army is guided from A to B
so they find a minimum path to the attack location. However A* requires heavy
pre-processing and the workspace must be discretized with cost functions.

ii. Diversion Node Algorithm: A very lite approach can be used to avoid collisions,
by simply redirecting the robot to a perpendicular direction called as the diversion
node. However it does not ensure a minimum path to goal.

iii. Force Field Algorithm: To eliminate the above problems, we implemented real
time force field calculations, where various attraction and repulsion vectors guide
the robot from A to B. The algorithm can be explained mathematically by using
the following terms and graphically by Fig. 5 [11].

0,: Robot Potential

C:  Target Potential

rr: Vector from target to Robot
B;:  Barrier term

K:  No. of robots in the workspace
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L:  No. of boundaries
rp:  Perpendicular vector from boundary to robot

F- oo -0 S+ ]
where, B; = B, (#)

lI7s

C term is the attraction vector to target, while Q, and B, are repulsions from
obstacles and Boundaries respectively. The B, term behaves differently than the Q,
term, by guiding the robot radially away from the boundary tangent. However C term
and Q, terms are the attraction and repulsion vectors respectively, inversely propor-
tional to distance.

Figure 5 is generated by plotting the above equation graphically. Assume the
obstacle is located at (200, 200) and target is located at (128, 128). The skewed plane of
attraction extrudes at (128, 128) and (200, 200) indicating maximum attraction and

Table 2. Algorithms for path planning

Sr. Algorithms tested on the Swarm Robots for path planning

No. Algorithm used Advantages Disadvantages

1. A* 1. Heuristic analysis and | 1. Works only on Static
solution frame

2. CPU Intensive
3. Discrete plane

2. Diversion Node 1. No load on CPU 1.Obstacle avoidance not
2. Dynamic frame guaranteed
3. Continuous plane 2. Not the shortest path to
goal
3. Real time force field 1. Not very CPU 1. Not the shortest path
calculations intensive

2. Dynamic frame
3. Continuous plane

repulsion points respectively. Any robot placed in the force field at any co-ordinate is
forced to be absorbed by the blue region and pushed away from the red region to
minimize the force field potential. After reaching the desired target, the force field
converges to zero and the robot becomes stationary.
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Force Field Potential

Fig. 5. Force field distribution in the workspace

C. Algorithm Implementation

Software complied had to take the following responsibilities: Taking input from the
camera, computing the error for each robot and broadcasting the packet which trans-
lates into VLC data [12]. It was mandatory for the software to maintain a high FPS rate
to keep up with the correction rates on the robot. To solve this purpose, the software
uses Open Computer Vision library which is compiled on C++. The laptop (central
system) running the software is connected with a camera for capturing odometry
information. This odometry information is used to calculate the heading of the robots
and this unique data is encoded in packets. Packets are forwarded to the MCU which is
responsible for modulating VLC.

The first algorithm imposed a single point constraint on the tracking algorithm. In
a single point constraint, one or more degrees of freedom of the robot can be inter-
preted for a given point in space [11]. Due to this in some cases, namely when robot
acquires instructions for obtuse angled corrections, it lost its target.

This was solved by the second algorithm which applied Camshift algorithm for
robot’s contours and an additional infrared LED on the robot which gave information
about its orientation. After broadcasting the packets to all robots, the one with an
identity match would indicate its availability by turning on its infrared LED. However
this method was CPU intensive and inefficient.

To speed up the software and avoid intensive calculations, in the third algorithm, an
augmented reality library was included which used ArUco markers [13] for pose esti-
mation. Each marker could have a unique ID. This eliminated the need of an infrared
LED. It also facilitated a multiple dynamic robot workspace at any instant i.e. all robots
can move simultaneously. In the second algorithm, they had to wait for other robots to
stop and turn off their respective LEDs and then one of the robots could traverse.
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The packets in the third algorithm were modified to deliver concurrent instructions at a
uniform data rate instead of a round robin polling sequentially to update the robots. The
communication medium still being visible light, the robots would stop if a strong opaque
shadow covers it or even stop when they tried to escape the workspace where light
couldn’t reach.

S Methodology

()
(ii)
(iii)

(iv)
(v)

(vi)
(vii)

Overhead camera sends live feed to the image processing platform which acts as
a central system.

The tracking algorithm running on the central system updates the local
co-ordinate of each robot.

Orientation errors with respect to destination are calculated and the error angle is
updated.

Packets (Fig. 5) are composed with the swarm ID and the corresponding error.
Packet strings are sent out serially to VLC transmitting microcontroller. It sends
out the last updated packet continuously to VLC receivers of the swarm robots.
The packet is decoded after processing on swarm robots.

The errors are mapped directly via P controllers to the motors. The robot
refreshes motor speeds and the entire process repeats.

Tables 3 and 4 give in depth details about the three algorithms implemented based
on FPS, tracking and concurrent control of swarm robots.

Table 3. Methodology of tested algorithms

Sr. No. | Methodology of Algorithms for tracking Swarm Robots

Algorithm Steps in detail

1. HSV tracking | 1.Threshold via HSV

2.Convert to binary image

3.Erode and Dilate to remove noise

4 findContours

5.Moments of contour for Centre of Mass
6.Plot lines and select goal points

2. Camshift 1.Back Projection with histogram normalization
2.meanShift to cluster contour

3.Track contour

4.Plot lines and select goal points

3. ArUco [13] | 1.Adaptive Thresholding

2.findContours

3.Polygonal approximation of 4 corners
4.Refine corners using subpixel interpolation
5.Frontal perspective of marker by homography
6.0tsu thresholding and hamming decode
7.Plot lines and select goal points
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Table 4. Features of tracking algorithms for swarm robots

Sr. Features of Algorithms for tracking Swarm Robots
No. | Aspect 1** Algorithm 2" Algorithm 3" Algorithm
1. Detection HSV threshold Camshift ArUco
2. Robot Not possible Given via IR Led and Possible via Pose
Orientation Centre of contour estimation
Info
3. Process Single thread Multithread GPU Single Thread
Threading CPU CPU
4. FPS 15 38 28
5. Efficiency Least Better Best
6. Robot ID Not possible IR Led glows ArUco ID
7. Multirobot Not possible Complex Simple
control
8. Packet Sequential Sequential Unicast Concurrent
Round Robin Broadcast
9. Error Calc. Single point Heading error is the error | Heading error is
constraint the error
6 Results

The advantage of having a visual odometry system is that it acts as a local GPS while
also providing orientation data without any sensor fusion, using the camera alone. The
paper also shows that this camera feed can be used to establish a loosely coupled closed
loop P controller to guide robots from A to B. The purpose of using VLC instead of RF
was to explore the scope of receivers in a workspace capable of filtering VL.C data and
adjusting to any ambient lights in the environment. VLC served as a robust simplex
asynchronous communication medium in the hemisphere [3]. The circuits being
cheaper than RF techniques, VLC was dependable enough to ease up the radio spec-
trum where simplex asynchronous data at 19.2 kbps was sent. Table 5 sums up the
salient features of the three major aspects covered in the paper:-

i. Feasibility of loosely coupled visual odometry.
ii. VLC can be a strong alternative to RF, even in broadcast/unicast dynamic
environments.
iii. Force Field path planning is an efficient algorithm in indoor navigation systems.
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Table 5. Features of the Odometry system on VLC

Sr. Closed loop VLC Odometry parameters

No. Parameters Value

1. Baud Rate 19200 bps

2. Range 3 m, 60 degree solid angle

3. Controller Loosely coupled P controller

4. FPS 28 on Single thread Intel i5 @2.8 GHz

5. No. of Robots in system 3

6. Path planning and Detection Dynamic Force Field distribution on ArUco
Algorithm Algorithm [13]

7 Conclusion and Future Scope

Firstly, the paper successfully explores the scope of VLC communications by
demonstrating that swarm systems could be easily co-ordinated by a single light source
while also establishing a closed loop over the dynamics of the robot. Off the shelf
components used while designing a 19.2 kbps VLC system demonstrate that the
project can be replicated and scaled easily. Also, by using this technology more
prominently, Wi-Fi can be less cluttered and VLC bandwidths can be explored for
nominal data transfers.

Secondly, the ease with which the augmented reality markers were used as com-
pared to our initial method of tracking with Camshift was explored. ArUco is widely
used for real time augmented reality based pose estimation.

Thirdly, the feasibility of establishing a closed loop system on the swarm robots
with motors without physical feedback was explored using our tracking algorithm. The
mock-GPS recognized the ArUco markers at a coherent FPS while motors on the
robots were updated almost without any latency.

Applications can range from indoor localization to headlights on self-driving cars.
Also VLC can be used in hazardous areas like gas stations and can be used for
underwater communications. LEDs will be not only use as a source of illumination but
also as a medium for wireless indoor communication. We believe that the gaining
notoriety of VLC/Li-Fi can not only give a relief to the RF spectrum but also be a
cheaper and quicker way to deliver information.
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Abstract. Intelligent Transportation Systems (ITS) demand driving safety as an
eminent design requirement for future generation vehicles. Collision evasion as
well as consequent casualties minimization command timely delivery of sig-
nificant precautionary information to the drivers. Consequently, the driver may
get a clear view about the present driving situation and be able to adopt timely
decision to circumvent the forthcoming dangers. This research work proposes an
Adaptive Neuro-Fuzzy Inference System (ANFIS) based situation assessment
method that supports the drivers to take up suitable decisions by analyzing the
driver behavior of preceding/succeeding cars. The proposed approach models
the stability of drivers in the perspective of connected cars and deduce the
current stability situations from the sensors which are implanted in the cars. This
connected cars scenario for Collision Warning System (CWS) is simulated using
three Raspberry Pi boards along with ultrasonic sensor, gas sensor and
accelerometer sensor. These sensor data are transmitted to other preceding or
succeeding cars using visible light communication. Subsequently, these data are
processed using both Mamdani and ANFIS model for situation assessment
which provides the stability level of drivers. The result concludes though the
Mamdani model quickly computes the stability of driver by analyzing the sensor
data, it suffers from low sensitivity and precision when compared to ANFIS
which showcases higher sensitivity and precision.

Keywords: Connected cars - Visible light communication (VLC) - Mamdani
fuzzy logic and ANFIS

1 Introduction

Smart cities are a vision for urban development that intelligently manages the city
infrastructure thereby enhancing the quality of life. Smart mobility [1] is one of the
significant properties of smart cities which improvise the quality of life. Intelligent
Transportation Systems (ITS) paved the way to realize smart mobility with the focus of
efficient as well as safe navigation. However, the traffic accident statistics [2] insist that
novel unconventional methods are inevitable in transportation engineering. Hence the
modern ITS witnessed a strong rise in connected cars that are communicating with each
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other using Vehicular Ad-Hoc Network (VANET). Here, the cars can be connected to
any other vehicle, Road Side Unit (RSU), public infrastructure, human and sensors to
get a spectacular overview of current situation than the conventional driver’s purview.

The major connected car safety applications such as, collision warning systems [3—6]
set aside vehicles to constantly monitor the state of nearby vehicles as well as road
conditions to avoid accidents by taking appropriate timely decisions. Alternatively,
extracting the Situation Awareness (SAW) from the sensor data and alert the drivers
about the current traffic and road situation is still lacking in the highway context. Gen-
erally, SAW can be expressed as “the perception of the elements in the environment
within a volume of time and space, the comprehension of their meaning and the pro-
jection of their status in the near future” [7]. However, Situation Assessment (SA) rep-
resents the processes involved in information processing and their interaction with the
other entities or environments to obtain their SAW. In concise, the SAW can be viewed
as ‘knowledge’ whereas SA as ‘processes’ involved in obtaining that knowledge.
Conversely, the most essential step in connected cars scenario is to ascertaining the
association between SAW and driver’s driving behaviors which is not fully explored and
requires further investigation.

In this research work, an Adaptive Neuro-Fuzzy Inference System (ANFIS) [8]
based Collision Warning System (CWS) is proposed for connected cars safety appli-
cation. Firstly, the proposed model gathers the data from sensors which are implanted
in the vehicles. For that, this research work uses the following sensors: ultrasonic
sensor, gas sensor and accelerometer sensor. The ultrasonic sensor is used to identify
the presence of any other vehicles in the front or rear side, gas sensor is used to
recognize the alcohol consumption of driver and accelerometer is used to capture the
wobbling of vehicles. Further, the proposed model assumes each vehicle has a Rasp-
berry Pi board over which these sensors are integrated. Secondly, each vehicle
(i.e. Raspberry Pi) transmits or receives the sensor data with other using either WiFi or
VLC. Thirdly, the collected sensor data will be given as input to the proposed ANFIS
and Mamdani fuzzy models which has fuzzy stability model and assesses the current
stability level of the target car driver. Since the proposed CWS is an active safety
application, it requires the active participation of the driver to manually execute the
remedial action in response to alerts. The major contributions of the paper are:

1. ANFIS based CWS which assesses the stability of the car driver using the infor-
mation obtained from sensors.

2. VANET platform that enables the communication among vehicles using either VLC
or WiFi. Here, the VLC is used for communication (i.e. for speed and bandwidth)
whenever the Line of Sight (LoS) is available between the source and sink vehicles
and can dynamically switch to WiFi, if LoS is not available.

The rest of the paper is organized as follows: Sect. 2 highlights the important
closely associated research works whereas the proposed architecture is explained in
Sect. 3. The experimental set-up and the information flow is explained in Sect. 4. The
important findings are consolidated in Sect. 5. Finally, Sect. 6 elucidates the conclu-
sions as well as future directions of this research work.
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2 Related Works

In this section, the research works that have close connection with the objective of the
paper are highlighted. The three level connected cars scenario is well explained by
L.Nanjie in [9] where the client layer contains the sensors that are collecting the data,
connection layer illustrate the communication among cars and the cloud layer is used for
processing the sensor data. According to M.Gerla [10], the vehicles are considered as
mobile sensor platform which collects the sensor data and broadcast the appropriate data
to the interested parties is explained by N. Lu [11]. Also, P.M. Salmon [12] highlighted
that the methodology to associate the relationship between SAW and driver’s care-
lessness is not yet matured and requires extensive investigation. M. Liggins [13]
explains the significance of situation assessment in SAW. A. Eskandarian [14] proposed
an active Advanced Driver Assistance System (ADAS) that avoids the traffic incidents
by automatically acquiring the control of the car. Matheus et al. [15] recommend the
semantic-based Situation AWareness Assistant (SAWA) to develop domain-specific
ontologies for sensor data collection process. S. Sivaraman et al. [16] proposes an
integrated ADAS to establish a association among driver, vehicle and infrastructure to
have a complete view of hazardous situations. R. Hoeger et al. [17] proposed an ADAS
architecture for automated vehicles in HAVEit project. R. Isermann et al. [18] proposed
PRORETA project which is a collision avoidance system during traffic jam and sudden
appearance of stationary objects which are common causes of accident.

3 ANTFIS Based Situation Awareness Assessment for VLC
Enabled Connected Cars

The major objective of the proposed work is to develop a CWS for connected cars. The
proposed CWS continuously monitors the driving behaviors of proceeding or suc-
ceeding vehicle drivers using the sensor data obtained from those target vehicles (refer
to Fig. 1). Later, these sensor data are analyzed by ANFIS to identify the harmful
driving situations by assessing the stability level of drivers. Subsequently, it sends the
alert messages to other vehicles. In concise, the proposed CWS contains computation
as well as communication components. Here, the computation component does the
ANFIS execution which installed and implemented over Raspberry Pi boards. How-
ever, the communication between the Raspberry Pi is accomplished using either WiFi
or VLC.

3.1 Raspberry Pi

Being a Single Board Computer (SBC), Raspberry Pi supports bus interfaces for
communicating with its external interfaces. Raspberry Pi is installed with ‘scikit-fuzzy’
and ‘anfis’ libraries. ‘The scikit-fuzzy’ is a robust fuzzy logic toolkit for SciPy that
implements several fuzzy logic algorithms. Additionally, the ‘anfis’ is used for
Adaptive Neuro Fuzzy Inference System.
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Fig. 1. Proposed Fuzzy Inference System

3.2 Sensors

The presence of sensors is inevitable in the context of connected cars. Sensors are used
to collect the environment information whereas the Raspberry Pi is used to process
these data to infer the stability of the driver. This research work uses information such
as inter-vehicle distance, the angle of inclination of a vehicle with respect to the ground
surface and alcohol trace in the breath to draw the conclusion on the stability level of a
target vehicle driver. The inter-vehicle distance among its peer vehicles is measured
using ultrasonic sensor (HC-SR04), the angle of inclination is calibrated using
accelerometer sensor (MPU 6050) and the gas sensor (MQS5) is used to check whether
the driver consumes alcohol or not.

Accelerometer Sensor - MPU 6050. MPU 6050 is a 6-axis integrated motion tracking
device. Among those 6-axis, each accelerometer and gyroscope shares three axes. The
accelerometer measures the linear acceleration of movement both due to the movement
as well as due to gravity. Since the accelerometer readings are not that much sensitive
when the tilt angle is greater than +45°, all the three axes of the accelerometer are
taken into account, which compensates one axes accuracy lag by another axis’s
accurate sensitivity. In addition to this, it also has gyroscope measures the angular
rotational velocity. MPU-6050 supports 12C protocol so that the data can be easily
communicated with the Raspberry Pi.

Gas sensor — MQ5. MQ5 is a gas sensor which even has a sensitivity to alcohol
traces. It produces analog values and hence there is a need for analog to digital
conversion (ADC) to get the digital values from the sensors. Since Raspberry Pi is fully
digitalized in pins, an external ADC circuit is needed.

Ultrasonic sensor — HC-SR04. The HC-SR04 has an in-built transmitter, receiver and
a controlling unit. The transmitter has a capability to transmit eight sonic beams from it,
which is of range 40 kHz and the receiver is tuned to receive the reflected signal, which
is due to the obstacle, of those signals. Before starting the eight sonic beam
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transmissions, the timestamp is taken and on the reception of the reflected signal, the
timestamp is taken along. Based on the time taken between the transmission of the
signal and the reception of the reflected signal, that is found using timestamps, the
distance between the range finder and the obstructing vehicle can be found. These
sensor data are then transmitted using VLC from one vehicle (V1) to its successor
vehicle (V2), so that it can calculate the stability factor of V1 in V2.

3.3 Visible Light Communication

Transmitter. The LED is the most efficient source of light, which is a result of solid
state lighting technology revolution. The cars usually have head and tail lights, which
are usually made upon LEDs. As a result, the transmitter needed for VLC communi-
cation is established partially. Additionally, most renowned car manufacturers like
Audi and BMW, have also implemented LASERSs in their headlights. Consequently,
the inter-vehicle communication distance can be extended beyond the known limits.
The VLC transmitter consists of one Hand Shaking (HS) unit and one data Commu-
nication (Com) unit. The HS unit is used to ensure that two vehicles in a communi-
cation have LoS whereas Com unit does the actual data transmission. If HS unit does
not return ‘1’ means those two vehicles does not have LoS and immediately instructs
the Com unit to stop the transmission or vice versa.

Receiver. The VLC receiver detects the presence of the light and converts it to a
voltage to decide whether the datais ‘1’ or ‘0’. In general, the VLC uses photo-detector
as their receiver. However, this research work uses solar panels as its VLC receiver.
Since the solar panels provide larger area, it is easy to maintain LoS compared to
photo-detector in the context of connected cars. Solar panels works on the basics of
photo voltaic cell theory which converts the light energy either from the sun or the
other sources of light into electrical energy.

VLC in Action. The actual VLC communication among vehicles happens as follows
(refer to Fig. 2): Here, each car is depicted as individual processing units, which is
Raspberry Pi in this scenario. Car ‘A’ will collect all the above mentioned sensor data
and transmit it to its predecessor car ‘B’ using VLC.

Each car will have a data communication unit and a handshaking unit in the front as
well as rear side which makes the communication bidirectional in all the conditions.
For communicating with the preceding vehicle it will make use of front-side com-
munication unit and handshaking units. In contrast, to communicate with the suc-
ceeding vehicles, it will make use of rear-side communication unit and handshaking
units. Here the communication unit can be head or tail light whereas the handshaking
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Fig. 2. VLC communication between vehicles



218 P. Balakrishnan et al.

unit is the solar panels which can act as both energy harvester as well as VLC receiver.
The on-off keying technique is use here for visible light communication. The data is
simply transmitted by powering on and off the LED, which is the light source and
transmitter for VLC. The powering on and off can also be altered by modifying the
power supply so that the LED is not turned off completely rather its intensity is
reduced. It is known as dimming support, which is offered by the LED. It is a simple
and cost effective setup, which is easy to implement also. The sensor data which are
transmitted from its predecessor vehicles are received by the successor vehicle via VLC
and are processed by the techniques which are explained in the next section.

4 Fuzzy Inference System Implementation for Assessing
Driver Stability

The system that makes use of fuzzy logic to compute the output from the obtained
features is known as Fuzzy Inference system (FIS). The proposed SA for assessing the
stability of the driver is implemented using both Mamdani and ANFIS models.

4.1 Mamdani Model

In this model, the crisp input from the sensor is fed into fuzzification which returns the
fuzzy sets that represent the truthiness of the state, which is known as membership
values. Here, the membership values are based on the membership functions, which tell
the relationship between the values of the element and its degree of membership in that
set. Based on the rule sets that are defined for a chosen membership function, these
fuzzy sets are calculated. As per the rule strength, the fuzzy sets of all the output curves
are added so that the resulted fuzzy set is calculated. After that, the de-fuzzification is
applied which converts the fuzzy value to crisp value.

The proposed research work uses triangular (trimf) and trapezoidal membership
function (trapmf). Additionally, the special forms of the triangular membership func-
tion are also used in this implementation. The membership function can be in any form
of shape, which mostly based on the state of the input. This research work chooses the
following membership function for each input variables as given below (refer to
Fig. 3):

The Mamdani fuzzy model is a five step process:

Step 1: The feature crisp values are obtained from the sensors (MQS5, HC-SR04,
MPU 6050) that states the nature of the predecessor vehicle. Those values
are given as inputs to the step 2.

Step 2: The fuzzification is done to calculate the membership values using the
membership functions. For instance, consider the tilt angle of the vehicle
with respect to the ground surface can be in the range of 0° to £90°.The tilt
angle will be nearly equal to 0° and when it is inclined to the left side, it will
give readings up to 90° correspondingly; when it is inclined to the right side
it gives readings up to —90°.Hence the tilt angles are grouped into three
groups namely smaller, medium and higher angles whose values are as —90°
to 0° —35° to 35° and 0° to 90° (refer to Fig. 3(a)). Similarly the
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Fig. 3. (a). Membership functions for Tilt angle(Accelerometer). (b). Membership functions for
inter-vehicle distance (Ultrasonic)

Step 3:

Step 4:

inter-vehicle distance uses both the triangular as well as trapezoidal
membership function since, the trapezoidal function states the medium
inter-vehicle distance for which the output should not be changed. For small
and larger inter-vehicle distances the same triangular membership function is
used. After defining the membership function for all the input variables,
define the membership function for output variable also. Now, the
interp_membership function is used to define degree of membership value
and for —10.3°, it is found as 0.114444444444 (for low tilt angle mf),
0.705714285714 (for medium tilt angle mf) and 0.0 (for larger tilt angles).
From these values, it states that the tilt angle —10.3° is having a higher
probability of being a medium tilt angle rather than smaller tilt angle, while
can never be larger tilt angle.

After that, the set of rules are written to constrain the possible output levels
as stated below:

Rule 1.  'When alcohol is low AND relative distance is high AND tilt angle
is medium, Stability is high

Rule 2. When alcohol is low AND distance is medium AND tilt angle is
medium, Stability is medium

Rule 3. When alcohol is high AND distance is high AND tilt angle is

medium OR When alcohol is high AND distance is medium AND
tilt angle is low OR tilt angle is high, Stability is low

Based on the input crisp value and degree of the fuzzy membership function,
the respective rule sets are applied. Subsequently, resultant rule strength is
mapped to output fuzzy set function to create the consequence for that rule.
Thus obtained consequence sets are combined into single resultant output
function that can be stated as below(refer to Fig. 4):
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Fig. 5. Mamdani FIS process for Alcohol = 290, relative or inter-vehicle distance = 80 and Tilt
angle = 22.3

Step 5:  Finally, apply the defuzz function to convert this fuzzy set into crisp value
which is then used in decision making. For that, there are several methods
available for de-fuzzification: Centroid, maxima, weighted average, middle
of maxima. This research work uses centroid as its defuzzification function
to obtain the stability level of driver (refer to Fig. 5).

4.2 ANFIS Model

The major challenge of Mamdani model is the number of rules that are stated to make a
decision about an incident is limited. Hence, the best practice is to use all possible
combinations of the rules that can be obtained. This approach helps to narrow down the
missed-out case situations. Further, the system can be made adaptive in a way the
erroneous terms can be modified using suitable optimization algorithms. ANFIS is one
such model whose architecture is given below. Basically, the ANFIS is a machine
learning approach with five intermediate layers which obviously contains two phases:
training and testing phase.

Training phase. The ANFIS training architecture is given in Fig. 6 and are explained
as below.
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Layer 1. In this layer, the training datasets are given as inputs to the membership
functions to denote the levels of the premise parameters that are responsible for those
membership functions generation. For example, for a given Gaussian membership
function, the mean (u) and sigma (o) are premises parameters on which the mem-
bership functions shape truly rely on. Based on these premise parameters and the given
training input dataset, the degree of truthiness for all the inputs corresponding to all the
desired levels of the inputs are found and denoted as,

_=w?

Ol:ui(x):e 27 1:AaB7C

Where p;i(X) represents the degree of truthiness for one of the given inputs like
alcohol (A), relative distance (B) and tilt angle from accelerometer (C). The number of
nodes in this layer will be equal to the product of the number of each individual inputs
membership levels considered in implementation.

Layer 2. This layer decides the firing strength of desired rules. To rule out the missing
conditions, the combinations for all the levels of the given inputs are considered. This
is labeled as 7, as it represents the product of the membership values for all the inputs.
The output of each node in this layer can be mathematically represented as follows. The
output of these nodes is also known as firing strength of desired rules.

Oy =wj = uAj(x) * Ui (y) * Uei(z),i=1,2,3andj =1, 2...27

Layer 3. This layer calculates the normalized firing strength of each node represented
in layer 2. This can be mathematically represented as

Wi
O3 =Wj =~
2 ] ZW’

wherej = 1,2.....27

Layer 4. The layer 4 implements the real adaptive nature of the Adaptive Neuro-Fuzzy
Inference Systems. The nodes output is represented by an adaptive mathematical
function which can be represented as

O4j = Wj.f = Wj(pjx+qjy+rzj +oj>, wherej =1,2...... 27

The parameters (X, y, z) represents the input sets of the three distinct inputs and ‘o’
represents the desired output that has to be obtained for this combination of the inputs.
The p, q, r represents the weightings for the input sets, so that the desired output can be
achieved with or without minimum deviation from that of the desired output. These
parameters are known as Consequent parameters.
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Least Square Error. The values of consequent parameters are obtained and optimized
with the help of least mean square optimization algorithm before continuing with layer
5. Simply it will consider the layer 4 node’s output and desired output and from that,
the deviation is calculated by least square error algorithm.

[04][X] = [O]

Where, [O4] represents the matrix formatted layer 4 output, [X] represents efficient
coefficient for this representation, O represents the matrix formatted overall desired
output. The co-efficient can be found using simple inverse matrix whose solution can
be represented as,

-1
+ + T T
[X] = [04] " [0], where [04] "= ([04]"-[0]) .0}

This is a simple notation for obtaining the co-efficient but the operation of finding
the inverse of a matrix is very complex in nature and it will consume huge computation
time. Hence, the simplified notation for obtaining the same result with lesser compu-
tation cost is represented as follows.

Xit1] = [Xi] +Si+1.[04); ;- ([O}T—[O4]T.[Xi}), where i = No of training data set

[Si]'[04}i+l'[o4]i+l T'[Si]
1+ [Ouli; .[Si]-[04]; 1

[Siv1] = [Si] —

Where the matrix S is known as co-variance matrix and the initial conditions before
performing the training, it is set as [S,] = yI, where v is the positive large number and
I, represents the identity matrix of the dimension of the product of a number of inputs
plus one and number of rule sets obtained. The value of [X] is refined for each number
of training data set and hence the efficient co-efficient can be obtained.

Layer 5. Finally, this layer predicts the error rate in achieving the desired output by
comparing the obtained output with the desired one. The obtained result is based on the
value obtained from LSE prior to layer 5. Based on the obtained error value, if it is less
than the prescribed threshold error or lesser than the defined epochs, the premises
parameters are modified to obtain better adaptation. This adaptation is based on the
gradient descent approach, which is a strong optimization technique.

Back propagation method: The one way to reduce the error rate is to minimize the
mean of that parameter itself. The updated formulae for generic premise parameter are
given below, where 21 is the learning rate and k is the step size.

ok
. (E)

E
Ao = —ng—u, wheren =



An Adaptive Neuro-Fuzzy Inference System 223

Updated/optimized
Premise

i
H

Fig. 6. ANFIS training architecture

Prediction phase. The architecture is given in Fig. 7. When the model is successfully
trained as stated above, it is ready to predict the nature of the stability by using the
training that it has undergone. During the prediction state, the adaptive nature or
optimizations phases of ANFIS will never be applied. Basically, all these actions
detailed in layer one to five, LSE and back-propagation methods will be applied during
training phase whereas the actions detailed in layer one to five will be implemented in
stability prediction phase. As the training is the key role in any kind of machine
learning, so does here also. The nature of training always has an impact on the quality
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Fig. 7. ANFIS predicting architecture

of prediction as well as time taken for training. The time taken to train the ANFIS
model over Raspberry Pi, Laptop and the comparison between Mamdani and ANFIS
model are given next section.

5 Results and Discussion

This research work proposes a CWS for connected cars safety application. The pro-
posed CWS is validated using both Mamdani and ANFIS model. This section is going
to compare both of them and highlight the merits and demerits of each model. Firstly,
the fuzzy logic is more dependent on the user specified rule sets, the crisp value that
was given by the fuzzy may not be up to the mark for some cases, as the developer may
have missed out some chances to define those areas. As a net result, the effectiveness is
brittle in Mamdani fuzzy systems. On the other hand, the time needed for stating the
stability is very small (in very few seconds). Additionally, the Mamdani fuzzy logic
does not require training. In contrast, the ANFIS takes every single combination into
consideration and hence, there is no chance for missing of rules and the approximate
result can be always obtained at anytime. However, the cost of training is linearly
related to its training dataset size. ANFIS consumes large amount of time for training
whereas it took only few seconds of time to predict the stability.

Table 1 compares the stability values of both Mamdani and ANFIS models for the
same sensor input data. Here, lesser the SAW value, driver has more stability.
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Table 1. Comparison of Mamdani and ANFIS model for driver stability

Inputs from environment SAW output values
Alcohol | Relative distance | Tilt angle | Fuzzy logic | ANFIS

9 1 0.4 4.542 2.92948262
197 110 20 7.7629157 |6.69371058
447 110 15 2.2592592 |4.80595243
194 190 10 7.7831978 |8.95677947
197 109 19 7.7629157 |6.75022173
229 12 2 2.2592592 |3.60587773
300 12 2 2.2592592 |3.59996461
148 99 09 7.9048800 |7.55720714
459 120 19 2.2386587 |4.66735067
290 167 23 2259259 |6.67582136
470 23 09 2259259 | 2.808469
398 120 9 2259259 |5.68921093
297 98 36 2.259259 | 4.25744907

From Table 1, it is evident that the SAW value obtained from both the prediction
algorithms are close enough to each other. However, the Mamdani model is not that
much responsive for minor changes in the environments, which makes vulnerable the
prediction in real world scenarios when compared with high responsive ANFIS pre-
diction model.

6 Conclusion and Future Work

Situation assessment is an important ingredient of intelligent transportation system that
constantly monitors the state of nearby vehicles as well as road conditions to avoid
accidents by taking appropriate timely decisions.

With situation awareness and situation assessment, the driver may get a clear view
about the present driving situations and be able to adopt timely decisions to circumvent
the forthcoming dangers. This research work proposes a collision warning system
which analyzes the stability of target vehicle driver using Mamdani and ANFIS fuzzy
models. Though the Mamdani model has a quick response time while computing the
stability of the driver, it has less sensitivity and precision for a given sensor data. In
contrast, the ANFIS is a robust model that has high sensitivity, high precision and low
response time. But it needs training for their membership functions that incurs addi-
tional overhead in the model. Further, the inter-vehicle communication in the proposed
model is realized using visible light communication thereby exploiting the speed and
bandwidth of VLC during data transmission. To enable reliable inter-vehicle com-
munication, the proposed research work uses WiFi for data communication, if the LoS
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is not maintained between source and sink vehicles. In future, the proposed active CWS
can be modified to passive CWS by integrating deep learning, information fusion and
summarization thereby automating the decision making and controlling of vehicles.
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Abstract. Various models have been proposed with many dimension reduction
techniques and classifiers in the field of pattern recognition by using audio signal
processing. In this paper, an effective model has been proposed for pattern
recognition using PCA as the sole dimension reduction technique and Feed
forward Neural network as the classifier. Twenty-eight Parkinson’s disease
affected patients’ audio recordings consisting of the pronunciation of the vowels
‘A’ and ‘O’ have been used as the dataset. From these audio recordings twenty
features were extracted and PCA was run on those features. PCA rearranged the
feature vector matrix in a more optimized manner. Thus the optimal features
were arranged in order of their significance. From this rearranged and optimized
feature vector matrix, the first eight optimal features were chosen which were
later used to train and test the classifier Feed forward Neural network. Experi-
mental results demonstrate that the model can predict the occurrence and pattern
of the vowels ‘A’ and ‘O’ from the audio files with very high accuracy compared
to the swarm search for feature selection in classification.

Keywords: Feature extraction - Speech recognition - Feed forward neural
network

1 Introduction

The Parkinson’s disease (PD) is a fatal disease that has a long-term effect on a person’s
life. It is a chronic disease that attacks the motor system of the central nervous system
of a person. PD causes drastic changes for instance—a PD affected person experiences
shaking, difficulty in walking, depression, behavioral problems and more significantly
it can influence a person’s voice, making them talk very slowly or experience diffi-
culties pronouncing words. A normal person cannot relate to a PD affected patient’s
struggle. Thus, their speech becomes less understandable for other healthy persons who
are not suffering from PD. As a result, it becomes difficult to distinguish the letters
especially the vowels in their speech. So, the main agenda of this proposed model is to
properly recognize the pattern, more specifically the vowels ‘A’ and ‘O’ in their speech.
The first and foremost step to achieve that is to extract the features of the corresponding
audio files as the features will help to distinguish the vowels that are being pronounced.
But only extracting the features from their speech will not give an optimal result with

© Springer International Publishing AG 2018

S.M. Thampi et al. (eds.), Advances in Signal Processing and Intelligent
Recognition Systems, Advances in Intelligent Systems and Computing 678,
DOI 10.1007/978-3-319-67934-1_20



Speech Recognition Using Feed Forward Neural Network 229

high accuracy. Therefore, the selection of the features which are more comparable and
optimal is necessary to help differentiate the vowels ‘A’ and ‘O’ with greater precision.
Moreover, this feature selection will help the classifier to recognize the vowels easily.
For pattern recognition, feature extraction is a key necessity. In this area, a classic and
quite popular feature extraction method, Principal component analysis (PCA), also
known as Karhunen-Loeve expansion is used quite frequently [9]. There are some
significant advantages of PCA. For instance, because it takes mutually orthogonal axis
there is less redundancy of information without any loss of information in the original
dataset [2]. Moreover, it maximizes variance thus it reduces noise [14]. Computations
for large datasets can be done easily with PCA. Furthermore, PCA produces results
quite fast in a very efficient manner.

Coming to the classifier, Neural network is extensively used in pattern recognition
as a classifier. It requires minimal statistical training and the whole process is relatively
simple and easy to use. Complex nonlinear relationships between dependent and
independent variables can also be detected by the neural network. Moreover, it can
approximate any function irrespective of its linearity. Therefore, both Neural network
and PCA had been used in the model to utilize their advantages.

The rest of the paper is organized as follows: Sect. 2 represents an overview of all
the algorithms used in the proposed model, Sect 3 describes the implementation part,
the methodology and work flow, Sect. 4 shows the result analysis and corresponding
histograms and error graphs and finally, Sect. 5 concludes this paper.

2 Algorithm Overview

In this section, the two main algorithms that have been used for the model will be
discussed. Principle component analysis was used for dimension reduction and Feed
forward neural network was used for pattern recognition.

2.1 Principle Component Analysis (PCA)

Principal Component Analysis (PCA) is a simple linear transformation algorithm and a
statistical procedure which generally uses an orthogonal transformation. PCA searches
for the maximum variance in the original space. Moreover, PCA is heavily used in
feature selection method. The concept of eigenvector and eigenvalue is important in
PCA analysis. PCA can be applied by the decomposition of eigenvalues of a data
covariance matrix usually after mean centering and normalizing the data matrix for
each attribute [1]. From a set of dataset eigenvectors and their corresponding eigen-
values can be determined as eigenvectors and eigenvalues exist in pairs. An eigen-
vector is basically a direction and its corresponding eigenvalue is a number or a value
which indicates the variance of data in a direction. The eigenvector with the highest
eigenvalue is considered as first principal component and the second highest eigenvalue
with the next highest variation is the second principal component and following this
pattern, it arranges the features [13].
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2.2 Feed Forward Neural Network

Neural networks for continuous space language models have been attractive in recent
years [19]. Neural networks are also known as connectionist systems. This technique is
basically a computational approach utilized as a part of computer science. There are
two important concepts of neural networks one is the perceptron and the other is
sigmoid neuron. Roused by prior work by Warren Mcculloch and Walter Pitts per-
ceptrons were developed by Frank Rosenblatt [11]. Perceptron is based on layers and
does the computation by using easy addition and subtraction. Frank Rosenblatt
explained about circuitry, for example, exclusive-or circuit with mathematical terms
and notations but not in basic perceptron [15]. By using several binary inputs, a single
perceptron gives one binary output. In the diagram, it is taking three inputs x1, x2, x3
and produces an output. Figure 1 shows a perceptron [6].

x1

output
x2

x3

Fig. 1. Perceptron with 3 inputs x1, x2, x3 and 1 output

A perceptron works by computing outputs. For computing outputs, weights are
used. The output either 0 or 1 is computed by a threshold value. If the weighted sum
ZJ. wjxj is greater than or less than a threshold value the output is either O or 1. The

threshold value and the weight values are real numbers [17].

B if >, wixj < thresshold
output = { 1 ifzj wjxj > thresshold (1)

One problem with perceptron is a small change in the weights of any perceptron
can affect the output of that perceptron to change completely from O to 1. This problem
may have an adverse effect on the rest of the network and it may complicate the whole
network. A sigmoid neuron can overcome this problem. They are a modified version of
perceptron so a slight change in weights and bias does not have a major effect on the
output. Like perceptron it will take x1, x2, x3 inputs but these inputs can take frac-
tional values too, for instance, all values between O to 1. Moreover, the concept of
weights and bias are also used in the sigmoid neuron. The output is ¢ (w-x + b), G is
known as the sigmoid function. The more explicit output can be defined by the fol-
lowing formula [12].
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1
el S)

Another type of neural network is feed forward neural network. This network is
quite simple and easy as the data or information only move forward starting from the
inputs units through the hidden units and lastly to the output units creating no cycles in
the network. Feed forward neural networks predict answers quite well as they are
universal approximators [18]. Continuous mapping can be done by a three sometimes a
four-layered network using sigmoid saturating unit output functions even when there
are many hidden parts [3, 5, 7]. Because of these advantages feed forward neural
network has been used in the suggested model.

(2)

3 Methodology and Work Flow

Figure 2 illustrates a detail block diagram of our proposed model that consists of
extracting features from 2D audio signal, select optimal features using PCA and train
and test using Neural Network classifier.

The Algorithmic view of the proposed methodology is shown below.

proposedAlgorithm( List of Audio Files )

featureMatrix = null;

labelMatrix = null;

i = 0;

for each File
r = readFile( File );
featureMatrix.add( extractFeatures( r ) );
labelMatrix[0][i] = 1; // 1 for ‘a’ and 0 for ‘o
labelMatrix[1][i] 0; // 1 for ‘a’ and 0 for ‘o’

end

[coeff, score] = pca( featureMatrix );

for n= 3:8
pcaFeatureMatrix = score(:, 1l:n)*coeff(:, 1l:n)'
create neuralNetwork( 30 ); // 30 hidden layers

neuralNetwork ( pcaFeatureMatrix’, labelMatrix );
plot ( Performance graph );

plot ( Error histogram );

plot ( Training State graph );

plot ( Receiver Operating Characteristic );
plot ( Confusion matrix );

end
end
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Features Run PCA Select Train and
extracted — »| features —» Test Neural
from audio Network

Fig. 2. Block diagram of proposed model.

3.1 Feature Extraction

Audio signals have many properties for example - amplitudes, maximum amplitudes,
frequencies and length of sound and much more. Features are numeric properties of a
signal. It is a measurable property that has been observed in phenomenon [8]. Different
signals have different features, which may or may not be unique. For instance, there can
be two separate signals with the same average amplitude. Therefore, it is very
important to extract as many features as possible so that the most distinct features
among them can be worked out. As these statistics play an important role in pattern
recognition and machine learning, having as many as possible features increase the
accuracy of predicting the correct letters. At the beginning, the research six features
were extracted, namely Energy Entropy, Signal Energy, Zero Crossing Rate, Spectral
Rolloff, Spectral Centroid, and Spectral Flux. These features together were not enough
to accurately distinguish between the two vowels. The features are not distinct enough
to recognize the correct vowel since there are many overlapping features in both the
audios. Hence more features were needed to be extracted, which lead to the extraction
of the following 14 features: root mean square (rms), standard deviation (std), kurtosis,
maximum amplitude, minimum amplitude, mean amplitude, median amplitude, mean
frequency, median frequency, skewness, peak to peak-the difference between maxi-
mum and minimum peak, peak to rms, root sum of square (rssq) and variance. These
features along with the previous 6 features made the vowels more differentiable by the
classifier. Obviously using all the features together do not give the highest accuracy
because there are features that have values, which are common to both audios files.

3.2 Optimal Feature Selection

The feature vector is a matrix or vector that contains all the extracted features. If the
number of features extracted from an audio file is n, each audio could be expressed as
an n dimensional vector. If the audios consist the pronunciation of the same letter,
features appearing in them will be similar. Pronounced features can be selected from
the available feature to build an effective feature vector [10]. Again, to train the
classifier, the most prominent features were needed to be selected. Therefore, the next
step was to use dimension reduction algorithm, PCA. The features with the most
differentiating values are acknowledged as feature vectors and stored in a matrix [13].
For the research, pca function was used. The function takes in a Matrix A of n x p and
returns two matrixes namely coefficient matrix and score matrix. The coefficient matrix
is a p X p matrix containing the principle component with the highest variance in the
first column, the second highest variance in the second column and so on.
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The score matrix is an n X p matrix which is a representation of Matrix A in the
principal component space. The following code returns the coefficient and score matrix.

[coef, score] =pca(dr)

To get our desired matrix with the features ordered by their uniqueness with the
most distinguishable at the beginning column, the following code was used:

score(:, 1:n)*coef(:, 1:n)’

This returns the original matrix with the features ordered by their significance. Here
n is 20 as there were 20 features. After applying this to the two individual matrixes
where one contains all features of the audios of the letter ‘A’ and the other matrix
containing the features of the audios of letter ‘O’, the two matrixes were combined into
one matrix of 140 x 20. Let us call this matrix ‘T’ throughout the rest of the paper. The
matrixes were combined in a random manner. For example, the first 5 rows are from
the matrix of letter ‘A’ and then the next 8 are from letter ‘O’ and are continued with
similar pattern. The next step was to take a different number of columns of the T matrix
and find out the highest number of columns needed to achieve a high accuracy. Starting
with the first 3 columns of T (140 x 3) and incremented till the desired accuracy was
met. Table 1 shows a fraction of the feature values obtained after running PCA on the
features mentioned in Sect. 3.1.

Table 1. Values of some features extracted.

F1 F2 ... | F7 Fgs |
0.075505085 | —0.037215778 | ... | —0.201551897 | 0.090624379 | ......
0.060702219 | —0.009612609 | ... | —0.208227243 | —0.048785365 | ......
0.065863426 | —0.02323271 |...|—0.174564502 | 0.014228149 | ......
0.302426791 | —0.198342311 | ... | —0.039702566 | 0.105251611 | ......
0.167757089 | 0.344376096 | ... | 0.013973929| 0.085328876 | ......

3.3 Training and Testing Using Neural Network Classifier

For classification, neural network classifier was used implementing the Feed forward
algorithm. The classifier takes two matrixes, one that contains the feature vector and
another that contains the labels corresponding to the row feature vector. The feature
vector must have the features as rows and the samples as the columns. Therefore, the
140 x 3 matrix had to be transposed to achieve required 3 x 140 matrix. The label
matrix has 2 rows and 140 columns. The first row contained the values 0 and 1 for letter
‘A’. One in the column that corresponded to the feature of ‘A’ in the feature vector and
zero for the column that corresponded to the feature of ‘O’ in the feature vector.
Similarly, the second column was for the letter ‘O’. After loading the two matrixes into
the network containing 30 hidden layers. The network was trained with 30% of the data
and the rest 70% were used for validation and testing. The process was repeated for the
following matrixes T (4 x 140), T (5 x 140), T (6 x 140), T (7 x 140), and T
(8 x 140). The network returned the following output for each matrix Performance
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graph, Error histogram, Training State graph, Receiver Operating Characteristic
(ROC) and Confusion matrix. Using the above graphs, the minimum best number
features to use from the matrix T to get the highest accuracy was determined.

4 Result Analysis

For this research, 140 de-noised audio recordings of 28 patients of Parkinson’s disease
are used [16]. The recordings are of letter ‘A’ and ‘O’. From these audio files 20
features were extracted and using PCA, features were arranged by their significance.
Using selective features from this matrix, the Neural Network was trained and tested.
For determining the optimal number of features to get the highest accuracy, the fol-
lowing graphs Performance graph, Error histogram, Receiver Characteristic (ROC) and
Confusion matrix for first 3 to 8 features, were obtained. The performance graph shows
us training error, validation error and testing error in a graph and gives as an insight of
any occurrence of overfitting. The error histogram reveals any outliers in the data set.
Training state graph tells us about gradient value. The receiver operating characteristic
checks the quality of the classifier. Confusion matrix sums up the accuracy and the
performance to the whole system.

As for the performance, with each inclusion of a feature the validation curve and
the testing curve gets closer to each other, implying that less of overfitting is done to the
data. Not only overfitting decreases, also the cross-entropy decreases as well. But there
is an exception with T (6 x 140) where there is a lot of significant overfitting and an
increase in cross-entropy. For T (7 x 140), the overfitting decreased but the decrease in
cross-entropy is not that significant. This has occurred due to outliers in data, as shown
in the error histogram below.

The error histogram paints a clear picture of how the errors decrease, as more of
data for outliers are fed to the classifier for training. As for T (6 x 140) and T
(7 x 140) there are quite a few outliers at errors —0.02016, 0.02016 and at —0.05577,
0.05577 respectively. Nevertheless, the range of error has decreased from [—0.9365,
0.9365] in T (3 x 140) to [-0.00131, 0.00131] in T (8 x 140).

The graphs clearly show that the ROC curves moves closer to the y-axis, from T
(3 x 140) to T (5 x 140) and stays vertical with the y-axis for the rest of the matrixes.
This indicates that the quality of the classifier is very good.

The confusion matrix ensures that with an increase in a number of features the
accuracy increases significantly. The model could achieve a very high accuracy with 5
to 8 features. The initial the overall accuracy with 3 features was 67.1% which
increased drastically as more features were taken in consideration. The classifier was
able to classify the two vowels properly. All the test and validation cases are being
distinguished with their proper class.

As depicted in Fig. 3, each epoch the cross-entropy decreases. At 26 epoch the
lowest cross-entropy, 1.8809e-05 is reached. There is no overfitting as the validation
and test curves are close to each other which also implies that there are no outlier values
in the data set. This is confirmed by the error histogram.
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Fig. 3. Performance graph of T (8 x 140)

Figure 4 shows that all errors fall between —0.00257and 0.002575. The diagram
clear shows that only a few data fall in —0.00149, —0.00041, 0.000407 and 0.001491.
The rest majority are in the center. Hence there is less extrapolating of the data.

For checking the classifier’s quality, the receiver operating characteristic is used
widely. Threshold values are applied by roc over the interim [0, 1] for every classifier.
The True Positive Ratio (TPR) and the False Positive Ratio (FPR) are the two values
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Fig. 4. Error histogram of T (8 x 140)
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calculated for every threshold value applied by roc. For example, for a specific class,
TPR stands for the number of outputs which are both actual and predicted class will be
that specific class. However, for FPR the case is not the same. It stands for the number
of outputs whose predicted class will be that specific class but the actual class will be
different than that class. For TPR it must be divided by the number of outputs whose
predicted class will be that particular class. But for FPR it must be divided by the
number of outputs whose predicted class will not be that specific class. The area under
the curve (AUC) gives a clear indication of the quality of the classifier. Figure 5 shows
the curve is closer to the y-axis has an AUC of closer to 1. This indicates a better
classifier. The more the curve is away from the y-axis, the worse is the classifier.

The matrix in Fig. 6 clearly tells us that how much of the predicted data matches
the actual data. It gives the percentage of the predicted data are true positive, true
negative, false positive and false negative. The green boxes are the place where the true
positives and true negatives are, in other words, these are the percentages where the
predicted ‘A’ matches with the actual ‘A’ and the predicted ‘O’ matches the actual ‘O’.
The red boxes are the mismatch, were predicted ‘A’ is actual ‘O’ and vice versa. The
blue box shows the overall accuracy and inaccuracy of the classifier. The system is
highly accurate when using 8 features.
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Fig. 5. (a) Training receiver operating characteristic of T (8 x 140), (b) Validation receiver
operating characteristic of T (8 x 140), (c) Test receiver operating characteristic of T (8 x 140),
(d) All receiver operating characteristic of T (8 x 140)
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Fig. 6. (a) Training confusion matrix of T (8 x 140), (b) Validation confusion matrix of T
(8 x 140), (c) Test confusion matrix of T (8 x 140), (d) All confusion matrix of T (8 x 140)

Table 2 shows a Comparison between our proposed model and other models [4].
As the Table 1 illustrates clearly that our model has a very low error rate compared to
other models.

Table 2. Model comparison

Algorithms | Average error rate
Model 1 | 0.3126

Model 2 | 0.3250

Model 3 |0.3210

Our Model | 1.8809e-05

5 Conclusion

The model that has been proposed in this paper is quite effective with great accuracy.
First, twenty features have been selected form the audio videos. They are Entropy,
Signal Energy, Zero Crossing Rate, Spectral Rolloff, Spectral Centroid, and Spectral
Flux. root mean square (rms), standard deviation (std), kurtosis, maximum amplitude,
minimum amplitude, mean amplitude, median amplitude, mean frequency, median
frequency, skewness, peak to peak-the difference between maximum and minimum
peak, peak to rms, root sum of square (rssq) and variance. Using PCA on these 20
features, returned a matrix containing the features in order of their significance.
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From this feature vector, the first 8 features were used. The first five, six or seven
features give high percent accuracy too. However, they had outliers shown in the error
histogram. Thus, using the first eight features avoided the occurrence of outliers and
reduce overfitting. Hence, this model ensures a very high percentage of accuracy.
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Abstract. Occupancy detection is very interesting research problem
which may help in understanding ambient dynamics of the environment,
resource utilisation, energy conservation and consumption, electricity
usages and patterns, security and privacy related aspects. In addition
to this, achieving good accuracy for occupancy detection problem in the
home and commercial buildings can help in cost reduction substantially.
In this paper, we explain one experiment in which data for occupancy
and ambient attributes have been collected. This paper develops machine
learning-based intelligent occupancy detection model and compare the
results with several machine learning techniques in a detailed manner.

Keywords: Occupancy detection - CART - Naive Bayes - SVM - Logis-
tic regression + LDA - Classification

1 Introduction

Occupancy detection is an important research problem which has many applica-
tions in different domains. Mainly occupancy detection in residential and com-
mercial buildings can help a great deal in understating so many things about the
static and dynamic knowledge in the ambient environment. Some of the appli-
cations are energy conservation and monitoring of energy consumption, electric-
ity and appliances use pattern, movement, and dynamics inside the buildings,
energy cost analysis based on appliances, security and privacy related applica-
tions. There were conducted many research studies to predict the occupancy
status in buildings. Such studies reported that such applications can save as per
estimation from 30 to 42% energy [5,7,8]. Experiments and research conducted
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by [2] has shown that energy saving was about 37% and varying from 29% to
80% [3] when occupancy related insights were used as an input for Heating Ven-
tilation Air Conditioning (HVAC) control system. Machine learning approaches
and intelligent techniques have also been used in many diverse and applied fields
such as in health information systems [16], knowledge-based information sys-
tems [15], in intelligent and sustainable software development [20] and ICT-
based social media discovery of consumer service delivery [13,21]. At present
sensors based system can be used and developed easily to collect the data. In
this research paper, occupancy detection is being predicted with the data based
on environment obtained with the help of the sensors. Data contains attributes
such as light, temperature, humidity, and CO2. Occupancy attribute has two
values only occupied or not occupied. The good thing about the experiment is
that it is based on environment and not much investment and infrastructure
are required. As far as literature is concerned, this paper addresses occupancy
as a classification problem with two classes occupied and not occupied. Several
works have been done using some machine learning methods with different data
sets using several approaches based on sensors, camera, videos monitoring and
others. Each of them has their own advantages and disadvantages. [18] gave
an improved method based on stochastic occupancy detection model. With the
help of passive infrared detection, digital video cameras, and CO2 sensors [19],
a model to detect occupancy was developed which is based on Bayesian statis-
tics. This research reports that the model brings a reduction in average error of
about 70% to 11%. Adding to this, [9] developed two models. The first model
developed was based on multivariate Gaussian distribution technique of machine
learning. In this experiment digital cameras were used for data collection. The
second model developed was based on Agent-Based Model (ABM) technique of
machine learning which can help in analysis and simulation of mobility patterns.
Further, some researchers tried to detect a room’s occupants count and developed
a dynamic model with the help ventilation, temperature and Carbon dioxide data
[6]. The occupancy figure of 88% was displayed by the developed model and this
level is better than the one obtained through the models based on Neural Net-
work estimators technique and Support Vector Machine (SVM) technique. To
detect occupancy some models were also developed which use the data of wire-
less sensor network [8]. To determine occupants count this model uses cameras
equipment. With this model, up to 42% energy can be saved annually along with
the adequate amount of standards of comfort in the room. Extreme Learning
Machine (ELM) has been used in classification and regression applications such
as temperature forecasting, energy forecasting of buildings [12,14]. This work
improves the previous research and development. To achieve better occupancy
detection accuracy, we require monitoring equipment’s which provides higher
resolution and accuracy [4]. For predicting occupancy accurately with collected
data we have used several machine learning methods and developed a model in
this paper. This paper does an in-depth analysis of the performance and accuracy
of several methods of machine learning to propose the most accurate methods
for occupancy detection.
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2 Model-Machine Learning Approaches

2.1 Linear Discriminate Analysis

Linear discriminant analysis (LDA) [17] is a effective machine learning techniques
which is a generalized version of Fisher’s linear discriminant [22]. Fisher’s linear
discriminate method is famously used in many domains such as statistics, pattern
recognition, pattern analysis and machine learning for the purpose of the linear
combination of input attributes and features that characterize or classify two or
more classes of objects. After obtaining the resulting object, it can be taken like a
linear classifier to reduce the dimensions in the experiment before classification.

2.2 Logistic Regression

It’s a model based on regression in which on the basis of input features, one
dependent variable or categorical is predicted. Categorical variable or class vari-
able can be binary of having two or many classes. In this case, where the no of the
dependent variable is representing more than two classes are called multinomial
logistic regression. First Statistician David Cox developed the model of Logistic
regression in 1958 [10]. In different subjects, different terminologies are used like
in economics, qualitative discrete choice model’s example is logistic regression.
For instance, We need to predict the vote of a person based on certain parameters
such as gender, age, and immigration so Mathematically it is defined as

exp(Bo + B1Gender + B2 Age + ...01 2immigration)
Pr(Y =1|S,P, 1) =
" 19, B,1) 1+ exp(Bo + B1Gender + B2 Age + ...012immigration)
(1)

2.3 CART

In machine learning method, Decision Trees (DT) is one of the important types
of algorithm for prediction and modelling. There are classical decision trees that
have been developed and are being implemented but there are some modern
variations of them such as a random forest that have shown most powerful per-
formance in terms of accuracy. One of the decision tree algorithm in modern
time is Classification And Regression Trees (CART) methodology introduced by
Charles Stone, Richard Olshen, Jerome Friedman and Leo Breiman and is struc-
tured like question and answer set of a system. It asks a sequence of questions
and answers to those question determine what can be the next question based on
features and their relevance. The result of these questions and answers develop
a tree like data structure with nodes. The nodes at the ends are called terminal
nodes where question ends. CART uses entropy as information gain mechanism
and creates Binary trees which are two children tree with splitting criteria is
performance based on best split point.

O(s/t) = 2PLPr Yy |P(Cjltr) — P(Cjltr)| (2)

j=1
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In which R and L indicates the right and left subtrees of the current node
where decision is being made based on information gain. Pgr, Pr, subtrees prob-
ability (tuples in left or right sub-tree)/(tuples in training set).

2.4 KNNs

In intelligent systems development, there are domains related to problems of
pattern recognition and machine learning. In machine learning domain,for clas-
sification and regression work a non-parametric method the k-nearest neighbor’s
algorithm (k-NN) approach is used [1]. Suppose a feature space is with N dimen-
sion is given and then task associated can be classification and regression. The
predicted class variable is category and output variable is class in the k-NN
classification method. In which our purpose is to identify the object based on
feature variables which class it belongs to. The KNNs follows the approach in
which an object is classified on the basis of maximum number of vote of the
neighbors. This is for the k nearest neighbours (k being positive integer) of the
object assigned to the class. The object can be allocated to the class having sin-
gle nearest neighbour if k value is equal to 1. But in k-NN regression approach,
the object’s property value is the output (a real number) which is an average
of k nearest neighbor’s values. Suppose there are following training examples
(x;, f(x;)) where we want to implement KNNs. Given x, query instance, first
of all locate x,, nearest training example, then get an estimate for f(z,)f(x,)
k-Nearest Neighbor: is given x4, for real-valued take mean of f values of the
k nearest neighbours and for discrete-valued target function take vote of its k
nearest neighbours

k
flag) 2=t D Q
Most of the algorithms have their special properties which make them best
candidates for the special type of problems. This is also true for KNNs.The
KNNs is well suited for cases where instances map to points in 1" are less than
20 attributes per instance and there are lots of training data. There are some
benefits also of using KNNs such as no data or information lose, complex target
functions learning and very fast training. Apart from this there are disadvantages
also, irrelevant attributes can fool easily and query time is slow.

2.5 Support Vector Machine

One of the important machine learning algorithms Support Vector Machine
(SVM) is based on discriminate classifier or separating hyperplane. SVM is
trained with given labelled training data in supervised learning and the outputs
of SVM is an optimal hyperplane that classify some new and unique examples
by separating them from one another. The mathematical formulation is given
below. SVM has the constraint

Z%’ai =0, (4)
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which makes the total weight for the positive class equal to that of the negative
class. Suppose, we are given data (z;,v;), « € R%y € {—1,1}. We want a
linear classifier in an infinite-dimensional kernel space,

g(x) = sign(p(w) - p(x) +b), ()

where
P(w) - ¢(z) = K(w, ). (6)
The SVM optimization is ¢*(w) = arg ming . %¢(w)2,
such that y;(¢(w) - d(x;) +b) > 1. So of all the classifiers which correctly classify
the data, we want the one closest to the origin. From a Bayesian perspective,
this is choosing the most probable classifier under a zero mean normal prior,
which has likelihood above a certain threshold. The Lagrangian is

L(p(w), b, @) = §||¢(w>\|2 - Z%(%((ﬁ(w) “¢(xi) +0) = 1). (7)

The stationary conditions are L(¢(w), b, a)p(w) = ¢p(w) — >, yiaip(x;) = 0,
L(p(w),b,a)b =", yio; = 0. So the weight vector is a linear combination of the
data points:

P(w) = Zyiai¢($i)~ (8)

The classifier is then g(x) = sign( Yo vicid(x;) - o(x) + b>

= szgn(E:Z yio K (x;, 2) + b) .

2.6 Naive Bayes

Naive Bayes classifiers belongs to the probabilistic classifiers family which funda-
mentally apply along with independent assumptions among the features “Bayes’
theorem”. Naive Bayes has been known and famous for many decades and still
remains a competitive and popular one of the area with some advance method-
ologies covering support vector machine. Its applicability and performance are
appreciated many domains. The good thing about Naive Bayes classifiers in a
learning problem is that they are highly scalable and requires a number of para-
meters form of linearity. In this approach, for achieving Maximum-likelihood
training, the evaluation of a closed-form expression with linear running time
complexity is done rather than expensive iterative approximation that. Math-

ematical formulation of Naive Based Classifier with equation and posterior
p(zlw;)-P(w;)

probability is given as following P(w;|z) = ) posterior probability =
like”hooiffjé’gfg(’babﬂ”y One the probabilities have been calculated, in addition
to this, required objective function is given as g1(x) = P(wi| z), ¢g2(z) =

P(wo| x),  g3(x) = P(ws] x).
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2.7 Gradient Boost Machine

Gradient boosting has three elements. One is the loss function. second is a weak
learner and this is an additive model that adds weak learners for minimizing the
weak learning. The function understanding used depends on the problems itself.
The basic property of loss function is that it must be differentiable. For instance,
in regression task, we can use a squared error and in the classification task, the
logarithmic loss can be used. Decision trees method is basically used in gradient
boosting as the weak learner. After the weak learners, trees are incorporated one
at a time and existing trees in the model are not changed. One of the important
procedure of the gradient descent procedure is to maximize the accuracy and
minimize the loss. In adding tree procedure, the output for the newly added
tree is then added to the output of the existing set of already added trees in
an order to improve the final output. The development of boosting algorithms
in many domain of machine learning and statistics apart from regression and
classification has been driven by this functional gradient view of boosting.

3 Methodology

3.1 Data Description

Occupancy data set has been obtained from an experiment that stated the
binary classification for room occupancy. The data contain input feature space
with attributes such as temperature, humidity, light and CO2 and time stamp.
Dataset is multivariate with no of instance 20560 and number of attributes equal
to 7. The data have been obtained from UCI machine learning repository [11].

3.2 Model and Its Description

This paper analyses the performance of the model based on many states of art
machine learning models to predict the occupancy in the room whose data has
been collected from the sensors. Proposed model first set the sensors and obtain
the data from all required sensors which provide the data with features such as
date, temperature, relative Humidity, light, CO2, humidity ratio and occupancy
as stated on [11].

This data is then imported into the set of experiment and data cleaning
process is performed if any value is missing and other rectification of data as
displayed in Fig. 1. After this process, data is sent to statistical analysis phase
which performs data and features analysis stating the importance of the features
and correlation with the occupancy attributes as shown in Fig.3 and Table 1.
Here Pearson correlation is also determined in order to know about the rela-
tion and their quantification. After statistical analysis phase, we have enough
insights about the data and feature space which is then used to feature selection
and feature generation. In our experiment, timestamp related information is also
used. Once the proper feature space is developed, it is passed into machine learn-
ing models based on K-Nearest neighbor (KNN), Linear discriminate analysis
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K Fold Cross Validation

Fig. 1. Performance analysis model

Table 1. Feature ranking details

Serial no. | Feature no. | Ranking coefficient | Feature name
1 Feature 2 | 0.470111 Temperature

2 Feature 3 |0.301546 Humidity

3 Feature 0 | 0.124318 Light

4 Feature 4 |0.05819 CO2

5 Feature 1 | 0.045835 Humidity ratio

(LDA), Linear regression (LR), Support vector machine (SVM), Naive Bayes
(NB), Gradient boosting machine (GBM). Feature space is passed to each of the
machine learning model and accuracy is evaluated as stated in the evaluation
section. after this to obtain the generalist performance k cross-fold validation
system in applied and values of k equals to 10. this gives good results. This
model is run with two type of data one without the time stamp data and other
with added features with the time stamp and related features. When time stamp
or date related information is incorporated into the model it performs better.

3.3 Performance Evaluation

The task associated with the data is classifications which depend on the count of
the correctly classified items. There are four possibilities of the count of classi-
fication results that can be counted in each case of classification. For evaluation
of our model, we use accuracy defined as follows.
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Accuracy = (TP+TN)/(TP+ TN+ FP+ FN) (9)

Where TP, TN, FP and FN is True Positive, True Negative, False Positive and
False Negative respectively. Obtaining good level of accuracy in a generalized
environment is desirable for machine learning model. For this purpose, in this
experiment cross-validation technique has been used for evaluating predictive
models with partition of data points between testing and training. Training
instances are used to train the model while testing is used to validate the perfor-
mance in generalized environment. For generalized performance, we have selected
k-fold cross-validation in which we do random partitioning of original set into
k equal size subset. Out of these k equal size subset, for testing the model one
subset is used as the validation data and for training rest of the k-1 subsets are
utilized. Then this process of cross-validation is repeated k number of times and
we call it as folds where each and every k subset used once only in terms of
validation data. Now for producing single estimation take an average of k results
come out of such systems. This is the testing of generalized ability of the model.
In our experiment, we have selected k value equals to 10 hence it is 10 fold cross
validation.

4 Results and Discussion
This paper has taken a study on the development of the model based on latest

machine learning techniques to predict the occupancy. In this discussion, We
first took the data and move towards the implementation as discussed in the

methodology section.
mmm Not Occupied
- mmm Occupied .I

Features

Average

Fig. 2. Occupancy display plot

This data is imported and cleaned with NAN values. Once this part is com-
plete, data is passed to the statistical phase where feature correlation among
themselves, with target attribute and feature ranking, feature selection is done as
displayed in Figs. 2 and 3. This way some attribute already given are expanded.
Model add the feature of time and data specifically in the training and testing
which produces good results. Results obtained from the experiment are displayed
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Feature importances

““M— .

Fig. 3. Feature importance plot

in Tables 2 and 3. Where Table 2 describes results without adding time and date
related information and applying the proposed model and doing the comparative
study with machine learning techniques such as LR, LDA, KNN, CART, NB,
SVM and GBM. Accuracy varies from lowest 58.81% to maximum of 98.82%.
The model produces lowest accuracy for SVM and highest for the LR. If extra
information processed from date and time with existing feature space is added,
then model produces almost same results but there is the remarkable improve-
ment in the model accuracy by SVM which reaches from 58.81% to 78.77%. The
second model shows improved performance in CART and SVM otherwise the
previous model performed well.

Table 2. Performance analysis without improved feature space

Machine learning Accuracy | Standard deviation
Logistic regression 0.988218 |0.023488
Linear discriminate analysis 0.960576 | 0.057737
K-Nearest neighbour 0.971022 | 0.037281
Classification and regression tree | 0.931589 | 0.128586
Naive Bayes 0.964753 | 0.056778
Support vector machine 0.588199 |0.239127
Gradient boosting machine 0.970407 | 0.046774

While displaying the accuracy comparatively, it is observed that logistic
regression performed better than any other machine learning model. Then comes
the KNN with the accuracy of 97.10% followed by GBM. After that accuracy
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Table 3. Performance analysis with improved feature space

Machine learning Accuracy | Standard deviation
Logistic regression 0.970285 | 0.034031
Linear discriminate analysis 0.961559 | 0.045556
K-Nearest neighbour 0.976547 | 0.034958
Classification and regression tree | 0.924953 | 0.133456
Naive Bayes 0.964016 | 0.058992
Support vector machine 0.787701 |0.269817
Gradient boosting machine 0.968073 | 0.043683

comes to 96% range for LDA and NB. This way the generalised performance of
the on this data set from machine learning methods is good for LR and KNN.
This proposed model displays the comparative study of the various machine
learning methods in Fig.4 in pictorially. Hence in this study, we can say that
with added attribute SVM accuracy improved significantly and logistic regres-
sion performed well for the generalised accuracy with k = 10 fold cross-validation
model.

LDA KNN CART NB SVM GBM

Fig. 4. Performance comparison of machine learning methods
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5 Conclusion

This paper discusses the experiment based on sensor data to predict the occu-
pancy in the room.Sensor data have many advantages as it requires less computa-
tional power as compared to image processing or videos processing for occupancy
detection. This paper developed model based on machine learning methods and
evaluated and compared their performance among themselves in which simple
linear regression models performed better. Linear regression and KNNs based
model produced the maximum accuracy of order 97.68% and this accuracy is
generalised accuracy obtained with 10 fold cross validation with variation quite
low of order 0.3498. Improvement in this model is that, the model incorporate
time stamp details also as input part when the prediction is done which has
improved accuracy for different models but a significantly improve accuracy for
SVM which goes from 68% to 78.77%. Future work could be to use advanced
learning such and Deep learning and applying feature generation techniques to
add more insight of the data into training process.
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Abstract. Lombard effect (LE) is the phenomena in which a person
tends to speak louder in the presence of loud noise, due to the obstruction
of self-auditory feedback. The main objective of this work is to develop a
dataset for the study of LE on speech parameters. The proposed dataset
comprising of 230 utterances each from 10 speakers, consists of the simul-
taneous recording of speech and ElectroGlottoGram (EGG) of speech
under LE as well as neutral speech recorded in a noise free condition. The
speech under LE is recorded at 5 different levels (30dB, 15dB, 5dB, 0dB
and —20dB) of babble noise. The level of LE in the developed dataset is
demonstrated by comparing (a) the source parameters, (b) speaker recog-
nition rates and (c) epoch extraction performance. For the comparison of
source parameters like pitch and Strength of Excitation (SoE), the neu-
tral speech and speech under LE are compared. Based on the comparison,
high pitch and low SoE are observed for the speech under LE. Also, lower
recognition performance is observed when a Mel Frequency Cepstral Coef-
ficient (MFCC) - Gaussian Mixture Model (GMM) based speaker recogni-
tion system built using the neutral speech, is tested with the speech under
LE obtained from the same set of speakers. Finally, on the basis of the com-
parison of epoch extraction from neutral speech and speech under LE, the
utterances with LE is observed to have higher epoch deviation than that
for neutral speech. All these experiments confirm the level of LE in the
prepared database and also reinforces the issues in processing the speech
under LE, for different speech processing tasks.

1 Introduction

The human speech production varies with the environment in which the speech
is produced [1], on one’s state of mind or emotions [2]. The ultimate aim of the
speech production system is to convey the information in the best possible form.
Lombard effect (LE) is the phenomena in which a person tends to speak louder
in the presence of loud noise, due to the obstruction of self-auditory feedback [1].
LE is an involuntary effort taken by the speaker to convey a clear information.
For example, when you talk to a person who is listening to some loud music
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through earphones, that person replies in a louder voice than usual. The articu-
latory and acoustic parameters will be adjusted to increase the intelligibility of
speech in the presence of noise [1], which makes the features of speech under LE
different from that of normal speech [3]. Though LE in speech helps to increase
the intelligibility of the speech produced, it is an undesirable phenomenon with
respect to a speaker recognition system.

An automatic speaker recognition system uses certain features of a person’s
speech to correctly identify the speaker [3]. Since the features of neutral speech
vary from the features of speech under stress, LE downgrades the performance
of a speaker recognition system [3]. A system may give good performance with
improved training but fails if there is even a slight change in the test data [4].
In spite of various technical changes made in the speaker recognition systems to
increase its robustness, a speaker recognition system still faces many challenges
and issues that degrade the performance of system [5]. Bapineedu in [6] has
observed that the LE is reflected mainly on the features of the excitation source.
Features like instantaneous fundamental frequency, duration of voiced region and
strength of excitation can be analysed to find the difference between a normal
speech and speech under LE. Bapineedu et al. in [1] have analysed speech under
LE with different types and levels of noise.

Figure 1 shows the speech signal of neutral speech (a), and speech under LE
(b) and their corresponding narrowband spectrograms (c) and (d), for the same
sentence ‘He would be more popular’. Although both the spectrograms are for
the same sentence recorded by the same speaker, there is a significant difference
between the two signals due to LE. The fundamental frequency and its harmonics
are present in the vocal fold vibrations [7]. The first horizontal band represents
the fundamental frequency and the successive horizontal bands represent each
harmonic. The source parameter pitch is correlated with the fundamental fre-
quency and width of the horizontal striations of a narrow band spectrum. From
the Fig.1 it can be seen that the width of the first horizontal striation which
indicates the fundamental frequency, of the Lombard speech is more than that
for the neutral speech. All the successive bands of the spectrogram of Lombard
speech are also wider than that of the bands of the spectrogram of neutral
speech. This implies that the pitch of a speech under LE is greater than that of

Table 1. Existing datasets for the study of LE

Dataset No. of speakers No. of sentences/words | Noise Datatype
UT-Scope [8] 59 100 Sentences (TIMIT | (a) Highway Speech
(Speech under Cognitive corpus) + 5 tokens of | (b) Large crowd

and Physical Stress and digits (0-9) (c) Pink noise

Emotion)

SUSAS [9] 9 (All male) 70 utterances Noise (85dB SPL) | Speech

(Speech Under Simulated
and Actual Stress)

CLSD [10] 26 (12 female,14 male) | 108 utterances (a) Car noise Speech
(Czech Lombard Speech (b) artificial band
Database) noises
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Fig. 1. Comparison of characteristics of neutral speech and speech under LE: (a) speech

signal of neutral speech, (b) speech under LE, (c) and (d): their corresponding spec-
trograms

neutral speech. These changes in source parameters lead to poor performance of
a speaker recognition system.

In order to solve the problem of speaker recognition system, a comparative
study of neutral speech and speech under LE is necessary. Many studies have
been carried out on speech under LE with the help of conventional datasets.
Table 1 shows the details of some of the existing datasets for the study of speech
under LE. The SUSAS dataset is the most commonly used dataset [10] to study
the speech production in a stressed condition and to find the impact of LE on
speech systems. SUSAS dataset is a small database partly dedicated to LE and
is publicly available [10]. There are several speaking styles in this database like
the normal, slow, clear, Lombard etc. The recordings of 9 speakers (all male)
with 70 utterances by each speaker are present in the dataset. 35 commonly used
words in aircraft, each repeated once constitute the 70 utterances. The Lombard
speech is recorded at a noise level of 85 dB SPL. The clear speech corresponding
to the speech under LE, of the 9 speakers is also included in the dataset [9].
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Hansen et al. in [9] have observed that speech recognition performance has
degraded significantly with the introduction of stress. The UT-Scope [8] is a
comparatively larger database with speech under LE of 59 speakers recorded at
three types and levels of noise. Except for UT-Scope, all other datasets have
used a maximum of only two noise types and levels. The CLSD [10] is a dataset
in the native language. All these datasets consist of only speech data and only
a few of them are publicly available.

According to Bapineedu et al. in [1], the environment in which the speech
is produced, speaker, the nature and extent of noise that causes LE are the
main factors that influence the speech under LE. So, the development of a larger
database when compared to the publicly available SUSAS dataset, with respect
to the number of speakers, utterances and noise levels, can benefit the study
of speech under LE. The proposed dataset, which has speech under LE at five
different noise levels, has to be validated against a standard dataset by analysing
the speaker recognition performance and source parameters, in order to confirm
the reliability. Since the LE is reflected mainly on the excitation source features
[6], an analysis of the excitation source features under LE is required. The exci-
tation source parameters can be easily analysed from the EGG signal [11], which
is present in the proposed dataset. Features like instantaneous fundamental fre-
quency and Strength of Excitation (SoE) can be analysed to find how speech
under LE is different from normal speech and can be obtained with the knowl-
edge of epoch locations. The performance analysis of ZFF algorithm has to be
performed to identify the issues in estimating source parameters under LE.

The remaining sections are organised as follows. Section 2 explains the devel-
opment of the proposed dataset for speech under LE. Section3 explains the
analysis of excitation source parameters under LE. Section4 in two subsec-
tions describes the speaker recognition experiments performed on two different
datasets. The performance analysis of epoch location extraction using ZFF is
described in Sect. 5. The work is concluded in Sect. 6.

2 Development of Database for Speech Under LE

In the proposed method of data collection of speech under LE, 230 English sen-
tences are selected from Proverbs and blogs as recording prompt. 10 students
(6 female, 4 male) in the age-group of 22-25 years are involved in the collec-
tion of data. None of the 10 speakers reported having any speech or hearing
impairment. Both speech and EGG signals are recorded simultaneously on a
dual channel with 48kHz as the sampling rate. The EGG signals are recorded
using the ElectroGlottoGraph (EGG) device. The speech under LE is recorded
in simulated noisy condition, whereas the neutral speech is recorded in a noise-
free environment for a comparative study. To record the speech under LE, the
speakers are presented with babble noise through earphones and are asked to
read out the sentences. The method used to record the speech under LE is taken
from the work done by Sumitra et al. in [12]. Speech under LE at five different
levels of babble noise (30dB, 15dB, 5dB, 0dB and —20dB) are included in the
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proposed dataset. A total of 13,800 sentences (5 noises and 1 clear x 10 Speak-
ers x 230 Sentences) are collected from the speakers. The tool (WaveSurfer) takes
input from a microphone and it can be saved as .wav files. Some advantages of
the proposed dataset over the existing datasets for the study of LE on speech
parameters is that the developed dataset is a comparatively large database with
speech recordings of continuous sentences at five different noise levels. Corre-
sponding EGG signals of speech under LE are also available from which the
source parameters can be easily analysed. In the present work, EGG signals
with manually marked GCls are used as ground truth for performance analysis
of epoch extraction using ZFF.

3 Analysis of Excitation Source Parameters Under LE

The level of LE on the proposed dataset is confirmed by measuring the pitch
and SoE of the speech signal. The average of the pitch (mean F0) and SoE of 50
files, from neutral speech and speech under LE at significant noise levels (0dB
and —20dB) are evaluated to measure the quality and amount of LE caught in
the database. The average values obtained for neutral speech and speech under
LE, at two noise levels (0dB and —20dB) are shown in Table 2. Bapineedu et
al. in [1] have observed that the mean FO of speech under LE will be greater
than the mean F0 for neutral speech, whereas the strength of excitation will be
less for speech under LE when compared with the neutral speech [1]. From the
table, it can be observed that the proposed dataset follows the same trend as in
literature [1]. The mean F0 for neutral speech is less than that for speech under
LE, whereas the SoE is more.

Table 2. Mean FO and SoE values of speech signal of the proposed dataset

Noise level | Mean FO | Avg SoE
Neutral 206.76 0.401
0dB 237.62 0.387
—20dB 252.12 0.389

4 Effect of LE on Speaker Recognition System

Speaker recognition experiment is performed for the standard SUSAS dataset
and the proposed dataset. Cepstral features like the Mel Frequency Cepstral
Coefficients (MFCC), with a combination of Gaussian Mixture Model (GMM)
classifier, is most commonly used in a speaker recognition system. The feature
vectors of a speaker are modelled as Gaussian densities in GMM for speaker
recognition systems [13]. Here, for the SUSAS dataset and the proposed dataset,
a GMM based speaker recognition system is developed which is trained with
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neutral speech. 39 MFCC coefficients extracted for speech signal using the HTK
toolkit is used as the feature in both cases [14]. The training files are subjected
to a GMM model to obtain the best fit curve for the model and generate corre-
sponding GMMs for each speaker class. The frame size and frame shift used are
20ms and 10ms respectively. Only the neutral speech and speech under LE at
0dB and —20 dB noise levels, of the proposed dataset are considered for speaker
recognition experiment. Two kinds of speaker recognition are performed for both
the datasets. In the first case, both training and testing are done with neutral
files whereas in the second case, training is with neutral speech and testing is
with speech under LE.

Speaker Recognition System for SUSAS Dataset. An MFCC-GMM based
speaker recognition system is developed for SUSAS dataset. Out of the 70 clear
speech files, 60 files are taken as training data. The system is first tested with
remaining 10 files of the clear speech. The same system is then tested with the
corresponding 10 files of the speech under LE. The speaker recognition rates for
the SUSAS dataset, obtained for 8 different Gaussian components is given in
Table 3.

Table 3. Speaker recognition rates for the SUSAS dataset

No. of Gaussians | Accuracy (%)
Tested with 10 clear files | Tested with 10 Lombard files

8 81.11 42.22
16 87.78 44.44
32 90.00 90.00
64 88.89 40.00
128 83.33 41.11
256 73.33 30.00
512 61.11 26.67
1024 37.78 15.56

In the case of both training and testing with neutral speech, the maximum
accuracy obtained is 90% and the minimum is 37.78%. The lowest accuracy is
obtained for 1024 Gaussian mixtures. For the same number of Gaussian mixtures,
when tested for speech under LE, the accuracy obtained is just 15.56%. Out of
the 8 Gaussian models, 7 Gaussian models is found to have lower accuracy when
tested with speech under LE. The degradation of speaker recognition system can
be observed from the results obtained.
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Table 4. Speaker recognition rates for the proposed dataset

No. of Gaussians | Accuracy (%)
Neutral | Lombard speech at 0dB | Lombard speech at —20dB

8 99.75 | 83.50 67.25

16 100.00 |86.25 70.75

32 99.75 190.25 72.00

64 100.00 |90.75 69.25

128 100.00 |95.00 71.75

256 100.00 |96.00 75.25

512 100.00 |95.25 75.5

1024 100.00 |95.25 77.00

Speaker Recognition System for the Proposed Dataset. The MFCC-
GMM based speaker recognition system for the proposed dataset uses 190 files
out of the 230 sentences of neutral speech as the training data. The remaining
40 files of neutral speech are used for testing. The system is again tested with
the corresponding 40 files of speech under LE, at two significant noise levels
(0dB and —20dB). The speaker recognition accuracies obtained for the pro-
posed dataset for 8 different Gaussian components, is given in Table4. Nearly
100% accuracy is obtained for all Gaussian models when tested with 40 neutral
speech of all speakers. The same system when tested with the corresponding 40
sentences of the speech under LE at 0 dB noise, a degradation in the recognition
rate is observed. The highest accuracy obtained is 96% and the lowest 83.50%.
The highest accuracy obtained is again degraded to 77% when tested with cor-
responding 40 files of speech under LE at —20dB noise. The lowest accuracy
obtained for this case is 67.25%. A performance degradation of speaker recogni-
tion system is observed for speech under LE of the proposed dataset as observed
for the standard SUSAS dataset.

5 Effect of LE on Epoch Extraction

Since the LE is reflected mainly in the excitation source features, a better under-
standing is possible with the analysis of the source parameters. The excitation
source parameters like pitch and SoE can be easily analysed from the EGG sig-
nal [11] with the knowledge of the epoch locations. Pitch frequency is given by
the inverse of the time interval between two successive epoch locations. SoE is
the amplitude at the GCIs of differentiated EGG (DEGG). Among the various
existing methods for epoch location extraction, ZFF (Zero Frequency Filtering)
is the one method which gives a better performance. For this method to give
an accurate result, significant energy is required around the impulse at zero fre-
quency, otherwise, resulting in an inaccurate epoch location extraction [15]. The
instant of glottal closure is usually the instant of maximum excitation and is
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termed as Glottal Closure Instant (GCI). The source parameters obtained using
the epoch extraction varies with emotions and stress. The large pitch variations
make the epoch extraction a difficult task [16].

The performance of the epoch extraction is measured in terms of Identifica-
tion Rate (IDR), Missing Rate (MR), False Alarm Rate (FAR) and IDentification
Accuracy (IDA). If e, e;—1, andesq1 are the current, previous and succeeding
epoch locations in the reference data respectively, then the larynx cycle is in
the region (1/2)(e;—14e€:) <n < (1/2)(et41+¢€¢). According to the number and
locations of the epochs extracted, the four parameters [17] are described as

Identification Rate (IDR): The number of larynx cycles where exactly one
epoch location is present, converted to percentage gives the IDR.

Miss Rate (MR): The number of larynx cycles where no epochs are identified,
converted to percentage gives the MR.

Identification Error: Identification error indicates the timing error or devia-
tion of the extracted epoch, from the epoch in the reference data, in the case
where exactly one epoch is identified in a larynx cycle.

Identification Accuracy (IDA): IDA is given by the standard deviation of
identification error. Lesser the value of IDA, greater the accuracy.

Performance analysis of epoch extraction using ZFF is carried out on a subset
of the proposed dataset that includes 50 EGG and speech files from the neutral
and speech under LE at two distinct noise levels (0dB and —20dB). The epoch
locations of the DEGG signal are manually marked and are taken as the reference
[15]. By comparing the epoch locations extracted using ZFF, with the reference,
the four parameters (IDR, MR, FAR, IDA) are calculated. The results obtained
for the performance analysis of epoch extraction using ZFF is given in Table 5
for EGG and Table 6 for speech respectively.

Table 5. Performance analysis for EGG

Noise level | IDR (%) | MR (%) | FAR (%) | IDA (ms)
Neutral 99.65 0.29 0.05 0.19
0dB 99.63 0.34 0.03 0.23
—20dB 99.63 0.33 0.03 0.22

Table 6. Performance analysis for speech

Noise level | IDR (%) | MR (%) | FAR (%) | IDA (ms)
Neutral 99.78 0.06 0.15 0.24

0dB 99.08 0.11 0.81 0.3
—20dB 97.36 0.21 2.4 0.33
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In both the cases, a decrease in the IDR is observed for the speech under
LE. The incorrect epoch extraction case can be further considered as either a
missing or multiple epoch detections in a larynx cycle. A measure of these two
is given by MR and FAR. The epoch extraction performance is found to be poor
for the speech under LE, when compared to the neutral speech. Further, from
both the tables, it can be seen that the IDA is more for the speech under LE
when compared with neutral speech. Lesser the value of IDA implies a greater
accuracy.
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Fig. 2. Probability distribution of identification accuracies of EGG signals of Neutral
speech, Lombard speech at 0 dB and Lombard speech at —20dB
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Fig. 3. Probability distribution of identification accuracies of speech signals of Neutral
speech, Lombard speech at 0dB and Lombard speech at —20dB
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The impact of LE on epoch extraction is demonstrated by comparing the
identification accuracies [18,19] of neutral speech and speech under LE at 0dB
and —20 dB noise levels. Figure 2 shows the plot for EGG signals and Fig. 3 for
speech signal, where ‘d’ is the identification accuracy and Fp(d) is the prob-
ability distribution of the random variable ‘D’, representing the identification
accuracies. For EGG as well speech signals, the distribution of neutral speech is
found to be different from the speech under LE, where as the distributions of
speech under LE at 0dB and —20dB noise levels are observed to have similar
characteristics.

6 Summary and Conclusion

In the present work, a large database compared to the SUSAS dataset was devel-
oped to analyse the speech parameters under LE at different noise levels. The
speech under LE was recorded in a simulated noisy condition and the neutral
speech was recorded in a noise free environment. The speciality of the proposed
dataset is that it contains EGG signal corresponding to each speech utterance in
the dataset. To analyse the level of LE in the proposed dataset, a comparative
study of the source parameters pitch and SoE, for speech under LE at different
levels of noise was performed. The obtained trend of high pitch and low SoE
for speech under LE for the developed dataset, is found to be consistent with
the trend followed in literature [1]. In addition to this, the performance of epoch
location extraction algorithm is compared for neutral speech and speech under
LE. Based on the comparative study, the epoch extraction for speech under LE
is found to have more deviation from the original epoch location, than that for
neutral speech. The level of LE on the developed dataset is also confirmed using
an MFCC-GMM based speaker recognition system. For the proposed as well as
the standard datasets, the speaker recognition rates were high when the speaker
recognition system was tested with neutral speech but was found to degrade
when tested with speech under LE. Since the features of speech under LE are
not reflected in the MFCC features, there should be new methods to compen-
sate these features for speech under LE. Also, a new epoch extraction algorithm
considering the features and characteristics of speech under LE should be devel-
oped to accurately measure the excitation source features. These modifications
can lead to the development of a robust speaker recognition system for speech
under LE.
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Abstract. Alzheimer disease (AD) is a common form of dementia affect-
ing people older than the age of 65. Moreover, AD is commonly diag-
nosed by behavioural paradormants, cognitive tests, and is followed by
brain scans. Computer Aided Diagnosis (CAD), applies medical imag-
ing and machine learning algorithms, to aid in the early diagnosis
of Alzheimer’s severity and advancement from prodromal stages i.e.
Mild Cognitive Impairment (MCI) to diagnosed Alzheimer’s disease. In
this work, SVM (support vector machine) is used for dementia stage
classification. Anatomical structures of the brain were obtained from
FreeSurfer’s processing of structural Magnetic Resonance Imaging (MRI)
data and is utilized for as features for SVM. To be more precise, the
system is processed using T1-weighted brain MRI datasets consisting
of: 150 mild cognitive impairment (MCI) patients, 80 AD patients and
130 normal controls (NC) obtained from Alzheimer Disease Neuroimag-
ing Initiative (ADNI) database. The volumes of brain structures (hip-
pocampus, medial temporal lobe, whole brain, ventricular, cortical grey
matter, entorhinal cortex and fusiform) are employed as biomarkers for
multi-class classification of AD, MCI, and NC.
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1 Introduction

Alzheimer’s disease (AD) is a common form of dementia affecting millions of
elderly people above the age of 65 worldwide. Before AD, ailments such as (MCI)
serves as an intermediary phase between normal cognitive controls (NC) and AD.
Furthermore, this MCI phase has a high conversion rate to AD. As a result, there
is a need for the development of a sensitive, precise, and specific atrophy bio-
markers for early detection of AD progression [1]. These new methods are needed
to help researchers develop new treatments for Alzheimer’s as discussed by Hua
et al. [2]. Methods for early detection may further differ by the type of imaging
biomarkers that can be applied [3-5]. For example, neuroimaging methods such
as positron emission tomography (PET), functional magnetic resonance imaging
(fMRI) and structural magnetic resonance imaging (MRI) are useful in evalua-
tion of anatomical degradation caused by the disease [6-8]. Overtime, structural
MRI of the brain has progressively become more employed in identifying struc-
tural changes in common aging diseases like Alzheimer’s [9]. Structural brain
MRI methods have the ability to utilize biomarkers that are presented in the
image. These biomarkers are able to illustrate the structural differences for a
healthy and diseased individuals. It is important to note that the methods may
vary depending on the nature of the employed imaging biomarkers [10]. In spite
of this, due to the ease of availability, non-persistent nature, and a high quality
of MR images, they are the most suitable for differentiating changes in the brain
anatomy due to disease development and progression.

As a result of the ubiquitous use of MRI in research and medicine, simul-
taneous advances in neuro-informatics have led to the materialization of many
free and commercial image analysis software packages for the last 15 years. This
includes but is not restricted to SPM, FSL, FreeSurfer, BrainVisa, Minboggle,
NeuroQuant and NeurQlab. Premature diagnosis of AD by structural MRI stud-
ies is a challenging task because of its difficulty in quantifying patterns seen in
the structural changes during early phases of AD or clinically normal phases
[11]. Patients at the early stages of AD are classified as MCI, but not all MCI
patients convert to AD. An analysis of research and clinical reports show that
5-10% of MCI patients convert to AD per year [12]. Voxel based (VBM) mor-
phometry from high-resolution T1-weighted brain MRI data has been employed
for diagnosis. Furthermore imaging biomarkers were obtained from the processed
images such as grey matter concentration maps which are registered to a refer-
ence location for facilitating voxel by voxel comparisons across subjects [13]. In
this work, we focus on the volumetric measurements of various brain structures
as they have an impact on dementia diagnosis. Specifically, MCI is known to
be effected by volume loss of brain structures like the hippocampus, MTI, the
entorhinal cortex, and the total volume of the brain and is therefore exploited
for classification.

Kloppel et al. applied support vector machine (SVM) to classify grey matter
segments in T1-weighted MR scans obtained from diagnosed AD patients and
the NCs obtained from two centers with dissimilar scanning equipment in order
to generalize across different medical centers [14]. Magnin et al. proposed a new
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classification method of whole-brain (1.5-T) MRI to discriminate AD patients
from NC subjects based on SVMs [15]. Here brain is divided into five regions
of interest by using a previously developed anatomically labelled template for
the brain and created a mask to exclude voxels of the skull. Vemuri et al. [16]
developed a tool for Alzheimer’s diagnosis through structural classification of
MRI using SVM. As the dimension of these brain structures is collinear, it is
essential to know which of them is more likely linked to severity of illness; the
amount of atrophy in the other explains further variation in overall symptom
severity. The studies in this field typically evaluate the diagnostic accuracy of AD
and MCI patients with healthy control subjects. This study proposes volumetric
measurement of hippocampus, medial temporal lobe, ventricles, amygdala, whole
brain volume, cortical grey matter and entorhinal cortex and fusiform structures
used as MRI biomarkers to predict different forms of dementia including the AD
and the MCI. The MRI database scan for the proposed work has been taken from
the AD Neuroimaging Initiative (ADNI) [17]. FreeSurfer software is employed
to obtain hippocampal, MTL, and whole brain volumes, as well as ventricles,
amygdala and cortical grey matter by cortical and sub-cortical segmentation.
Furthermore, the SVM classification from LibSVM package is utilized for multi-
class classification of AD, MCI and NC.

The organization of this paper is as follows. In Sect. 2, possible volume bio-
markers of AD are discussed. In the first part of Sect.3, the dataset and the
FreeSurfer tool are briefly presented, followed by explaining the inner work-
ings of SVM for Alzheimer’s classifications. The whole process of classification
is given in Fig.1. Section4 is devoted for discussing the performance of the
presented method. Finally, in Sect.5 the conclusion and the future work are
communicated.

Feature Set
oo Feature Extraction = (Volumetric o SVM T, AD/NC, ADMCI

MRI Image (By FreeSurfer) Measurement of (REF Kemnel and NCMCI

Brain Structures

Fig. 1. Flowchart

2 Volume Biomarkers of AD

Manual volumetric measurements of brain structures is regarded as “the gold
standard” for detecting symptoms of AD. However, it is time consuming and has
an operator bias. In comparison, automatic measuring methods such as voxel-
based morphometry (VBM) are fast and are extensively employed in the field
[23-25]. However, this method is not to define every gyrus in the brain and
is criticized by some to have confounding issues [26]. Lies et al. has addressed
some of these issues where it is found that a VBM method is measuring the same
effects as “the gold standard” concerning to the subcortical brain structures [27].
Overall, major structures in the brain like hippocampus, medical temporal lobe,
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ventricles, amygdala, cortical grey matter, entorhinal cortex and the whole brain
volume are investigated for indications of atrophy that lead to AD.

2.1 Hippocampus

The hippocampus creates the majority of the temporal lobe and is commonly
used for AD diagnosis. Moreover, hippocampal atrophy is a well-known cause
of dementia [9]. Specifically, hippocampal atrophy differentiates the three main
disease stages of AD, MCI and NC [21]. It is also speculated that a low hip-
pocampus volume can be utilized as a new diagnostic criterion for MCI patients
with high risks of AD conversion [11].

2.2 Medial Temporal Lobe

The medial temporal lobe (MTL) region contains structures that are key in long-
term memory. As a result, a structural MRI of the MTL’s atrophy is an effective
indicator for the initial diagnosis of AD. Visser et al. reported these results in
1999 among 45 patients in their study [17].

2.3 Ventricles

Ventricles are cavities in the cerebral hemispheres filled with cerebrospinal fluid.
Furthermore, their volume variations indicate the existence of AD. These cav-
ities are found to expand in size steadily in AD patients [20]. In particular,
Apostolova et al. has reported that the use of cerebral ventricular volume for
measurement of AD development. They claimed that the hemispheric atrophy
rate calculated by ventricular enlargement correlates strongly with changes on
cognitive tests and are able to capture significant variations among levels the
stages of Alzheimer’s [18].

2.4 Amygdala

Amygdala is a primary limbic structure anatomically interconnected with the
neocortex. In particular, the amygdala serves as a structure for how emotions
are processed. In cases of AD, neural lost and alterations in glial cell population
have been reported. In support, Poulin et al. reported the magnitude of amygdala
atrophy is considerable in AD stages [19].

2.5 Whole Brain

Volumetric MRI studies have found relationships between increasing age and
decreasing brain volumes. In particular, there is an age-correlated decrease in
hippocampal, temporal, frontal lobe structure volumes, and an increase in cere-
brospinal spaces [20]. Moreover, there are more sensitive predictors of AD and
MCI are achievable by exploiting the whole brain’s atrophy rate along with the
hippocampal volume [21].
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2.6 Cortical Grey Matter

MRI measurements of cortical grey matter and abnormal white matter are inde-
pendently connected with dementia severity. Both biomarkers have their own
contributions to the performance in MCI domains as well. For example, quanti-
tative MRI provides a strong conformation that cortical grey matter volume are
related to atrophy and abnormal white matter volume are separately related to
the dementia severity in AD subjects [22].

2.7 Entorhinal Cortex

Entorhinal cortex is a key pre-processor that stimulates the nearby hippocampus.
It serves as an area for memory and navigation. Examinations have confirmed
this assumption; also, few observations illustrate that entorhinal cortex is the
primary part which is affected in MCI cases even earlier than hippocampus.

3 Materials and Methods

3.1 Data

Data used in the preparation of this article were obtained from the Alzheimer’s
Disease Neuroimaging Initiative (ADNI) database (adni.loni.usc.edu). The
ADNI was launched in 2003 as a public-private partnership, led by Principal
Investigator Michael W. Weiner, MD. The primary goal of ADNI has been to test
whether serial magnetic resonance imaging (MRI), positron emission tomogra-
phy (PET), other biological markers, and clinical and neuropsychological assess-
ment can be combined to measure the progression of mild cognitive impairment
(MCI) and early Alzheimer’s disease (AD). The ADNI was collectively launched
by six non-profit organizations in 2003: the National Institute on Aging (NIA),
the National Institute of Biomedical Imaging and Bioengineering (NIBIB), the
Food and Drug Administration (FDA), private pharmaceutical companies and
available at adni.loni.usc.edu. It aims to assess whether structural MRI, positron
emission tomography (PET), biomarkers, as well as clinical and neuropsycho-
logical assessments can be collectively measure the progression of MCI and early
AD. The dataset is divided into categories of AD, MCI and NC, where MCI
consists of EMCI and LMCI as shown in Table 1.

Table 1. Overview of the MRI dataset

Class | # of subjects | # of males/females | Age (mean =+ std)

AD 200 103/97 75.40 £ 7.61
EMCI | 150 T7/73 73.24 £ 6.19
LMCI | 150 73/77 74.10 £ 7.73

NC 200 73/102 76.49 £ 6.78
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3.2 FreeSurfer Processing

FreeSurfer is one of the most widely used software today for volumetric analysis
of the brain. It is indeed a set of tools for cortical analysis and visualization and
sub-cortical segmentation of MRI data [28]. Accurate and reliable segmentation
is a necessity for volumetric analysis of dementia disease. Here, sub-cortical and
cortical volumetric measurements were computed by FreeSurfer (version 5.3.0)
using atlas based labelling of region of interest (ROI) [29]. Statistical output files
generated during FreeSurfer processing stream was used to obtain hippocampus
volume and intra-cranial volume (ICV). The volumes of medial temporal lobe,
ventricles, amygdala, CGM, entorhinal cortex, fusiform, and the whole brain
was computed using anatomical ROI segmentation analysis of their given file:
aparc.a2009s+aseg.mgz. The volume of each structure is found by counting the
voxels of each of these coloured and labelled structure using an .mgz image
that FreeSurfer outputs by using MATLAB. Each volume calculated was then
normalized by dividing them with the intra-cranial volume (ICV). The ICV was
found from surfer.nmr.mgh.harvard.edu with three aseg.stat files available at 7
head-sized corrections to reduce inter-individual variation. FreeSurfer processing
is computationally expensive and takes several hours to process a single image.
Therefore, in order to reduce computational time, eight images are processed in
parallel using GNU Parallel on an 8 core machine.

Support Vector Machine. Support vector machine is a machine learning
method that classifies binary classes by finding a class boundary. This bound-
ary, the hyper plane, is used to find the maximum margin in the given training
data. The training data samples along the hyper planes near the class boundary
are called support vectors and the margin is the distance between the support
vectors and the class boundary hyperplanes. The SVM classifier is based on the
concept of decision planes that define decision boundaries. A decision plane is
one that separates between assets of objects having different class memberships.
Furthermore, a classification task usually involves training and testing data,
which consists of some data instances. Where each instance in the training set
contains one target value (class labels) and several attributes (features). SVMs
have an advantage that its objective function is convex; however, it can only
guarantee to converge to a local minimum. Moreover, it is fundamentally a two-
class classifier. One commonly used approach to tackle problems involving more
than two classes is the one-versus-the-rest approach and is as followed:

Given a training data set with labels {(z1,v1),...(¢n,yn)} where x; € R"™
and y; € {4+1, -1} and a non-linear map ¢(), that maps to a higher dimensional
space, R® RH the SVM technique solves:

min {2 lw]? + 03 &} (1)

w,&i,b
Subject to the constraints:

yi(dT (x)w +b) > 1 —&,i=1,2..n (2)
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&>0,i=12.n (3)

specifically w and b define linear classifiers in a feature space. According to
Cover’s theorem, a non-linear mapping function ¢ is performed allowing trans-
formed samples to be more likely linearly separable [30]. A regularizer parameter
C' allows control over penalty assignment to errors model. Slack variable £ are
introduced to account for non-separable data involved with permitted errors
Owing to the higher dimensionality of vector variable w, the primal function
in Eq. (1) is solved by its Lagrangian dual problem which consists of maximizing:

Li=) a;— %Zaiajyiyqu(‘ri)ﬁb(xj) (4)
i i

subject to constraints
D aiyi=0,i=1,2..n (5)
i

C>a;>0,i=1,2...n (6)

where «; are Lagrange multipliers corresponding to Eq. (2). It can be noted that
all ¢ mappings used in the SVM learning occur in the form of inner products.
Furthermore, Boster et al. proposed a way to model more complicated relation-
ships by replacing the inner product with a kernel function (such as a Gaussian
radial basis function, polynomial kernel or a linear kernel) [31]. This allows us to
define a kernel function K where the inner products in the original space (z;, ;)
replaced with inner products in the transformed space [¢(x;).¢(z;)]:

K (i, l‘j) = ¢(Iz‘)~¢($j) (7)

This kind of kernel function allows us to simplify the solution of the dual prob-
lem considerably. This is because it avoids the computation of the inner prod-
ucts in the transformed space [¢(z;).¢(x;)]. Though ¢ mapping can be explicitly
expressed for a linear or polynomial kernel, there is no explicit form of ¢ map-
ping corresponding to the Gaussian kernel. Moreover, it can be demonstrated
that the expansion is an infinite-dimensional functional [32]. Mercer’s theorem
avoids to explicitly calculate ¢ in these cases, and then, by introducing (7) into
(4), the dual problem can be finally stated as [33]:

1
L= Zai - 5 ZaiajyiyjK(xiaxj) (8)
i 4,J

After the dual problem is solved, w = Y7, a;y;¢(x;) and express the final
result as a decision f(z). Where any test data x is in the original (lower) dimen-
sional feature space:

f(x) = sgn((Y_ cigiK (ws, ;) +b)) 9)
i=1
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Furthermore, b can be easily computed from the «; that are neither zero
nor C.

The shape of the discriminant function depends on the kind of kernel func-
tions adopted. A common kernel type that fulfills Mercer’s condition is the
Gaussian radial basis function where v controls the shape of the peaks and
the data points are transformed to a higher dimension:

K(z;,x;) = exp(—l||z; — x]-||2),'y >0 (10)

where 7 is a free parameter inversely proportional to the width of the Gaussian
kernel.

A small v means a Gaussian with a large variance resulting a stronger influ-
ence of ;. In other words, if x; is a support vector, a small v implies the class of
this support vector will have influence that has a high bias on deciding the class
of the vector x; even if the distance between them is large. If v is large, then
variance is small implying that the support vector does not have a wide-spread
influence (a low bias). A low bias is utilized because the cost of misclassification
is penalized heavily. However, a large v leads to a high bias and low variance
models and vice versa.

The FreeSurfer tool is used to take volume of different brain regions such as
medial temporal lobe, ventricles, amygdala, cortical grey matter (CGM), entorhi-
nal cortex, and fusiform in each subject. In the training data, each row is a
sample, and the columns consists the above stated feature and labels for each
sample. For example, hippocampus training data for AD vs. NC classification
consists 400 rows and each row represents a sample/subject; one column consists
the feature for each sample; and one more column with labels: here +1 for AD
and —1 for NC. All training data is prepared in a similar manner for all the
aforementioned brain regions.

The data is scaled before SVM is applied [34], The main advantage of scaling
is to avoid attributes in greater numeric ranges dominating those in smaller
numeric ranges. Another advantage is to avoid numerical difficulties during the
calculation. In order to develop an SVM, penalization parameter C; and kernel
parameter v must be tuned. The best C and < hyper-parameters are found
using Grid-Search. Grid search is when given a set of models (which differ from
each other in their parameter values, which lie on a grid), train each of the
models and evaluate it using 5 - fold cross-validation. Then select the one that
performed best. The best C' value is 512 and v is 0.03125. Finally, from 700
subjects’ data, 75% training and 25% testing data are taken randomly, and used
for training and then to evaluate the model’s performance respectively. Here we
have implemented SVM using the libSVM [35] software package.

4 Results and Discussions

The simulated results presented are obtained using an 8 Core machine with 8
Giga Bytes of random access memory and 3 Mega Bytes of cache.
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The area under the curve (AUC) of a two-class classification of combinations
of the prodromal stages of dementia are shown in Table2. AUC analysis, a
commonly chosen metric, is chosen to compare the performance of classification
models. The predominate reason for using AUC as an alternative to accuracy is
that it is not as sensitive to differences between the class distribution within the
training and test samples [36,37]. To be precise, an AUC driven analysis helps
in deciding a correct model when one may have been trained on a skewed data
set.

Table 2. AUC of different combinations of the stages of dementia using SVM

Brain AD/ |AD/ |MCI/ |LMCI/|EMCI/|EMCI/ | EMCI/ | LMCI/
structure MCI |NC NC AD AD LMCI |NC NC

Hippocampus | 0.7913 | 0.9575 | 0.6409 | 0.5294 | 0.8794 | 0.8114 |0.3694 |0.7184
Medial 0.778710.915 | 0.5939 | 0.6658 | 0.8559 | 0.6523 |0.5069 | 0.6376

temporal lobe
Ventricles 0.6232 | 0.6569 | 0.5225 | 0.5481 | 0.6971 | 0.5068 |0.3944 |0.5543
Amygdala 0.7899 | 0.8382 | 0.5331 | 0.6604 | 0.8647 |0.5977 | 0.4486 |0.6212

Cortical grey |0.8123|0.8333|0.4722|0.7166 | 0.8 0.5909 |0.4833 |0.6111
Matter

Whole Brain |0.7831|0.8448 | 0.5498 | 0.7594 | 0.8882 |0.6182 |0.6153 |0.596

Entorhinal 0.6541 | 0.7059 | 0.5397 | 0.5856 | 0.8118 |0.6682 |0.4208 | 0.5808
cortex

Fusiform 0.745110.799 |0.5311|0.6123 |0.7912 | 0.6795 |0.4264 |0.7285
Combined 0.6457 | 0.7974 | 0.6157 | 0.5642 | 0.7441 | 0.6886 |0.5986 |0.6717

From Table 2, features from the hippocampus are shown to act as better dis-
criminators for most stages of dementia except for LMCI/AD and EMCI/NC.
This is in support of the argument that, the hippocampus acts as a sensitive bio-
marker for earlier stages of dementia. The second highest performing biomarker
is utilizing the medial temporal lobe (MTL). Though MTL as a biomarker does
not perform as the best discriminator for any individual combination, it performs
the best on average. Ventricles and entorhinal cortex structures are shown to be
below average discriminators, as they do not even discriminate one combination
of dementia stage. Moreover, despite combining all the biomarkers, it does not
perform as the best discriminators overall and only excels at EMCI/NC classi-
fication. The CGM biomarker performs well for AD/MCI and LMCI/AD. The
whole brain performs well for AD/LMCI and EMCI/AD, and EMCI/NC. The
Fusiform performs best for LMCI from NC. The combined features perform well
for MCI, EMCI discrimination from NC. The performance curve for AD/MCI,
AD/NC and MCI/NC using the hippocampus features are shown in Figs. 2, 3,
4,5,6and 7.
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5 Conclusions and Future Work

In this study we examined the accuracy and reliability of multi class classification
based on ROC using volumetric measurements of different brain structures for
an accurate diagnosis of dementia stages. Hippocampal volume measurements
are the best discriminate for transitions of: AD from NC, AD from MCI, and
NC from MCI. The results obtained are satisfactory and are based on a data-
base of hippocampus features. This database consisted of: 400 images for AD
vs. NC, 500 images for AD vs. MCI, and 500 images for NC vs. MCI. Moreover,
we were able to achieve an AUC value 95.75%, 79.13% and 64.09% respectively.
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For future work, will be on the use of raw data to classify stages of dementia
using a deep learning approach such as a convolutional neural network. Further-
more, we would like to explore the performance of utilizing combined features of
hippocampus, CGM, and volume of the entire brain and how they complement
each other on the several stages of dementia classification.
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Abstract. In this paper, the implementation of image recognition for traffic
light signal recognition system is demonstrated. The detection of traffic light
signal is an essential step for a self-driving car. Here we present a method for the
recognition of traffic lights using image processing and controlling the vehicle
accordingly. The algorithm developed in this research work is tested and pro-
cessed using a Raspberry Pi board. The input-output modules such as camera,
motors and chassis of the model car are all integrated together so they can
perform as a single unit. For processing the image on real-time, OpenCV is used
as an API to perform essential steps in the detection of signal like capturing,
resizing, thresholding and morphological operations. Contour detection on a
binary image has further been used for object detection. The algorithm has been
tested with Valgrind profiling tools Callgrind and Cachegrind.

Keyword: Self-driving autonomous car - Color detection + Image processing *
Opencv - Binary image - Contour detection - Convex hull - Raspberry Pi

1 Introduction

Self-driving cars are the new buzz for all the big automobile companies. With big
research groups like from Google, Uber, Tesla, etc. attached, there have been significant
advances towards this dream. The biggest problem these autonomous cars face is rec-
ognizing driving patterns and traffic signals. In [1], various problems faced by vision
based cars have been discussed. Detection of signals and signs is faced with the issue of
obstruction and lighting. [2] shows that even a red balloon on the side of the road or the
setting sun has been confused with the red-light signal. There are cases when traffic signs
get obstructed because of trees. In adverse weather conditions, the feature of object
detection faces a major setback as discussed in [3]. These cars also need to guess the
driving style and patterns of human drivers. They need to understand the patterns of
driving and how driving behavior could be different in places like near traffic lights. This
is one of the many other obvious reasons which makes traffic light signal recognition
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one of the most essential feature for an autonomous car. The problem of recognizing
traffic light has been dealt differently with different levels of outcomes. In [1] various
vision based attempts for traffic light recognition have been discussed. The problem of
different lighting outside at different times of the day is discussed in [4]. In [5],
movement patterns of other vehicles have been studied to guess the current state of
traffic light. In [6], adaptive background suppression filters have been applied to solve
the problem. Deep learning using convolutional neural networks has been used in [7] to
detect traffic light signals. In [8], machine learning classifiers like LDA, kNN and SVM
have been implemented for dealing with this problem. Here, an algorithm to recognize
traffic light signals using image processing has been developed. Contour detection
surrounding any continuous high intensity pixel values based on the algorithm at [9]
have been used. In this case, binary images are used, where high intensity means pixel
value ‘1’ and low intensity means pixel value ‘0’. This binary image has been produced
using thresholding on three (r, g, b) channels. Range of accepted (r, g, b) values for each
signal has been predefined on the basis of environment. Further preprocessing has been
performed before performing contour detection. Morphological operations [10-14]
which are based on set theory have been performed to remove disturbance and tuning
the detected objects. Median filtering [14—19] has been performed to further smooth out
detected objects. Detected contours hulls have been approximated into convex hulls.

2 The Method

The purpose of this algorithm is to process images in such a way that the presence of
any traffic light signal is detected, a convex hull is drawn around the region in the
image which has the signal present and the color detected is passed. According to this
passed signal, the raspberry pi board will activate its pins, pass current to the motors
which in turn rotates the wheels attached to the chassis. If color signal is “RED”, then
motors on the chassis don’t get any current and they stop moving. If color signal passed
is “GREEN”, then pins pass current with high duty cycle which makes the motors
rotate. If “YELLOW?” is the passed current signal, then the pins pass current of a lower
duty cycle, which makes the motors rotate at a lower r.p.m.

The convex contours hulls are drawn on the image captured. For this purpose, the
OpenCV library function findContour (based on the algorithm discussed in [9]) which
accepts a binary image is used. A contour is drawn around group of ‘1’s or the white
blocks in the binary image. To generate binary image for the corresponding color,
inRange function from the OpenCV library is called. The binary image generated by
this function may not be accurate to the requirement of contour detection and may
contain many other small disturbances. To get rid of these disturbances, various filters
as discussed later have been used. The stepwise code flow diagram of the complete
method is given in Fig. 1.
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Fig. 1. Code-flow diagram for the algorithm. Diagram created using Creately Tool [27].

Pseudo-code for the detection of traffic light signals is shown in Fig. 2. Step wise
description of each step of code-flow diagram in Fig. 1 and pseudo-code from Fig. 2 is
given in subsequent parts of this section.

For this program, the codes are written in python language because of its read-
ability, writability and vast open-source backing. OpenCV library from python is being
used to perform image processing tasks. All images are handled as Numpy arrays
which is a Python extension module as it provides faster and easier matrix handling and
operations.
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Algorithm 1 Algorithm to detect traffic light signals

1: procedure COLORDETECT

2: while (Esc key is not pressed) :

3: frame < captured frame from camera

4: frame < resized frame

5: for color in (Green, Yellow, Red) do:

6: bin < thresholding on three channels applied on frame
7 bin < draw contours of -1’ thickness on bin

8: bin < apply morphological opening on bin

9: bin < apply morphological erosion on bin

10: bin < apply morphological median blurring on bin
11: contourList < search contours from bin

12: for every contour in conotourList do:

13: contour < convert contour to convex

14: detectedColor < color

15: frame < draw contour on frame to preview
16: return detectedColor

Fig. 2. Pseudo-code for the algorithm

2.1 Hardware Setup

The whole experiment has been executed on a Raspberry Pi camera module has been
installed to provide input to the Raspberry Pi board running the color detection
algorithm.

On the basis of the detected traffic signal color, the program dictates Raspberry Pi
to activate its General-purpose input/output pins (GPIO Pins). These GPIO pins are
connected to RC motors attached to the car chassis which in turn rotate the wheels of
chassis with an r.p.m. depending upon the duty cycle of the current passed. The whole
setup is demonstrated in Fig. 3.

2.2 Capturing Frames

A USB camera with frame frequency 30FPS was used to capture frames. The OpenCV
assists in capturing frames from the camera. A VideoCapture object is created which
helps to capture live stream with a camera. Each frame is captured as a numpy array
which provides faster array calculation. Every captured frame is resized to a smaller
size with width of 300 pixels to reduce computational time. On each frame, image
processing is applied to detect traffic light signal. Each frame is first checked for the
presence of a green light signal, then for blue and then for red. This way, highest
priority is given to red signal for safety.
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Fig. 3. Hardware setup. Diagram created using Creately Tool [27].

2.3 Generation of Binary Images

The captured RGB frames are needed to be converted into binary images based on a
specific range of (r, g, b) values. These binary images should have pixel value 1 for
pixels in image which lie in a specified (r, g, b) range and value O if they do not. The
range of (r, g, b) values predefined according to the color to be detected and sur-
rounding environments is present. To perform this thresholding on multiple channels,
the inRange function from the OpenCV library is called.

2.4 Removal of Disturbances

The binary images obtained cannot be passed for contour detection yet. Some pixels
may be present, which have their values lying in the predefined (r, g, b) range but are
not needed to be detected. Contours detection is needed around only clusters or blocks
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of ‘1’ pixel values. To obtain such a binary image, some image processing operations
must be applied on the numpy array.

There are cases when the clusters of ‘1’ valued pixels are not continuous, i.e. they
may have some pixels having values ‘0’ inside them. To solve this problem, contours
with thickness ‘—1° of color white (pixel value ‘1’) can be drawn.

Now to remove small disturbances in this binary image, use of morphological
operations [12-14] based on mathematical morphology [10, 11, 14] is preferred.
Mathematical morphology unlike traditional image processing techniques, treats an
image as an ensemble of sets. It needs two inputs, i.e. image and a structuring element
or kernel which decides the nature of the operation. The primary morphological
operations are dilation and erosion, which are based on operations like translation, set
union and set intersection. Morphological opening function has been used to remove
the small disturbances in this binary image. Opening function is another name for
erosion function followed by dilation. For a kernel, we will use a3 x 3 identity matrix.
Also, there are some white blocks or clusters which remain connected to each other.
This can be removed by using the erosion morphological operator. Same kernel defined
earlier is being used.

Finally, a median blur [14—19] is applied to the binary image. A median blur goes
through each pixel value and replaces it with the median of all the pixel values lying in
the surrounding kernel of a specified size. A kernel of size 7 x 7 is used. Median blur
is effectively useful for salt-and-pepper noise.

2.5 Convex Contour Hulls

Contours are useful for shape analysis and object detection from binary images.
Contours are found from the generated binary image for all the continuous points or
blocks and are stored in a list. If a contour is found, the detected color is changed.
Every contour stored in the list is approximated to a convex hull in case the contours
are concave.

Each contour from the list is then drawn onto the original frame and the frame is
previewed.

3 Results

This experiment was run completely on a Raspberry Pi Model B. The algorithm
worked satisfactorily in recognizing traffic light colors. Each frame is previewed with
convex hull drawn on the detected signal. All the result is achieved with a time minimal
time lag ~1 s.

The algorithm was further tested with Valgrind profilers tools i.e. Cachegrind and
Callgrind. The Cachegrind profiler tells the total cache hits by the program. The output
is presented in Table 1.
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Using the data from Table 1, the 11, D1, and LL caches can be seen. Referencing
[20], first three rows give us | cache, next three D cache reads and finally the last three
tell the D cache writes. D1mr and DImw give total D1 cache. LL cache is given by
ILmr, DLmr and DLmw.

The Callgrind profiling tool is a call-graph generating cache profiler. Its output can
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Table 1. Cachegrind profiling results

Cache Type | Program Total Type
Ir 2,456,080,245

Ilmr 1,436,113

ILmr 92,988

Dr 1,039,494,031
Dlmr 6,264,598

DLmr 411,331

Dw 343,926,705

Dlmw 2,001,709

DLmw 1,203,382

be viewed using KCacheGrind tool. Output is shared in Table 2.

Table 2. Callgrind profiling

Incl. Self Called | Function
99.86 0.00 1 | Main
99.86 0.00 1 | Py_Main
98.85 0.00 1 | PyRun_AnyFileExFlags
98.85 0.00 1 | PyRun_SimpleFileExFlags
98.85 0.00 1 | PyRun_FileExFlags
47.31 0.00 352 | cv:parallel_for_(cv::Range const&,cv::ParallelLoopBody
const&, double)
26.48 0.00 198 | cv::MorphologyRunner::operator()(cv::Range const&) const
26.44 0.00 198 | Cv:FilterEngine::apply
26.34 0.65 198 | Cv:FilterEngine::proceed
20.13 0.00 66 | Cv:medianBlur
19.57 0.00 22 | Cv:Resize
1947 | 17.47 22 | Cv::ResizeArea_Invoker < unsigned char,float > ::operator()
17.89 0.00 132 | Cv::erode
17.55 0.00 66 | Cv::morphologyEx
13.67 0.00 23 | Cv::VideoCapture::read
12.37 0.00 23 | cvGrabFrame
12.37 0.65 23 CvCaptuereCam_V4L_CPP::grabFrame()
11.72 0.00 86 | V412 _iocti
11.71 0.00 23 | V4lconvert_convert
10.63 | 10.63 29,832 | Cv::MorphRowFilter
8.60 0.00 66 | Cv:dilate
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From Table 2, it can be concluded that OpenCV classes MorphologyRunner &
FilterEngine get a significant amount of time being spent on them. Both are being
called during morphological operations. The medianBlur class called to apply Median
Filtering is also called many times. The percentage of time being spent on the Resize
class is also large considering that the times it is being called is fewer.

4 Conclusions

The objective of recognizing traffic lights has been fulfilled with this method. There are
hindrances which are faced like brightness of LED and other traffic signal like looking
objects on road. To solve the problem of LED, shutter speed of camera can be changed.
Another way to solve the problem of traffic light signal recognition could be use object
detection algorithm based on [21] using Haar cascades. Distance estimation from the
signal as performed in [22] can also be implemented.

Using deep learning algorithms like convolutional networks is also known to be
beneficial. Convolutional neural networks are a type of feed-forward neural networks
proposed by Alex Krizhevsky in [23]. These CNNs can be used to solve the problem of
traffic light recognition as performed in [7, 24].

Work on this RC car can further be extended to make it more autonomous. Wireless
modules can be installed making it properly mobile. Traffic signs recognition can be
implemented using convolutional neural networks as discussed in [25]. To make the car
turn by itself, a neural network can be trained to classify captured image road between
going straight, curving left or curving right. This has been performed in [26] where a
two-layered neural network has been trained for this purpose.
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Abstract. Human detection refers to the process of detecting human region
from an image or from video frames. Most of the recent advanced human
detection systems use the segmentation scheme by incorporating the depth
information of the scene. In such systems, the scene gets captured by a RGB-D
camera and the candidate area is segmented by setting an appropriate depth
threshold for the captured depth images. In practice, depth data obtained from
this depth analysis having critical problems, such as optical noise, absence of
depth information for certain regions like hair area, and unmatched boundaries.
The proposed approach mainly focus on restoring the actual edge information
and hair area of the subject in the pre-segmented image by applying Viola Jones
Algorithm for face area detection and Chan-Vese active contour detection for
restoring hair and edge areas of the image over the detected face area. This final
segmentation mask is used for segmenting the accurate human region from the
original image with hair area and with boundaries similar to the ground truth.
Experimental results prove the improvement in the visual quality of the seg-
mented human area.

Keywords: Kinect -+ Depth analysis *+ Active contour detection

1 Introduction

Understanding human motion and activity tracking from a video is important in
numerous applications, especially in video surveillance systems [1-3]. The main stage
for understanding human motion from a video is human detection and segmentation [4].
However, detection and tracking of human from images or videos is a challenging
problem facing by researchers due to variations in pose, clothing, lighting conditions
and vivid backgrounds. There has been ample research [5, 6] in the recent years in
human detection and various methods based on computer vision have been proposed.

Basic conventional human detection approaches is usually done in images taken by
cameras which gives RGB color images [7]. These methods adopt the detection process
by analyzing various features of color and shape. Such systems use features based on
gradients, such as histograms of oriented gradients (HOG) [8], or extract interest points
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in the image, such as scale-invariant feature transform (SIFT) [9]. Such methods follow
a similar computer vision approach as that of human vision system. Even though lots of
reports [10, 11] showed that these methods can provide sufficient human detection
results, RGB image based methods faces difficulties in perceiving the extract shapes of
the human subjects with articulated poses or when the background is cluttered.
Background subtraction techniques [12] usually focus on such color based features
along with motion detection analysis which helps to identify foreground moving
human subjects from video frames. This approach operate directly on the image or
video frames to classify moving objects as human or non-human using shape, color,
motion features or combinations of these.

There has been research using range image [13] for object recognition or modeling
in the past few decades. Range images have many advantages over normal 2D Color or
Gray intensity images. Range images are robust to the change in color and illumination.
Also, range images can give simple representations of 3D information. Recently, many
human detection methods using depth information taken by the RGB-D camera has
been proposed. RGB-D camera can capture both color and depth information from an
image, where the depth represents the distance between objects and the camera. These
cameras have been used and cheap and easy to use versions of these sensors are
available like Microsoft Kinect [14, 15], Intel Realsense [16] and Asus Xtion [17].
Depth information is a crucial cue for detecting objects in cases where the objects may
not have consistent color and texture. Hence, human detection using RGB-D images
has many potential applications in future techs including smart car, Smart visual
surveillance, human-computer interaction and robotic navigation.

Many human detection models [15-18] are proposed recently based on depth and
RGB color information. Their main disadvantages include optical noise, absence of
depth information for certain regions like hair area, unmatched contour detection etc. In
this work, we attempt to address the problem of human detection from video frames or
from still images without any loss in hair area and to reduce distortion over the edge
areas. Microsoft Kinect camera is used image capturing to get the depth and color
information. This sensor (camera) can take depth information and color information
simultaneously using the same optical axis, thereby achieving 3D detection by a single
camera. The proposed system is performed over regions obtained from a
pre-segmentation of the depth image. The head portion get first tracked by using
Viola-Johnson Face detection algorithm [19, 20] and then Chan-Vese active contour
segmentation [21] method is applied to restore the lost hair portion.

The rest of the paper is organized as follows. Section 2 contains a brief survey of
recent related works in human detection which uses depth analysis. Section 3 contains a
detailed description of proposed work methodology. Discussion about the experimental
results is plotted in Sect. 4. Finally, the concluding remarks are drawn in Sect. 5.

2 Literature Survey

Human detection from depth images is gaining substantial attention since depth
information facilitates object extraction and from a relative distant background. In most
of the previous works, dealing with human detection using depth analysis, the primary
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objective is to detect and track moving or stationary humans. In some of the methods
developed to detect human candidates from individual depth frames, it required the
ground or the ceiling is visible. In the algorithm proposed by Bagautdinov et al. [22]
searched for the presence of humans on a ground surface using Bayesian inference. In
this paper, a method is proposed to track moving especially walking people from
RGB-Depth images. The ground plane is detected first and removed from the point
cloud data, and the remaining points are clustered to determine the human region.

In another article, Xia et al. [23] developed a human detection approach which aims
at first detecting head areas from the edge map of depth images. They use Chamfer
distance to a template head contour to find subject’s head region, then verify using a 3D
head sphere model. To decrease the high false positive rate, association between
successive video frames is also used. Choi et al. [24] employed a graph-based seg-
mentation algorithm followed by a region merging operation to determine candidate
human factor. They use linear SVM to classify the human area by computing His-
togram of Depth (HOD) descriptors. W. Choi et al. [25] developed a human tracking
system that applies various cues and detectors to video data. Depth information is
integrated in this system whenever it is available. Their depth-based shape detector
employs a binary head-and-shoulder template to calculate the likelihood of human
presence in target locations.

In the paper [26], human detection algorithm is composed of three main steps: A
pre-segmentation stage of the depth scene using K-means clustering [27], and merging
of adjacent planar regions. The second step involves the extraction of omega like
curves from top portions of boundaries of the segmented area, and matching them with
template head-shoulder curves. Finally, the candidate head-shoulder regions are
inspected to verify whether they satisfy two geometrical constraints attributed to valid
head and shoulder regions. Another similar methodology is proposed in the article
which detects moving objects in depth image sequences using background images and
motion depth (MD) analysis [28]. The background image represents the camera view
with no moving objects and the MDs are the depth values corresponding to moving
objects. Foreground regions are then isolated and detected by background subtraction.
Experimental results show the proposed method robustly detects moving objects, even
if the moving region exists in close proximity to the background region. Therefore,
show better performance in detecting moving objects including human subjects in
depth image sequences.

The most common issue found in almost all above said methods is that, the seg-
mentation by depth analysis alone is not sufficient to extract the complete details of the
human area. However, the depth camera does not capture shiny and dark surfaces well,
such as black hair since the reflected lights from the dark and shiny surfaces are weak
and scattered, the depth camera cannot detect the reflected infrared light. For example
depth analysis usually fails to segment hair area from the face region since it is usually
seen in black or dark color. This issue doesn’t bring any problem if the objective is just
detection and tracking. But if the intention of the analysis is to extract human region for
applications like Animation or Graphics purpose, the boundary details and the hair
portion detection will be necessary.

A similar issue is pointed in the paper [29], where the authors propose a new method
of generating a dynamic 3D human actor using a Time of Flight (TOF) depth camera.
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The solutions suggested here could minimize the problems inherent in the depth camera
system. They detect the lost hair region using a computer vision based face detection
technique and recover its depth information using a multi-seed region growing algo-
rithm considering the depths of the face region. Then they match the boundaries between
the color and depth images using a graph cut-based matting algorithm. Another attempt
of human recognition is explained in the paper [30] where proposing a method for
detecting humans by Relational Depth Similarity Features based on depth data from a
TOF camera. The used features are derived from a similarity of depth-histograms which
represent the relationship between two local regions. During the detection process, a
raster scanning in a 3D space is used which makes the detection is a faster way.
A considerable increase in speed is achieved.

3 Proposed Method

The Proposed system aims at developing an efficient post processing on pre segmented
regions of people after depth analysis. The system aims at restoring the hair portion that
get lost in the depth based segmentation process. The subsequent steps of the proposed
algorithm are shown in Fig. 1.

3.1 Pre-segmentation of Human Region Using Depth Analysis

The main objective of this work is to enhance a vague pre-segmented image obtained
after processing the RGB-Depth image using color and depth analysis. These images may

RGB- Color- Pre-segmented Extract Face
Depth Depth Human region area using
image analysis (without hair Viola-Jones
region) Algorithm
Apply the recov- Use Chan-Vese Crop the face area after
ered hair area over active contour applying morphologi-
the pre-segmented segmentation to cal dilation using a
human region detect hair por- square structural ele-

Human area including
restored hair portion

Fig. 1. Block diagram of the proposed method.
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be captured by camera like Microsoft Kinect [14]. Since we are focusing the enhance-
ment over the initial segmented image by restoring the lost hair region [29], the following
techniques are being used and explained below. A sample of the pre-segmented image
result after the color- depth feature based segmentation process is shown in Fig. 2.

@ (b) ©

Fig. 2. (a) RGB image (b) depth image & (c) segmented human area using depth analysis

3.2 Face Area Detection Using Viola-Jones Algorithm

The objective of the proposed system is restoring the hair area from the course seg-
mented image. The system adopts a way to detect the face region first in order to do the
same. The main issue to be solved here is the effective detection of face region from the
image. During the last decade a number of face detection algorithms have been
developed. Among these Viola-Jones algorithm is used here while considering its
performance over various advantages [31, 32].

The basic idea of the Viola-Jones algorithm [20] is to scan a sub-window capable of
detecting faces across a given input image. The standard image processing approach
would be to rescale the input image to different s